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## Abstract

Network Functions Virtualization (NFV) and Software Defined Networking (SDN) are two promising techniques for the next generation of telecommunication networks. Their introduction allows time, energy, and cost minimization. In this dissertation, we study a problem faced by the network service providers, named, the Virtual Network Functions Placement and Routing Problem (VNFPRP) in Software Defined Networks.

In this problem, a set of Virtual Network Functions (VNFs) has to be installed in a telecommunication network at minimum cost. For each given origin-destination pair of nodes (commodities), a latency-constrained routing path has to be found visiting the required VNFs. Placing VNFs on network nodes and routing data through these nodes is a very challenging combinatorial optimization problem. Obviously, the problem becomes even more difficult if, in addition, data flows have to be routed using the concept of Service Functions Chaining (SFC) for which VNFs have to be encountered in a pre-defined order.
In this thesis, we prove that the VNFPRP is NP-hard in a strong sense, even for a single commodity and without node-capacity, VNF-capacity, latency, and precedence constraints. We provide a compact Mixed Integer Linear Programming (MILP) formulation to model it. This formulation does not seem to be strong enough for finding a solution using an off-the-shelf solver. In order to tackle the problem from a computational perspective, we provide MILP-based heuristic. The obtained results indicate that our MILP-heuristic provides high-quality solutions.

Moreover, we propose two extended formulations for the problem and derive two Branch-and-Price algorithms. For each formulation, we present a column generation procedure to solve the linear relaxation, the way to compute the dual bound, and the branching scheme. We also provide several families of valid inequalities to strengthen the LP-bounds. We present computational results and discuss the performance of each algorithm.

Furthermore, we discuss a variant of the problem, and we provide theoretical results that allow us to derive Benders reformulation of the problem, along with several families of valid inequalities. These ingredients are combined in a Branch-and-BendersCut framework and computationally tested on a wide range of realistic instances and
compared with the Automatic Benders decomposition provided by Cplex.
Computational results indicate that our decomposition and reformulation approaches are more efficient compared to the two methods (the MILP compact formulation and the automatic Benders) provided by the off-the-shelf solver on a set of realistic instances, both in terms of CPU time and overall solution quality.
Key words : Combinatorial optimization, Column generation, Branch-and-Price, Valid inequalities, Benders decomposition, Branch-and-Benders-cut, Heuristic, Virtual Network Functions, Software-Defined Networking, Service Functions Chaining.

## Résumé

La Virtualisation des fonctions réseau et les réseaux définis par logiciel sont deux nouvelles technologies prometteuses qui émergent dans la nouvelle génération des réseaux de télécommunication. Leur utilisation permet la minimisation du temps de traitement des services et un gain en énergie et en coûts. Dans cette thèse, nous étudions un problème auquel sont confrontés les fournisseurs des services réseau, intitulé le problème de placement des fonctions virtuelles et de routage des services dans les réseaux définis par logiciel.

Étant donnés un ensemble de fonctions de réseau virtuelles (VNF) et un ensemble de paires de nœuds origine-destination (commodités), le problème étudié dans cette thèse consiste à trouver les installations optimales des fonctions virtuelles sur les noeuds du réseau de télécommunication, et le chemin associé satisfaisant les contraintes de latence et passant par les fonctions virtuelles installées. Ce problème est un problème d'optimisation combinatoire difficile à résoudre. Évidemment, le problème devient encore plus difficile, si en plus, les flux de données doivent être acheminés en utilisant le concept de Chaînage de fonctions de service (SFC) pour lequel les VNFs doivent être traitées le long du chemin de routage dans un ordre prédéfini. D'autres contraintes techniques peuvent être considérées dans ce problème. L'objectif est de minimiser les coûts d'installation des fonctions virtuelles sur les noeuds du réseau et les coûts d'activation des noeuds.

Dans ce manuscrit, nous commençons par prouver que le problème est NP-Difficile au sens fort, même en considérant une seule commodité, et en relâchant les contraintes de capacité sur les nœuds et sur les fonctions virtuelles, et aussi les contraintes de latence et de précédence. Nous proposons ensuite une formulation PLNE (Programmation linéaire en nombres entiers) compacte pour modéliser le problème. Cette formulation ne semble pas être assez forte pour trouver des solutions réalisables en un temps raisonnable à l'aide d'un solveur standard. Afin de remédier à cela, nous fournissons, une heuristique basée sur une formulation PLNE.

Nous proposons également, deux formulations PLNE étendues pour modéliser le problème et nous définissons l'algorithme de Branch-and-Price associé. Pour chacune de ces deux formulations, nous présentons, la procédure de génération de colonnes afin
de résoudre la relaxation linéaire, le calcul de la borne duale, et aussi le schéma de branchement. De plus, nous définissons plusieurs familles d'inégalités valides afin de renforcer la relaxation linéaire. Nous comparons les deux algorithmes proposés et nous discutons leur performance.

Ensuite, nous étudions une variante du problème et nous présentons des résultats théoriques qui nous permettent de le reformuler en appliquant la décomposition de Benders. Nous renforçons cette reformulation par un ensemble d'inégalités valides. Tout cela est combiné dans un algorithme de Branch-and-Benders-cut que nous avons testé et comparé avec l'algorithme de Benders automatique inclus dans le solveur commercial Cplex.
Les résultats numériques montrent que nos approches de décomposition et de reformulation sont plus efficaces que les deux méthodes (la formulation compacte et l'algorithme de Benders automatique) fournies par un solveur standard sur un ensemble d'instances réalistes, à la fois en terme de temps CPU et en terme de qualité de la solution. Ces résultats montrent également que notre heuristique fournit des solutions de grande qualité.
Mots clef : Optimisation combinatoire, Génération de colonnes, Branch-and-Price, inégalités valides, décomposition de Benders, Branch-and-Benders-Cut, Heuristique, Fonctions virtualisées de réseau, Réseaux définis par logiciel, Chaînage de fonctions de service.
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## Introduction

Typically, telecommunication networks are composed of different devices such as switches, routers, and middleboxes, which are used in order to provide network functions such as Proxies, Firewalls (FW), Intrusion Detection Systems (IDS), Load Balancers (LB), etc. The hardware middleboxes are costly, energy-intensive and have short lifecycles [71]. Constantly, network service providers have to deal with a large number of traffic requests in order to satisfy customer demands. These traffic requests represent services such as video streaming, virtual private network (VPN), online gaming, etc. Moreover, each service requires a specific Service Function Chain (SFC), representing a sequence of hardware devices that must be traversed by the data flows in a pre-defined order. Routing packets through these fixed devices is very time consuming and reduces the QoS (e.g., end-to-end latency). Also, when a new service is required, new hardware devices should be used, placed, and connected to the network elements [89]. Furthermore, in traditional telecommunication networks, no device has visibility of the whole network. Each switch has its own data plane, to forward the traffic, and its own control plane, to decide where to send the data. Having a considerable number of devices implies managing a considerable number of control and data planes. This requires a manual configuration, and makes packet forwarding very complicated within a network [48, 111]. Therefore, network management becomes very challenging [110], which is very expensive in terms of CAPEX and OPEX.

During the last decade, the legacy telecommunication networks have started their transformation by introducing two promising technologies, namely, the Network Function Virtualization and Software-Defined Networking. The Network Function Virtualization allows the network functions to be executed as software on commercial off-theshelf equipment, thus being instantiated on-demand without installing new equipment. Software-defined networking is a new paradigm that simplifies network management and makes the deployment of new services easier by separating the data plane from the control plane. This is done by creating one or multiple central controllers having a global view of the whole network state.

NFV and SDN provide various benefits: specifically, the VNFs could be installed ondemand on network nodes, and the routing paths associated with the Service Function Chains could be computed dynamically to encounter the installed VNFs [11]. These two technologies bring new flexibility in network management. Nevertheless, their introduction generates hard decision problems combining the choice of locations to deploy the VNFs and the computation of efficient routing paths meeting the installed VNFs in the right order. Both problems are widely studied separately in the literature, but their combination, specified by the VNF chaining problem, introduces a new challenge [6].

In this thesis, we study the Virtual Network Functions Placement and Routing Problem faced by Network Service Providers (NSPs). Given a telecommunication network, a set of VNFs and a set of traffic requests (or commodities), the VNFPR problem consists in determining the optimal VNFs placement at network nodes, and the associated latency-constrained routing paths for each commodity, satisfying the SFC constraints. The VNF-installation and the node activation costs are to be minimized. Further technical constraints, allowing a better Quality of the Service (QoS) and Quality of Experience (QoE), can be considered along with nodes capacities, VNFs capacities, or conflict between VNFs of the same service.

In the first part of the thesis, we investigate the problem's basic properties, we show that the problem is strongly NP-hard even for its simplest version, and we propose an MILP compact formulation to model it. This formulation does not seem to be strong enough to find a solution using an off-the-shelf solver in a reasonable time. To tackle the problem from a computational perspective, we propose a path-based heuristic that provides optimal solutions for realistic instances from the literature.

Afterwards, we propose two extended formulations based on Dantzig-Wolfe decomposition to model the problem, namely: path formulation (PF) and Dantzig-Wolfe (DW) formulation. In order to strengthen their LP-bounds, we propose several families of valid inequalities and demonstrate their benefits. We show, theoretically, that the Dantzig-Wolfe formulation is stronger than the path formulation in terms of linear relaxation. We present a branching scheme for each one and develop a Branch-andPrice algorithm. We compare both algorithms with the MILP compact formulation and the automatic Benders of Cplex.

In the last part of the dissertation, we study a variant of the problem in which we relax the VNF-capacity and conflict constraints. We provide theoretical results that allow us to reformulate the problem using Benders decomposition and three families of valid inequalities to strengthen the LP-bounds. We combine all these ingredients in a Branch-and-Benders-Cut framework, and we test it on a set of realistic benchmark

## instances.

This manuscript is organized as follows. In Chapter 1, we briefly present the basic notions of combinatorial optimization, its most important approaches, and define some notions of the telecommunication network. This chapter also includes a review of the state-of-the-art methods for the VNFPRP. In Chapter 2, we present the VNFPRP, its proprieties, and an MILP compact formulation to model it. Chapter 3 is dedicated to the MILP-based heuristic. In Chapter 4, we present two extended formulations and their Branch-and-Price algorithms. In Chapter 5, we discuss a variant of the problem, and we provide theoretical results that allow us to derive Benders reformulation and to develop a Branch-and-Benders-Cut algorithm.

## Chapter 1

## Preliminaries and State-of-the-Art

This chapter introduces and presents the main notions and definitions necessary to ease the manuscript's understanding. First, we summarize the most important methods in combinatorial optimizaion, such as cutting plane, Branch-and-Cut, Benders reformulation, column generation, and the Branch-and-Price algorithms. Furthermore, the principal graph theory's notions and the key definitions in the telecommunication network are reported. The last section of the chapter is related to the review of the literature on the Virtual Network Functions Placement and Routing problem.
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Outline of the chapter. In Section 1.1, we present the most important reformulation and resolution approaches used in combinatorial optimization. Some important notions of graph theory are provided in Section 1.2. Section 1.3 is dedicated to the telecommunication network notions and definitions. The last section summarizes the literature review related to the VNFPRP.

### 1.1 Polyhedra and Integer Linear Programming methods

Some definitions in this section have been collected from the book chapter of A.R Mahjoub [95].

### 1.1.1 Elements of polyhedral theory

Let $x \in \mathbb{R}^{n}$ be a vector, where $n$ is a positive integer. We say that $x$ is a linear combination of $x_{1}, x_{2}, \ldots, x_{m} \in \mathbb{R}^{n}$ if there exist $m$ scalars $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}$ such that $x$ $=\sum_{i=1}^{m} \lambda_{i} x_{i}$. If $\sum_{i=1}^{m} \lambda_{i}=1$, then $x$ is said to be a affine combination of $x_{1}, x_{2}, \ldots$, $x_{m}$. Moreover, if $\lambda_{i} \geq 0$, for all $i \in\{1, \ldots, m\}$, we say that $x$ is a convex combination of $x_{1}, x_{2}, \ldots, x_{m}$.

Given a set $S=\left\{x_{1}, \ldots, x_{m}\right\} \in \mathbb{R}^{n \times m}$, the convex hull of $S$ is the set of points $x \in \mathbb{R}^{n}$ which are convex combination of $x_{1}, \ldots, x_{m}$ (see Figure 1.1), that is

$$
\operatorname{conv}(S)=\left\{x \in \mathbb{R}^{n} \mid x \text { is a convex combination of } x_{1}, \ldots, x_{m}\right\}
$$

The points $x_{1}, \ldots, x_{m} \in \mathbb{R}^{n}$ are linearly independent if the unique solution of the system $\sum_{i=1}^{m} \lambda_{i} x_{i}=0$, is $\lambda_{i}=0$, for all $i \in\{1, \ldots, m\}$. Furthermore, they are affinely independent if the unique solution of the system $\sum_{i=1}^{m} \lambda_{i} x_{i}=0, \sum_{i=1}^{m} \lambda_{i}=1$, is $\lambda_{i}=0$, $i=1, \ldots, m$.

A polyhedron $P$ is the set of solutions of a linear system $A x \leq b$, that is $P=$ $\left\{x \in \mathbb{R}^{n} \mid A x \leq b\right\}$, where $A$ is a $m$-row $n$-columns matrix and $b$ is a vector, $b \in \mathbb{R}^{m}$. A polytope is a bounded polyhedron. A point $x$ of $P$ will be also called a solution of $P$.

An inequality $a x \leq \alpha$ is valid for a polyhedron $P \subseteq \mathbb{R}^{n}$ if for every solution $\bar{x} \in P$, $a \bar{x} \leq \alpha$. This inequality is said to be tight for a solution $\bar{x} \in P$, if $a \bar{x}=\alpha$.


Figure 1.1: Example of a convex hull

The inequality $a x \leq \alpha$ is violated by $\bar{x} \in P$, if $a \bar{x}>\alpha$. Let $a x \leq \alpha$ be a valid inequality for the polyhedron $P . F=\{x \in P \mid a x=\alpha\}$ is called a face of $P$.

An inequality $a x \leq \alpha$ is redundant, if the system $\left\{A^{\prime} x \leq b^{\prime}\right\}$ obtained by removing this inequality from $A x \leq b$ defines the same polyhedron $P$. This is the case when $a x \leq \alpha$ can be written as a linear combination of inequalities of the system $A^{\prime} x \leq b^{\prime}$.

A solution is an extreme point of the polyhedron $P$, if and only if it cannot be written as the convex combination of two different solutions of $P$. The polyhedron $P$ can also be described by its extreme points. In fact, every solution of $P$ can be written as a convex combination of some extreme points of $P$.

Figure 1.2 illustrates the main definitions given is this section.

### 1.1.2 Cutting plane method

Usually, the characterization of the convex hull of a combinatorial optimization problem is done by defining a large number of inequalities, which is exponential in most of the cases. Define all these linear inequalities is not always obvious. In order to overcome this difficulty, the cutting plane method can be used.


Figure 1.2: Example of valid and non valid inequalities and extreme points

The cutting plane method is based on the so-called separation problem. This consists, given a polyhedron $P$ of $\mathbb{R}^{n}$ and a point $x^{*} \in \mathbb{R}^{n}$, in verifying if $x^{*}$ belongs to $P$ or not, and if not, to identify an inequality $a^{T} x \geq b$, valid for $P$ and violated by $x^{*}$. In the latter case, we say that the hyper-plane $a^{T} x=b$ separates $P$ and $x^{*}$ (see Figure 1.3).


Figure 1.3: A hyper-plane separating $x^{*}$ and $P$
The cutting plane method consists in solving successive linear programs, with possibly a large number of inequalities, as follows. Let $L P=\min \{c x \mid A x \geq b\}$ be a
linear program and $L P^{\prime}$ a linear program obtained by considering a small number of inequalities among $A x \geq b$. Let $x^{*}$ be the optimal solution of the latter system. We solve the separation problem associated with $A x \geq b$ and $x^{*}$. This phase is called the separation phase. If every inequality of $A x \geq b$ is satisfied by $x^{*}$, then $x^{*}$ is also optimal for $L P$. If not, let $a x \geq \alpha$ be an inequality violated by $x^{*}$. Then we add $a x \geq \alpha$ to $L P^{\prime}$ and repeat this process until an optimal solution is found. Algorithm 1 summarizes the different cutting plane steps.

```
Algorithm 1: A cutting plane algorithm [94]
    Data: A linear program \(L P\) and its system of inequalities \(A x \geq b\)
    Result: Optimal solution \(x^{*}\) of \(L P\)
    1: Consider a linear program \(L P^{\prime}\) with a small number of inequalities of \(L P\);
    2 : Solve \(L P^{\prime}\) and let \(x^{*}\) be an optimal solution;
    3: Solve the separation problem associated with \(A x \geq b\) and \(x^{*}\);
    if an inequality \(a x \geq \alpha\) of LP is violated by \(x^{*}\) then
        Add \(a x \geq \alpha\) to \(L P^{\prime}\);
        Go to step 2 ;
    end
    else
        \(x^{*}\) is optimal for \(L P\);
        return \(x^{*}\);
    end
```

The cutting-plane algorithm aims to solve the LP-relaxation of a given problem. The integrality of the provided solution has to be checked, if an integer solution is required and the Branch-and-Bound algorithm must be applied if the solution is fractional. Some inequalities have to be added to the problem during the Branch-and-Bound algorithm to achieve the optimality. This means that we have to combine both algorithms in order to get an optimal integer solution; the resulting algorithm is called Branch-andCut algorithm.

### 1.1.3 Branch-and-Cut algorithm

Consider a combinatorial optimization problem $\mathcal{P}$ which can be stated as: $\min \{c x \mid A x \geq$ $\left.b, x \in\{0,1\}^{n}\right\}$, where $A x \geq b$ has a large number of inequalities. A Branch-and-Cut algorithm starts by creating a Branch-and-Bound tree whose root node corresponds to a linear program $L P_{0}=\min \left\{c x \mid A_{0} x \geq b_{0}, 0 \leq x \leq 1\right\}$, where $A_{0} x \geq b_{0}$ is a subsystem of $A x \geq b$ having a small number of inequalities. Then, we solve the linear relaxation
of the problem that is $L P=\{c x \mid A x \geq b, 0 \leq x \leq 1\}$ using a cutting plane algorithm starting from $L P_{0}$. Let $x_{0}^{*}$ denote its optimal solution and $A_{0}^{\prime} x \geq b_{0}^{\prime}$ denote the set of inequalities added to $L P_{0}$ at the end of the cutting plane phase. If $x_{0}^{*}$ is integral, then it is optimal. Otherwise, if $x_{0}^{*}$ is fractional, we perform a branching phase. This step consists of choosing a variable, say $x^{1}$, with a fractional value and adding two nodes $P_{1}$ and $P_{2}$ in the Branch-and-Cut tree. The node $P_{1}$ corresponds to the linear program $L P_{1}$ $=\min \left\{c x \mid A_{0} x \geq b_{0}, A_{0}^{\prime} x \geq b_{0}^{\prime}, x^{1}=0\right\}$ and $L P_{2}=\min \left\{c x \mid A_{0} x \geq b_{0}, A_{0}^{\prime} x \geq b_{0}^{\prime}, x^{1}=1\right\}$. We then solve the linear program $\overline{L P}_{1}=\min \left\{c x \mid A x \geq b, x^{1}=0\right\}$ (resp., $\overline{L P}_{2}=$ $\min \left\{c x \mid A x \geq b, x^{1}=1\right\}$ ) by a cutting plane method, starting from $L P_{1}$ (resp. $L P_{2}$ ). If the optimal solution of $\overline{L P}_{1}$ (resp. $\overline{L P}_{2}$ ) is integral then, it is feasible for the problem. Its value is then an upper bound of the optimal solution, and the node $P_{1}$ (resp. $P_{2}$ ) becomes a leaf of the Branch-and-Cut tree. If the solution is fractional, then we select a variable with a fractional value and add two children to the node $P_{1}$ (resp. $P_{2}$ ), and so on.

Similarly, as in the Branch-and-bound algorithm, infeasible nodes can be generated by adding constraints of type $x^{i}=0$ and $x^{i}=1$, with $x^{i}$ fractional variable. Also, this can generate nodes with a worst objective value than the best known lower bound. Both types of nodes are pruned. The Branch-and-cut algorithm terminates when all nodes have been explored.

A good upper bound can be used in the Branch-and-Cut algorithm in order to prune nodes that do not allow its improvement. This allows reducing the size of the Branch-and-Cut tree, and consequently, reduce the time used by the algorithm. Furthermore, this upper bound may be improved by applying a primal heuristic which aims to produce a feasible solution from the solution obtained at a given node of the Branch-and-Cut tree when this later solution is fractional (and hence infeasible). When the solution computed is better than the best known upper bound, it may significantly reduce the number of generated nodes, as well as the CPU time. Moreover, this guarantees to have an approximation of the optimal solution before visiting all the nodes of Branch-and-Cut tree, for example, when a CPU time limit has been reached.

### 1.1.4 Benders decomposition

Benders decomposition is one of the most famous decomposition tools for Mathematical Programming, proposed by JF Benders in [19, 20], in order to reformulate and solve specific large-scale optimization problems admitting a set of complicating variables. Complicating variables can be defined as those variables that, when temporarily fixed, make the remaining optimization problem considerably more tractable. This means
that fixing their values reduces the given problem to an ordinary linear program [59]. Benders method is based on the cutting-plane method and utilizes the duality theory in order to derive families of cuts. Hence, instead of considering the problem with all its decision variables and constraints of a large-scale problem, Benders decomposition partitions the problem into multiple smaller problems called Benders subproblems and one master problem called Benders master problem. The computational difficulty of optimization problems increases significantly with a large number of variables and constraints. Solving these smaller problems iteratively can be more efficient than solving a single large problem. The Benders method is generalized for MINLP by Geoffrion in [59].

Let $(P)$ be an MILP admitting two set of variables $x$ and $y .(P)$ is defined as follows:

$$
\left.\begin{array}{rl}
(P): \quad \min c x+d y & \\
\text { s.t } \quad A x+B y & \geq b \\
& x
\end{array}\right) \in \mathbb{R}_{+}^{p},
$$

where $Y$ is a "complicated" polyhedron, $A$ and $B$ are matrices, $b, c$ and $d$ are vectors with appropriate dimensions. Once complicated variables $y$ are fixed, the problem $(P)$ becomes significantly easier to solve. The obtained problem represents a linear programming problem in $x$ variables, which (depending on the structure of $A$ ) can be decomposed into smaller subproblems for subsets of $x$. Benders decomposition separates problem $(P)$ into two problems: (i) a master problem that contains the $y$ variables, and (ii) subproblems that contain the $x$ variables. We first note that problem $(P)$ can be written with fixed $y$ variables as follows:

$$
\left(P^{\prime}\right): \min _{\bar{y} \in Y}\left\{d \bar{y}+\min _{x \geq 0}\{c x: A x \geq b-B \bar{y}\}\right\}
$$

such that the Benders subproblem is defined by $\phi(\bar{y})$ as follows:

$$
(S P): \phi(\bar{y})=\min _{x \geq 0}\{c x: A x \geq b-B \bar{y}\},
$$

The Benders subproblem could be feasible, infeasible, or unbounded for a given value of $\bar{y}$. In order to prevent infeasibility, we use the LP-duality theory. Let us denote by $(D)$ the dual formulation associated with $(S P)$ such that:

$$
(D): \phi_{D}(\bar{y})=\max _{u \geq 0}\left\{(b-B \bar{y})^{t} u: A^{t} u \leq c\right\}
$$

For the feasible region of (D) we have:

$$
F=\left\{u: u^{t} A \leq c^{t}, u \geq 0\right\}
$$

where:

- $F$ represents a polyhedron independent of $y$.
- $F$ is composed of extreme points $u^{p}, p=1, \ldots, P$ and extreme rays $r^{q}, q=$ $1, \ldots, Q$

1) In the case where $(D)$ is unbounded this means that the problem $(S P)$ is infeasible. Therefore, there exists an unboundedness direction (extreme ray) $r$ such that:

$$
(b-B \bar{y})^{t} r>0 \Rightarrow \phi_{D}(\bar{y}) \rightarrow \infty .
$$

In order to eliminate $\bar{y} \in Y$ which causes the Benders subproblem infeasibility, a Benders feasibility cut is added to ( $P$ ):

$$
(b-B \bar{y})^{t} r \leq 0
$$

All infeasible $y \in Y$ can be eliminated by adding constraints

$$
(b-B y)^{t} r^{q} \leq 0, q=1, \ldots, Q .
$$

2) ( $D$ ) is feasible for $\bar{y} \in Y$, by LP-duality theory we have:

$$
\phi(\bar{y})=\phi_{D}(\bar{y})=\max _{u \geq 0}\left\{(b-B \bar{y})^{t} u: A^{t} u \leq c\right\} .
$$

As each problem can be expressed by its extreme points and the optimality is attained at one of them, we have:

$$
\phi(\bar{y})=\phi_{D}(\bar{y})=\max _{p \in\{1, \ldots, P\}}\left\{(b-B \bar{y})^{t} u^{p}\right\} .
$$

from which we can derive the Benders optimality cuts (see below). Then, ( $P$ ) can be reformulated by the following program:

$$
\begin{aligned}
(P): & \min _{y \in Y}\left\{d y+\max _{p \in\{1, \ldots, P\}}(b-B y)^{t} u^{p}\right\} \\
\text { s.t } & (b-B y)^{t} r^{q} \leq 0, q=1, \ldots, Q
\end{aligned}
$$

Using an auxiliry variables $w$ to bound the inner maximization problem, the problem $(P)$ is equivalent to the following MIP:

$$
\begin{array}{llll}
\min & d y+w & & \\
\text { s.t. } & w \geq(b-B y)^{t} u^{p}, \quad p=1, \ldots, P & (\text { OptCut }) \\
& 0 \geq(b-B y)^{t} u^{r}, \quad r=1, \ldots, Q & (\text { FeasCut }) \\
& y \in Y, w \geq 0 & &
\end{array}
$$

where OptCut represent the Benders optimality cuts and FeasCut represent the Benders feasibility cuts.

Since there is, typically, an exponential number of extreme points and extreme rays associated with the dual formulation, the Benders formulation admits an exponential number of constraints. Generating all constraints of type (OptCut) and (FeasCut) is very time-consuming and implies adding non-efficient constraints to the model. Instead, using the Benders algorithm, Benders cuts are separated at each iteration. We start the algorithm by solving the relaxed master problem with a subset of constraints. Let $y^{*}$ be the optimal solution of this problem. Then we solve the associated dual problem based on $y^{*}$ in order to generate Benders feasibility and optimality cuts. This procedure is repeated until no further notated Benders cuts are found. This method converges to an optimal solution in a finite number of iterations [59].

There exist two ways to apply the Benders method, old and modern one. In the old version, the relaxed master problem is solved as an MILP after adding cuts. Similarly to the Branch-and-Cut algorithm, the modern version (also called Branch-and-Benderscut) consists in solving, at each node of the branching tree, the relaxed master problem using Benders method.

Some successful applications using Benders method are: large-scale stochastic optimization [132], network design, fixed-charge network design problems [41], linear and quadratic facility location problems [50,52] and covering location problems [37].

### 1.1.5 Dantzig-Wolfe decomposition

The Dantzig-Wolfe decomposition definition have been collected from the paper of M.E. Lübbecke and J. Desrosiers [92].

In this subsection, we briefly introduce the Dantzig-Wolfe decomposition developed by George Dantzig and Philip Wolfe in 1960. This decomposition aims to reformulate
an original problem into a master program and one or multiple pricing problems. Let us consider the following linear program representing a compact formulation (original problem):

$$
\begin{aligned}
(C): \quad \min c^{T} x & \\
\text { s.t. } A x & \geq b \\
D x & \geq d \\
x & \geq 0
\end{aligned}
$$

Let $P=\left\{x \in \mathbb{R}_{+}^{n} \mid D x \geq d\right\} \neq \emptyset$ be a polyhedron, $\left\{p_{q}\right\}_{q \in Q}$ its extreme points and $\left\{p_{r}\right\}_{r \in R}$ its extreme rays, with $Q$ and $R$ finite. Each $x \in P$ can be written as convex combination of extreme points plus non-negative combination of extreme rays as follows:

$$
x=\sum_{q \in Q} p_{q} \lambda_{q}+\sum_{r \in R} p_{r} \lambda_{r}, \quad \sum_{q \in Q} \lambda_{q}=1, \quad \lambda \in \mathbb{R}_{+}^{|Q|+|R|}
$$

By applying the linear transformation $c_{j}=c^{T} p_{j}$ and $a_{j}=A p_{j}, j \in Q \cup R$ we obtain the following formulation:

$$
\begin{align*}
(D-W): \quad \min \quad \sum_{q \in Q} c_{q} \lambda_{q}+\sum_{r \in R} c_{r} \lambda_{r} &  \tag{1.1}\\
\text { s.t. } \sum_{q \in Q} a_{q} \lambda_{q}+\sum_{r \in R} a_{r} \lambda_{r} & \geq b \quad(u)  \tag{1.2}\\
& \sum_{q \in Q} \lambda_{q}  \tag{1.3}\\
& =1 \quad(v)  \tag{1.4}\\
\lambda & \geq 0
\end{align*}
$$

The (D-W) model admits a huge number of variables, but it possibly admits less constraints than (C). Constraints (1.3) are called convexity constraints. The compact formulation (C) and the extensive formulation (D-W) are equivalent and they give the same optimal objective function value. Nevertheless, they respective polyhera are not combinatorially equivalent [8,92].

As the (D-W) formulation has a large number of variables, it should be solved using a column generation procedure (see Subsection 1.1.6). First, the model is initialized by a subset of variables, (it is called the restricted master problem, RMP), then the variables
needed to solve its linear relaxation are added at each iteration of the column generation procedure. Given a dual optimal solution $(\bar{u}, \bar{v})$ of the RMP, the subproblem in DantzigWolfe decomposition determines the column $j$ which is optimal for $\min _{j \in Q \cup R}\left\{c_{j}-\bar{u}^{T} a_{j}-\bar{v}\right\}$. This objective function representing the minimum reduced cost $\bar{c}^{*}$, which is, using the linear transformation, equivalent to:

$$
\bar{c}^{*}:=\min \left\{\left(c^{T}-\bar{u}^{T} A\right) x-\bar{v} \mid D x \geq d, x \geq 0\right\}
$$

If $\bar{c}^{*} \geq 0$, this means that no column with negative reduced cost exists and the column generation procedure terminates. If $\bar{c}^{*}<0$, this means that the optimal solution of the pricing problem is either an extreme point or an extreme ray, and the respective column is added to the RMP.

### 1.1.6 Column generation procedure

Some definitions in this section, Section 1.1.7 and Section 1.2 have been token from the thesis of Y.Magnouche [94].

Generally, compact MILP formulations performance is fairly limited because they often provide a weak linear relaxation. According to Sadykov and Vanderbeck [117], working in an extended variable space allows one to develop tight reformulations for mixed-integer programs. Those reformulations can admit an exponential number of variables which cannot be considered explicitly in the model. In this section, we introduce a method that allows for solving the LP-relaxation of extended formulations. This method is called Column generation method.

The column generation method is utilized to solve linear programs admitting an exponential number of variables. Only a small number of variables is considered at the beginning of the procedure. This method was pioneered by Dantzig and Wolfe in 1960 [42] in order to solve problems that could not be managed efficiently (in terms of CPU time and memory consumption) because of their size. Column generation is usually applied either for problems whose structure is suitable for a Dantzig-Wolfe decomposition (see Subsection 1.1.5), or for problems with a large number of variables. Gilmore and Gomory $[62,63]$ utilized this method to solve a cutting stock problem with a huge number of variables.

The column generation procedure aims to solve a sequence of linear programs with a restricted number of variables (also referred to as columns). The algorithm starts by solving a linear program having a small number of variables, and such that a feasible
solution for the original problem may be identified using this basis. At each iteration of the algorithm, a so-called pricing problem is solved with the objective to identify the variables which must enter the current base. A negative reduced cost characterizes these variables. The reduced cost associated with a variable is computed using the dual variables associated with the problem's constraints. Then, the linear program that is obtained by adding the generated variables is solved; this procedure is repeated until no variable with negative reduced cost can be identified by the pricing problem. In this case, the solution obtained from the last restricted program is optimal for the original model. The main step of the column generation procedure is summarized in Algorithm 2.

```
Algorithm 2: A column generation algorithm [94]
    Data : A linear program MP (Master Problem) with a huge number of variables
    Output : An optimal solution \(x^{*}\) of MP
    1: Consider a linear program RMP (Restricted Master Problem) including only a
    small subset of variables of the MP;
    2: Solve RMP and let \(x^{*}\) be its optimal solution;
    3: Solve the pricing problem associated with the dual variables obtained by the
    resolution of the RMP;
    4: If there exists a variable \(x\) with a negative reduced cost then;
        add \(x\) to RMP.
        go to 2 .
    else
        \(x^{*}\) is optimal for MP.
        return \(x^{*}\).
```

The column generation procedure can be seen as the dual of the cutting plane method since it adds columns (variables) instead of rows (inequalities) in the linear program. Moreover, the pricing problem may be NP-hard. One can then use heuristic procedures to solve it. For more details on column generation algorithms, the reader is suggested to consult [43, 91, 133].

### 1.1.7 Branch-and-Price algorithm

The column generation procedure aims to solve the LP-relaxation of an optimization problem, having a huge number of variables. The integrality of the solution provided is not guaranteed. Hence to provide an optimal integer solution for an ILP formulation,
the column generation method has to be merged with a Branch-and-bound algorithm; the resulting algorithm is called Branch-and-Price algorithm. This algorithm can be considered as the dual of the Branch-and-Cut algorithm.

The Branch-and-Price algorithm consists of solving each node of the Branch-andBound tree using the column generation procedure, all columns with negative reduced cost are added to the model in order to improve its LP-relaxation. When no column with negative reduced cost exists and the current solution is not integer, the algorithm starts the branching phase.

The Branch-and-Price algorithm has been used on various fields to solve large scale integer programming problems, and even real-life problems such as Cutting stock problem [12], Generalized Assignment Problem (GAP) [120], Airline Crew Scheduling [16], Multi-commodity Flow Problems [17], etc.

### 1.2 Graph theory

The current section is dedicated to introducing basic definitions in graph theory, which will be used throughout the chapters of this dissertation. For more details, we refer the reader to [122].

### 1.2.1 Undirected graphs

An undirected graph is denoted by $G=(V, E)$ where $V$ is the set of vertices or nodes and $E$ is the set of edges. If $e$ is an edge between two vertices $u$ and $v$, then $u$ and $v$ are called the ends of $e$, and we write $e=u v$. If $u$ is an end-point of $e$, then $u$ (resp. $e)$ is said to be incident to $e$ (resp. $u$ ). Similarly, two vertices $u$ and $v$ forming an edge are said to be adjacent.

Let $u$ and $v$ be two vertices of $V$. A path $p$ between $u$ and $v$ is an alternating sequence of vertices $\left(v_{0}, v_{1}, v_{2}, \ldots, v_{k-1}, v_{k}\right)$, where $v_{0}=u, v_{k}=v ; v_{i-1} v_{i}$ represents an edge connecting $v_{i-1}$ and $v_{i}$ in the path $p$ for $i=1, \ldots, k . p$ is called elementary if it does not visit more than once the same node in $G$.

### 1.2.2 Directed graphs

A directed graph is denoted by $D=(N, A)$ where $N$ is the set of nodes and $A$ the set of arcs.

If $a \in A$ is an arc connecting a node $u$ to node $v$, then $u$ will be called initial end and $v$ is called final end and we write $a=(u, v)$. We say that $a$ is an outgoing arc of node $u$ and an incoming arc of node $v$. The vertices $u$ and $v$ are called ends of $a$. If $v$ is an end (initial or final) of $a$, then $v$ (resp. $a$ ) is said to be incident to $a$ (resp. $v$ ).

### 1.2.3 Shortest path algorithms

In this subsection, we present the well-known algorithms proposed for finding the shortest path between two nodes in a graph.

### 1.2.3.1 Dijkstra's algorithm

Given a graph $G=(V, A)$ (resp. $G=(V, E)$ ), with positive arc (resp. edge) length $l_{u v} \in \mathbb{R}^{+}$, for each $(u, v) \in A$ (resp. $u v \in E$ ) the Dijkstra's algorithm aims to find a shortest path to all nodes from a single source in a network [44], [78]. The original algorithm aims to find the shortest paths from a defined source to all nodes in the graph (destinations). This algorithm can be adapted to provide the shortest path between a
source node and one destination node. Dijkstra algorithm is in $O(|E|+|V| \times \log |V|)$

```
Algorithm 3: Dijkstra's algorithm(Graph, source, destination):
    for each vertex \(v\) in the graph \(G\) do
        \(\operatorname{dist}[v]:=+\infty\)
        previous \([v]:=\emptyset\)
    end
    dist[source] := 0
    \(Q:=\) the set of all nodes in the graph \(G\)
    while destination is not reached do
        \(u:=\) node in \(Q\) with smallest distance
        remove \(u\) from \(Q\)
        for each neighbor \(v\) of \(u\) do
            dist \(_{u v}:=\operatorname{dist}[u]+l u v\)
            if \(\operatorname{dist}_{u v}<\operatorname{dist}[v]\) then
                \(\operatorname{dist}[v]:=\operatorname{dist}_{u v}\)
                previous \([v]:=u\)
            end
        end
    end
    return previous
```


### 1.2.3.2 Moore-Bellman-Ford's algorithm

Given a graph $G=(V, A)$ (resp. $G=(V, E)$ ), with arc (resp. edge) length $l_{u v} \in \mathbb{R}$, for each $(u, v) \in A$ (resp. $u v \in E$ ) the Moore-Bellman-Ford's algorithm aims to find a shortest path from a single source to all nodes in a network, without negative length
cycles. The complexity of Moore-Bellman-Ford's algorithm is in $O(|E| \times|V|)$

```
Algorithm 4: Moore-Bellman-Ford's algorithm(Graph, source):
    for each vertex \(v\) in the graph \(G \backslash\{s\}\) do
        \(\operatorname{dist}[v]:=+\infty\)
        predesessor \([v]:=\emptyset\)
    end
    dist[source] :=0
    for \(i=1\) to \(|V|-1\) do
        for each \(\operatorname{arc}(v, w) \in A\) do
            if \(\operatorname{dist}[w]>l_{u v}+\operatorname{dist}[v]\) then
                \(\operatorname{dist}[w]:=l_{u v}+\operatorname{dist}[v]\)
                predesessor \([w]:=v\)
            end
        end
    end
    return predesessor
```


### 1.2.3.3 Yen's algorithm

Given a graph $G=(V, A)$, Yen's algorithm aims to find $K$-shortest loopless paths in the graph $G$ between source and destination nodes [138]. Yen's algorithm employs any shortest path algorithm (Dijkstra, for example) in order to find the shortest path, then proceeds to find $K-1$ deviations of this path, by deleting at each iteration one arc belonging to the shortest path. The complexity of Yen's algorithm based on Djikstra
algorithm is in $O(k n(m+n \log n))$

```
Algorithm 5: Yen's algorithm(Graph, source, destination, \(K\) ):
    \(S P=\) Get the shortest path using Dijkstra algorithm(Graph, source,
        destination).
    Initialize the set of solutions with the shortest path, \(S o l=[S P]\).
    Initialize the set of potential paths, PotentialPaths \(=[\).
    for \(n b\) Path \(=1\) to \(K\) do
        for each node \(i\) in Sol[nbPath - 1] do
            SpurNode \(=\) current node \(i\).
            RootPath \(=\) subpath in \(\operatorname{Sol}[n b P a t h-1]\) from the source node to \(i\).
            for each path \(p\) in Sol do
                if the same nodes are in path \(p\) and the RootPath then
                    Remove the edge \((i, i+1)\) from the graph
                end
            end
            for each node \(j\) in the RootPath, with \(j \neq\) Spur Node do
                Remove the node \(j\) from the graph
            end
            SpurPath \(=\) Dijkstra algorithm(Graph, SpurNode, destination).
            Create the new path TotalPath by concatenating the RootPath and
            the SpurPath: TotalPath \(=\) RootPath \(\cup\) SpurPath
            if TotalPath \(\notin\) PotentialPaths then
            । Add TotalPath to PotentialPaths
            end
            Restore edges to the graph.
            Restore nodes in RootPath to Graph.
        end
        if PotentialPaths is empty then
            Break
        end
        Sort paths in PotentialPaths from the smaller to the bigger cost.
        Add the lowest path to the set of solutions Sol.
        Delete the path from PotentialPaths.
    end
    Return the set of solutions Sol.
```


### 1.3 Telecommunication Networks

Some definitions in this section have been collected from the thesis of A. Tomassilli [129].

This section is dedicated to introducing basic definitions and notations in the telecommunication networks, which will be used throughout the chapters of this dissertation. First, we define the network structure briefly; we present some examples of network functions. Then, we describe the notion of Network Function Virtualization (NFV), we define the Software-Defined Networking (SDN) architecture and explain the Service Functions Chaining (SFC).

### 1.3.1 Network Structure

The telecommunication network is composed of three parts, as shown in Figure 1.4:

- Access network is the part of a telecommunication network that gives the user access to services.
- Core network (or backbone) is the part of a network that connects the different parts of the access network. The core network also provides the gateway to other networks.
- Data center is a dedicated space within a building, or a group of buildings used to house computer systems and associated components, such as telecommunications and storage systems.


Figure 1.4: Network structure (fixed and wireless access networks, core networks and data centers) [84].

### 1.3.2 Network devices

Computer Networks consist of a large number of network devices such as routers, switches, and many types of middleboxes and links connecting them. In the following, we define some network nodes.

- Network interface is a software or a hardware interface connecting two parts of equipment. It has the ability to process low-level network information.
- Repeater and hub is an electronic equipment that receives a network signal, cleans it of undesirable noise, and regenerates it. The signal is re-transmitted at a higher power level, or to the other side of obstruction so that the signal can traverse longer distances without degradation.
- Bridge is a network device that connects and filters traffic between two network segments at the data link layer 2 of the OSI [1] model to create a single network.
- Switch: is a device that connects several segments (cables or fibers) in a computer and telecommunication network, making it possible to create virtual circuits. Switching is one of two frame transport modes within computer and com-
munication networks. Switches can route data between two connected network nodes only.
- Router is a device that aims to determine routes and forwards packets between networks by processing the routing information included in the packets. They have a total view of the network.
- Modem: (MOdulator-DEModulator) is a hardware device that transforms data into a suitable format for a transmission medium so that it can be transmitted from one computer to another.
- Firewall is a network device for controlling network security and access rules. Firewalls are typically configured to reject access requests from unrecognized sources.


Figure 1.5: Network devices [3]

### 1.3.3 Network Function (NF)

Network function also called, service function (SF), is a network appliance that runs on the network application layer. SFs are used to treat, manipulate, or store data packages. Typical examples include firewalls, video optimizers, load balancers, parental control, etc. Traditionally, SFs were implemented on physical middleboxes, which are intermediary "devices" (such as applications, functions, machines, etc.) used to treat data packages differently from standard routers. In the following, we will give definitions of some network functions, published in memo [2] by Brian Edward Carpenter.

Network Address Translator (NAT) aims to dynamically assign a global and unique address to a host that does not have one.

Application-level gateway (ALG) needs to keep state for the sessions they are handling, and if the state is lost, the session will normally break irrevocably.

IP Firewall the simplest form of firewall is a router that screens and rejects packets based purely on fields in the IP and transport headers.

Proxies Fielding et al. [49], define a Web proxy as an intermediary program which acts as both a server and a client for the purpose of making requests on behalf of other clients.

### 1.3.4 Routing schemes

We can distinguish several routing schemes in order to route flow packets through a network. They change in how they transfer messages:

- Unicast transmits a message between a sender and a single destination.
- Broadcast transfers a message from one sender to all nodes in the network.
- Multicast transmits a message from one sender to a group of nodes that have expressed interest in receiving the message.
- Anycast transfers a message from one sender to anyone out of a group of nodes.
- Geocast delivers a message from a source to a group of nodes in a network based on their geographic location.
(a) Broadcast

(c) Unicast
(b) Multicast

(d) Anycast

(e) Geocast


Figure 1.6: Routing Schemes [96]

Unicast is the dominant form of message delivery on the Internet. This thesis focuses on unicast routing scheme.

### 1.3.5 Network Function Virtualization (NFV)

Typically, telecommunication networks are composed of diverse elements such as switches, routers, and network appliances also called, middleboxes, that aim to transform, investigate, filter, and manage the traffic. The middleboxes are adopted in order to provide network functions. Some examples of middleboxes are: Proxies, Traffic Monitor (TM), Firewalls (FW), Intrusion Detection Systems (IDS), Load Balancers (LB), Network Address Translators (NAT), WAN Optimization Controller (WOC), Intrusion Detection Prevention System (IDPS) and Video Optimization Controller (VOC).

The hardware middleboxes imply large capital expenditure (CAPEX), as well as an operational expenditure (OPEX) [87], caused by the considerable number of these devices in the network which is comparable with the number of switches and routers [80]. Furthermore, the traffic has to be conducted in such a way that traffic flows pass through these devices, which causes long installation delays and high maintenance costs. Moreover, they do not allow to add new features, are energy-intensive, and have short life-cycles [71]. In average and for a large network, the middleboxes cost can reach up a million dollars over five years [124]. Besides, each middlebox provides
a different functionality i.e., there exists a heterogeneous set of these devices in the network, which necessitates a large management team with different expertises.

From 1990 to the year 2000, the network virtualization captivated the attention of network service providers and network operators. Network virtualization can be seen as a representation of one or more logical network topologies, which defines how the data should be transferred, in the same infrastructure. Using virtualization, we can use, for example, multiple logical routers on a single platform, and it also permits resource isolation in terms of CPU and memory.

In addition, network virtualization offers the possibility to transform the way operators plan, use, and maintain their network infrastructures. Its purpose is to deal with a significant number of specific hardware devices deployed in the operator's networks and the very high generated costs.

In network function virtualization technology the network functions are executed as software on commercial off-the-shelf equipment, this allows their instantiation on demand without the installation of new equipment. For instance, an open-source software-based firewall can be run on an x86 platform in a virtual machine [68].

Network Function Virtualization (NFV) makes it possible for NSPs to employ various Virtual Network Functions (VNFs) without installing new equipment [137]. In [35], authors present the history and the state-of-the-art of network virtualization, they present several layers (application, link, network) and levels (link, node) of virtualization and give some examples of virtualized networks. Li and Chen [89] give an overview of the history of NFV, presenting how middleboxes evolve to virtual network functions.

Chiosi et al. in [32] present a technical report in which they introduce the network function virtualization, its benefits, enablers and challenges. They explain how software replaced hardware in the network architecture. They also give some use cases and raise the challenges of the virtualization. Some works in NFV resource allocation emerged in very recent years. Exhaustive surveys are already given in [71] and [58]. Herrera and Botero [71] present a comprehensive state-of-the-art of Network Function Virtualization and Resource Allocation (NFV-RA) problem. They give a classification of the problem by considering all its variants, optimization objectives, solution strategies and application domain. The authors notice that the wide deployment of future network architectures based on NFV will depend largely on the success of resource allocation.


Figure 1.7: NFV substitute the network functions by network applications.

### 1.3.5.1 Network Function Virtualization architecture

The Network Function Virtualization architecture, defined by the European Telecommunications Standards Institute (ETSI), is composed of 4 layers, as shown in Figure 1.8, presented as follows:

1) Network Function Virtualization Infrastructure (NFVI) is the environment that provides the virtual resources required to support the execution of the Virtual Network Functions [31]. It can be physical (servers and switches) or virtual (virtual machines and virtual switches). This layer is divided into three parts:

- Hardware resources it includes computing resources (servers and RAM), storage (disks storage), and networking resources (switches, routers, and firewalls).
- Virtualization layer it decouples virtual from physical resources; it is responsible for abstracting physical resources into virtual resources. It permits the software to grow separately from the hardware.
- Software resources it includes virtual computing resources, virtual storage, and virtual networking resources.

2) Virtual Network Function (VNF) it represents the virtualized network elements such that vrouter, vbase station, vfirewall, vIDS, etc. It can be connected or combined together to offer service chains.
3) Management and Orchestration (MANO) it includes the orchestration and life-cycle management of physical and/or software resources that support the infrastructure virtualization, and the lifecycle management of VNFs [31]. It is composed of three sotware parts:

- Virtualized Infrastructure Manager (VIM) it is responsible for controlling and managing the NFVI computing, network, and storage resources.
- VNF Manager: it a software that aims to manage the life-cycle of VNF instances, is responsible for initializing, updating, querying, scaling, and terminating one or more VNF instances.
- NFV Orchestrator: it manages the life-cycle of network services, including instantiation, policy management, performance management, and KPI monitoring.

4) Operation Support System/Business Support System (OSS/BSS): OSS handles network, fault, configuration, service, and element management. BSS deals with client, operations, order, billing, and revenue management. In the NFV architecture, the current BSS/OSS of an operator may be combined with the NFV Management and Orchestration using standard interfaces.

### 1.3.6 Software Defined Networking (SDN)

In traditional telecommunication networks, each switch (device) has its own data plane, to forward the traffic, and its own control plane, to decide where to send the data. Also, it has information only about the state of its neighbors to interact with them within the network. No single device has visibility of the whole network. Each switch has to work separately in order to decide where and how to send data, and then all devices synchronize together at a given time slot to route packets through the network.

Supposing that the device uses a command-line interface, this necessitates a manual configuration, which is very costly and time-consuming. Furthermore, having a considerable number of devices implies managing a considerable number of control and data planes. Moreover, if each one has a different operating system and interface, it will be challenging to create one application that can be installed on each of them, allowing us to change its control and data plane. Therefore, network management is very challenging [110]. This leads to increasing costs in terms of CAPEX and OPEX, in order to minimize the QoS (e.g., end-to-end latency), and makes packet forwarding very complicated within a network $[48,111]$.


Figure 1.8: NFV Architecture [4]

Software-defined networking is a new paradigm that simplifies network management, and makes the deployment of new services easier by separating the data plane from the control plane. This is done by introducing one controller having a global view of the network state. Several papers were proposed in order to define, explain, and give examples of Software-Defined Networking (SDN) architecture. A software-based controller is responsible for managing the forwarding information of one or more switches [85]. As mentioned by Rao in [114], SDN is a technology that gives the network designer the freedom to refactor the control plane. The author gives the relationship between Network Virtualization, Network Function Virtualization, and Software-Defined Networking, showing how SND plays a significant role in NV and NFV. A list of companies and their SDN products/solutions is presented in [114]. Nunes et al. in [110], explain that in SDN architecture, the network intelligence is logically centralized in software-based controllers (the control plane), and network devices become simple packet forwarding devices (the data plane) that can be programmed via an open interface.

According to authors in [56], Software-Defined Networking provides a new dynamic
network architecture that transforms the traditional networks into service-delivery platforms. They also show the benefits of OpenFlow-Based Software-Defined Networks. OpenFlow is the first standard protocol interface designed explicitly for SDN, providing high-performance and granular traffic control. OpenFlow provides an open protocol to program the flow-table in different switches and routers [100], and allow direct access and manipulation of the forwarding plane of network devices. In [98] authors give a list of the most important technical challenges for the development and deployment of SDN. Guerzoni et al. in [66], present the relationship between NFV and SDN. Li and Chen [89] propose a survey that investigates the development of NFV under the software-defined NFV architecture.

Within an SDN architecture, the traffic engineering mechanisms become much more efficiently implemented with respect to legacy network approaches (e.g., IP, ATM, and MPLS) [129]. Furthermore, all network information are easily retrieved; network elements are dynamically and proactively programmed without having to handle them individually [9]. Moreover, SDN provides various benefits, namely, fast detection time [123], re-routing [21] and shows its capacity to identify and grow from failure under the requirement below 50 ms [14]. With SDN, the network becomes programmable, dynamic, and flexible according to frequent network changes.

Examples of centralized controllers are: Beacon [47], Ryu [128], OpenDayLight [102], and Maestro [28]. Nevertheless, having a single controller in the network signifies having a unique point of failure; if the node (controller) fails, there is no other point that makes decisions and manages the data plane. Accordingly, the notion of a distributed controller is proposed. It represents a set of nodes that can be either centralized or physically distributed. Some distributed controllers are Onix [83], ONOS [21], and DISCO [112].


Figure 1.9: Traditional network Vs. SDN network [97]

### 1.3.6.1 Software Defined Networking architecture

SDN architecture is composed of three main layers (see Figure 1.10): Data Plane, Control Plane, and Application Plane.

- Application plane allows network managers to quickly configure, manage, secure and optimize network resources via dynamic automated SDN programs.
- Control plane exercises direct control over the data plane using an Application Programming Interface (API), which defines the information exchange between the two planes.
- Data plane is a set of network elements such as routers, switches, and middleboxes that offer efficient and programmable packet forwarding devices without any software to make autonomous decisions.

OpenFlow is a protocol represented by an open interface that manages to update the flow table of the device.

### 1.3.7 Service Functions Chaining (SFC)

Service Function Chain (SFC) is defined as a sequence of network functions that should be traversed by a given data flow in a predefined order [113]. For example, the network administrator may specify a policy that all HTTP traffic should follow the policy chain: "firewall $\rightarrow$ IDS $\rightarrow$ proxy" [87]; Also for instance, the Intrusion Detection System must inspect packets before compressing or encrypting them [121].

For each service, a specific set of required functions needed to handle its packets, and their order is defined by the service function chain; this allows flexible management and classification of services and permits to define the requirements associated with each one [101].

Traditionally, the service function chain represents an ordered sequence of hardware devices that must be traversed by the data flows to support some service. Nevertheless, new hardware devices should be used, placed, and connected to the network elements if a new service is required. This generates additional costs and is time-consuming [89].

Thanks to NFV and SDN, the VNFs could be installed on-demand on network nodes, and the routing paths associated with the Service Function Chains could be computed


Figure 1.10: SDN architecture
dynamically to encounter the installed VNFs [11]. This new flexibility in network management generates hard decision problems combining the choice of locations to deploy the VNFs, and the computation of efficient routing paths meeting the VNFs in the right order. In the Virtual Network Embedding problem, the service chains can be seen as virtual graphs (paths) to embed into the original network. Each node in the virtual graph represents a VNF, and the links between nodes represent the order. Bhamare et al. in [22] define Service Function Chaining as a mechanism that allows various service functions to be connected to form a service allowing operators to benefit from the software-defined virtualized infrastructure. Medhat et al. in [101], explain that the optimization models are needed for SFC configuration and allocation to achieve optimal network performance, satisfy user demands, accommodate SFCs dynamically, and minimize network costs. Zhang et al. [139] proposes a typical SFC functional framework integrating SDN and NFV including service modeling and resource allocation.

Many works were also proposed for the Service Functions Chaining; for example, a near-optimal solution is provided by a heuristic in [88] for the real-time NFV, aiming to maximize the total number of requests assigned to the cloud for each SFC, while the deadline constraints are satisfied. Hantouti et al. in [69] present different research problems related to SFC; they investigate several key challenges that should be addressed to realize more reliable SFC operations. Examples include SFC path selection, placement of service functions problem, traffic steering problem, Resource allocation problem, SFC orchestration and management problem, maximizing the Quality-of-service, and security problem. Bhamare et al. in [23] present an analytical study of VNF and SFC. Specifically, they study the problem of placing service function chains over the network function virtualized platform in a multi-cloud scenario. The objective is to reduce the total delays to the end-users and the total cost of deployment for service providers in inter-cloud environments. They propose an ILP to model the problem and a novel Affinity-based approach to overcome with limited applicability of the model.

Hantouti et al. [70] present a comprehensive analysis and classification in three categories of the current SDN-based SFC approaches using efficiency criteria such as deployment cost, scalability, and flexibility.

Some studies have been proposed in the literature in order to define how to place an ordered chain of functions in a network. Different objective functions were considered such as: minimizing the number of activated nodes, the end-to-end latency [103], the energy consumption [76], or the bandwidth [75].


Figure 1.11: Example of Service Function Chain [71]

### 1.4 Literature review

Although the Virtual Network Functions Placement and Routing Problem appeared relatively recently in the telecommunication context, the problem can be related to a few previously studied combinatorial optimization problems. The problem is composed of two NP-hard problems, namely, the multi-commodity flow problem and the facility location problem, with some additional constraints, such as anti-affinity rules,
chaining or precedence constraints, and linking constraints. The problem is also called in the literature by: VNFs placement problem, VNFs placement and chaining problem, VNFs service chaining problem, or VNFs placement and path selection with precedence constraints.

## Problem variants

Different objective functions variants In the context of NFV and SDN, the underlying problem consists of finding an optimal installation of VNFs, so that the given traffic requests can be routed within the given network infrastructure while respecting the SFC constraints [5, 67, 103, 105]. Many different variants of the problem have been studied in the recent literature. When it comes to the definition of the objective function, some authors consider the minimization of the number of activated nodes, the VNFs installation costs [11], the end-to-end latency [103], the energy consumption [76], or the bandwidth [75].

Simplest variants Several straightforward variants of the problem were studied, for example, in [7], authors consider the VNF chaining problem with a single type of VNFs for all demands. Furthermore, they suppose that all traffic requests represent exactly the same service. They propose an extension of their work that allows using multiple VNFs and different services. Also, Casado et al. [29] consider the problem with a single type of VNF and present a heuristic algorithm towards solving the placement problem. Basta et al. [18] study the network functions placement problem. They analyze possible placements of virtualized gateways or decomposed gateway functions with respect to delay and impose network load in a mobile core network. The authors propose a pathflow model that minimizes the network load and satisfies the data-plane delay budget. Similarly, Bouet et al. [27], consider the problem of placing the virtualized Deep Packet Inspection in SDN networks. They propose a method based on genetic algorithms, that optimizes the cost of DPI engine deployment, minimizing their number, the global network load and the number of not analyzed flows, while considering arc capacity constraints. Moreover, Mijumbi et al. [104] define the problem of online mapping and scheduling functions in an NFV environment, but they ignore the routing aspect. They consider objective functions involving the total processing time and the cost or revenue of utilized resources. They propose a set of greedy algorithms and tabu search-based heuristic. Furthermore, some variants deal with specific network topology, for example,

Tomassilli [129], proposes two approximation algorithms for the tree network topology to address the SFC placement problem.

Chainingless variants Adding the chaining (precedence) constraints to the problem make it very difficult to solve. In order to deal with the complexity of the problem, some works propose methods that allow them ignoring this family of constraints. For example, Sallam et al. [118] study The Shortest Path and Maximum Flow Problems Under Service Function Chaining constraints for which physical and virtual network functions are considered. The authors solve the SFC-constrained shortest path problem by transforming the graph into a layered graph. This transformation aims to deal with the precedence between VNFs; then, they search for the shortest path in the new graph. They also solve the problem as a fractional multi-commodity maximum flow problem. They propose an ILP formulation to model the VNFs placement from a maximum flow perspective. Similarly, Gouareb et al. [64], propose an MILP to model the Virtual Network Functions Placement and Routing problem while minimizing the delay cost on the arcs. They consider that all VNFs associated to each SFC are located at the same node to deal with precedence constraints, which means that the problem reduces to the optimal routing and location of each service request. Whereas, Cohen et al. [36], provide a near-optimal approximation algorithm to address the problem of placing VNFs on the physical network without order constraints. Their objective is to minimize installation and path costs. Moreover, in order to minimize the number of used network functions, Sang et al. [119] fix the routing paths and focus their attention on the placement of VNFs without considering any chaining constraints.

Closest variants Allybokus et al. [11] consider a generic version of the VNF placement and routing problem in which many features (partial order on the functions, bound on end-to-end latency, conflicts between network functions, resource limitations and processing capacities) are already taken into account. They proposed several MILP formulations, either to minimize the total deployment cost or to minimize the number of rejected demands. A heuristic algorithm based on a continuous relaxation of one formulation is also proposed and appears to be very efficient on instances derived from the Geant topology. However, the MILP models do not seem to be strong enough for direct resolution with the Cplex solver. Similarly, Addis et al. [5] formulate the VNFPRP as an MILP, taking into account flow constraints, latency constraints, node and function capacity constraints, while minimizing the number of used links to route traffic and the number of used nodes to install functions. The authors also propose a math-heuristic approach for the problem. Contrary to our work, they allow for compression/decompression at the VNF nodes.

Furthermore, Mehraghdam et al. [103] showed that the problem could be considered as the Location-Routing Problem [107], that aims to create several paths between different VNFs, and then connect them to get source-destination paths satisfying precedence constraints. The location-routing problem can be seen as a multi-commodity flow problem in which commodities can share some VNFs while minimizing node, edge, or path costs. The authors model the placement of chained VNFs problem as a Mixed Integer Quadratically Constrained Program with three different objectives: maximizing the remaining data rate, minimizing the number of activated nodes or the latency of the paths. They consider first the placement part of the problem; then in order to satisfy the chaining constraints, they create a path between installed VNFs. Their model was tested on small instances and solved using Gurobi Optimizer. Moens and De Turck in [105], study the Virtual Network Functions Placement problem. They propose an ILP model where both physical and virtual resources are allocated to the function chains. The resulting ILP is tested on very small instances using Cplex solver. Contrary to Bari et al. [15] that provide a dynamic programming based heuristic to solve large instances of VNF placement problem.

In order to deal with chaining constraints, Huin [74] uses a layered graph, and based on that he proposed an ILP formulation to model a variant of the VNFPRP. In this variant the routing constraints are defined using flow constraints, and link and latency constraints are considered. The objective function aims to minimize the bandwidth requirements. The proposed formulation does not scale well for medium to large networks. Thus, the author proposes a column generation model.

In other works Tomassilli et al. [131], consider another variant of the problem for which latency, precedence, flow, link and node capacity constraints are considered. Authors propose an ILP and a column generation based model to model the problem.

Variants for multicast service Similar works were proposed for the problem with multicast service, for instance, Kiji et al. in [82], model the VNFPR problem as an ILP for multicast service chaining based on merging multiple service paths. They minimize the cost associated with VNF placement and link usage in providing multicast service chains. They also develop a heuristic algorithm that can find a feasible solution within a reasonable time. Zhang et al. in [140], propose a routing algorithm with approximation factor 2 to solve the Service Function Chain Enabled multicast Routing Problem. In [30], the authors propose a Steiner tree-based algorithm for NFV-enabled multicast communication. The proposed algorithm allows for reducing the number of deployed VNFs and cost minimization. Alhussein et al. in [10] treat the VNF Placement and Multicast Traffic Routing problem, they propose an MILP formulation to
model it while minimizing VNFs and arcs deployment under the physical network resource constraints, flow conservation, and VNF placement constraints. To reduce the computational complexity of the problem, heuristic algorithms are proposed, considering both the single path and multipath routing. In [81], Kiji et al. model the VNF placement and routing model for multicast SC as an ILP problem that allows merging SC paths of different services.

Other variants Some variants propose to place VNFs in specific nodes of the network, for example: Authors in [136], tackle the problem of finding the optimal VNF placement for VNF chaining in the packet/optical data-centers while minimizing the number of performance-optimized data-center an NF chain needs to visit. They propose a binary linear program to model it and a heuristic that demonstrates its effectiveness under various scenarios compared to a simple first-fit algorithm. Also, Nikam et al. [109], study the VNF Service Chaining problem in Optical Data Center Networks. They propose an ILP formulation composed of three sub-problems to model the problem and an efficient heuristic to solve it. The problem of Placing VNFs in the cloud for 5 G networks is discussed in [116]. A multi-objective ILP formulation is proposed to model the problem which aims to minimize the number of used VNFs and maximize the Quality-of-Experience. The problem treats the relocation of VNFs. In order to achieve sub-optimal placement of VNFs within polynomial time, an Ant Colony Optimization (ACO) algorithm was proposed. Whereas, In [93], authors formalize the Network Functions Placement and Chaining problem on physical infrastructure as an ILP model. They also propose a heuristic to guide the ILP solver towards feasible and near-optimal solutions efficiently. The objective is to minimize the number of deployed VNFs. Lin et al. [90], study the network function virtualization with end-to-end request realization (NFV-RR) problem; based on a use case proposed in [108], they evaluate the performance of the placement of VNFs in terms of its ability to support end-to-end requests with limited physical resources. They propose an MILP to model the problem.

### 1.4.1 Overview of the related works

In this subsection, we selected the most relevant papers from the literature related to the VNFPRP that we compare in Table 1.1. The columns in Table 1.1 are defined as follow:

| Ref | Reference | PP | Placement problem |
| :--- | :--- | :--- | :--- |
| RP | Routing Problem | PC | Precedence constraints |
| FCC | Function capacity constraints | NCC | Node capacity constraints |
| ACC | Arc capacity constraints | CC | Conflict constraints |
| LC | Latency constraints | E | Exact method |
| H | Heuristic method | FC | Minimizing functions costs |
| NC | Minimizing node costs | AC | Minimizing arc costs |
| MC | multicast communication |  |  |


| Ref | PP | RP | PC | FCC | NCC | ACC | CC | LC | E | H | FC | NC | AC | MC |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Thesis | x | x | x | x | x |  | x | x | x | x | x | x |  |  |
| $[5]$ | x | x |  | x | x | x |  | x | x |  | x | x | x |  |
| $[11]$ | x | x | x | x | x | x | x | x | x | x | x |  | x |  |
| $[30]$ | x |  |  |  | x | x |  | x | x |  | x | x |  |  |
| $[39]$ | x | x | x | x |  | x |  | x | x | x | x |  | x |  |
| $[61]$ | x | x |  | x | x | x |  |  |  | x | x |  | x | x |
| $[64]$ | x | x | x |  | x | x |  | x |  | x |  |  | x | x |
| $[74]$ | x | x | x |  | x | x |  |  | x |  |  | x |  |  |
| $[81]$ | x | x | x | x | x | x |  | x | x | x |  | x |  | x |
| $[82]$ | x | x | x | x | x | x |  | x | x | x | x | x |  | x |
| $[90]$ | x | x |  |  | x | x |  |  |  | x | x | x |  |  |
| $[93]$ | x | x | x | x | x | x |  | x |  | x | x | x |  |  |
| $[103]$ | x | x |  | x | x | x |  | x | x | x |  | x | x |  |
| $[104]$ | x | x | x | x | x |  |  |  |  | x | x | x |  |  |
| $[105]$ | x |  |  | x | x |  | x |  | x |  | x | x |  |  |
| $[127]$ | x | x |  | x | x |  |  |  | x |  | x |  | x |  |
| $[130]$ | x | x | x |  | x | x | x |  | x | x |  |  | x |  |
| $[131]$ | x | x | x |  | x | x |  | x | x |  |  |  | x |  |

Table 1.1: Overview of related works

## Chapter 2

# The Virtual Network Functions Placement and Routing Problem 

This chapter is dedicated to the Virtual Network Functions Placement and Routing Problem. We start this chapter by defining the problem, its basic properties, and by giving an illustrative example. We show that the problem is strongly NP-hard even in its simplest version, and propose an MILP compact formulation to model it. We test the proposed model on a set of realistic instances derived from SNDlib.
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### 2.1 Motivations

The two new technologies, SDN and NFV, have being adopted very fast by most actors in the telecommunication industry: they propose various advantages such as cost and energy minimization, flexibility, and dynamic decisions in new networks. The combined use of both SDN and NFV is gaining the attention of the Network Service Providers (a company that owns, operates and sells access to internet backbone infrastructure and services). Several academic and industrial teams are investigating ways to maximize SDN and NFV benefits. For example, Orange introduced an SDN based coverage offer for 75 countries to help companies immediately provision branch offices with Virtual Network Functions (VNFs) [99]. The leading US Telecommunication Operator (AT\&T), has fixed as an objective to virtualize up to $75 \%$ of its network by 2020 [126]. Also, Huawei, in the last years, deployed 560 SDN/NFV commercial projects around the world [73]. Furthermore, in 2013, Google declared the use of SDN to interconnect its data centers all over the planet [77]. Using this technology, Google was able to achieve several advantages, including efficient network control, more accessible and faster innovation cycles of networks and services, better network exploitation, and a decrease of both OPEX (Operating Expenditure) and CAPEX (Capital Expenditure).

Both technologies create new challenging problems and on eof them is the Virtual Network Functions Placement and Routing problem. This problem can be decomposed into two NP-hard problems, namely, the multi-Commodity Flow (MCF) problem with unsplittable commodity paths and the Facility Location (FL) problem (as shown in Figure 2.1). Further constraints can be added, such as, the service chain and conflict constraints. All these technical constraints make the problem very challenging. Specifically, the challenges are: (i) where to install the required VNFs on network nodes at minimum cost (ii) defining, for each demand, a routing path that traverses suitable nodes in the correct order to satisfy the requirements of a given service chain, and (iii) taking into account network load and other dynamic characteristics when routing through existing VNFs [46].

The methods proposed in the literature to deal with the problem mainly consist in heuristics, or two-stage methods, that solve the routing part and the installation part of the problem separately. Alternatively compact MILP formulations have been proposed that cannot solve large scale instances (see, [5, 11, 64, 72,127$]$ ). Generally, to overcome the fairly limited computational performance of compact formulations, and to improve the capabilities of finding exact solutions for larger instances, reformulation and decomposition methods are recommended in the literature (see [24], [34], [117], [133], [135]).

Motivated by all of the above, the main objective of this thesis is to model and solve the VNFPRP using exact and heuristic methods. To this end, we use some decomposition and reformulation approaches from the literature in order to solve large scale instances.


Figure 2.1: VNFPRP is composed of multiple subproblems and constraints.

Outline of the chapter The chapter is organized as follows. In Section 2.2, we define the problem and introduce the main notations. In Section 2.3, we present the problem's properties. An illustrative example is shown in Section 2.4. Section 2.5 is devoted to the problem's complexity analysis. The compact MILP formulation is introduced in Section 2.6. In Section 2.7, we present some computational results and we end the chapter by some conclusions and remarks in Section 2.8.

### 2.2 Problem definition

### 2.2.1 Notation

The telecommunication network is modeled as a bi-directed graph $G=(N, A)$. The set of all physical locations equipped with hardware devices allowing VNFs installation is denoted by $N$ and called the set of nodes. The set representing all connections between nodes is called the set of arcs and is denoted by $A$. At each node $u \in N$ at most $c_{u}$
$\left(c_{u} \in \mathbb{N}\right)$ VNFs can be installed, and an activation $\operatorname{cost} \psi_{u}>0$ has to be paid. The arc latency $l_{u v} \geq 0$ is defined for each $\operatorname{arc}(u, v) \in A$.

Let $F$ denote the set of all virtual network functions. Each VNF $f \in F$ has a limited (bandwidth) capacity $m_{f} \in \mathbb{N}$ to manage the traffic demand. For installing each single copy of $f$ at a node $u \in N$, an installation cost $\psi_{u}^{f}>0$ has to be paid. For the set of all traffic requests/commodities, denoted by $C$, each commodity $k \in C$ is characterized by: a source node $s_{k}$; a destination node $d_{k}\left(s_{k} \neq d_{k}\right)$; a bandwidth $b_{k}>0$; a maximum latency value $l_{k}>0$; a subset of VNFs, $F^{k} \subseteq F$, and a set of incompatibility constraints $\mathcal{A}^{k}$ between VNFs. Finally, recall that each commodity requires a specific Service Function Chain to handle its data packages in a specific order. The fact that the VNF $f$ has to be executed before VNF $g$ is expressed by $f \prec_{k} g$ in the path associated to the commodity $k$. Table 2.1 summarizes our notation.

| Sets |  |  |
| :---: | :---: | :--- |
| $N$ | $:$ | Set of all nodes. |
| $A$ | $:$ | Set of all arcs. |
| $C$ | $:$ | Set of all commodities (traffic requests). |
| $F$ | $:$ | Set of all Virtual Network Functions. |
| $\left(F^{k}, \prec_{k}\right)$ | $:$ | Ordered set of VNFs associated with commodity $k, k \in C$. |
| $\mathcal{A}^{k}$ | $:$ | Set of pairs of VNFs which are in conflict for commodity $k, k \in C$. |
| Parameters |  |  |
| $m_{f}$ | $:$ | Capacity of VNF $f, f \in F$. |
| $c_{u}$ | $:$ | Capacity of node $u, u \in N$. |
| $l_{u v}$ | $:$ | Latency of links $(u, v),(u, v) \in A$. |
| $\psi_{u}^{f}$ | $:$ | Installation cost of VNF $f$ at node $u, f \in F, u \in N$. |
| $\psi_{u}$ | $:$ | Activation cost of node $u, u \in N$. |
| $s_{k}$ | $:$ | Source node for commodity $k, k \in C$. |
| $d_{k}$ | $:$ | Destination node for commodity $k, k \in C$. |
| $l_{k}$ | $:$ | Maximum latency delay of commodity $k, k \in C$. |
| $b_{k}$ | $:$ | Bandwidth of commodity $k, k \in C$. |

Table 2.1: Main notation, parameters and sets.

### 2.2.2 Problem definition

Definition 1 (VNFPRP) The Virtual Network Functions Placement and Routing Problem consists of finding for each commodity $k \in C$, the placement of VNFs $f \in F^{k}$ at nodes, and the routing paths so that the sum of the VNF installation costs $\psi_{u}^{f}$ plus
the sum of node activation costs $\psi_{u}$ is minimized. Moreover, the following constraints have to be satisfied:

- Node capacity constraints each node $u \in N$ has an installation capacity $c_{u}$, which means that the number of VNFs installed at $u$ should not exceed $c_{u}$.
- VNF capacity constraints each function $f \in F$ has a capacity $m_{f}$ to manage the amount of data. The sum of bandwidths of all commodities handled by $f$ should be below $m_{f}$.
- Routing constraints the $s_{k}-d_{k}$ routing path associated with each commodity $k \in C$ should be elementary.
- End-to-end latency constraints the sum of arc latencies belonging to the routing path of each commodity $k \in C$ should not exceed the given upper-bound $l_{k} \in \mathbb{R}_{+}$.
- Installation constraints each $V N F f \in F^{k}$ required for commodity $k \in C$ should be installed at one of the nodes of the routing path, but not at the source node.
- Precedence constraints for each commodity $k \in C$, the VNFs composing its Service Function Chain should be traversed in the right order by the routing path.
- Conflict constraints (also called anti-affinity/incompatibility constraints): For different reasons (e.g. resiliency, privacy) [130] VNFs pairs that are in conflict should not be installed at the same node.

The VNFPR problem aims to minimize the sum of VNF installation costs $\psi_{u}^{f}$ plus the sum of node activation costs $\psi_{u}$. A solution satisfying the constraints described above is said to be feasible for the problem. Furthermore, if the associated cost is minimized, then, it is called optimal.

### 2.3 Proprities of the VNFPRP

In this thesis, we consider the following assumptions:

- In NFV environment, several, heterogeneous and similar virtual network functions can be installed at the same node in the graph.
- Link capacities are omitted, due to the fact that we are not dealing with the strategic network design phase (which has to be done much earlier in the planning process), but with a tactical planning. The network is designed (by making decisions regarding which links need to be installed, and with which capacity) so that it can accommodate a large amount of traffic. This is a long term process involving expensive investments and possible expansion of capacities (if it turns out that some links are heavily loaded). On a shorter time range, various services are managed to make the best possible use of existing resources, but the transmission/transport network is usually not the bottleneck (as the service demands are not of the same order of magnitude as the link capacity). Typically, network capacities are huge and shared by many different services. Thus, in this thesis we safely assume that there are enough link capacities in the existing network to handle all demands.
- We consider the unicast routing scheme.
- All routing paths should be elementary (without circuit). The use of elementary paths is linked to the protocols used, and to a choice of operators to simplify the supervision of flows.
- Each commodity requires at least one VNF, otherwise, these commodities can be eliminated (the routing problem can be seen as the shortest path problem).


### 2.4 Illustrative example



Figure 2.2: Example

The bi-directed graph in the example represents a telecommunication network containing 20 nodes, we suppose that we have a set of four virtual network functions, $F=\{$ Firewall, Parental control, DPI, Video optimizer $\}$. The example in Figure 2.2, shows that there are three traffic requests representing three different services, such as RA: "Reading news", WV: "Watching video" and CM: "Checking mailbox". Each of these service requires a set of virtual network functions to handle its data packets: \{Firewall, Parental control\}, \{Parental control, DPI\} and \{Firewall, DPI, Video optimizer\}, respectively. The associated service functions chain with each service are "SFC $C_{1}$ : Firewall $\prec_{R A}$ Parental control", "SFC $C_{2}$ : Parental control $\prec_{W V} D P I$ ", and " ${S F C C_{3}}$ : Firewall $\prec_{C M}$ Video optimizer $\prec_{C M} D P I$ ", respectively.

Pairs of nodes $(1,20),(11,19)$, and $(10,18)$ represent (source, destination) nodes associated with $R A, W V$ and $C M$, respectively. From Figure 2.2, the red routing path associated with the service $R A$, represents an elementary path passing first through the node 12 on which the VNF Firewall is installed first, and then through node 16 at which the VNF Parental control is installed. In the same way, the green (resp. yellow) path goes from the source node 11 (resp. 10) to the destination node 19 (resp. 18) and passes through the nodes on which the VNFs are installed in the order satisfying the $S F C_{2}$ (resp. $S F C_{3}$ ) constraints. Moreover, we can see that services $R A$ and $C M$ share the same VNF Firewall. Also, services $R A$ and $W V$ share the VNF Parental control. Furthermore, from the example, we observe that the VNFs associated to each service cannot be installed on the source node, while these VNFs can be installed on the destination node.

### 2.5 Complexity analysis

## Problem complexity

In this section we show that the problem under consideration is strongly NP-hard, even for the variant in which no conflicts between functions and no node and VNFs capacities are imposed.

Theorem 2.1 The Uncapacitated Virtual Network Functions Placement and Routing Problem is strongly NP-hard, even for a single commodity and without latency, conflict, and precedence constraints.

Proof. The proof is done by a polynomial reduction from the Uncapacitated Facility Location Problem (UFLP), which is an NP-hard problem in a strong sense (see, Theorem 3.1 in [40]).

Given a set of $n$ facilities (sites) and $m$ customers, let $\psi_{i}$ be the cost of opening the facility $i$ and $\psi_{i}^{j}$ the cost of assigning customer $j$ to facility $i$. We suppose that all facilities have unlimited capacity. The UFLP consists in finding which of the $n$ facilities to open and how to assign the customers to open facilities so that the facility opening cost plus the assignment cost are minimized.

To reduce the UFLP to the uncapacitated VNFPR problem, we consider an arbitrary connected graph $G=(N, A)(G$ can be a complete graph) with $|N|=n$ nodes (with a
one-to-one correspondence between facilities from $I$ and nodes in $N$ ) and a set $F$ of $m$ virtual network functions. We use one commodity $|C|=1$, and let $s_{1}=1$ and $d_{1}=n$ be two distinct nodes from $N$. We set the latency $l_{1}=+\infty$ and assume that there are no precedence constraints (i.e., any ordering of functions from $F$ is feasible). The transformation details are given in Table 2.2.

| UFLP | 1-to- 1 corresp. | Uncapacitated VNFPR |
| :--- | :---: | :--- |
| - | $\Longleftrightarrow$ | $\|C\|=1$ |
| I | $\Longleftrightarrow$ | $N$ |
| J | $\Longleftrightarrow$ | $F^{1}$ |
| Facility $i$ | $\Longleftrightarrow$ | Node $i$ |
| Customer $j$ | $\Longleftrightarrow$ | Virtual network function $j$ |
| Open facility $i$ | $\Longleftrightarrow$ | Activate node $i$ |
| Customer $j$ is supplied by facility $i$ | $\Longleftrightarrow$ | Function $j$ is installed at node $i$ |
| $\psi_{i}$ cost of opening the facility $i$ | $\Longleftrightarrow$ | $\psi_{i}$ activation cost at node $i$ |
| $\psi_{i}^{j}$ cost of assigning cust. $j$ to facility $i$ | $\Longleftrightarrow$ | $\psi_{i}^{j}$ installation cost of function $j$ at $i$ |
| - | $\Longleftrightarrow$ | $\mathrm{G}=(N, A)$, connected graph |
| - | $\Longleftrightarrow$ | $s_{1}=1, d_{1}=n, l_{1}=+\infty$ |

Table 2.2: Transformation details

This transformation is polynomial in the number of facilities and customers. An instance of the uncapacitated VNFPR defined in this way consists of installing all virtual network functions from $F$ on a subset of nodes from $N$, while minimizing costs of installation of VNF and node activation costs. Thus, there is a one-to-one correspondence between an optimal solution of the uncapacitated VNFPR and the optimal solution of the uncapacitated facility location problem with exactly the same solution value. This proves that the Uncapacitated Virtual Network Functions Placement and Routing problem is NP-hard.

### 2.6 Compact MILP formulation

In this section, we propose a compact (i.e., polynomial in size) MILP formulation to model the VNFPRP. We fist describe the variables necessary to model it and then the set of constraints.

### 2.6.1 Decision variables

The set of variables required in our MILP formulation is described in Table 2.3:

| Variables | Type |  |
| :---: | :--- | :---: |
| $x_{u}^{f k}$ | 1, if the virtual network function $f$ is installed at or before <br> node $u$ for commodity $k ; 0$, otherwise. | Binary |
| $y_{u}^{f k}$ | 1, if virtual network function $f$ is installed at node $u$ for <br> commodity $k ; 0$, otherwise. | Binary |
| $w_{u}$ | 1, if node $u$ is activated; 0, otherwise. | Binary |
| $t_{u v}^{k}$ | 1, if arc $(u, v)$ is taken in the path associated with commodity <br> $k ; 0$, otherwise. | Binary |
| $z_{u}^{f}$ | number of VNF $f$ installed at node $u$. | Integer |

Table 2.3: Decision variables of the compact MILP formulation

### 2.6.2 Mathematical model

The VNFPRP can then be modeled as follows:

$$
\begin{align*}
& (P): \quad \min \quad \sum_{u \in N} \sum_{f \in F} \psi_{u}^{f} z_{u}^{f}+\sum_{u \in N} \psi_{u} w_{u}  \tag{2.1}\\
& \sum_{(u, v) \in A} t_{u v}^{k}-\sum_{(v, u) \in A} t_{v u}^{k}=\left\{\begin{array}{ll}
-1 & \text { if } u=d_{k}, \\
1 & \text { if } u=s_{k}, \\
0 & \text { otherwise. }
\end{array} \quad k \in C, \quad u \in N\right.  \tag{2.2}\\
& \sum_{(u, v) \in A} t_{u v}^{k} l_{u v} \leq l_{k}, \quad k \in C  \tag{2.3}\\
& \sum_{f \in F} z_{u}^{f} \leq c_{u} w_{u}, \quad u \in N  \tag{2.4}\\
& \sum_{k \in C} y_{u}^{f k} b_{k} \leq m_{f} z_{u}^{f}, \quad f \in F, \quad u \in N  \tag{2.5}\\
& y_{u}^{f k}+y_{u}^{g k} \leq 1, \quad k \in C, \quad(f, g) \in \mathcal{A}^{k}, \quad u \in N \tag{2.6}
\end{align*}
$$

$$
\begin{array}{rlrl}
\left(t_{u v}^{k}-1\right)+\left(x_{v}^{f k}-x_{u}^{f k}\right) & \leq y_{v}^{f k}, & k \in C, f \in F^{k},(u, v) \in A \\
x_{u}^{g k} & \leq x_{u}^{f k}, & k \in C, f, g \in F^{k}: f \prec_{k} g, u \in N \\
\sum_{u \in N} y_{u}^{f k} & =1, & k \in C, f \in F^{k} \\
y_{u}^{f k} & \leq \sum_{(v, u) \in A} t_{v u}^{k}, & k \in C, \quad f \in F^{k}, \quad u \in N \\
y_{u}^{f k} & \leq x_{u}^{f k}, & k \in C, f \in F^{k}, u \in N \\
x_{u}^{f k} & =\left\{\begin{array}{rlrl}
1, \quad \text { if } u=d_{k} \\
0, & \text { if } u=s_{k}
\end{array}\right. & k \in C, \quad f \in F^{k} \\
y_{u}^{f k}, x_{u}^{f k} & \in\{0,1\} & u \in N, \quad f \in F, \quad k \in C \\
w_{u} & \in\{0,1\} & & u \in N \\
t_{u v}^{k} & \in\{0,1\} & (u, v) \in A, \quad k \in C \\
z_{u}^{f} \in \mathbb{N} & u \in N, & f \in F
\end{array}
$$

The objective function (2.1) aims to minimize the sum of the VNF installation costs and the node activation costs. Constraints (2.2) are the standard flow conservation constraints which ensure that one unit of flow is routed from $s_{k}$ to $d_{k}$ for each commodity $k \in C$. Constraints (2.3) are the latency constraints: the sum of the arc latency values along the routing path must be less or equal to $l_{k}$, for each commodity $k \in C$. Constraints (2.4) represent the node capacity constraints; they guarantee that the number of VNFs installed at each node $u \in N$ is bounded enough by its capacity $c_{u}$. Constraints (2.5) are the VNF capacity constraints; they ensure that the volume of data treated by each function $f \in F$ does not exceed its capacity $m_{f}$. Constraints (2.6) are the conflict constraints and they guarantee that two VNFs in conflict are not installed at the same node $u \in N$. Constraints (2.7) are needed to link, the node-installation variables $(y)$, the precedence variables $(x)$ and the arc variables $(t)$ : the left-hand-side is forced to 1 (implying that the function $f$ is installed at the node $v$ ) if and only if (i) the arc $(u, v)$ is taken in the path associated with the considered commodity $k$ and (ii) the function $f$ is installed at or before the node $v$ and it is not installed at or before the node $u$. Constraints (2.8) impose the VNFs order for each commodity. Constraints (2.9) guarantee that all required functions for commodity $k \in C$ are installed at the graph nodes. Constraints (2.10) ensure that if a VNF $f \in F^{k}$ is installed at a node $u$ for a given commodity $k$, then the associated routing path must enter that node. Inequalities (2.11) link the precedence and the installation variables, $x$ and $y$, and express the fact that if VNF $f$ is installed at node $u$ for the commodity $k$, then $f$ is installed at or before the node $u$. Finally, constraints (2.12) guarantee that, for each
commodity $k \in C$, no VNF is installed at or before the source node $s_{k}$ and all VNFs are installed at or before the destination node $d_{k}$. Constraints (2.13)-(2.16) are the integrality constraints.

Theorem 2.2 The model $(P)$ is valid. In particular, there always exists an optimal solution of $(P)$ such that for each $k \in C$, the flow variables $t^{k}$ (representing the routing of commodity $k$ ) correspond to an elementary path in $G$.

Proof. Let $k \in C$ be a given commodity. Flow constraints (2.2) guarantee that $s_{k}$ and $d_{k}$ are connected. Furthermore, latency limit $l_{k}$ cannot be violated due to the constraint (2.3). It only remains to prove that there exists an optimal solution of the compact model whose routing path for $k$ is elementary, which will imply that precedence constraints (2.8) are satisfied (due to constraints (2.7)).

Let $(\hat{x}, \hat{y}, \hat{w}, \hat{t}, \hat{z})$ be an optimal solution of the compact model, and let $G_{k}$ be the subgraph of $G$ induced by the $\operatorname{arcs}(u, v) \in A$ such that $\hat{t}_{u v}^{k}=1$. Assume that $G_{k}$ is not an elementary path connecting $s_{k}$ to $d_{k}$. We distinguish the following two cases:

- Case 1: subgraph $G_{k}$ is connected, but it contains cycles (see Figure 2.3). Assume that the routing path is composed by an elementary path and (without loss of generality) a single cycle. The nodes in the elementary path are denoted by $u_{i}, \forall i=1, \ldots, q+1$ (where $u_{q+1}=d_{k}$ ) and all the other nodes are denoted by $v_{i}, \forall i=1, \ldots, p$.


Figure 2.3: Connected subgraph.



Figure 2.4: Disconnected subgraph.

We will show that all VNFs $f \in F^{k}$ must be installed along the elementary path, so that the nodes $v_{i}, i=1, \ldots, p$ can be removed from the routing path, without violating feasibility and optimality of the solution. Indeed, in that case, removing the cycle from $G_{k}$ only reduces the latency of the routing path, the flow balance constraints remain valid and the VNFs are properly placed at the remaining nodes.
Let $f$ be an arbitrary VNF from $F^{k}$ and assume the contrary, i.e., that $f$ is installed at a node $v$ and it is not installed at any node $u$. Therefore:

$$
\hat{y}_{u_{i}}^{f k}=0, \quad \forall i=1, \ldots, q+1 .
$$

Using the precedence constraints (2.7) $\hat{t}_{u v}-1+\hat{x}_{v}^{f k}-\hat{x}_{u}^{f k} \leq \hat{y}_{v}^{f k}$ we can now calculate the values of $\hat{x}_{u_{i}}^{f k}$, for all $i=1, \ldots, q+1$.
Let us start with the $\operatorname{arc}\left(s_{k}, u_{1}\right)$, the constraint (2.7) reads as follows:

$$
\hat{t}_{s_{k} u_{1}}^{k}-1+\hat{x}_{u_{1}}^{f k}-\hat{x}_{s_{k}}^{f k} \leq \hat{y}_{u_{1}}^{f k}
$$

Recall that VNFs cannot be installed at the source node, i.e., $\hat{x}_{s_{k}}^{f k}=0$ (cf. constraint (2.12)), and that the arc $\left(s_{k}, u_{1}\right)$ is taken in the path so $\hat{t}_{s_{k} u_{1}}^{k}=1$. After replacing the variables by the values we obtain:

$$
1-1+\hat{x}_{u_{1}}^{f k}-0 \leq 0 \quad \Rightarrow \quad \hat{x}_{u_{1}}^{f k} \leq 0
$$

So, it follows that $\hat{x}_{u_{1}}^{f k}=0$. By repeating these steps for all subsequent arcs $\left(u_{i}, u_{i+1}\right), i=1, \ldots, q$, we obtain:

$$
\hat{x}_{u_{i}}^{f k}=0, \quad \forall i=2, \ldots, q+1 .
$$

This contradicts the constraint (2.12), which states that $\hat{x}_{d_{k}}^{f k}=1$.

- Case 2: Subgraph $G_{k}$ is disconnected (see Figure 2.4). In that case, following similar arguments as for the Case 1, we conclude that VNFs from $F^{k}$ can be installed only along the elementary path in $G_{k}$ connecting $s_{k}$ to $d_{k}$, so that without loss of feasibility and optimality, the remaining nodes from $G_{k}$ can be removed (and the values of $\hat{t}$ can be appropriately redefined).

According to this proof, we conclude that we can always find an optimal solution of the compact model which is composed by elementary paths only.

### 2.6.3 Model analysis

In this subsection we analyze the proposed compact formulation in terms of the number of variables and constraints generated by the MILP model.

## Number of variables

The total number of variables is:

$$
\begin{equation*}
|C| \times|A|+2 \times|N| \times|C| \times\left|F^{k}\right|+|N|+|N| \times|F| \tag{2.17}
\end{equation*}
$$

$\Longleftrightarrow$

$$
O(|C| \times|A|)+O\left(|N| \times|C| \times\left|F^{k}\right|\right)+O(|N| \times|F|)
$$

which is equivalent to $O(|C| \times(|A|+|N| \times|F|)$

## Number of constraints

The total number of constraints is:

$$
\begin{array}{r}
|C| \times|N|+|C|+|N|+|N| \times|F| \\
+|N| \times|C| \times\left|S^{k}\right|+3 \times|C| \times\left|F^{k}\right| \\
+|C| \times|A| \times\left|F^{k}\right|+|N| \times|C| \times\left|F^{k}\right|^{2}  \tag{2.18}\\
+3 \times|N| \times|C| \times\left|F^{k}\right|
\end{array}
$$

which is equivalent to $O(|C| \times|F| \times(|A|+|N| \times|F|))$

### 2.7 Computational results

In this section, we test the capability and the performance of the compact MILP formulation on a set of realistic instances derived from the SND library in terms of CPU time, and final gaps. The instances creation is detailed in the next chapter. All the experiments described in this section were made using a computer with $\operatorname{Intel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R})$ CPU E5-2650 v2 processor clocked at $2.60 \mathrm{GHz}, 32$ cores, two threads per core and 252GB RAM, under Linux operating system. The MILP compact formulation is implemented using the Python API for CPLEX, which is run in single-thread mode and a default memory limited to 20GB. All CPLEX parameters were set to their default values. A default time limit of one hour is set for each tested instance.

In the following, we denote by C, The compact MILP formulation.
Figure 2.5 shows that the number of variables increases with the number of commodity, which this is caused by the variables indexed by $k(x, y$ and $t$ variables). The number of constraints increases accordingly with the density of the graph: for example, instances $P d h$ having 24 commodities and 68 bidirected arcs, the number of generated variables is small compared to the number of variables. We can also observe that the number of constraints generated by the compact formulation is in general very large compared to the number of variables.


Figure 2.5: Number of variables and constraints generated by the compact formulation.

Table 2.4 summarizes the more detailed results which are given in Tables 2.6-2.9 (see Subsection 2.7.1). Tables show the obtained results by solving 15 SNDlib instance types with different graph topologies and different number of commodities, namely, "Abilene", "Atlanta", "Dfn-bwin", "Dfn-gwin", "Di-yuan", "France", "Geant", "Janos-us", "Newyork", "Nobel-eu", "Nobel-germany", "Nobel-us", "Pdh", "Polska" and "Ta1". For each instance type, ten instances are generated randomly. From the tables, we observe that only two "Abilene" instances and two "Pdh" instances are solved to optimality. Also, we remark that no feasible solution is provided by the model for four "Nobel-eu" instances and for one instance "Ta1".

Table 2.4 represents the average value for the CPU time, final Gap, cost, and relaxation value of the ten instances associated with each instance type. A value in the column CPU_time(s) represents the average of the CPU time of the instances solved to optimality without exceeding the time limit, whereas $T L$ in this column illustrates the fact that the compact formulation needs more than 1 hour to find an optimal solution for all instances. From the table, we observe that for some instance types, finding a good feasible solution is easier than for others, for example, for instance types "Abilene", "Dfn-bwin", "Dfn-gwin", "Janos-us" and "Pdh" the final gaps are below $10 \%$, while, for "Atlanta", "France", "Geant", "Newyork", "Nobel-eu", "Nobel-germany", "Nobel-us", "Polska" and "Ta1" the final gaps are between $20 \%$ and $74 \%$.

| Instance_name | CPU_time(s) | GAP(\%) | Costs(\$) | Relaxation value |
| :--- | ---: | ---: | ---: | ---: |
| Abilene | 1688.92 | 4.85 | 79990.30 | 58929.67 |
| Atlanta | $T L$ | 58.37 | 278836.30 | 92640.77 |
| Dfn-bwin | $T L$ | 1.58 | 70656.50 | 48731.37 |
| Dfn-gwin | $T L$ | 8.79 | 131783.70 | 100959.17 |
| Di-yuan | $T L$ | 20.49 | 35104.00 | 25435.27 |
| France | $T L$ | 67.97 | 651469.10 | 187780.30 |
| Geant | $T L$ | 45.80 | 451038.30 | 109636.63 |
| Janos-us | $T L$ | 4.10 | 13775446.70 | 13204901.84 |
| Newyork | $T L$ | 50.11 | 342506.20 | 141291.17 |
| Nobel-eu | $T L$ | 74.45 | 600379.83 | 139001.24 |
| Nobel-germany | $T L$ | 45.11 | 124062.90 | 58908.65 |
| Nobel-us | $T L$ | 38.93 | 118642.50 | 63906.55 |
| Pdh | 1587.34 | 1.20 | 54561.60 | 38874.36 |
| Polska | $T L$ | 31.30 | 137285.30 | 88343.00 |
| Ta1 | $T L$ | 58.86 | 376160.33 | 78467.77 |

Table 2.4: Average of CPU time, Gap, Cost and relaxation value.

### 2.7.1 Detailed results

In this subsection, we report detailed results obtained by solving the SNDlib instances using the compact MILP formulation.

| Abbreviations | Description |
| :---: | :--- |
| CPU_C | CPU time in seconds. |
| RC | LP-relaxation value. |
| LB_C | Best known lower bound, provided by Cplex. |
| Gap_C | Relative gap, provided by Cplex. |
| UB_C | Best known global upper bound, provided by cplex. |

Table 2.5: Description of abbreviations used on Tables 2.6-2.9.

The final gap is calculated as GAP_C $=(U B-L B) / L B * 100 \%$, where $U B$ denotes the best feasible solution, and $L B$ the global lower bound found in each run.

| Instance | CPU_C | RC | LB_C | Gap_C | UB_C |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Abilene | TL | 96349.60 | 121732 | 11.05 | 108280.35 |
|  | TL | 70104.38 | 102227 | 17.51 | 84325.84 |
|  | TL | 50815.42 | 68999 | 1.29 | 68106.14 |
|  | TL | 48503.40 | 68227 | 0.34 | 67997.68 |
|  | 1533.09 | 40452.10 | 55712 | 0.00 | 55712.00 |
|  | TL | 57305.83 | 74926 | 2.58 | 72989.17 |
|  | TL | 89779.21 | 111873 | 7.24 | 103773.29 |
|  | TL | 50181.90 | 67942 | 4.64 | 64787.33 |
|  | 1844.75 | 40260.73 | 58900 | 0.00 | 58900.00 |
|  | TL | 45544.12 | 69365 | 3.86 | 66684.41 |
| Atlanta | TL | 187685.36 | 455555 | 55.87 | 201047.36 |
|  | TL | 65595.14 | 171546 | 53.71 | 79415.00 |
|  | TL | 75171.64 | 270340 | 67.91 | 86748.61 |
|  | TL | 65463.21 | 140690 | 42.68 | 80637.43 |
|  | TL | 79399.97 | 244878 | 61.30 | 94777.48 |
|  | TL | 60813.42 | 152840 | 53.12 | 71651.54 |
|  | TL | 98220.61 | 473321 | 76.86 | 109548.74 |
|  | TL | 84582.53 | 361504 | 73.80 | 94728.71 |
|  | TL | 64238.76 | 128957 | 39.33 | 78239.26 |
|  | TL | 145237.07 | 388732 | 59.10 | 158977.90 |
| Dfn-bwin | TL | 48543.97 | 72194 | 1.71 | 70960.00 |
|  | $T L$ | 43190.17 | 66269 | 2.36 | 64703.00 |
|  | TL | 51086.81 | 73695 | 1.26 | 72765.00 |
|  | TL | 42190.82 | 62340 | 2.76 | 60618.34 |
|  | TL | 59611.15 | 82931 | 2.45 | 80896.00 |
|  | TL | 42820.20 | 65148 | 0.60 | 64758.00 |
|  | TL | 43048.82 | 63340 | 2.22 | 61934.45 |
|  | TL | 60745.40 | 84250 | 0.41 | 83908.00 |
|  | TL | 52554.58 | 73317 | 0.50 | 72951.62 |
|  | TL | 43521.76 | 63081 | 1.50 | 62137.64 |
| Dfn-gwin | TL | 93821.72 | 129047 | 11.44 | 114280.35 |
|  | $T L$ | 118367.32 | 151463 | 11.40 | 134192.26 |
|  | TL | 77911.29 | 113279 | 11.66 | 100072.27 |
|  | TL | 72339.77 | 105326 | 11.79 | 92910.44 |
|  | TL | 105110.36 | 132226 | 6.90 | 123096.30 |
|  | TL | 101920.72 | 130431 | 6.19 | 122360.65 |
|  | TL | 105783.60 | 133469 | 6.79 | 124406.07 |
|  | TL | 123237.29 | 152082 | 4.48 | 145263.03 |
|  | TL | 86216.46 | 116757 | 10.54 | 104454.14 |
|  | TL | 124883.21 | 153757 | 6.69 | 143469.36 |

Table 2.6: Obtained results for the compact MILP formulation.

| Instance | CPU_C | RC | LB_C | Gap_C | UB_C |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Di-yuan | TL | 23367.81 | 30114 | 17.55 | 24829.23 |
|  | $T L$ | 32295.12 | 43227 | 22.46 | 33518.40 |
|  | TL | 24334.12 | 33484 | 19.14 | 27076.03 |
|  | TL | 23803.91 | 31854 | 18.16 | 26069.27 |
|  | $T L$ | 22808.12 | 34687 | 29.56 | 24431.85 |
|  | TL | 25128.40 | 37195 | 25.33 | 27773.67 |
|  | TL | 29156.42 | 40179 | 16.12 | 33700.80 |
|  | $T L$ | 25619.04 | 39170 | 27.21 | 28510.55 |
|  | $T L$ | 25561.37 | 32548 | 13.88 | 28031.58 |
|  | TL | 22278.40 | 28582 | 15.51 | 24148.23 |
| France | TL | 177774.80 | 673370 | 69.42 | 205891.57 |
|  | $T L$ | 129220.07 | 646723 | 77.15 | 147748.06 |
|  | $T L$ | 174563.06 | 704671 | 72.75 | 191988.23 |
|  | $T L$ | 181826.41 | 637928 | 68.07 | 203678.70 |
|  | $T L$ | 139979.59 | 690638 | 76.90 | 159531.84 |
|  | $T L$ | 235734.13 | 743322 | 66.02 | 252556.79 |
|  | $T L$ | 224804.23 | 693888 | 64.66 | 245227.88 |
|  | $T L$ | 230949.85 | 609195 | 59.66 | 245733.54 |
|  | TL | 118290.50 | 463475 | 68.98 | 143772.28 |
|  | TL | 264660.39 | 651481 | 56.08 | 286114.53 |
| Geant | TL | 77238.42 | 147568 | 26.64 | 108253.33 |
|  | $T L$ | 90112.74 | 167340 | 25.19 | 125190.60 |
|  | $T L$ | 188864.38 | 1012275 | 78.06 | 222085.94 |
|  | $T L$ | 86437.31 | 157715 | 23.96 | 119922.21 |
|  | $T L$ | 111260.20 | 191529 | 25.49 | 142712.27 |
|  | $T L$ | 123382.34 | 1090981 | 85.85 | 154365.54 |
|  | TL | 100105.48 | 676904 | 81.02 | 128477.31 |
|  | $T L$ | 147328.25 | 778519 | 76.54 | 182635.56 |
|  | $T L$ | 78866.47 | 142442 | 22.11 | 110949.97 |
|  | TL | 92770.69 | 145110 | 13.17 | 125993.68 |
| Janos-us | TL | 10887359.23 | 11382718 | 4.28 | 10895750.90 |
|  | TL | 11342337.18 | 13070200 | 13.13 | 11353640.23 |
|  | TL | 14005192.67 | 15379304 | 8.88 | 14014082.08 |
|  | TL | 11873470.30 | 13822127 | 14.00 | 11887417.16 |
|  | TL | 15534868.92 | 15570677 | 0.16 | 15545076.64 |
|  | TL | 14555386.83 | 14580575 | 0.10 | 14565999.76 |
|  | TL | 12625202.51 | 12648938 | 0.10 | 12636608.73 |
|  | TL | 12848111.78 | 12870288 | 0.09 | 12858854.98 |
|  | TL | 12537209.83 | 12570924 | 0.16 | 12550414.28 |
|  | TL | 15839879.13 | 15858716 | 0.06 | 15849306.31 |

Table 2.7: Obtained results for the compact MILP formulation.

| Instance | CPU_C | RC | LB_C | Gap_C | UB_C |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Newyork | TL | 149337.54 | 466578 | 64.35 | 166338.93 |
|  | TL | 211270.08 | 460553 | 49.65 | 231888.21 |
|  | TL | 87961.14 | 359078 | 70.03 | 107602.64 |
|  | TL | 155144.28 | 456137 | 59.71 | 183782.67 |
|  | $T L$ | 131163.4 | 233563 | 36.01 | 149449.93 |
|  | TL | 90660.41 | 184876 | 41.27 | 108584.56 |
|  | TL | 199250.03 | 417816 | 48.54 | 215000.02 |
|  | TL | 149434.14 | 391109 | 58.14 | 163720.47 |
|  | $T L$ | 91031.13 | 184684 | 38.11 | 114305.83 |
|  | TL | 147659.6 | 270668 | 35.3 | 175110.97 |
| Nobel-eu | TL | 108330.18 | - | - | - |
|  | TL | 131278.09 | - | - | - |
|  | TL | 257646.79 | - | - | - |
|  | TL | 266694.08 | - | - | - |
|  | TL | 88728.3 | 411905 | 74.4 | 105456.84 |
|  | TL | 130476.89 | 639078 | 77.27 | 145238.05 |
|  | $T L$ | 104054.56 | 628717 | 80.6 | 121959.23 |
|  | TL | 94211.05 | 475501 | 76.38 | 112290.76 |
|  | TL | 265906.49 | 753040 | 62.29 | 283984.67 |
|  | TL | 150630.18 | 694038 | 75.78 | 168085.82 |
| Nobel-ger | TL | 55711.09 | 104103 | 37.05 | 65532.57 |
|  | $T L$ | 44959.19 | 86285 | 34.8 | 56257.18 |
|  | $T L$ | 69743.46 | 134963 | 40.8 | 79896.42 |
|  | TL | 62029.7 | 130569 | 44.75 | 72136.98 |
|  | $T L$ | 74763.61 | 150460 | 46.96 | 79805.52 |
|  | TL | 66893.27 | 150787 | 51.24 | 73518.01 |
|  | $T L$ | 46931.61 | 119016 | 53.42 | 55433.86 |
|  | $T L$ | 51239.35 | 112900 | 47.72 | 59023.63 |
|  | $T L$ | 72577.69 | 138111 | 41.28 | 81097.6 |
|  | TL | 44237.53 | 113435 | 53.1 | 53199.58 |
| Nobel-us | TL | 51971.67 | 79287 | 23.87 | 60359.93 |
|  | TL | 44398.81 | 97496 | 46.5 | 52164.02 |
|  | $T L$ | 103875.95 | 155983 | 26.39 | 114818.67 |
|  | TL | 68501.25 | 129906 | 41.59 | 75877.57 |
|  | $T L$ | 117886.87 | 193246 | 33.18 | 129125.75 |
|  | $T L$ | 46824.9 | 101846 | 40.4 | 60697.28 |
|  | $T L$ | 47960.09 | 97320 | 41.07 | 57346.84 |
|  | $T L$ | 62032.18 | 125415 | 44.64 | 69431.48 |
|  | $T L$ | 43797.41 | 101285 | 50.18 | 50457.68 |
|  | $T L$ | 51816.35 | 104641 | 41.49 | 61224.9 |

Table 2.8: Obtained results for the compact MILP formulation.

| Instance | CPU _C | RC | LB_C | Gap_C | UB_C |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Pdh | 2141.91 | 38805.94 | 56518 | 0 | 56518 |
|  | TL | 45729.75 | 66862 | 0.49 | 66537.25 |
|  | TL | 38932.42 | 51989 | 1.05 | 51442.24 |
|  | TL | 36016.09 | 49517 | 1.5 | 48772.25 |
|  | TL | 30850.73 | 44116 | 3.33 | 42647.65 |
|  | TL | 32338.46 | 47046 | 1.6 | 46291.68 |
|  | 1032.78 | 39393.92 | 55876 | 0.0 | 55876 |
|  | TL | 37821.69 | 50606 | 1.82 | 49684.82 |
|  | TL | 38734.6 | 57071 | 1.64 | 56135.3 |
|  | TL | 50119.97 | 66015 | 0.54 | 65660 |
| Polska | TL | 82914.01 | 137978 | 37.29 | 86522.85 |
|  | TL | 106159.63 | 142278 | 21.88 | 111142.83 |
|  | $T L$ | 85717.67 | 132934 | 31.35 | 91255.38 |
|  | $T L$ | 85426.18 | 146856 | 35.6 | 94570.84 |
|  | $T L$ | 81055.23 | 130412 | 32.72 | 87744.08 |
|  | TL | 94797.85 | 143218 | 28.64 | 102198.21 |
|  | TL | 95199.63 | 135530 | 26.05 | 100218.98 |
|  | TL | 91039.84 | 148651 | 34.62 | 97190.71 |
|  | TL | 92574.06 | 132398 | 26.11 | 97832.97 |
|  | TL | 68545.87 | 122598 | 38.7 | 75147.37 |
| Ta1 | TL | 82715.84 | - | - | - |
|  | $T L$ | 73074.28 | 148201 | 38.87 | 90592.97 |
|  | $T L$ | 63090.38 | 126016 | 29.69 | 88602.56 |
|  | $T L$ | 65060.97 | 207975 | 57.13 | 89154.76 |
|  | TL | 71865.36 | 294566 | 66.63 | 98300.08 |
|  | TL | 87691.33 | 306170 | 63.5 | 111764.07 |
|  | TL | 100768.98 | 925598 | 85.98 | 129798.82 |
|  | TL | 96286.92 | 960568 | 87.46 | 120413.5 |
|  | TL | 80692.01 | 250241 | 56.22 | 109551.25 |
|  | $T L$ | 67679.75 | 166108 | 44.24 | 92618.86 |

Table 2.9: Obtained results for the compact MILP formulation.

### 2.8 Conclusions

In this chapter, we have presented the Virtual Network Functions Placement and Routing Problem, its properties, and an compact MILP formulation to model it. We have tested the proposed compact MILP formulation on a set of realistic instances derived from the SND library. The results showed that the model could find an optimal solution within 1 hour for some easy instances. However, it is no strong enough to find a good feasible solution for harder instances.

## Chapter 3

## MILP-based Heuristic

In this chapter, we propose a path-based MILP formulation to model the VNFPR problem. We also demonstrate how to efficiently use it to derive high-quality heuristic solutions in a reasonable computational time. The study is conducted on a set of realistic telecommunication instances derived from the SND library. To test the efficiency of our approach, we also compare the obtained results with the compact MILP formulation introduced in Chapter 2. We vary the problem's parameters such as the node and VNF capacities, the commodities bandwidth and latency, and we discuss the trade-offs between saved costs and (in)feasibility. The purpose of this chapter is to provide an empirical study and evaluate the viability of the MIP-based heuristic, as an alternative to the compact MILP formulation presented on Chapter 2.
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In Chapter 2, we have proposed an MILP compact formulation for the Virtual Network Functions Placements and Routing Problem. Computational results showed that the model could provide feasible solutions for some easy instances. Unfortunately, the model cannot find any feasible solution or provides huge final gaps for some other instances. This is due to the large number of variables and constraints in the formulation, making its computational performance fairly limited.

To tackle this, some papers divide the problem into two parts and treat the VNFs placement and the routing problems separately. A large body of the literature deals with heuristics, in order to handle each part of the problem, or for their relaxed versions. In this chapter, we propose a computationally effective path-based MILP formulation to model the Virtual Network Functions Placement and Routing Problem. The Pathbased Formulation (PF) is established using Yen's algorithm, which aims to find a fixed number of elementary shortest paths between two nodes. Based on that, the latency-constrained routing paths associated with each commodity are obtained.

In the case where all feasible paths associated with each commodity are taken into account in the model, the path formulation represents an exact method; thus, it provides optimal solutions. Alternatively, if only a subset of feasible paths is included in the model, the path-based formulation provides heuristic solutions. We demonstrate the path-based formulation's effectiveness by comparing it with the MILP compact formulation presented in Chapter 2 on a set of realistic benchmark instances derived from the SNDLib. In addition, we vary the problem's parameters, such as node and VNF capacities and commodities latency and bandwidth, and analyze the computational behavior and the cost saving achieved by enlarging the capacities.

Outline of the chapter. Section 3.1 is devoted to the path formulation. In Section 3.2 , we present computational results and a sensitivity analysis in which we vary the input parameters and discuss the results. In Section 3.3 we provide some concluding remarks.

### 3.1 Path-based MILP Formulation

In this section, we present the path-based MILP formulation to model the VNFPRP. We first describe the set of decision variables, and then the constraints defining the model.

### 3.1.1 Decision variables

The path formulation is characterized by five families of variables described in Table 3.1. We keep the variables $x, y, z$ and $w$ already defined for the compact MILP formulation in Chapter 2 and we define a new family of variables representing the routing variables. For each commodity $k \in C$, let $\mathcal{P}_{k}$ denote the set of all shortest $s_{k}$ - $d_{k}$-paths whose total length does not exceed $l_{k}$, where the arc latency is used as the length measure. For each commodity $k$, we suppose that all feasible paths in $\mathcal{P}_{k}$ are given. Let $t_{u v}^{p k}$ be the parameter that is equal to 1 if arc $(u, v)$ belongs to path $p$ for commodity $k$; and equal to 0 otherwise.

| Variables | Type |  |
| :---: | :--- | :---: |
| $\lambda_{p}^{k}$ | 1, if path $p \in \mathcal{P}_{k}$ associated with commodity $k$ is chosen; | Binary |
| $x_{u}^{f k}$ | 0, otherwise. |  |
| 1, if the virtual network function $f$ is installed at or |  |  |
| before node $u$ for commodity $k ; 0$, otherwise. |  |  | Binary.

Table 3.1: Decision variables of the path-based formulation

### 3.1.2 Linear constraints

The constraints containing $x, y, z$ and $w$ variables are the same for the path-based MILP formulation as in the compact formulation. As we replace the arc variables $t$ in the compact formulation, by the routing variables $\lambda$ in the path formulation, the flow (2.2) constraints, the precedence constraints (2.7), and the linking constraints (2.10), will be replaced by the following constraints:

## Routing constraints

$$
\begin{equation*}
\sum_{p \in \mathcal{P}_{k}} \lambda_{p}^{k}=1, \quad k \in C \tag{3.1}
\end{equation*}
$$

For each commodity $k$, exactly one $s_{k}-d_{k}$ elementary routing path $p \in \mathcal{P}_{k}$ satisfying the latency constraints is chosen.

## Precedence constraints

$$
\begin{align*}
& \left(\sum_{\substack{p \in \mathcal{P}_{k} \\
(u, v) \in p}} t_{u v}^{p k} \lambda_{p}^{k}-1\right)+\left(x_{v}^{f k}-x_{u}^{f k}\right) \quad \leq y_{v}^{f k}  \tag{3.2}\\
& \quad k \in C, \quad f \in F^{k}, \quad(u, v) \in A
\end{align*}
$$

Inequalities (3.2) represent the linking constraints between routing variables $(\lambda)$, installation variables $(y)$ and precedence variables $(x)$, ensuring that for each commodity $k$ : (i) if the routing path $p$ passes through the arc $(u, v)$, and (ii) the VNF $f$ is installed at or before the node $v$ and (iii) the VNF $f$ is not installed at or before the node $u$, then the left-hand-side is forced to be equal to 1 (imposing the installation of the VNF $f$ at the node $v$ ).

## Linking constraints

$$
\begin{equation*}
y_{u}^{f k} \leq \sum_{(v, u) \in A} \sum_{p \in \mathcal{P}_{k}} t_{v u}^{p k} \lambda_{p}^{k}, \quad k \in C, \quad f \in F^{k}, \quad u \in N \tag{3.3}
\end{equation*}
$$

Constraints (3.3) impose that the chosen path for each commodity $k$ passes through the nodes where the required functions are installed.

### 3.1.3 Mathematical model

The Path-based formulation (PF) then reads as follows:

$$
\begin{aligned}
& (\mathrm{PF}): \min \quad \sum_{u \in N} \sum_{f \in F} \psi_{u}^{f} z_{u}^{f}+\sum_{u \in N} \psi_{u} w_{u} \\
& (\lambda, x, y, z, w) \quad \text { satisfy } \quad(3.1)-(3.3),(2.4)-(2.6),(2.8)-(2.9),(2.11)-(2.12) \\
& \lambda_{p}^{k} \in\{0,1\} \quad k \in C, \quad p \in \mathcal{P}_{k} \\
& x_{u}^{f k}, y_{u}^{f k} \in\{0,1\} \quad k \in C, \quad u \in N, \quad f \in F \\
& w_{u} \in\{0,1\} \quad u \in N \\
& z_{u}^{f} \in \mathbb{N} \quad u \in N, \quad f \in F
\end{aligned}
$$

This model contains a possibly exponential number of variables. We therefore consider a heuristic approach in which only a subset of the most promising feasible paths is selected per each commodity.

Theorem 3.1 If Yen's algorithm generates all elementary latency-constrained paths for each commodity $k \in C$, then the path-based formulation gives optimal solutions; otherwise it provides a heuristic solution for VNFPRP.

### 3.1.4 Getting the routing paths

In order to generate routing paths associated with each commodity $k$, we use Yen's algorithm [138]. This algorithm aims to find a limited number of loopless shortest paths between a pair of nodes. Yen's algorithm is based on Dijkstra's algorithm [44]. For reasonably small instances, instead of recovering a fixed number of paths per commodity, we run Yen's algorithm to get all $s_{k}-d_{k}$ paths.

In order to consider the latency constraints 2.3 in the path formulation model using Yen's algorithm, we keep only paths whose length is less or equal to $l_{k}, k \in C$.

Remark: We used NetworkX graph library of Python to get all the paths associated with each commodity. The used Python function is called "Shortest_simple_paths", which returns a list of all simple paths between a source node and a destination node, ordered from the shortest to the longest one.

To fix the number of generated paths to $\kappa$ we use the following Python command:

$$
\text { list }\left(i s l i c e\left(n x . s h o r t e s t \_s i m p l e \_p a t h s(G, \text { source, destination, weight }=\text { weight }), \kappa\right)\right)
$$

We adapted the Python function "Shortest_simple_paths" to get only the latency constrained paths. In what follows in this manuscript, when we say: we get all the paths using Yen algorithm and we keep only the latency constrained one, we mean that we use this adapted Python function "Shortest_simple_paths".

By definition of the sets $\mathcal{P}_{k}$, only elementary paths are considered in this model, and hence, the formulation is correct. Unfortunately, the number of elementary paths can be exponential, which makes this MILP formulation intractable, unless it is embedded within a Branch-and-Price procedure. Nevertheless, this formulation can be efficiently used as an MILP heuristic, considering only a subset (polynomial in size) of elementary paths in the model.

### 3.1.5 Linear relaxation of path variables $\lambda$

Constraints $\lambda_{p}^{k} \in\{0,1\}$ are the integrality constraints guaranteeing that the latencyconstrained path cannot be split. Together with constraints (3.1), they ensure that there is exactly one path used to route the flow for each commodity. In the following, we show that $\lambda_{p}^{k} \in\{0,1\}$ can be relaxed. Let PF' denote the model PF for which the integrality constraints associated with variables $\lambda$ are replaced by: $\lambda_{p}^{k} \geq 0, \quad k \in$ $C, p \in \mathcal{P}_{k}$.

Proposition 3.2 If the relaxed path formulation PF' has an optimal solution with fractional $\lambda$ values, then it must necessarily admit an integer solution with the same objective value.

Proof. Let $\hat{X}=(\hat{\lambda}, \hat{x}, \hat{y}, \hat{z}, \hat{w})$ denotes the optimal solution of $\left(P F^{\prime}\right)$ with $\hat{\lambda}$ fractional, i.e., there exists at least one commodity $k \in C$ for which the path variable $\hat{\lambda}_{p}^{k}$ is fractional. The proof aims to show that from the optimal fractional solution, $\hat{X}$ a totally integer solution can be constructed. Let $\bar{X}=(\bar{\lambda}, \hat{x}, \hat{y}, \hat{z}, \hat{w})$ be the integer solution which is also feasible for $\left(P F^{\prime}\right)$.

Variables $\hat{y}$ and $\hat{w}$ appear in the objective function with strictly positive cost and are the same for both solutions $\hat{X}$ and $\bar{X}$; thus, the two solutions will have the same objective value.

Let $k \in C$ be the fractional commodity for which the associated vector $\hat{\lambda}$ contains fractional values in $\hat{X}$. Let $\mathcal{P}_{k}^{\prime}=\left\{p_{1}, p_{2}, \ldots, p_{Q}\right\}$ be the set of fractional paths associated with commodity $k$, satisfying the path constraints (3.1). In that case, by setting an arc upper bounds corresponding to constraints (3.2) and node capacity lower bounds corresponding to constraints (3.3) as follows:

$$
\begin{align*}
c \hat{a} p_{u v} & :=\min _{f \in F^{k}}\left\{\hat{y}_{v}^{f k}+1-\hat{x}_{v}^{f k}+\hat{x}_{u}^{f k}\right\} & & (u, v) \in A  \tag{3.4}\\
c \hat{a} p_{u} & \left.:=\max _{f \in F^{k}} \hat{y}_{u}^{f k}\right\} & & u \in N \tag{3.5}
\end{align*}
$$

we obtain the following linear inequality system:

$$
\begin{align*}
0 \leq \sum_{p \in \mathcal{P}_{k}} \lambda_{p}^{k} t_{v u}^{p k} & \leq c \hat{a} p_{u v} \quad(u, v) \in A  \tag{3.6}\\
\sum_{(v, u) \in A} \sum_{p \in \mathcal{P}_{k}} \lambda_{p}^{k} t_{v u}^{p k} & \geq c \hat{a} p_{u} \quad u \in N \tag{3.7}
\end{align*}
$$

For each node $u \in N$ such that $c \hat{a} p_{u}=1$, by the feasibility of $\hat{\lambda}$, all paths $p \in \mathcal{P}^{\prime}$ must pass through the node $u$. Hence, to satisfy constraints (3.6) and (3.7), one could take any of the paths $p \in \mathcal{P}_{k}^{\prime}$ as a feasible binary solution.

From the above, amid the fractional paths constituting $\hat{\lambda}$, there exists at least one (integer) path which can be used to replace $\hat{\lambda}$. The same procedure can be reiterated for each fractional commodity that admits a fractional $\hat{\lambda}_{p}^{k}$ in the solution $\hat{X}$, keeping the same structure of the binary component $(\hat{x}, \hat{y}, \hat{z}, \hat{w})$, due to the fact that the routing paths are chosen separately for each commodity.

Corollary 3.3 Without loss of generality, constraints $\lambda_{p}^{k} \in\{0,1\}$, for all $k \in C, p \in$ $\mathcal{P}_{k}$, can be replaced by $\lambda_{p}^{k} \geq 0$ in the Path-based formulation.

### 3.2 Computational results

The purpose of this section is to test the efficiency and the sensitivity of the proposed path formulation. We present some computational results to compare the path formulation with the compact MILP formulation proposed in Chapter 2. To compare both models, we focus on the CPU time, the quality of the obtained solutions, and the final gaps between the global lower and the best known upper bound. We vary the problem input parameters and conduct a sensitivity analysis to determine the most relevant parameters that affect the model's empirical performance.

All the experiments described in this section were made using a computer with Intel(R)Xeon(R) CPU E5-2650 v2 processor clocked at $2.60 \mathrm{GHz}, 32$ cores, 2 threads per core and 252GB RAM, under Linux operating system. The path formulation is implemented using the Python API for CPLEX, which is run in single-thread mode and a default memory limited to 20GB. All CPLEX parameters were set to their default values. A default time limit of one hour is set for each tested instance.

### 3.2.1 Benchmark instances

Our benchmark instances are generated using the SND library [125] (Survivable Network Design), which is a repository of realistic telecommunication network design instances. The number of nodes, arcs, and demands varies for each instance. SNDlib provides the graph topology, along with the node coordinates and a set of demands
with the associated source node, destination node, and a bandwidth. The remaining parameters required for our setting are generated as follows:

To calculate the distance between two nodes $u$ and $v$ in $k m$ having only their longitude $\varphi_{u}, \varphi_{v}$ and latitude $\varsigma_{u}, \varsigma_{v}$, we use the Spherical Law of Cosine [106]. First we use the following formula to calculate the angular distance in radians:

$$
S_{u v}=\arccos \left(\cos \varsigma_{u} \cos \varsigma_{v}+\sin \varsigma_{u} \sin \varsigma_{v} \cos d \varphi\right)
$$

with, $d \varphi=\varphi_{v}-\varphi_{u}$.
The distance in $k m$ is then obtained as:

$$
d_{u v}=R \times S_{u v},
$$

where R is earth's radius $(R=6378137 \mathrm{~km})$. The fiber propagation delay per km is roughly equal to $10 \mu s / k m$, see, e.g., $[33,86]$. To define the latency $l_{u v}$ of an $\operatorname{arc}(u, v)$, we multiply the distance between $u$ and $v$ by the fiber propagation delay, and we set $l_{u v}=l_{v u}$.

We consider the following set of six Virtual Network Functions, typically employed in service function chaining [75,121] to construct our VNFs set, namely $F=\{N A T, F W$, $T M, W O C, I D P S, V O C\}$. A detailed description of these VNFs is given in Table 3.2. The maximum capacity rate associated with each VNF is given as an integer number in $[a, b]$, where $a$ (resp. b) is the minimum (resp. maximum) bandwidth of all demands in the same set of demand (i.e. $a=\min _{k \in C} b_{k}$ and $b=\max _{k \in C} b_{k}$ ), the capacity is measured on Mbits/s. The functions installation cost $\psi_{u}^{f} \in \mathbb{N}$ is chosen randomly as integer in [50, 1000], and is expressed in dollars \$.

| id-VNF | VNF name | Capacity | Cost |
| :--- | :--- | :---: | :---: |
| NAT | Network Address Translator |  |  |
| FW | Firewall |  |  |
| TM | Traffic Monitor | $\left[\min _{k \in C} b_{k}, \max _{k \in C} b_{k}\right]$ | $[50,1000]$ |
| WOC | WAN Optimization Controller |  |  |
| IDPS | Intrusion Detection Prevention System |  |  |
| VOC | Video Optimization Controller |  |  |

Table 3.2: Virtual Network Functions

The total number of demands varies for each SNDlib instance. For each commodity $k \in C$ the source node $s_{k}$, destination node $d_{k}$ and the bandwidth $b_{k}$ in Mbits/s are given.

We divide the set of demands in five categories: Online Gaming, Video Streaming, Voice over IP, Web Services, and Other Services. Each category is characterized by a latency value and a set of chained service functions, as depicted in Table 3.3.

To define the latency value $l_{k}$ and the set of chained VNFs associated with each commodity $k$, the demands are first assigned to exactly one category. To do so, we calculate the shortest path $S P_{k}$ between $s_{k}$ and $d_{k}$, which is equal to the sum of the arc latencies composing it. Based on its length, we randomly assign our demands in one of the five categories, and so we set the value of $l_{k}$ and the set of chained VNFs. For example, if the length of the shortest path is equal to $l\left(S P_{k}\right)=40 \mathrm{~ms}$, then we can assign the demand to any of the five categories, and we randomly choose one.

| Latency value | Service | SFC |
| :--- | :--- | :--- |
| $\leq 60 \mathrm{~ms}$ | Online Gaming (O-G) | NAT-FW-TM-WOC-IDPS |
| $\leq 100 \mathrm{~ms}$ | Video Streaming (V-S) | NAT-FW-TM-VOC-IDPS |
|  | VoIP | NAT-FW-TM-FW-NAT |
| $\leq 500 \mathrm{~ms}$ | Web Services (W-S) | NAT-FW-TM-WOC-IDPS |
| $\leq \infty \mathrm{ms}$ | Other services (O-S) | NAT-FW-TM-WOC-VOC |

Table 3.3: Five services and their respective SFC and latency value.

In order to generate feasible instances, the node capacity value is obtained based on the number of demands and the number of VNFs per commodity, which is equal to $5, \forall k \in C$. Thus, the node capacity is an integer chosen randomly $c_{u} \in\left[\frac{|C| \times 5}{|N|}, 2 \times\right.$ $\left.\frac{|C| \times 5}{|N|}\right], \forall u \in N$. Node activation cost $\psi_{u} \in \mathbb{N}$ is chosen uniformly at random from [3000, 5000] [65].

For each commodity $k \in C$ there is at most one anti-affinity constraint (AAC) between VNFs. We suppose that we cannot install Firewall and Network Address Translator at the same node. The maximum number of AAC is fixed to five per instance because adding multiple anti-affinity constraints renders some instances infeasible.

| Instance_type | $\|N\|$ | $\|A\| /$ bi-directed | $\|C\|$ | $\|F\|$ | \# AAC |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Abilene | 12 | $15 / 30$ | 132 | 6 | 5 |
| Atlanta | 15 | $22 / 44$ | 210 | 6 | 4 |
| Dfn-bwin | 10 | $45 / 90$ | 90 | 6 | 0 |
| Dfn-gwin | 11 | $47 / 94$ | 110 | 6 | 0 |
| Di-yuan | 11 | $42 / 84$ | 22 | 6 | 0 |
| France | 25 | $45 / 90$ | 300 | 6 | 5 |
| Geant | 22 | $36 / 72$ | 462 | 6 | 1 |
| Janos-us | 26 | $84 / 168$ | 650 | 6 | 1 |
| Newyork | 16 | $49 / 98$ | 240 | 6 | 0 |
| Nobel-eu | 28 | $41 / 82$ | 378 | 6 | 0 |
| Nobel-Germany | 17 | $26 / 52$ | 121 | 6 | 5 |
| Nobel-us | 14 | $21 / 42$ | 91 | 6 | 0 |
| Pdh | 11 | $34 / 68$ | 24 | 6 | 0 |
| Polska | 12 | $18 / 36$ | 66 | 6 | 1 |
| Ta1 | 24 | $55 / 110$ | 396 | 6 | 0 |

Table 3.4: Details about the instances. $|N|$ : the number of nodes, $|A|$ : the number of arcs, $|C|$ : the number of demands, $|F|$ : the number of functions, \# AAC: the number of anti affinity constraints.

To test the efficiency of the proposed path formulation, we consider fifteen different graphs from SNDlib, each of them corresponding to one "instance-type" in our benchmark. Table 3.4 summarizes the details about the graphs used in this study. In order to vary the demand types per instance, we generated ten instances for each instance type. Table 3.5 summarizes the average demand per service for each instance type.

| Instance_type | O-G | V-S | VOIP | W-S | O-S |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Abilene | 4.2 | 6.2 | 7.4 | 57.6 | 55.6 |
| Atlanta | 1.7 | 6.1 | 4.9 | 98.7 | 97.6 |
| Dfn-bwin | 0.0 | 22.1 | 21.4 | 21.9 | 23.6 |
| Dfn-gwin | 0.0 | 23.6 | 23.5 | 31.0 | 30.9 |
| Di-yuan | 0.6 | 1.6 | 1.2 | 8.1 | 9.5 |
| France | 2.5 | 11.0 | 8.8 | 140.1 | 136.6 |
| Geant | 0.8 | 20.9 | 17.5 | 208.1 | 213.7 |
| Janos-us | 10.5 | 24.2 | 22.5 | 302.9 | 288.9 |
| Newyork | 4.5 | 12.8 | 11.3 | 105.6 | 104.8 |
| Nobel-eu | 0.3 | 10.8 | 9.4 | 168.9 | 187.6 |
| Nobel-Germany | 0.0 | 6.6 | 5.7 | 52.0 | 55.7 |
| Nobel-us | 1.6 | 5.3 | 6.2 | 39.0 | 37.9 |
| Pdh | 0.0 | 6.3 | 4.9 | 5.5 | 6.3 |
| Polska | 0.0 | 5.0 | 4.1 | 27.5 | 28.4 |
| Ta1 | 6.5 | 20.5 | 20.1 | 169.2 | 178.7 |

Table 3.5: Average demands per service for each instance type.

### 3.2.2 Models analysis

In this subsection, we analyze the proposed path-based formulation in terms of the number of variables and constraints. We compare them to the ones of the compact MILP formulation introduced in Chapter 2. In the following, we show only the difference in terms of number of variables and constraints between both models.

Variables: Both formulations have practically the same set of variables, except for the routing part. For the path formulation there are $|C| \times\left|\mathcal{P}_{k}\right|$ path variables, for the compact MILP formulation there are $|C| \times|A|$ arc variables. The set $\mathcal{P}_{k}$ may contain an exponential number of elements.

Constraints: The number of constraints in the path formulation is smaller than the one in the compact MILP formulation. Accordingly, the compact MILP formulation has $|C| \times|N|$ more constraints.


Figure 3.1: Comparison between the path-based MILP formulation and the compact MILP formulation with respect to the number of variables and constraints.

Figure 3.1 shows the average number of variables and constraints per instance-type. We observe that the number of variables in the path formulation is, on average, more significant than the number of variables of the compact MILP formulation. This is due to the number of feasible paths associated with each commodity. We can also observe that the number of constraints in the compact MILP formulation is, on average higher than the one in the path formulation - this number depends on the number of nodes and demands.

### 3.2.3 Obtained results

The following two settings are compared in our computational study:

- C : The compact MILP formulation proposed in Chapter 2.
- PF : The path-based formulation proposed in Section 3.1.

Table 3.7 shows the results obtained by solving 10 instances for each instance type. The $C P U$ time, $G A P$, and the costs of each instance type are obtained by calculating the average over all ten instances for which a feasible solution was found, otherwise these
instances are not considered. We fixed the maximum number of latency-constrained paths generated by Yen's algorithm to 5000 paths per commodity. In order to define the nature of the path formulation, for each instance type, we pre-calculate the maximum number of latency constrained paths over all commodities. This number is shown in column \#paths in Table 3.6. Based on that, the second column denoted by $\operatorname{PF}(\mathrm{E} / \mathrm{H})$, describes the nature of the path formulation: exact " E " means that the maximum number of feasible paths was below our threshold of 5000 paths per commodity; or heuristic "H" method, meaning that not all feasible paths were taken into consideration by the path formulation, which is the case only for two instance types: "Dfn-bwin" and "Dfn-gwin".

In Table 3.6, we also report the number of instances solved to optimality by the two models. The path formulation solves eight instances to optimality within one hour, whereas C manages to find the optimum for only 4 instances. Moreover, there are five instances for which the compact MILP formulation cannot provide any feasible solution within the given time limit. On the contrary, feasible solutions are found for all instances, using the path formulation.

Table 3.7 summarizes the results obtained by solving 15 SNDlib instance types with different graph topologies and different number of commodities. Columns one and two in the table represent the average of the CPU time calculated from instances solved to optimality by PF and C, respectively. We observe that for instances solved to optimality, PF is outperforming C in terms of CPU time. However, for most of the instances, none of the two methods manages to provide an optimal solution within one hour. Notion " $T L$ " in the CPU time column means that the time limit was reached. When the optimal solution is not found after reaching the time limit, we report the average final gaps, calculated as $G A P(\%)=((U B-L B) / L B) * 100$, where $U B$ represents the best found feasible solution and the $L B$ represent the global lower bound. The global upper bound is shown in column Costs(\$), and the value of the LP-relaxation of the two models is given in the last two columns.

Detailed results of this study are shown in Tables 3.9-3.13 in Subsection 3.2.4.

| Instance_type | \# paths | PF(E/H) | \# optimal |  | no feasible solution found |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | PF | C | PF | C |
| Abilene | 16 | E | 6 | 2 | 0 | 0 |
| Atlanta | 53 | E | 0 | 0 | 0 | 0 |
| Dfn-bwin | 9061 | H | 0 | 0 | 0 | 0 |
| Dfn-gwin | 8801 | H | 0 | 0 | 0 | 0 |
| Di-yuan | 1419 | E | 0 | 0 | 0 | 0 |
| France | 969 | E | 0 | 0 | 0 | 0 |
| Geant | 286 | E | 0 | 0 | 0 | 0 |
| Janos-us | 4316 | E | 0 | 0 | 0 | 0 |
| Newyork | 1588 | E | 0 | 0 | 0 | 0 |
| Nobel-eu | 977 | E | 0 | 0 | 0 | 4 |
| Nobel-Germany | 149 | E | 0 | 0 | 0 | 0 |
| Nobel-us | 45 | E | 0 | 0 | 0 | 0 |
| Pdh | 872 | E | 2 | 2 | 0 | 0 |
| Polska | 35 | E | 0 | 0 | 0 | 0 |
| Ta1 | 440 | E | 0 | 0 | 0 | 1 |

Table 3.6: Nature of the path formulation (exact or heuristic) and a comparison between both formulations with respect to the number of instances solved to optimality (\#optimal) and the number of instances for which no feasible solution is found.

| Instance_name | CPU_time(s) |  | GAP(\%) |  | Costs(\$) |  | LP-Relaxation value |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | PF | C | PF | C | PF | C | PF | C |
| Abilene | 1123.64 | 1688.92 | 0.61 | 4.85 | 77158.50 | 79990.30 | 67547.38 | 58929.67 |
| Atlanta | TL | TL | 27.03 | 58.37 | 156865.60 | 278836.30 | 103478.55 | 92640.77 |
| Dfn-bwin | $T L$ | $T L$ | - | 1.58 | 70717.00 | 70656.50 | 63927.16 | 48731.37 |
| Dfn-gwin | $T L$ | $T L$ | - | 8.79 | 131284.00 | 131783.70 | 116131.98 | 100959.17 |
| Di-yuan | TL | $T L$ | 8.81 | 20.49 | 30759.70 | 35104.00 | 26154.09 | 25435.27 |
| France | TL | TL | 54.87 | 67.97 | 497767.20 | 651469.10 | 213059.66 | 187780.30 |
| Geant | $T L$ | $T L$ | 37.50 | 45.80 | 284847.80 | 451038.30 | 127580.37 | 109636.63 |
| Janos-us | $T L$ | $T L$ | 0.04 | 4.10 | 13221546.20 | 13775446.70 | 13204901.84 | 13204901.84 |
| Newyork | $T L$ | $T L$ | 32.10 | 50.11 | 248954.50 | 342506.20 | 157088.98 | 141291.17 |
| Nobel-eu | $T L$ | $T L$ | 55.86 | 74.45 | 430106.33 | 600379.83 | 152708.92 | 139001.24 |
| Nobel-germany | $T L$ | $T L$ | 8.66 | 45.11 | 77152.50 | 124062.90 | 65700.13 | 58908.65 |
| Nobel-us | $T L$ | TL | 21.91 | 38.93 | 97874.20 | 118642.50 | 70360.64 | 63906.55 |
| Pdh | 1279.91 | 1587.34 | 1.17 | 1.20 | 54508.10 | 54561.60 | 50051.47 | 38874.36 |
| Polska | TL | TL | 15.67 | 31.30 | 116640.40 | 137285.30 | 90635.47 | 88343.00 |
| Ta1 | $T L$ | $T L$ | 41.52 | 58.86 | 217968.22 | 376160.33 | 94323.52 | 78467.77 |

Table 3.7: Average CPU time, Gap, Cost and relaxation value comparison between PF and C .

In Table 3.7 no final Gaps are shown for PF for instance types "Dfn-bwin" and "Dfngwin" because PF is a heuristic for them, we are not generating all feasible paths for these instances.

For all instances for which PF is an exact method, the final gap provided (CPLEX exit gap) by PF is consistently better than the final gap provided by C (see Figure 3.2 ).

Each coordinate $(x, y)$ in Figure 3.3 indicates that for $y$ instance types, the average final gap provided was bellow $x$. From Figure 3.3, we can observe that all instance types solved by PF as an exact method (we exclude instance types "Dfn-bwin" and "Dfn-gwin") are solved within a gap less than $55 \%$, while the same instances type are solved within a final gaps up to $75 \%$ by the compact MILP formulation.


Figure 3.2: GAP comparison between PF and C.


Figure 3.3: GAP comparison between PF and C.

Similarly, from Figure 3.4 we observe that PF consistently provides solutions of a significantly higher quality when compared with solutions given by the compact MILP formulation. The difference between the two methods in terms of costs is very visible.


Figure 3.4: Costs comparison between PF and C.

Figure 3.5 shows the relative improvement of the LP-relaxation value provided by PF with respect to C. We notice that the path formulation provides a much better relaxation bound compared with the compact MILP formulation. In Figure 3.5 we observe that for all solved instances the value of the relaxation at the root node provided by the PF formulation is always greater than or equal to the given LP-relaxation of the compact MILP formulation, so closer to the optimal solution.


Figure 3.5: LP-relaxation improvement by the path formulation.

### 3.2.3.1 Sensitivity analysis

For the sensitivity analysis we vary the instances parameters such as: latency value $l_{k}$, bandwidth $b_{k}$, node capacities $c_{u}$ and functions capacities $m_{f}$ and observe how the algorithm will behave, by putting $l_{k}=\alpha \times l_{k}, b_{k}=\alpha \times b_{k}, c_{u}=\alpha \times c_{u}$ and $m_{f}=\alpha \times m_{f}$ with $\alpha \in\{1.0,1.5\}$. The aim of these tests is to show the parameters that affect directly the solution, and so the costs.

Figures 3.6 and 3.7 show the obtained results by varying the number of paths generated by Yen algorithm, with max_paths $\in\{5000,500,100,50\}$ and $\alpha=1.0$. Fixing the number of paths for Yen's algorithm means that the demands latency are tightened. We compare the values of the best solutions found within one hour (averaged over 10 graphs per instance type) for each of these settings.

Instances used in Figure 3.6 need at most 500 paths to be solved to optimality. For these instances, we varied the number of max_paths in $\{50,100,500\}$. We observe that adding a small number of paths permits PF to converge quickly to a very good solution for "Geant" and "Ta1" for which the number of required paths exceeds 200 paths. Conversely, for instances "Atlanta" and "Nobel-germany", which required only

53 and 149 paths, respectively, to be solved to optimality, 50 paths were insufficient to find a high-quality solution. This can be explained by the sparsity of their graphs and the number of demands.

Instances used in Figure 3.7 require more than 500 paths to be solved to optimality. We notice that for instances "Janos-us", the PF formulation was struggling to find a good quality solution. For Géant and Ta1, the increasing of costs is explained by the fact that Cplex reaches the time limit for all instances. Moreover, when there are too many paths (variables), Cplex needs more time to find a good solution, while it is faster with a fewer number of variables. We observe that in this case there is a trade-off between the quality of heuristic solution and the size of the underlying formulation.

For all other instances we can see that the number of fixed paths does not affect a lot the behavior of PF.


Figure 3.6: Costs comparison between path formulation with 500,100 and 50 paths.


Figure 3.7: Costs comparison between path formulation with $5000,500,100$ and 50 paths.

Figure 3.8 shows that increasing the function capacities allows for a significant cost reduction for all instances by $-25,96 \%$. A similar effect can be achieved by increasing node capacities up to $-2,78 \%$.


Figure 3.8: Costs comparison between path formulations with 50 path and with/without increasing node and functions capacities.


Figure 3.9: Costs comparison between the path formulations with 50 path and with increasing function capacities, bandwidth and latency

From Figure 3.9 we notice that increasing bandwidth of demands increases costs for all solved instances up to $46,34 \%$. On the other hand, increasing latency for "Dfnbwin" and "Pdh" allows cost reduction, both instances have almost the same sparse graph topology. Increasing the bandwidth value for some instances like "Polska" and "Dfn-gwin" makes them infeasible. Conversely increasing the latency value makes the problem easy to solve, so we can have an optimal solution very quickly. Increasing the latency increase the cost by $+29,96 \%$.

### 3.2.4 Detailed results

| Abbreviations | Description |
| :---: | :--- |
| CPU_H | Heuristic CPU time in seconds. |
| RH | Heuristic LP-relaxation value. |
| LB_H | Heuristic best known lower bound, provided by Cplex. |
| Gap_H | Heuristic relative gap, provided by Cplex. |
| UB_C | Heuristic best known global upper bound, provided by Cplex. |
| CPU_C | Compact formulation CPU time in seconds. |
| RC | LP-relaxation value of the compact formulation. |
| LB_C | Best known lower bound, provided by Cplex for the compact for- |
| mulation. |  |
| Gap_C | Relative gap, provided by Cplex for the compact formulation. <br> UB_CBest known global upper bound, provided by Cplex for the compact <br> formulation. |

Table 3.8: Description of Tables 3.9-3.13 abbreviations

Notation " $T L$ " in tables means that the time limit is exceeded and the sign "-" means that no feasible solution is found by the model.

| Instance | CPU_H | RH | LB_H | Gap_H | UB_H | CPU_C | RC | LB_C | Gap_C | UB_C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Abilene | $T L$ | 105520.02 | 114675 | 3.87 | 110238.19 | TL | 96349.60 | 121732 | 11.05 | 108280.35 |
|  | TL | 78797.52 | 89999 | 1.71 | 88463.96 | TL | 70104.38 | 102227 | 17.51 | 84325.84 |
|  | TL | 59169.54 | 68811 | 0.27 | 68623.06 | TL | 50815.42 | 68999 | 1.29 | 68106.14 |
|  | 648.89 | 57451.58 | 68227 | 0.00 | 68227.00 | TL | 48503.40 | 68227 | 0.34 | 67997.68 |
|  | 314.00 | 46198.09 | 55712 | 0.00 | 55712.00 | 1533.09 | 40452.10 | 55712 | 0.00 | 55712.00 |
|  | 2650.30 | 66227.75 | 73696 | 0.00 | 73696.00 | TL | 57305.83 | 74926 | 2.58 | 72989.17 |
|  | TL | 96449.21 | 107282 | 0.29 | 106969.36 | TL | 89779.21 | 111873 | 7.24 | 103773.29 |
|  | 1168.32 | 58401.24 | 66164 | 0.00 | 66164.00 | TL | 50181.90 | 67942 | 4.64 | 64787.33 |
|  | 736.15 | 49122.61 | 58900 | 0.00 | 58900.00 | 1844.75 | 40260.73 | 58900 | 0.00 | 58900.00 |
|  | 1224.18 | 58136.28 | 68119 | 0.00 | 68119.00 | TL | 45544.12 | 69365 | 3.86 | 66684.41 |
| Atlanta | TL | 201710.88 | 342809 | 36.97 | 216085.25 | TL | 187685.36 | 455555 | 55.87 | 201047.36 |
|  | TL | 76950.20 | 134316 | 38.79 | 82215.03 | TL | 65595.14 | 171546 | 53.71 | 79415.00 |
|  | TL | 83414.38 | 139618 | 36.08 | 89241.70 | TL | 75171.64 | 270340 | 67.91 | 86748.61 |
|  | TL | 76452.75 | 98392 | 16.53 | 82132.51 | TL | 65463.21 | 140690 | 42.68 | 80637.43 |
|  | TL | 92908.94 | 112936 | 12.16 | 99207.01 | TL | 79399.97 | 244878 | 61.30 | 94777.48 |
|  | TL | 72291.24 | 112766 | 29.97 | 78972.24 | TL | 60813.42 | 152840 | 53.12 | 71651.54 |
|  | TL | 106620.36 | 157292 | 27.04 | 114763.16 | TL | 98220.61 | 473321 | 76.86 | 109548.74 |
|  | TL | 92200.14 | 124327 | 19.77 | 99747.22 | TL | 84582.53 | 361504 | 73.80 | 94728.71 |
|  | TL | 75368.65 | 99427 | 19.67 | 79870.87 | TL | 64238.76 | 128957 | 39.33 | 78239.26 |
|  | TL | 156867.94 | 246773 | 33.30 | 164590.25 | TL | 145237.07 | 388732 | 59.10 | 158977.90 |
| Dfn-bwin | TL | 64276.96 | 71938 | 1.42 | 70918.29 | TL | 48543.97 | 72194 | 1.71 | 70960.00 |
|  | TL | 58813.46 | 66658 | 2.98 | 64674.06 | TL | 43190.17 | 66269 | 2.36 | 64703.00 |
|  | TL | 66776.57 | 73804 | 1.53 | 72674.66 | TL | 51086.81 | 73695 | 1.26 | 72765.00 |
|  | TL | 55042.21 | 62550 | 3.15 | 60580.74 | TL | 42190.82 | 62340 | 2.76 | 60618.34 |
|  | TL | 75887.37 | 82946 | 2.53 | 80851.30 | TL | 59611.15 | 82931 | 2.45 | 80896.00 |
|  | TL | 58328.00 | 65148 | 0.64 | 64729.00 | TL | 42820.20 | 65148 | 0.60 | 64758.00 |
|  | TL | 56155.05 | 63674 | 2.81 | 61882.64 | TL | 43048.82 | 63340 | 2.22 | 61934.45 |
|  | TL | 78460.89 | 84036 | 0.25 | 83829.45 | TL | 60745.40 | 84250 | 0.41 | 83908.00 |
|  | TL | 67966.66 | 73426 | 0.96 | 72720.00 | $T L$ | 52554.58 | 73317 | 0.50 | 72951.62 |
|  | TL | 57564.46 | 62990 | 1.47 | 62062.69 | TL | 43521.76 | 63081 | 1.50 | 62137.64 |

Table 3.9: Results comparison between MILP-Based Heuristic and compact MILP formulation.


| ¢9．7LI98\％ | 80．99 | L87599 | 68＊099797 | TL |  | 19．07 | 0980L9 | 98．92LZ6z | TL |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 87＇7LLEET | 86.89 | GLtE9t | 09．0678LI | TL | 90＊LLLも¢ | 92． 79 | 9LE978 | 892actut | TL |  |
|  | 99.69 | 96L609 | 98＊6760\＆z | TL |  | 88．79 | 6627ヶ¢ | 92－9c809z | TL |  |
| 88－Lそ\％¢才て | 99＊$\dagger 9$ | 888869 | \＆でち08†てを | TL | 6I＇79289\％ | 09．68 | 00787ヵ | Lz＇76709\％ | TL |  |
| 6L：999z¢z | 70.99 | z78¢7\％ | ¢1＇†\＆ | TL |  | $67^{\circ} 9$ | 968919 | 20＊899997 | TL |  |
| ¢8．LEG69 | 06.94 | 889069 | 69．62668 | TL | 08．L96991 | 00．02 | 98tega | 8L．998895 | TL | H |
| 02＊8L980を | $20 \cdot 89$ | 876289 | L゙．978581 | TL | LI＇てL97を\％ | ¢7．ts | 08C99t | 89－9cgitz | TL |  |
| \＆7＊886L6L | 92.72 | L29才0 | 90¢999tLI | TL | ர0099880を | 68＊$\dagger 9$ | 760989 | 86．82966 | TL |  |
| 90＊8tL2tI | 9T： 24 | \＆\％L979 | 2007866T | TL | 86．86Lも¢ | $66 \cdot 9$ | 88099， | 68＇ 1969 ¢ | TL |  |
| L¢．L6890\％ | で 69 | 028829 | 08＊ CLLLLI | TL | てL．00L6LZ | 87．99 | LIも¢09 | 08｀78960z | TL |  |
|  | LG．g | 78987 | 0才，8L7\％\％ | TL | 92．2L09\％ | 07.2 | 9102\％ | L6．IL0¢Z | TL |  |
| 89．18087 | $88 \cdot \varepsilon 1$ | 8¢G78 | L8 L999\％ | TL | 88．9LLLZ | 79．01 | 920tE | 01＇z869\％ | TL |  |
| 99．0198\％ | Lz 26 | 02I68 | ォ0：6L99z | TL | 10：29087 | \＆7\％ 81 | 9z87¢ | L6．$\ddagger 789$ ¢ | TL |  |
| 08．00288 | 7I．91 | 62IOT | 7ヶ゙99L6\％ | TL |  | $00^{\circ} \mathrm{C}$ | LI998 | 69．99LIE | TL |  |
| 29．8LLLz | \＆\＆：$¢$ | 96ILE | 07＊82L9\％ | TL | 07：89787 | 26.7 | 7\％I6\％ | \＆\＆＇L609\％ | TL |  |
| 98．18ちちを | 99.67 | L897E | 6I＇8087\％ | TL | 9¢＇798ヵ\％ | 9L｀\％ | 00887 | て\＆＇9才ち¢\％ | TL |  |
| L\％：6909\％ | 9 ${ }^{\circ} 8 \mathrm{~L}$ | †98LE | L6．8088\％ | TL | 02＊69097 | 比で， | TL26\％ | 70．99¢ヵ\％ | TL |  |
| 80．9202\％ | ¢ $5 \cdot 6$ | 78も¢¢ | てI＇ち\＆\＆った | TL | T2＇Lz927 | 18.8 | 91287 | ［1．89才¢ | TL |  |
| 07＊ 8 L9EE | $97.7 \%$ | L768t | 71－96778 | TL | 08＇Ltace | 88.6 | 8LZ28 | モ¢ ¢ ¢ ¢ \％¢ | TL |  |
| \＆\％＇678ちを | 99．2I | †LIOE | L8． 29886 | TL | も¢゙2t09\％ | ¢7＊9 | ¢\＆79\％ | L80LLE6 | TL |  |
| 9869才¢¢f | 69.9 | L9LESI | Lでと887\％ | TL | 86．89tEtI | $78^{\circ} 9$ | Lzeter | 90＇807685 | TL |  |
|  | ¢¢ 01 | L929IL | 97．91798 | TL |  | ［1．8 | L928LI | 07－8Lz00I | TL |  |
| ¢0－89\％gt | $87^{\circ} \mathrm{t}$ | z80z¢ | 67＇L87865 | TL | 91．8゙を¢\％L | 06.9 | 99ttes | 6z＊6201ヵL | TL |  |
| 20．90才ち\％ | $62 \cdot 9$ | 697E\＆L | 09＊88L901 | TL | 89．789ヵてL | \＆L． 9 | L6L7ES | C6．69707L | TL |  |
| 99＊09\＆7\％ | 61．9 | L¢ち0\＆5 | 62076L0I | TL | 080才ちて\％ | ${ }^{9} 6.6$ | gclact | \＆\％＇L872LI | TL | IG |
| 08．960¢7， | 06.9 | 97\％7¢5 | 9800LIC0I | TL | 18＊880¢\％I | 99＊ | Et06ZI | L2：269815 | TL | d |
| モも．0L676 | 62．LI | 97¢c¢ | L $2688 \% 2$ | TL | 78．97876 | 形 6 | Ļgzot | 99．78828 | TL |  |
| LZ＇GLOOOT | 99＊ IL | 6278IL | 67．LL62L | TL | 09887200 | 61．0I | 887LIL | 89＊96996 | TL |  |
| 97． 76 LちEL | Oち．LI | 89¢L¢ | 78：2988LI | TL | ¢ヵ\％¢LtEL | L9＇ti | 880295 | 9¢．9090\＆L | TL |  |
| 98087¢LI | 叚LI | LD067L | 72＇L7886 | TL | 97008\＆tLI | 61．8 | 98Gもて， | 98．0890LI | TL |  |
| $\mathrm{S}^{-} \mathrm{g}$（ | $5^{-}$den | $)^{-}$¢T | DY | $\mathrm{D}^{-}$（d） | $\mathrm{H}^{-} \mathrm{g}$（ | $\mathrm{H}^{-}$den | $\mathrm{H}^{-} \mathrm{gT}$ | HY | $\mathrm{H}^{-}$Пd， | әэиетsuI |


| Instance | CPU_H | RH | LB_H | Gap_H | UB_H | CPU_C | RC | LB_C | Gap_C | UB_C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Geant | $T L$ | 91476.97 | 162198 | 33.26 | 108245.50 | $T L$ | 77238.42 | 147568 | 26.64 | 108253.33 |
|  | $T L$ | 111167.38 | 185942 | 32.27 | 125937.30 | TL | 90112.74 | 167340 | 25.19 | 125190.60 |
|  | TL | 207991.33 | 885567 | 74.92 | 222087.22 | $T L$ | 188864.38 | 1012275 | 78.06 | 222085.94 |
|  | TL | 103714.90 | 163215 | 26.85 | 119397.16 | TL | 86437.31 | 157715 | 23.96 | 119922.21 |
|  | TL | 127883.50 | 270154 | 47.19 | 142671.28 | TL | 111260.20 | 191529 | 25.49 | 142712.27 |
|  | TL | 141890.02 | 329112 | 53.13 | 154248.17 | TL | 123382.34 | 1090981 | 85.85 | 154365.54 |
|  | $T L$ | 118231.64 | 360569 | 63.90 | 130179.11 | TL | 100105.48 | 676904 | 81.02 | 128477.31 |
|  | $T L$ | 167243.54 | 215315 | 15.10 | 182807.91 | TL | 147328.25 | 778519 | 76.54 | 182635.56 |
|  | TL | 95413.91 | 134712 | 17.55 | 111063.69 | $T L$ | 78866.47 | 142442 | 22.11 | 110949.97 |
|  | TL | 110790.52 | 141694 | 10.82 | 126360.57 | TL | 92770.69 | 145110 | 13.17 | 125993.68 |
| Janos-us | TL | 10887359.23 | 10904806 | 0.08 | 10896593.30 | TL | 10887359.23 | 11382718 | 4.28 | 10895750.90 |
|  | TL | 11342337.18 | 11360428 | 0.05 | 11354528.77 | TL | 11342337.18 | 13070200 | 13.13 | 11353640.23 |
|  | TL | 14005192.67 | 14019188 | 0.03 | 14014765.63 | TL | 14005192.67 | 15379304 | 8.88 | 14014082.08 |
|  | TL | 11873470.30 | 11892690 | 0.03 | 11888550.07 | TL | 11873470.30 | 13822127 | 14.00 | 11887417.16 |
|  | TL | 15534868.92 | 15551362 | 0.04 | 15545762.85 | TL | 15534868.92 | 15570677 | 0.16 | 15545076.64 |
|  | TL | 14555386.83 | 14572514 | 0.04 | 14566875.56 | TL | 14555386.83 | 14580575 | 0.10 | 14565999.76 |
|  | TL | 12625202.51 | 12643229 | 0.05 | 12637097.00 | TL | 12625202.51 | 12648938 | 0.10 | 12636608.73 |
|  | TL | 12848111.78 | 12862499 | 0.02 | 12859573.33 | TL | 12848111.78 | 12870288 | 0.09 | 12858854.98 |
|  | TL | 12537209.83 | 12555350 | 0.03 | 12551172.35 | TL | 12537209.83 | 12570924 | 0.16 | 12550414.28 |
|  | TL | 15839879.13 | 15853396 | 0.02 | 15849940.58 | TL | 15839879.13 | 15858716 | 0.06 | 15849306.31 |
| Newyork | TL | 162178.15 | 255618 | 34.44 | 167590.28 | TL | 149337.54 | 466578 | 64.35 | 166338.93 |
|  | $T L$ | 226266.77 | 425812 | 45.77 | 230902.26 | TL | 211270.08 | 460553 | 49.65 | 231888.21 |
|  | TL | 104449.65 | 156045 | 30.78 | 108019.14 | $T L$ | 87961.14 | 359078 | 70.03 | 107602.64 |
|  | TL | 177077.07 | 233906 | 21.39 | 183865.69 | TL | 155144.28 | 456137 | 59.71 | 183782.67 |
|  | TL | 146316.71 | 187556 | 19.16 | 151619.43 | TL | 131163.40 | 233563 | 36.01 | 149449.93 |
|  | TL | 104367.65 | 142370 | 22.06 | 110956.44 | TL | 90660.41 | 184876 | 41.27 | 108584.56 |
|  | $T L$ | 210317.85 | 300595 | 28.43 | 215135.32 | TL | 199250.03 | 417816 | 48.54 | 215000.02 |
|  | TL | 160831.54 | 258889 | 35.76 | 166321.06 | TL | 149434.14 | 391109 | 58.14 | 163720.47 |
|  | $T L$ | 109303.66 | 307996 | 62.74 | 114744.64 | TL | 91031.13 | 184684 | 38.11 | 114305.83 |
|  | TL | 169780.71 | 220758 | 20.45 | 175613.29 | TL | 147659.60 | 270668 | 35.30 | 175110.97 |

Table 3.11: Results comparison between MILP-Based Heuristic and compact MILP formulation.


| 06． 7 \％L9 | $67^{\circ} \mathrm{IT}$ | L¢970］ | 98．918L9 | TL | 98＊62079 | $90^{\circ} \mathrm{E}$ I | 80tIL | 99．62t89 | TL | sn－［əqon |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 89：29t09 | 81．09 | 987L0L | じで2628も | TL |  | 69.21 | 88279 | ［9．79087 | TL |  |
| 87＊－¢ $¢ 69$ | ¢9切 | 9Ltczi | 85＇78079 | TL | \＆9＊99\％\％ | $20 \cdot 9]$ | L7ヶ96 | 99007899 | TL |  |
| 78．97829 | 20＇LT | 07826 | 60．0962t | TL | 68．69189 | E9＇LZ | L09t2 | 08．8G9ti | TL |  |
| 87：26909 | $07^{\circ} 07$ | 978L0T | 06． 7889 ¢ | TL | 96.86079 | 2088 | DLz00I | 18． 76929 | TL |  |
| 9L．9zL6zL | 81．$¢ 8$ | 97\％86I | 28．9884LI | TL | 9\％＇890teL | 0ヵ．0を | 9¢979］ | 8¢ 209才てI | TL |  |
| L9．2L892 | $6 \mathrm{C}^{\circ} \mathrm{LD}$ | 90667L |  | TL | 86．898L | 78 77 | E867EL | 89678t | TL |  |
| 298818tLI | $68 \cdot 97$ | E8699 | 96．988801 | TL | 96．082915 | 89．2I | 979LtL | 96．67LILI | TL |  |
| 70．79Lz¢ | $0{ }^{\circ} 97$ | 96726 | 18．868t7 | TL | 67．0888¢ | LI＇8L | 88L99 | 91．8990¢ | TL |  |
| 86．69809 | L8．8\％ | 28762 | 29＊IL6L9 | TL |  | L8．9 | 80679 | 66．99829 | TL |  |
| 89．66IE9 | 01． ¢ $^{\text {c }}$ | 98tEIL | ¢9．287tt | TL | 76．19899 | $87^{\circ} 9$ | L8789 | \＆0．8z859 | TL |  |
| 09．26018 | $87^{\circ}$ LT | LIL8EL | 69＊2L972 | TL | 78：20188 | 91． 6 L | 60976 | E6．7698 | TL |  |
| 89＇¢7069 | 72：27 | 006ZIL | 98．687L9 | TL | L2．L86L9 | 80＇t | 20889 | $68^{\circ} \mathrm{L} 7899$ | TL |  |
| 98．8\＆tcg | 7ヶ¢ | 9L06IL | ［9＊L869t | TL | 7\％9．949 | 6I．${ }^{\text {\％}}$ | L6009 | てL＇987t¢ | TL |  |
| L0．81982 | ¢でLG | 28L09L | Lて＇86899 | TL | $09^{\circ} \mathrm{Ec92}$ L | 71．2 | 98988 | 78．8728L | TL |  |
| 79．90862 | 96.97 | 09ヵ0¢ L | 19＊892才」 | TL | 89．008L8 | 62． 27 | 807901 | 01•6TT8 | TL |  |
| 86．98LZ2 | 920tit | 6990\＆L | 02．67079 | TL | 92．t92e | しだか | 89198 | 79＇tL969 | TL |  |
| て〒．96862 | 08．07 | E967EL | 97＊¢tL69 | TL | 80．27L78 | 09.9 | T2668 | 06． 27682 | TL |  |
| 81．29799 | 08．$\dagger$ | 98798 | 6「＊6967t | TL | 10．02799 | $9{ }^{\circ} \mathrm{E}$ | 09189 | 8\＆9026¢ | TL |  |
| L9．78999 | 90.28 | 80Lt0L | 60 ILLga | TL | 8L｀90999 | 26.9 | 061IL | 20＾91979 | TL |  |
| 78＇980891 | 8L＇92 | 880769 | 8L｀0¢909L | TL | ¢T．98682I | 67＊08 | ォ0¢09\％ | 9tocbec9I | TL | nә－［əqon |
| 29＇786887 | $67 \cdot 79$ | 0708g | 67．906997 | TL | 06．69876z | Lで 7 \％ | TLL909 | L6． 772626 | TL |  |
| 92067\％LI | 88.94 | L0gçit | 90 LLで6 | TL | 68．0L68LI | \＆匚＇币9 | LZ9LEE | 62．lz9ILI | TL |  |
| \＆\％696LZL | 09.08 | LL2879 | 99．tcotot | TL | 8L29L6\％\％ | L8．87 | 062687 | Lz＇2089IL | TL |  |
| 90887cti | $27: 22$ | 820689 | 68＊92t0\＆ | TL | 9¢91767t | 6I＇ヶ8 | LILEも6 | 6［＇99才をちI | TL |  |
| ¢899tciot | 0才，${ }^{\text {2 }}$ | 906LIT | 0¢：87288 | TL | も「「L690」 | $98^{\circ} 9$ | 28980\％ | \＆6．01966 | TL |  |
| － | － | － | 80＊ 769997 | TL | EL＇8LEE87 | 78.20 | 706L89 | L6．EG9627 | TL |  |
| － | － | － | 6L：97929\％ | TL | 99．0¢も087 | 96．8\％ | 278898 | 代もLLELZ | TL |  |
| － | － | － | 60＊8LてLEL | TL | 86\％EL8L9 | 72：2L | ¢99802 | L\＆98Lz¢ | TL |  |
| － | － | － | 8L｀08\＆80L | TL | 7¢． 8892 LJ | 7ヶ¢8 | E\＆L0LL | 86．02907I | TL |  |
| $5^{-}$g $\cap$ | $5^{-d e}$ | $)^{-}$gT | ， 4 | $\mathrm{D}^{-}$ПdD | $\mathrm{H}^{-} \mathrm{G}$（ | $\mathrm{H}^{-} \mathrm{den}$ | $\mathrm{H}^{-} \mathrm{gT}$ | HY | $\mathrm{H}^{-}$Пd | әэиетsuI |


| Instance | CPU_H | RH | LB_H | Gap_H | UB_H | CPU_C | RC | LB_C | Gap_C | UB_C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pdh | 1407.39 | 51627.24 | 56518 | 0.00 | 56518.00 | 2141.91 | 38805.94 | 56518 | 0.00 | 56518.00 |
|  | TL | 61181.17 | 66862 | 0.50 | 66526.00 | TL | 45729.75 | 66862 | 0.49 | 66537.25 |
|  | TL | 48768.24 | 51817 | 0.72 | 51442.00 | TL | 38932.42 | 51989 | 1.05 | 51442.24 |
|  | TL | 45046.45 | 49451 | 1.60 | 48661.72 | TL | 36016.09 | 49517 | 1.50 | 48772.25 |
|  | TL | 39659.06 | 43913 | 2.94 | 42623.36 | TL | 30850.73 | 44116 | 3.33 | 42647.65 |
|  | TL | 43576.62 | 47046 | 1.64 | 46272.47 | TL | 32338.46 | 47046 | 1.60 | 46291.68 |
|  | 1152.43 | 52391.94 | 55876 | 0.00 | 55876.00 | 1032.78 | 39393.92 | 55876 | 0.00 | 55876.00 |
|  | TL | 45912.24 | 50606 | 2.25 | 49465.00 | TL | 37821.69 | 50606 | 1.82 | 49684.82 |
|  | TL | 51435.68 | 57071 | 1.59 | 56161.00 | TL | 38734.60 | 57071 | 1.64 | 56135.30 |
|  | TL | 60916.07 | 65921 | 0.49 | 65600.00 | TL | 50119.97 | 66015 | 0.54 | 65660.00 |
| Polska | TL | 84198.70 | 108842 | 17.67 | 89608.52 | TL | 82914.01 | 137978 | 37.29 | 86522.85 |
|  | TL | 107945.27 | 125051 | 9.88 | 112697.10 | TL | 106159.63 | 142278 | 21.88 | 111142.83 |
|  | TL | 88444.81 | 108731 | 12.88 | 94725.86 | TL | 85717.67 | 132934 | 31.35 | 91255.38 |
|  | TL | 89805.46 | 116229 | 13.23 | 100855.09 | TL | 85426.18 | 146856 | 35.60 | 94570.84 |
|  | TL | 82866.71 | 133347 | 29.39 | 94154.34 | TL | 81055.23 | 130412 | 32.72 | 87744.08 |
|  | TL | 97408.93 | 129216 | 18.00 | 105961.46 | TL | 94797.85 | 143218 | 28.64 | 102198.21 |
|  | TL | 96297.61 | 114620 | 11.06 | 101947.38 | TL | 95199.63 | 135530 | 26.05 | 100218.98 |
|  | TL | 93893.16 | 112466 | 10.43 | 100732.87 | TL | 91039.84 | 148651 | 34.62 | 97190.71 |
|  | TL | 94575.33 | 126803 | 20.57 | 100714.17 | TL | 92574.06 | 132398 | 26.11 | 97832.97 |
|  | TL | 70918.74 | 91099 | 13.59 | 78714.83 | TL | 68545.87 | 122598 | 38.70 | 75147.37 |
| Ta1 | TL | 100868.31 | 148197 | 23.73 | 113030.26 | TL | 82715.84 | - | - | - |
|  | TL | 80932.27 | 142626 | 36.31 | 90845.49 | TL | 73074.28 | 148201 | 38.87 | 90592.97 |
|  | TL | 79953.34 | 141155 | 36.98 | 88960.19 | TL | 63090.38 | 126016 | 29.69 | 88602.56 |
|  | TL | 80115.91 | 150423 | 40.70 | 89202.02 | TL | 65060.97 | 207975 | 57.13 | 89154.76 |
|  | TL | 88812.96 | 133654 | 25.60 | 99437.24 | TL | 71865.36 | 294566 | 66.63 | 98300.08 |
|  | TL | 104637.53 | 334228 | 66.49 | 111984.62 | TL | 87691.33 | 306170 | 63.50 | 111764.07 |
|  | TL | 118075.41 | 198805 | 34.81 | 129607.03 | TL | 100768.98 | 925598 | 85.98 | 129798.82 |
|  | TL | 113621.32 | 583691 | 79.11 | 121925.50 | TL | 96286.92 | 960568 | 87.46 | 120413.50 |
|  | TL | 98045.52 | 139050 | 21.00 | 109849.84 | TL | 80692.01 | 250241 | 56.22 | 109551.25 |
|  | TL | 84717.46 | 138082 | 32.68 | 92953.90 | TL | 67679.75 | 166108 | 44.24 | 92618.86 |

Table 3.13: Results comparison between MILP-Based Heuristic and compact MILP formulation.

### 3.3 Conclusions

In this chapter, we have proposed a path-based MILP formulation for the VNFPRP. With this formulation we were able to provide optimal solutions for additional instances and to improve the gaps obtained from the compact formulation. We then derived an MILP-based heuristic that we have compared to the compact MILP formulation, in terms of the CPU time and the quality of the obtained solution. We have also tested the path formulation with different values of problem parameters and discussed the difference in terms of costs and (in)feasibility.

The proposed Path-based formulation has shown its effectiveness for finding highquality solutions. In the next chapter, we will apply a column generation algorithm to the path formulation to solve its linear relaxation and derive a Branch-and-Price algorithm to solve it.

## Chapter 4

## Extended formulations

In this chapter, we present two column generation approaches to tackle the Virtual Network Functions Placement and Routing problem. First, we propose two extended MILP formulations to model it, for which we then derive branch-and-price algorithms. For each formulation, we present the pricing problem, its resolution method, computation of the Lagrangian bound, and the branching scheme. Both approaches are empirically compared, and experiments are conducted on realistic instances to show their efficiency.
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Previous studies related to the simultaneous placement of ordered VNFs and routing of traffic demands mainly rely on compact MILP formulations, whose computational performance is fairly limited. To enhance the capabilities of finding exact solutions for larger instances of practical relevance, we focus in this part of the thesis, on the extended formulations with an exponential number of variables. Several studies and works were proposed to deal with MILP compact formulations performance limitation. According to Sadykov and Vanderbeck [117], working in an extended variable space allows one to develop tight reformulations for mixed-integer programs. Ford and Fulkerson [55] are the first that use an optimization sub-problem to price out an exponential number of non-basic variables, which allow them to add only basic variables and reduce the model size. Bilde and Krarup [24] show that the extended facility location reformulation for uncapacitated lot-sizing was integral, this means that solving the linear relaxation of the reformulation can give an integer optimal solution without any branching. Chopra et al. [34] propose an extended formulation for the Convex Recoloring problem on a tree. They show that the LP-relaxation of the extended formulation provides an integer optimum for all considered problem instances, which indicates that the LP-relaxation of the extended formulation is a very good approximation of the integer polytope. Vanderbeck and Wolsey [135] survey the main reformulations based on decomposition methods, such as Lagrangian relaxation, Dantzig-Wolfe, and the resulting branch-and-price algorithms and Benders' reformulation, they also discuss in detail extended formulations.
in this part of the thesis, we propose two extended MIP formulations for the VNFPRP. In both cases, we consider an extended variable space admitting an exponential number of variables which allows us to develop tighter MIP reformulations.

In the first reformulation, we separate the VNF placement problem, which is treated at the master level, from the routing problem, which is solved separately for each commodity in the pricing problem. The second extended formulation arises from an alternative Dantzig-Wolfe decomposition approach. The problem is decomposed per commodity in such a way that: the master problem ensures that exactly one path with its associated VNF installations is chosen for each commodity, and that node and VNFs capacity constraints are satisfied. The routing and VNF placement constraints associated for each commodity are managed in the pricing problems.

In order to improve the LP-relaxation bounds of our formulations, new families of valid inequalities are also proposed. All these elements are combined in two efficient Branch-and-Price algorithms. A detailed computational comparison of the Branch-and-Price algorithms against the compact MIP formulation and the automatic Benders decomposition approach by the commercial solver Cplex is given.

Outline of the chapter The chapter is organized as follows. In Sections 4.1 and 4.2, we present the two extended formulations. We discuss the associated pricing problems, detail the computation of the Lagrangian bound and present branching schemes. In Section 4.3, we provide a new set of valid inequalities that aim to strengthen the LP-relaxation bounds. In Section 4.4 we provide implementation details of Branch-and-Price (B\&P) algorithms for each formulation. In Section 4.5, we provide a theoretical result proving that the Dantzig-Wolfe formulation provides better LP-relaxation bounds than the path formulation. In Section 4.6, we discuss the obtained numerical results, and conclude with some remarks and perspectives in Section 4.7.

### 4.1 First extended formulation: the model PF

In this section, we present the first extended MILP formulation, denoted by PF (which stands for "path-based formulation") to model the VNFPRP. The formulation has been introduced in Chapter 3 to generate heuristic solutions, by considering a compact model obtained from choosing a small but promising number of columns. In this chapter instead we focus on developing an exact method for solving the path formulation, based on a Branch-and-Price procedure. In this model we use latency-constrained elementary path variables associated to each commodity to model routing decisions. In this section we discuss theoretical properties of this model, along with a derivation of a valid Lagrangian bound, whereas the details related to the B\&P implementation are given in Section 4.4. The master problem aims to find the optimal VNFs installation for a given routing path for each traffic request. One pricing problem is defined per commodity $k \in C$, and it consists on determining an $s_{k}-d_{k}$ latency-constrained elementary routing path.

### 4.1.1 Decision variables

The set of variables required for the path formulation is already defined in Chapter 3, Table 3.1. Similarly, the constraints modeling the path formulation are presented in Chapter 3. We recall the path formulation variables and MILP model in order to derive the associated dual formulation.

Let us denote by $\mathcal{P}_{k}$ the set of all latency-constrained elementary paths associated with commodity $k \in C$. We assume that the set $\mathcal{P}_{k}$ is given and that, for each chosen path, the arcs composing it are known. Let $t_{u v}^{p k}$ be the parameter that is equal to 1 if arc ( $u, v$ ) belongs to path $p, p \in \mathcal{P}_{k}$, and equal to 0 otherwise.

| Variables |  | Type |
| :---: | :---: | :---: |
| $\lambda_{p}^{k}$ | 1, if path $p \in \mathcal{P}_{k}$ associated with commodity $k$ is chosen; 0 , otherwise. | Binary |
| $x_{u}^{f k}$ | 1 , if the virtual network function $f$ is installed at or before node $u$ for commodity $k$; 0 , otherwise. | Binary |
| $y_{u}^{f k}$ | 1, if virtual network function $f$ is installed at node $u$ for commodity $k$; 0 , otherwise. | Binary |
| $w_{u}$ | 1 , if node $u$ is activated; 0 , otherwise. | Binary |
| $z_{u}^{f}$ | number of VNF $f$ installed at node $u$. | Integer |

Table 4.1: Decision variables of the path formulation

$$
t_{u v}^{p k}= \begin{cases}1 & \text { if } \operatorname{arc}(u, v) \in A \text { belongs to path } p \in \mathcal{P}_{k} \text { associated to commodity } k \in C, \\ 0 & \text { otherwise }\end{cases}
$$

### 4.1.2 The master problem formulation

The VNFPRP can be modeled as follows:

$$
\begin{gather*}
(P F): \min \sum_{u \in N} \sum_{f \in F} \psi_{u}^{f} z_{u}^{f}+\sum_{u \in N} \psi_{u} w_{u}  \tag{4.1}\\
\sum_{p \in \mathcal{P}_{k}} \lambda_{p}^{k}=1  \tag{4.2}\\
\sum_{f \in F} z_{u}^{f} \leq c_{u} w_{u} \\
\sum_{k \in C} y_{u}^{f k} b_{k} \leq m_{f} z_{u}^{f}  \tag{4.3}\\
y_{u}^{f k}+y_{u}^{g k} \leq 1 \\
u \in C \quad\left(\alpha_{k}\right)  \tag{4.4}\\
u \in N \quad\left(\beta_{u}\right) \\
\left(\sum_{\substack{p \in \mathcal{P}_{k} \\
\left(\sum_{u v}\right) \\
(u, v) \in p}}^{p p} \lambda_{p}^{k}-1\right)+\left(x_{v}^{f k}-x_{u}^{f k}\right) \quad \leq \quad y_{v}^{f k} \quad k \in C,(f, g) \in \mathcal{A}^{k}, u \in N \quad\left(\delta_{u}^{(f, g) k}\right) \tag{4.5}
\end{gather*}
$$

$$
\left.\begin{array}{rlrl}
x_{u}^{g k} & \leq x_{u}^{f k} & k \in C, f, g \in F^{k}: f \prec_{k} g, u \in N & \left(\varphi_{u}^{(f, g) k}\right) \\
y_{u}^{f k} & \leq x_{u}^{f k} & k \in C, f \in F^{k}, u \in N & \left(\theta_{u}^{f k}\right) \\
y_{u}^{f k} & \leq \sum_{(v, u) \in A} \sum_{p \in \mathcal{P}_{k}} t_{v u}^{p k} \lambda_{p}^{k} & k \in C, f \in F^{k}, u \in N & \left(\pi_{u}^{f k}\right) \\
\sum_{u \in N} y_{u}^{f k} & \geq 1 & k \in C, f \in F^{k} & \left(\vartheta^{f k}\right) \\
x_{u}^{f k} & =\left\{\begin{array}{rll}
0, & u=s_{k} \\
1, & u=d_{k}
\end{array}\right. & k \in C, f \in F^{k} & \left(\sigma_{d_{k}}^{f k}\right)
\end{array}\right\}
$$

Constraints (4.2) are the path constraints which ensure that exactly one elementary latency-constrained path $p \in \mathcal{P}_{k}$ is chosen for each commodity $k \in C$. Constraints (4.3) represent the node capacity constraints, which guarantee that the number of VNFs installed at each node $u \in N$ is bounded by its capacity $c_{u}$. Constraints (4.4) are the VNF capacity constraints. They ensure that the volume of data treated by each function $f \in F$ should not exceed its capacity $m_{f}$. Constraints (4.5) are the conflict constraints and they guarantee that two VNFs in conflict are not installed at the same node $u \in N$. Constraints (4.6) are needed to link node installation variables $(y)$, precedence variables $(x)$ and path variables $(\lambda)$ : the left-hand-side is forced to 1 (implying that the function $f$ is installed at the node $v$ ) if and only if (i) the path $p$ passing through the arc $(u, v)$ is chosen for the considered commodity $k$ and (ii) the function $f$ is installed at or before the node $v$ and it is not installed at or before the node $u$. Constraints (4.7) impose the VNFs order for each commodity. Inequalities (4.8) link the precedence and the installation variables, $x$ and $y$, and express the fact that if VNF $f$ is installed at node $u$ for the commodity $k$, then $f$ is installed at or before the node $u$. Constraints (4.9) ensure that if a VNF $f \in F^{k}$ is installed at a node $u$ for a given commodity $k$, then the associated routing path $p$ must enter that node. Constraints (4.10) guarantee that all required functions for commodity $k \in C$ are installed at the graph nodes. Finally, constraints (4.11) guarantee that, for each commodity $k \in C$, no VNF is installed at or before the source node $s_{k}$ and all VNFs are installed at or before the destination node $d_{k}$. Model (4.1)-(4.13) admits an exponential number of path variables; thus, a column generation (CG) procedure is needed to solve its continuous relaxation. In the following, we describe the pricing problem and discuss three possible procedures for its resolution.

The LP-relaxation of this model is obtained by replacing constraints (4.12)-(4.13) with $\lambda \geq 0,0 \leq x \leq 1, y \geq 0,0 \leq w \leq 1$ and $z \geq 0$.

### 4.1.3 The dual of the master problem

Let DPF denote the dual formulation of the LP-relaxation of the model PF. The number of routing paths associated with each commodity can be exponential. Thus, the number of constraints associated to the path variables is exponential in the dual. The associate dual variables are shown next to each constraint from the formulation given in Subsection 4.1.2, in particular, we associate $\alpha, \eta$, and $\pi$ to constraints (4.2), (4.6) and (4.9), respectively.

The dual of the master problem is given by the following linear program:

$$
\begin{aligned}
& (D P F): \quad \max \quad \sum_{k \in C} \alpha_{k}-\sum_{k \in C} \sum_{u \in N} \sum_{(f, g) \in S^{k}} \delta_{u}^{(f, g) k}-\sum_{k \in C} \sum_{f \in F^{k}} \sum_{(u, v) \in A} \eta_{u v}^{f k} \\
& +\sum_{k \in C} \sum_{f \in F^{k}} \vartheta^{f k}+\sum_{k \in C} \sum_{f \in F^{k}} \sigma_{d_{k}}^{f k}-\sum_{k \in C} \sum_{f \in F^{k}} \sum_{u \in N} \Delta_{u}^{f k}-\sum_{u \in N} \Omega_{u} \\
& \alpha_{k}-\sum_{(u, v) \in A} \sum_{f \in F^{k}} t_{u v}^{p k} \eta_{u v}^{f k}+\sum_{u \in N} \sum_{v \in \Gamma^{-}(u)} \sum_{f \in F^{k}} t_{v u}^{p k} \pi_{u}^{f k} \leq 0 \quad k \in C, p \in \mathcal{P}_{k} \\
& c_{u} \beta_{u}-\Omega_{u} \leq \psi_{u} \quad u \in N \\
& -\beta_{u}+m_{f} \gamma_{u}^{f} \leq \psi_{u}^{f} \quad f \in F, u \in N \\
& -b_{k} \gamma_{u}^{f}-\sum_{\substack{g \in F^{k} \\
(f, g) \in S^{k}}} \delta_{u}^{(f, g) k}-\sum_{\substack{g \in F^{k} \\
(g, f) \in S^{k}}} \delta_{u}^{(g, f) k} \sum_{v \in \Gamma^{+}(u)} \eta_{u v}^{f k} \\
& -\theta_{u}^{f k}-\pi_{u}^{f k}+\vartheta^{f k} \leq 0 \quad k \in C, \quad f \in F^{k}, \quad u \in N \\
& -\sum_{v \in \Gamma^{-}(u)} \eta_{v u}^{f k}+\sum_{v \in \Gamma^{+}(u)} \eta_{u v}^{f k}-\sum_{\substack{g \in F^{k} \\
(f, g) \in S^{k}}} \varphi_{u}^{(f, g) k}+\sum_{\substack{g \in F^{k} \\
(g, f) \in \mathcal{A}^{k}}} \varphi_{u}^{(g, f) k}+\theta_{u}^{f k} \\
& -\Delta_{u}^{f k} \leq 0 \quad k \in C, \quad f \in F^{k}, \quad u \in N \backslash\left\{s_{k}, d_{k}\right\} \\
& -\sum_{v \in \Gamma^{-}\left(s_{k}\right)} \eta_{v s_{k}}^{f k}+\sum_{v \in \Gamma^{+}\left(s_{k}\right)} \eta_{s_{k} v}^{f k}-\sum_{\substack{g \in F^{k} \\
(f, g) \in S^{k}}} \varphi_{u}^{(f, g) k} \\
& +\sum_{\substack{g \in F^{k} \\
(g, f) \in \mathcal{A}^{k}}} \varphi_{s_{k}}^{(g, f) k}+\theta_{s_{k}}^{f k}+\sigma_{s_{k}}^{f k}-\Delta_{s_{k}}^{f k} \quad \leq 0 \quad k \in C, \quad f \in F^{k}
\end{aligned}
$$

$$
\begin{aligned}
& -\sum_{v \in \Gamma^{-}\left(d_{k}\right)} \eta_{v d_{k}}^{f k}+\sum_{v \in \Gamma^{+}\left(d_{k}\right)} \eta_{d_{k} v}^{f k}-\sum_{\substack{g \in F^{k} \\
(f, g) \in S^{k}}} \varphi_{d_{k}}^{(f, g) k} \\
& +\sum_{\substack{g \in F^{k} \\
(g, f) \in \mathcal{A}^{k}}} \varphi_{d_{k}}^{(g, f) k}+\theta_{d_{k}}^{f k}+\sigma_{d_{k}}^{f k}-\Delta_{d_{k}}^{f k} \leq 0 \\
& \quad \beta \in C, \quad f \in F^{k} \\
& \quad \beta, \gamma, \delta, \eta, \varphi, \theta, \pi, \vartheta, \sigma, \Delta, \Omega \geq 0, \quad \alpha_{k} \in \mathbb{R}^{|C|}
\end{aligned}
$$

Then, for each $k \in C$ and $p \in \mathcal{P}_{k}$, the dual constraint associated with the path variable $\lambda_{p}^{k}$ is given as follows:

$$
\left.\begin{array}{rl}
\alpha_{k}- & \sum_{f \in F^{k}}\left[\sum_{(u, v) \in A} t_{u v}^{p k} \eta_{u v}^{f k}+\sum_{u \in N} \sum_{v \in \Gamma^{-}(u)} t_{v u}^{p k} \pi_{u}^{f k}\right]
\end{array} \quad \leq 0, \quad k \in C, p \in \mathcal{P}_{k}\right)
$$

### 4.1.4 The pricing problem

As customary in column generation, the master problem is initialized with a subset of $\lambda$ variables (resulting in the so-called restricted master problem), and then the additional variables necessary to solve the LP-relaxation of the model are generated on the fly by separating the associated dual constraints (4.15). The pricing problem then consists of finding for each commodity $k$, a path $p \in \mathcal{P}_{k}$ with negative reduced costs, i.e., a path $p$ such that:

$$
\begin{equation*}
\alpha_{k}^{*}+\sum_{(u, v) \in p} \sum_{f \in F^{k}}\left(\pi_{v}^{* f k}-\eta_{u v}^{* f k}\right)>0, \tag{4.16}
\end{equation*}
$$

where $\left(\alpha^{*}, \eta^{*}, \pi^{*}\right)$ refers to a sub-vector of an optimal dual solution of the restricted master problem. This dual solution will be used for defining the pricing problems and computing the Lagrangian bound (cf. Section 4.1.5).

Thus, for each commodity $k \in C$, a separate pricing problem is defined in order to find an $s_{k}-d_{k}$ latency-constrained elementary path of minimum cost. Cost per each arc is defined as

$$
\begin{equation*}
\tilde{c}_{u v}=\sum_{f \in F^{k}}\left(\eta_{u v}^{* * k}-\pi_{v}^{* f k}\right), \quad(u, v) \in A . \tag{4.17}
\end{equation*}
$$

If we find a path $p \in P_{k}$ such that $\sum_{(u, v) \in p} \tilde{c}_{u v}-\alpha_{k}^{*}<0$, the associated variable $\lambda_{p}^{k}$ will be inserted in the restricted master problem. Based on the dual solution, the values defined by (4.17) may be negative. Therefore the pricing problem consists of finding an elementary shortest path satisfying latency constraints on a graph that may contain negative cycles. Hence, the pricing problem is strongly NP-hard [45]. Three different methods are proposed and computationally evaluated for solving this pricing problem (cf. Sections 4.4.3 and 4.6, respectively).

### 4.1.5 Lagrangian bound

In the following, we describe how to derive the Lagrangian bound of the model PF which can be used to minimize the number of iterations in the column generation procedure. Let DRPF denote the LP-dual of the restricted master problem of the PF model, let $\Upsilon^{*}$ be its optimal solution, $Z_{D R P F}$ the associated objective value, and let DPF denote the dual of the model PF (including all columns). We will slightly abuse the notation and focus only on the $(\alpha, \pi, \eta)$ components of the vector $\Upsilon$.
$\Upsilon^{*}$ satisfies all constraints of DRPF, but not necessarily all constraints of DPF, i.e., $\Upsilon^{*}$ is optimal for DRPF, but not necessarily feasible for DPF, as the constraints associated with the columns that are left out from the master are missing.

In what follows, we will show how to construct a feasible solution for DPF during the column generation phase. Let $Z_{k}^{*}$ be defined as:

$$
Z_{k}^{*}=\min _{p \in \mathcal{P}_{k}}\left[-\alpha_{k}^{*}-\sum_{(u, v) \in p} \sum_{f \in F^{k}}\left(\pi_{v}^{* f}-\eta_{u v}^{* f}\right)\right]=-\alpha_{k}^{*}-\max _{p \in \mathcal{P}_{k}} \sum_{(u, v) \in p} \sum_{f \in F^{k}}\left(\pi_{v}^{* f}-\eta_{u v}^{* f}\right)
$$

So, $Z_{k}^{*}$ is the minimum reduced cost associated with commodity $k$ (over all paths $p \in \mathcal{P}_{k}$ ). Therefore, for each commodity $k \in C$ and each path $p \in \mathcal{P}_{k}$, it holds:

$$
Z_{k}^{*} \leq-\alpha_{k}^{*}-\sum_{(u, v) \in p} \sum_{f \in F^{k}}\left(\pi_{v}^{* f}-\eta_{u v}^{* f}\right)
$$

Consequently, constraints (4.15) in the DPF can be written as:

$$
\begin{equation*}
Z_{k}^{*}+\alpha_{k}^{*}+\sum_{(u, v) \in p} \sum_{f \in F^{k}}\left(\pi_{v}^{* f}-\eta_{u v}^{* f}\right) \leq 0 \quad k \in C, p \in \mathcal{P}_{k} \tag{4.18}
\end{equation*}
$$

The feasible solution $\Upsilon_{D}$ for the DPF is build based on $\Upsilon^{*}$, and by using the following variable change: $\bar{\alpha}_{k}=\alpha_{k}^{*}+Z_{k}^{*}, k \in C$. It follows that for all $k \in C$ and for all $p \in \mathcal{P}_{k}$ :

$$
\begin{equation*}
\Longleftrightarrow \bar{\alpha}_{k}+\sum_{(u, v) \in p} \sum_{f \in F^{k}}\left(\pi_{v}^{* f}-\eta_{u v}^{* f}\right) \leq 0 \tag{4.18}
\end{equation*}
$$

Thus, $\Upsilon_{D}=\left(\bar{\alpha}^{*}, \eta^{*}, \pi^{*}\right)$ is a feasible solution for DPF. Correspondingly, $L B=$ $Z_{D R P F}+\sum_{k \in C} Z_{k}^{*}$ is the objective value of the DPF defining a valid lower bound for the model PF.

The path formulation can be obtained by applying Dantzig-Wolfe decomposition on the compact formulation proposed in Chapter 2. The pricing problem could generate cyclic graphs (columns). Therefore, these columns will not appear in any feasible solution of the master problem because of precedence constraints. In the path formulation, considered in this thesis, we have added sub-tour elimination cuts in the pricing problem in such a way that it generates only elementary paths. The later formulation cannot be obtained from Dantzig-Wolfe decomposition of the compact model given in Chapter 2. This is due to the fact that sub-tour elimination cuts are needed in the ILP pricing problem.

However, the model PF can be seen as a Dantzig-Wolfe problem reformulation obtained from the compact model studied in Chapter 3 after enhancing the latter with subtour elimination constraints imposed on the flow variables. The lower bound derived in this section corresponds to the Lagrangian bound of this Dantzig-Wolfe problem reformulation (we leave out further details and refer the reader to e.g., [92], for the general theory of Dantzig-Wolfe decomposition).

Corollary 3.3 defined in Chapter 3 indicates that, when implementing a B\&P procedure to solve the model PF, we can sidestep branching on the exponential variables $\lambda$ and apply the regular branching scheme defined only for $x, y, z$, and $w$ variables. In particular, this means that (apart from the change of the coefficients in the objective function), the pricing problem will not be affected by branching decisions.

### 4.2 Second extended formulation: the model DW

In this section, we present an alternative extended formulation for the VNFPRP, to which we refer as the model DW (where DW stands for Dantzig-Wolfe). First, we introduce the master problem and then, based on the master problem's dual solution,
we describe the pricing problem and show how to calculate the value of the Lagrangian bound. At the end of this section, a branching scheme is proposed.

In the following, we use the term path-installation to indicate a path $p$ with preinstalled VNFs satisfying latency, conflict, and precedence constraints. The master problem aims to choose one path-installation per each commodity $k$ while respecting node and function capacity constraints.

### 4.2.1 Decision variables

Let us denote by $\mathcal{T}_{k}$ the set of all path-installations associated with commodity $k$. To create our master problem, we need three families of variables, as described in Table 4.2.

| Variables |  | Type |
| :---: | :--- | :---: |
| $\tau_{p}^{k}$ | 1, if path-installation $p$ associated with commodity $k$ <br> is chosen; 0, otherwise. | Binary |
| $w_{u}$ | 1, if node $u$ is activated; 0, otherwise. | Binary |
| $z_{u}^{f}$ | number of VNF $f$ installed at node $u$. | Integer |

Table 4.2: Decision variables of the Dantzig-Wolfe formulation

The set $\mathcal{T}_{k}$ associated with each commodity $k$ containing all feasible path-installations is supposed to be known. Thus, the placement of each VNF for each path-installation at network nodes is uniquely defined. Let us denote by $a_{u}^{f p k}$ the parameter that is equal to 1 if the VNF $f$ is used at node $u$ for the path-installation $p$ associated with commodity $k$; and that is equal to 0 otherwise.

$$
a_{u}^{f p k}= \begin{cases}1, & \text { if VNF } f \text { is used at node } u \text { for the path-installation } p \text { associated } \\ & \text { with commodity } k, \\ 0, & \text { otherwise }\end{cases}
$$

### 4.2.1.1 ILP formulation

The model DW is then given as:

$$
\begin{array}{rlrll}
(D W): & \min \quad \sum_{u \in N} \sum_{f \in F} \psi_{u}^{f} z_{u}^{f}+\sum_{u \in N} \psi_{u} w_{u} & \\
\sum_{p \in \mathcal{J}_{k}} \tau_{p}^{k} & =1 & & k \in C \quad\left(\alpha_{k}\right) \\
\sum_{f \in F} z_{u}^{f} & \leq c_{u} w_{u} & & u \in N & \left(\beta_{u}\right) \\
\sum_{k \in C} \sum_{p \in \mathcal{T}_{k}} a_{u}^{f p k} \tau_{p}^{k} b_{k} & \leq m_{f} z_{u}^{f} & & f \in F, & u \in N \\
\tau_{p}^{k} \in\{0,1\} & \left(\gamma_{u}^{f}\right) \\
w_{u} \in\{0,1\} & k \in C, & p \in \mathcal{T}_{k} & \\
z_{u}^{f} & \in \mathbb{N} & & u \in N & \left(\eta_{u}\right)  \tag{4.25}\\
& u \in N, & f \in F
\end{array}
$$

Constraints (4.20) represent the routing constraints ensuring that one path-installation is chosen for each commodity $k \in C$. Inequalities (4.21) represent the nodes capacity constraints. Constraints (4.22) are the VNF-capacity constraints.

The LP-relaxation of this model is obtained by replacing (4.23) by $\tau_{p}^{k} \geq 0,(4.24)$ by $0 \leq w_{u} \leq 1$, and (4.25) by $z_{u}^{f} \geq 0$

### 4.2.2 The dual of the master problem

The dual of the master problem is given by the following linear program:

$$
\begin{array}{rlrl}
\max & \sum_{k \in C} \alpha_{k}-\sum_{u \in N} \eta_{u} & & \\
\alpha_{k}-\sum_{u \in N} \sum_{f \in F^{k}} a_{u}^{f p k} b_{k} \gamma_{u}^{f} & \leq 0 & k \in C, & p \in \mathcal{T}_{k} \\
c_{u} \beta_{u}-\eta_{u} & \leq \psi_{u} & & u \in N \\
-\beta_{u}+m_{f} \gamma_{u}^{f} & \leq \psi_{u}^{f} & f \in F, \quad u \in N \\
\beta, \gamma, \eta & \geq 0, \quad \alpha \in \mathbb{R}^{|C|} & &
\end{array}
$$

Inequalities (4.19)-(4.25) constitute the master problem which admits an exponential number of variables. Therefore, a column generation procedure is needed to solve its
continuous relaxation. The master problem is initialized with a subset of columns (called the restricted master problem), and the missing variables necessary to solve its linear relaxation are generated by separating the following dual constraints:

$$
\begin{equation*}
\alpha_{k}-\sum_{u \in N} \sum_{f \in F^{k}} a_{u}^{f p k} b_{k} \gamma_{u}^{f} \leq 0 \quad k \in C, \quad p \in \mathcal{T}_{k} \tag{4.26}
\end{equation*}
$$

where we associate variables $\alpha$ and $\gamma$ to constraints (4.20) and (4.22), respectively. The separation of constraints (4.26) represents the pricing problem. Let $\left(\alpha^{*}, \gamma^{*}\right)$ be components of the dual solution of the restricted master problem, the pricing problem consists of finding a commodity $k$ and a path $p \in \mathcal{T}_{k}$ such that:

$$
\alpha_{k}^{*}-\sum_{u \in N} \sum_{f \in F^{k}} a_{u}^{f p k} b_{k} \gamma_{u}^{* f}>0 .
$$

### 4.2.3 The pricing problem

For each commodity $k$, we have one pricing problem that aims to find a path-installation. The left-hand-side in inequalities (4.26) characterizes the objective function of the pricing problem. The set of variables required in the pricing problem is described in Table 4.3.

| Variables |  | Type |
| :---: | :--- | :---: |
| $d_{u}^{f}$ | 1, if virtual network function $f$ is installed at or before node $u ;$ | Binary |
|  | 0, otherwise. |  |
| $h_{u}^{f}$ | 1, if virtual network function $f$ is installed at node $u ; 0$, otherwise. | Binary |
| $n_{u v}$ | 1, if arc $(u, v)$ belongs to the routing path; 0, otherwise. | Binary |

Table 4.3: Decision variables of the pricing problem for the model DW

The MILP formulation of the pricing problem is given as follows:

$$
\max \quad \alpha_{k}^{*}-\sum_{u \in N} \sum_{f \in F^{k}} h_{u}^{f} b_{k} \gamma_{u}^{* f}
$$

$$
\begin{array}{rlrl}
\sum_{(u, v) \in A} n_{u v}-\sum_{(v, u) \in A} n_{v u} & = \begin{cases}-1 & \text { if } u=d_{k}, \\
1 & \text { if } u=s_{k}, \\
0 & \text { otherwise. }\end{cases} & \\
\sum_{(u, v) \in A} n_{u v} l_{u v} & \leq l_{k} & \\
h_{u}^{f}+h_{u}^{g} & \leq 1 & \\
& & (f, g) \in \mathcal{A}^{k}, \quad u \in N \\
\left(n_{u v}-1\right)+\left(d_{v}^{f}-d_{u}^{f}\right) & \leq h_{v}^{f} & f \in F^{k}, \quad(u, v) \in A \\
d_{u}^{g} & \leq d_{u}^{f} & f, g \in F^{k}: f \prec_{k} g, u \in N \\
h_{u}^{f} & \leq d_{u}^{f} & f \in F^{k}, \quad u \in N \\
h_{u}^{f} & \leq \sum_{(v, u) \in A} n_{v u} & f \in F^{k}, \quad u \in N \\
\sum_{u \in N} h_{u}^{f} & \geq 1 & & f \in F^{k} \\
d_{s_{k}}^{f} & =0 & f \in F^{k} \\
d_{d_{k}}^{f} & =1 & f \in F^{k} \\
(d, h, n) \text { is binary } & \tag{4.27k}
\end{array}
$$

Constraints (4.27a) are the flow-preservation constraints ensuring that the path goes from the source node $s_{k}$ to the destination node $d_{k}$. Inequalities (4.27b) represent the latency constraints. Inequalities (4.27c) are the anti-affinity constraints which ensure that two VNFs $f$ and $g$ in conflict are not installed at the same node $u$. Constraints (4.27d), (4.27e), (4.27i) and (4.27j) represent the precedence constraints. Constraints (4.27f) are the linking constraints between variables $d$ and $h$, the right-hand-site is forced to 1 in order to ensure that if VNF $f$ is used at node $u$, then it is used at or before $u$. Inequalities $(4.27 \mathrm{~g})$ link variables $h$ and $n$, they guarantee that the routing path enter all nodes at which VNFs are installed. Finally, constraints (4.27h) guarantee that all required VNFs for the current commodity are installed at nodes.

Proposition 4.1 The binary constraints imposed on the arc variables $n$ in the pricing problem (4.27a)-(4.27k) can be relaxed and replaced by $n_{u v} \geq 0$, for all $(u, v) \in A$.

Proof. Observe that variables $n$ do not appear in the objective function, and that the location variables $h$ (which basically determine the value of the solution) remain binary.

Therefore, if there exists a feasible solution of the pricing problem with fractional $n$ values, there also exists a latency constrained path (corresponding to binary $n$ values) which satisfies all the constraints (4.27a)-(4.27k). To show the latter result, one has to follow similar arguments as those given in the proof of Proposition 3.2.

### 4.2.4 Lagrangian bound

In this subsection, we provide details on how we calculate a Lagrangian bound for the DW formulation. Let DDW be the dual of the model DW and let DRDW be the restricted master problem of the model DW. The Lagrangian bound computation is made in the same way as for the model PF, i.e., by constructing a feasible solution for the DDW from the optimal solution of the DRDW. In the following, we show how to construct this feasible solution during the column generation procedure. Let $\Upsilon^{*}=\left(\alpha^{*}, \gamma^{*}\right)$ be the relevant component of the dual vector obtained by solving DRDW, $Z_{D R D W}$ the associated objective value, and $Z_{k}^{*}$ the optimal value of the pricing problem (see previous section) associated with commodity $k$ with respect to $\Upsilon^{*}$.
$\Upsilon^{*}$ is optimal for DRDW but not necessarily feasible for the DDW; this means that there exists at least one constraint (4.26) in DDW which is violated by this solution. For a fixed $k \in C$ we have:

$$
Z_{k}^{*}=-\alpha_{k}^{*}+\min _{p \in \mathcal{J}_{k}}\left\{\sum_{u \in N} \sum_{f \in F^{k}} a_{u}^{f p k} b_{k} \gamma_{u}^{* f}\right\}
$$

As $Z_{k}^{*}$ represents the minimum reduced cost (over all path installations $p \in \mathcal{T}_{k}$ ), the dual constraint (4.26) in DDW can be written as follows:

$$
\begin{equation*}
Z_{k}^{*} \leq-\alpha_{k}^{*}+\sum_{u \in N} \sum_{f \in F^{k}} a_{u}^{f p k} b_{k} \gamma_{u}^{* f} \Longleftrightarrow Z_{k}^{*}+\alpha_{k}^{*}-\sum_{u \in N} \sum_{f \in F^{k}} a_{u}^{f p k} b_{k} \gamma_{u}^{* f} \leq 0 \tag{4.28}
\end{equation*}
$$

To construct a feasible solution $\Upsilon_{D}$ for the DDW, we can use the following transformation: $\bar{\alpha}_{k}=\alpha_{k}^{*}+Z_{k}^{*}$, for all $k \in C$. It follows that for all $k \in C$ and for all $p \in \mathcal{T}_{k}:$

$$
(4.28) \Longleftrightarrow \bar{\alpha}_{k}-\sum_{u \in N} \sum_{f \in F^{k}} a_{u}^{f p k} b_{k} \gamma_{u}^{* f} \leq 0
$$

Thus, $\Upsilon_{D}=\left(\bar{\alpha}^{*}, \gamma^{*}\right)$ is a feasible solution for DDW and the associated (Lagrangian) bound is calculated as $L B=Z_{D R D W}+\sum_{k \in C} Z_{k}^{*}$.

Given that, any value of $L B$ during the column generation procedure represents a lower bound for the relaxed master problem, in our code, at each iteration of the column generation procedure, the value of the LB is saved and the maximum overall its values is compared to the objective value of the restricted master problem, which we call Primal bound in Figures 4.1 and 4.2. The CG procedure is stopped if the difference between both values is smaller than $\varepsilon=10^{-4}$, i.e., if $\left|L B-Z_{D R D W}\right|<\varepsilon$ holds. Figure 4.1 refers to the evolution of $L B$ if the column generation is initialized using an artificial column, and Figure 4.2 illustrates the improvement in the quality of $L B$ that can be achieved if columns building a heuristic solutions are used to initialize the CG procedure. Moreover, both figures indicate that at least $1 / 3$ of CG iterations can be saved and the pricing can be prematurely stopped when $\left|L B-Z_{D R D W}\right|<\varepsilon$ stopping condition is met.


Figure 4.1: Example of the Lagrangian bound evolution during the column generation procedure for the Dantzig-Wolfe formulation on " $P d h_{1}$ " instance without heuristic solution and with valid inequalities.


Figure 4.2: Example of the Lagrangian bound evolution during the column generation procedure for the Dantzig-Wolfe formulation on " $P d h_{1}$ " instance with heuristic solution and valid inequalities.

### 4.2.5 Branching on $\tau$ variables

The LP-relaxation of the Dantzig-Wolfe formulation solved by column generation procedure is not necessarily integral. Furthermore, applying the Branch-and-Bound algorithm on the restricted master problem with only the generated columns at the root node will not guarantee a feasible solution and so an optimal solution. Moreover, at each branching node, there may exist new columns with a negative reduced cost which
should be added to the master problem. Therefore, in order to find an optimal integer solution, we should generate columns at each branching node.

Various branching schemes, specific (like the one proposed below) or generic (see e.g., [134]), can be used to generate integer solutions using column generation procedure embedded within the Branch-and-Bound algorithm. The resulting algorithm is called Branch-and-Price.

In the following, a commodity $k \in C$ is called fractional if it admits a fractional $\tau$ variable. For a path-installation $p \in \mathcal{T}_{k}$, we use the notation $u \in p$ to indicate that the path-installation $p$ passes through the node $u$. Furthermore, the notation $a_{u}^{f p k}=1$ is used to indicate that the path-installation $p$ passes through the node $u$ on which the VNF $f$ is installed for commodity $k$.

Proposition 4.2 For any given LP-solution of the (restricted) master problem with fractional $\tau$ variables, at least one of the following cases is valid for each fractional commodity $k \in C$ :

Case 1. There exist two nodes $u, v \in N \backslash\left\{s_{k}\right\}$ satisfying:

$$
\begin{equation*}
0<\sum_{\substack{p \in \mathcal{J}_{k} \\ u \in p, v \in p}} \tau_{p}^{k}<1 \tag{4.29}
\end{equation*}
$$

Case 2. There exist a function $f \in F^{k}$ and a node $u \in N \backslash\left\{s_{k}\right\}$ satisfying:

$$
\begin{equation*}
0<\sum_{\substack{p \in \mathcal{T}_{k} \\ a_{u}^{f p k}=1}} \tau_{p}^{k}<1 \tag{4.30}
\end{equation*}
$$

Proof. Let us suppose that $k$ is a fractional commodity but neither Case 1 nor Case 2 holds. Hence, we have:

$$
\begin{array}{ll}
\sum_{\substack{p \in \mathcal{J}_{k} \\
u \in p, v \in p}} \tau_{p}^{k} \in\{0,1\} & u, v \in N \\
\sum_{\substack{p \in \mathcal{J}_{k} \\
\text { aft } \\
a_{u}^{f p}=1}} \tau_{p}^{k} \in\{0,1\} & u \in N, f \in F^{k} \tag{4.32}
\end{array}
$$

From (4.32) we can distinguish two cases: (a) there exists a node $u \in N$ and a function $f \in F^{k}$ such that $\sum_{\substack{p \in \mathcal{T}_{k} \\ a_{u}^{f p}=1}} \tau_{p}^{k}=1$, or (b) $\sum_{\substack{p \in \mathcal{T}_{k} \\ a_{u}^{f p k}=1}} \tau_{p}^{k}=0$, for each $u \in N$ and $f \in F^{k}$.
(a) By constraints (4.20), and because $k$ is a fractional commodity, all path-installations of $\mathcal{T}_{k}$ in the solution are fractional. Let $p_{1} \in \mathcal{T}_{k}$ be a fractional path-installation passing through node $u$ on which VNF $f$ is installed (i.e., $0<\tau_{p_{1}}^{k}<1$ ). As $\sum_{p \in \mathcal{T}_{k}} \tau_{p}^{k}=1$, there must exist another fractional path-installation $p_{2} \in \mathcal{T}_{k} \backslash\left\{p_{1}\right\}$ $\sum_{\substack{p \in J_{k} \\ a_{u}^{f p}}}=1$
passing through node $u$ on which VNF $f$ is installed. Since $p_{1} \neq p_{2}$, we have two cases:
(I) $p_{1}$ and $p_{2}$ pass through the same nodes but with different function installations, i.e., there exists at least one VNF $g \in F^{k} \backslash\{f\}$ installed on a different node. Let denote by $v$ (resp. $w, v \neq w)$ the node belonging to the pathinstallation $p_{1}$ (resp. $p_{2}$ ) on which $g$ is installed. As the hypothesis (4.32) is valid for any VNF in $F^{k}$ and any node in $N \backslash\left\{s_{k}\right\}, \sum_{p \in \mathcal{T}_{k}} \tau_{p}^{k} \in\{0,1\}$ must $a_{v}^{g p k}=1$
hold. Given that $\tau_{p_{1}}^{k}>0$, then (1) $\sum_{\substack{p \in \mathcal{J}_{k} \\ g_{v}{ }^{g k}=1}} \tau_{p}^{k}>0$. Thus $\sum_{\substack{p \in \mathcal{J}_{k} \\ a_{v}^{g p k}=1}} \tau_{p}^{k}=0$ cannot hold. Accordingly, $\sum_{\substack{p \in \mathcal{T}_{k} \\ a_{v}^{g{ }_{p}^{k}}=1}} \tau_{p}^{k}=1$. We know that $0<\tau_{p_{2}}^{k}<1$ and that $g$ is not installed on $v$ for $p_{2}$, we will have: (2) $\sum_{\substack{p \in \mathcal{J}_{k} \\ a_{g p}=1}} \tau_{p}^{k}<1$. Therefore, (1) and
(2) contradict hypothesis (4.32).
(I) $p_{1}$ and $p_{2}$ pass through at least one different node, i.e., there should exist another node $v \neq u$ belonging to $p_{2}$ and not to $p_{1}$. We notice that VNF $f$ is installed only on node $u$ for both $p_{1}$ and $p_{2}$, and that another VNF $g \neq f$ can or not be installed on node $v$ belonging to the path-installation $p_{2}$. Since $p_{2}$ contains $u$ and $v$ and $\tau_{p_{2}}^{k}>0$, this implies: (i) $\sum_{\substack{p \in \mathcal{J}_{k} \\ u \in p, v \in p}} \tau_{p}^{k}>0$. Moreover, as $\sum_{\substack{p \in \mathcal{J}_{k} \\ a_{u}^{f p k}=1}} \tau_{p}^{k}=1$ and $\tau_{p_{1}}^{k}>0$ and we know that path-installation $p_{1}$ does not pass through node $v$, then the value $\tau_{p_{1}}^{k}$ can be deleted from the following sum: $\sum_{\substack{p \in \mathcal{J}_{\mathcal{J}} \\ u \in p, v \in p}} \tau_{p}^{k}$, which implies that (ii) $\sum_{\substack{p \in \mathcal{J}_{k} \\ u \in p, v \in p}} \tau_{p}^{k}<1$. Therefore, (i) and (ii) contradict hypothesis (4.31).
(a) Recall that for each commodity $k$, we assume that $F^{k} \neq \emptyset$ (otherwise the commodity can be pre-processed and eliminated). This, together with constraints (4.20), contradicts the assumption that for all functions $f \in F^{k}$, no pathinstallation $p \in \mathcal{T}_{k}$ is chosen such $a_{u}^{f p k}=1$ (i.e., it contradicts the hypothesis

$$
\left.\sum_{\substack{p \in \mathcal{J}_{k} \\ a_{u}^{f p k}=1}} \tau_{p}^{k}=0\right) .
$$

Therefore, the result holds.


Figure 4.3: Branching scheme for Dantzig-Wolfe formulation.

A branching scheme is said to be complete, if it can generate any feasible solution. From Proposition 4.2 we conclude that our branching scheme proposed for the model DW is complete, as at least one of the two cases should hold for any fractional commodity.

### 4.3 Strengthening inequalities

In this section, we derive several families of valid inequalities that can strengthen the LP-bounds of both proposed extended formulations. We first present inequalities that can be used to directly enhance the model PF. We then present inequalities that are valid for both models and that can be exploited in case a function's capacity is smaller than the respective traffic demand. We close this section by explaining how some of inequalities proposed for the model PF can be used within the Dantzig-Wolfe decomposition to strengthen the model DW.

### 4.3.1 Valid inequalities for the model PF

Proposition 4.3 Inequalities (4.33) are valid for the VNFPRP:

$$
\begin{equation*}
y_{u}^{f k} \leq w_{u}, \quad u \in N, \quad k \in C, \quad f \in F^{k} . \tag{4.33}
\end{equation*}
$$

Proof. For a given commodity $k \in C$, if the VNF $f \in F^{k}$ is installed at node $u$, then node $u$ should be activated.

Proposition 4.4 Inequalities (4.34) are valid for the VNFPRP:

$$
\begin{equation*}
y_{u}^{f k}+y_{u}^{g k} \leq w_{u}, \quad u \in N, \quad k \in C, \quad(f, g) \in \mathcal{A}^{k} . \tag{4.34}
\end{equation*}
$$

Proof. If two VNFs $f$ and $g$ are in conflict for a commodity $k \in C$, then, both functions cannot be installed at the same node $u$, if $u$ is activated.

Let $D_{k}=\left(F^{k}, E\right)$ be the conflict graph associated with commodity $k, k \in C$, where nodes in $D_{k}$ represent the VNFs $f \in F^{k}$. An edge $e \in E$ between two nodes $f$ and $g$ in $D_{k}$ represents the fact that $f$ and $g$ are in conflict. Let $\mathcal{D}_{k}$ denote the set of all maximal cliques in $D_{k}$ and let $\omega\left(D_{k}\right)$ be the clique-number (i.e., the size of the maximum clique) in the conflict graph.

Proposition 4.5 Inequalities (4.35) are valid for the $\operatorname{VNFPRP:}$

$$
\begin{equation*}
\sum_{f \in Q} y_{u}^{f k} \leq 1, \quad u \in N, \quad k \in C, \quad Q \in \mathcal{D}_{k} . \tag{4.35}
\end{equation*}
$$

Proof. For a given commodity $k \in C$, nodes in $Q$ represent the set of VNFs in conflict, i.e., they cannot be installed at the same node. Therefore, only one VNF in $Q$ can be installed at node $u$ as otherwise the conflict constraints (4.5) are violated.

Linear inequalities (4.34) and (4.35) can be combined and generalized for each clique $Q$ in $D_{k}$.

Proposition 4.6 Inequalities (4.36) are valid for the VNFPRP, and they also dominate inequalities (4.35).

$$
\begin{equation*}
\sum_{f \in Q} y_{u}^{f k} \leq w_{u}, \quad u \in N, \quad k \in C, \quad Q \in \mathcal{D}_{k} . \tag{4.36}
\end{equation*}
$$

Proof. Trivial.

Given a commodity $k \in C$ and a node $u \in N$, if there is a unique path $p$ going from $s_{k}$ to $u$ in $G$, let $A_{p}$ be the arcs belonging to the path $p$.

Proposition 4.7 For a given commodity $k \in C$, and a node $u \in N$, if there exists a unique path from $s_{k}$ to $u$ in $G$, then inequalities (4.37) are valid for the VNFPRP:

$$
\begin{equation*}
\sum_{f \in Q} x_{u}^{f k} \leq\left|A_{p}\right|, \quad u \in N, \quad k \in C, \quad Q \in \mathcal{D}_{k}:\left|A_{p}\right|<|Q| . \tag{4.37}
\end{equation*}
$$

Proof. The proof is given for a fixed commodity $k$ and is valid for all commodities. Let $u$ be the node for which we have a unique path $p$ going from $s_{k}$ to $u$, and let $Q$ be a clique in the graph $D_{k}$, such that $\left|A_{p}\right|<Q$. The number of VNFs in conflict installed at or before node $u$ should be less than or equal the number of arcs in the path $p$; otherwise, two or more functions in conflict need to be installed at the same node, which leads to an infeasible solution.

Proposition 4.8 Inequalities (4.38) are valid for the VNFPRP.

$$
\begin{equation*}
\sum_{u \in N} w_{u} \geq \max \left\{1, \max _{k \in C} \omega\left(D_{k}\right)\right\} \tag{4.38}
\end{equation*}
$$

Proof. Recall that each commodity requires at least one VNF. As all required VNFs should be installed at graph nodes, at least one node in the graph must be activated. Furthermore, if there is a conflict between VNFs associated with one commodity $k$, then the number of activated nodes should be at least equal to the maximum number of VNFs in conflict, which is the clique number of $D_{k}$.

Proposition 4.9 Inequalities (4.39) are valid for the VNFPRP.

$$
\begin{equation*}
\sum_{u \in N} \sum_{f \in Q} y_{u}^{f k} \geq|Q|, \quad k \in C, \quad Q \in \mathcal{D}_{k} \tag{4.39}
\end{equation*}
$$

Proof. From inequalities (4.10), all VNFs required for each commodity $k \in C$ should be installed at graph nodes, thus the number of nodes necessary to install VNFs in conflict should be at least equal to the number of VNFs in conflict, which is equal to the size of the cliques from $\mathcal{D}_{k}, k \in C$.

Let $C^{u} \subseteq C$ be a subset of commodities for which there exists at least one latencyconstrained path visiting node $u$, (i.e., if $k \notin C^{u}$, this means that all paths associated with $k$ do not enter the node $u$ ). Let $N^{k}$ be the set of nodes belonging to at least one latency-constrained path associated with commodity $k \in C$ (this can be checked in polynomial time using a min-cost flow algorithm for example).

Proposition 4.10 The following inequalities are valid for the VNFPRP.

$$
\begin{align*}
& \sum_{k \in C \backslash C^{u}} \sum_{f \in F^{k}} y_{u}^{f k}=0, \quad u \in N,  \tag{4.40}\\
& \sum_{k \in C \backslash C^{u}} \sum_{f \in F^{k}} x_{u}^{f k}=0, \quad u \in N . \tag{4.41}
\end{align*}
$$

Moreover, inequalities (4.42) are valid and dominate inequalities (4.10);

$$
\begin{gather*}
\sum_{u \in N^{k}} y_{u}^{f k} \geq 1, \quad k \in C, \quad f \in F^{k},  \tag{4.42}\\
\sum_{f \in F} z_{u}^{f}=0, \quad u \in N \backslash\left\{\cup_{k \in C} N^{k}\right\},  \tag{4.43}\\
\sum_{u \in N \backslash\left\{\cup_{k \in C} N^{k}\right\}} w_{u}=0 . \tag{4.44}
\end{gather*}
$$

Proof. If there exists a node $u \in N$ which is not visited by any commodity $k \in C$, then no function $f \in F^{k}$ can be installed at $u$ (4.40), thus at or before $u$ (4.41). Therefore, VNFs associated with commodity $k \in C$ can be installed only at nodes in $N^{k}$ (4.42). In consequence, $u$ cannot be activated (4.44), so the number of VNFs installed on it is equal to zero (4.43).

Proposition 4.11 Inequalities (4.45) are valid for the VNFPRP:

$$
\begin{equation*}
z_{u}^{f} \geq\left\lceil\frac{b_{k}}{m_{f}}\right\rceil y_{u}^{f k}, \quad k \in C, \quad f \in F^{k}, \quad u \in N . \tag{4.45}
\end{equation*}
$$

Proof. The number of VNFs installed at node $u$ is at least equal to the number of VNFs needed to handle one commodity $k \in C$.

Proposition 4.12 Inequalities (4.46) are valid for the VNFPRP:

$$
\begin{equation*}
x_{u}^{f k} \leq 1-y_{d_{k}}^{f k}, \quad k \in C, \quad u \in \Gamma^{-}\left(d_{k}\right), \quad f \in F^{k} \tag{4.46}
\end{equation*}
$$

where $\Gamma^{-}\left(d_{k}\right)$ denotes all incoming neighbors of $d_{k}$.

Proof. If a VNF $f$ associated with commodity $k \in C$ is installed at the destination node, then, this function cannot be installed at or before any predecessor of $d_{k}$.

Inequalities (4.46) can be generalized by the following inequalities (4.47). Let us consider a cut separating the source nodes $s_{k}$ from the destination node $d_{k}$ in $G$. We denote by $N_{s_{k}}\left(\right.$ resp. $N_{d_{k}}$ ) the component containing $s_{k}$ (resp. $d_{k}$ ) in $G$. Suppose that arcs in the cut go from $N_{s_{k}}$ to $N_{d_{k}}$. The following inequalities are valid for the VNFPRP.

$$
\begin{equation*}
x_{u}^{f k} \leq 1-\sum_{v \in N_{d_{k}}} y_{v}^{f k}, \quad k \in C, \quad u \in N_{s_{k}}, \quad f \in F^{k} \tag{4.47}
\end{equation*}
$$

Proof. For a given commodity $k \in C$, if a VNF $f$ is installed at nodes in $N_{d_{k}}$ and in addition we have no arc going from $N_{d_{k}}$ to $N_{s_{k}}$, then $f$ is not installed at or before nodes in $N_{s_{k}}$.

Proposition 4.13 Inequalities (4.46) can be generalized by inequalities (4.48) which are valid for the $V N F P R P$. Let $\mathcal{S}_{k}$ be the node separator disconnecting $N_{s_{k}}$ from $N_{d_{k}}$,

$$
\begin{equation*}
x_{u}^{f k} \leq 1-\sum_{v \in N_{d_{k}}} y_{v}^{f k}+\sum_{v \in s_{k}} x_{v}^{f k}, \quad k \in C, \quad u \in N_{s_{k}}, \quad f \in F^{k} \tag{4.48}
\end{equation*}
$$

Proof. For a given commodity $k \in C$, if the VNF $f$ is installed at nodes in $N_{d_{k}}$ and it is not installed at or before nodes in the separator $\mathcal{S}_{k}$, then, the chosen path does not go from $N_{d_{k}}$ to $N_{s_{k}}$; This means that the function $f$ cannot be installed at or before nodes of $N_{s_{k}}$. Note that arcs from $N_{d_{k}}$ to $N_{s_{k}}$ may exist.

### 4.3.2 Strengthening inequalities for both models

Besides inequalities (4.38), (4.43) and (4.44) which are also valid for the model DW, in the following we propose additional inequalities that involve only $z$ and $w$ variables, and are therefore valid for both formulations studied in this chapter. With valid inequalities given in Proposition 4.11 we address the setting in which the capacity of a function is not sufficient to handle the full demand of a given commodity (i.e., multiple copies of the same function need to be installed). Proposition 4.14 provides further generalizations of this setting.

Proposition 4.14 Node capacity constraints (4.3) do not define facets of the polyhedron of the VNFPRP if there exists a node $u$, such that $c_{u}>\sum_{k \in C} \sum_{f \in F^{k}}\left\lceil\frac{b_{k}}{m_{f}}\right\rceil$.

1) Therefore, inequalities (4.49) are valid for the VNFPRP and dominate inequalities (4.3).

$$
\begin{equation*}
\sum_{f \in F} z_{u}^{f} \leq \sum_{k \in C} \sum_{f \in F^{k}}\left\lceil\frac{b_{k}}{m_{f}}\right\rceil w_{u}, \quad u \in N \tag{4.49}
\end{equation*}
$$

2) Moreover, if $\left|C^{u}\right|<|C|$, then the linear inequalities (4.50) dominate (4.49):

$$
\begin{equation*}
\sum_{f \in F} z_{u}^{f} \leq \sum_{k \in C^{u}} \sum_{f \in F^{k}}\left\lceil\frac{b_{k}}{m_{f}}\right\rceil w_{u}, \quad u \in N \tag{4.50}
\end{equation*}
$$

3) In addition if there exists a conflict between functions in $F^{k}$ for a given commodity $k \in C$, with $m_{f_{1}} \leq m_{f_{2}} \leq \cdots \leq m_{f_{|Q|} \mid}, Q \in \mathcal{D}_{k}$ and $c_{u} \geq \sum_{k \in C} \sum_{f \in F^{k}}\left\lceil\frac{b_{k}}{m_{f}}\right\rceil$, then inequalities (4.50) are dominated by the following inequalities.

$$
\begin{equation*}
\sum_{f \in F} z_{u}^{f} \leq \sum_{k \in C} \sum_{Q \in \mathcal{D}_{k}}\left[\left(\sum_{f \in F^{k}}\left\lceil\frac{b_{k}}{m_{f}}\right\rceil\right)-\sum_{\substack{i=2 \\ f_{i} \in Q}}^{|Q|}\left\lceil\frac{b_{k}}{m_{f_{i}}}\right\rceil\right] w_{u}, \quad u \in N . \tag{4.51}
\end{equation*}
$$

## Proof.

1) If there exists a node $u$ having enough capacity to install VNFs required for all commodities in $C$, then the number of functions needed to treat all commodities bandwidth is bounded by $\sum_{k \in C} \sum_{f \in F^{k}}\left\lceil\frac{b_{k}}{m_{f}}\right\rceil$, which represents the maximum number of VNFs necessary to handle all demands.
2) Only VNFs associated with commodities having at least one path passing through a node $u$ can be installed at node $u$.
3) The number of VNFs installed at node $u$ when the conflict constraints are considered is bounded by the maximum number of copies needed to install the VNFs with the smallest capacity for each commodity (i.e., in the worst case we will keep the VNFs with the maximum instantiation installed at node $u$ and install other VNFs at the other nodes).

### 4.3.3 Strengthening the model DW

Valid inequalities proposed for the model PF can be "translated" into valid inequalities for the model DW. In this subsection we illustrate how this can be done for inequalities (4.33), (4.34) and (4.45). The remaining inequalities can be translated accordingly. In order to add (4.33), (4.34) and (4.45) to the master problem of the model DW, we rewrite them using parameters $a$ as (4.52), (4.53) and (4.54), respectively:

$$
\begin{gather*}
\sum_{p \in \mathcal{T}_{k}} a_{u}^{f p k} \tau_{p}^{k} \leq w_{u}, \quad k \in C, \quad u \in N, \quad f \in F^{k}  \tag{4.52}\\
\sum_{p \in \mathcal{T}_{k}}\left(a_{u}^{f p k}+a_{u}^{g p k}\right) \tau_{p}^{k} \leq w_{u}, \quad k \in C, \quad u \in N, \quad(f, g) \in \mathcal{A}^{k}  \tag{4.53}\\
z_{u}^{f} \geq\left\lceil\frac{b_{k}}{m_{f}}\right\rceil \sum_{p \in \mathcal{T}_{k}} a_{u}^{f p k} \tau_{p}^{k}, \quad k \in C, \quad f \in F^{k}, \quad u \in N \tag{4.54}
\end{gather*}
$$

Adding these valid inequalities generates new (non-negative) dual variables in the dual of the master program, that we denote by $\delta, \eta$ and $\varphi$, respectively. Thus, dual constraints (4.26) need to be replaced by inequalities (4.55)
$\alpha_{k}-\sum_{u \in N}\left[\sum_{f \in F^{k}}\left(b_{k} \gamma_{u}^{f}+\left\lceil\frac{b_{k}}{m_{f}}\right\rceil \varphi_{u}^{f k}+\delta_{u}^{f k}\right) a_{u}^{f p k}+\sum_{(f, g) \in \mathcal{A}^{k}} \eta_{u}^{f g k}\left(a_{u}^{f p k}+a_{u}^{g p k}\right)\right] \leq 0, \quad k \in C, p \in \mathcal{P}_{k}$

### 4.4 Branch-and-Price algorithms

In this section, we present two B\&P algorithms implemented for the models PF and DW, respectively.

### 4.4.1 Generic column generation framework

Initialization The restricted master problem of both models is initialized by a subset of columns building a heuristic solution which is obtained in the initialization phase of the algorithm (see Section 4.4.4). If no solution has been found during a time-limit, the CG framework is initialized with an artificial column whose cost is set to a very large number.

Bounding At each iteration of the column generation procedure, the restricted master problem is solved, and a dual solution is provided. Accordingly, the objective function of the pricing problem for each commodity $k$ is updated, and the pricing problem is solved. Depending on the pricing strategy (see Section 4.4.3) multiple columns per commodity having negative reduced costs (or at most one) are added to the restricted master problem. During this process, to reduce the number of CG iterations, we keep track of the Lagrangian bound and compare it to the objective value of the current restricted master problem. If the difference between the two values is smaller than $\varepsilon$, the column generation procedure is stopped and we resort to branching.

### 4.4.2 Branching

At the end of the column generation phase, the integrality of the solution of the relaxed master problem is verified. If the current solution is not integer, we branch on the most fractional variable, applying the BFS (Breadth-First Search) based branching strategy. Specifically, we explore all the nodes of the same level in the branching tree before moving to the next level. In our implementation the algorithm explores all nodes admitting a fractional feasible solution of the same level by applying the respective branching scheme described below. For each branching node with a fractional solution, two children nodes are created and saved in a queue. The nodes in the queue are explored using the FIFO (First In First Out) method. A global lower bound is calculated at each level. In our preliminary experiments, we also tried the diving strategy as an alternative to the BFS-based branching. Whereas diving is very useful when searching for feasible solutions (see e.g., [57,60,79]), in our case this strategy did not prove useful, because a high-quality feasible solution is used to initialize the CG procedure (see above).

Branching scheme for the model PF In Corollary 3.3 we showed that the binary constraints on $\lambda$ variables in the PF model can be relaxed to $\lambda \geq 0$. Hence, in our BP implementation of the PF model, we branch only on the ( $x, y, z, w$ ) variables.

Different branching schemes have been tested for the model PF; The one outperforming all others is to branch first on the most fractional $w$ variables (by imposing either $w \geq 1$ or $w \leq 0$ ), secondly on $z$ by setting either $z \geq\left\lceil z^{*}\right\rceil$ or $z \leq\left\lfloor z^{*}\right\rfloor$, thirdly on $y$ which are forced to be $y \geq 1$ or $y \leq 0$ and finally on $x$ variables using $x \geq 1$ or $x \leq 0$.

Branching scheme for the model DW In our branching scheme for the model DW we start branching on $z$ variables by setting $z \geq\lceil z\rceil$, or $z \leq\lfloor z\rfloor$ and then on $w$ variables by setting $w \leq 0$, or $w \geq 1$. When $z$ and $w$ variables are integers, we continue by branching on the $\tau$ variables. Given that the path-installation variables are generated as and when they are needed, we follow the specific branching scheme for $\tau$ variables proposed in Proposition 4.2. Specifically, if we find a pair of two distinct nodes $u, v \in N$ such that $\sum_{p \in \mathcal{T}_{k}: u \in p, v \in p} \tau_{p}^{k}$ is fractional we create two branches by imposing constraints that limit the respective sum to 0 , or 1 , respectively. If none such pair can be found, we search for a node $u \in N$ and a function $\bar{f} \in F^{k}$ such that $\sum_{p \in \mathcal{T}_{k}: a_{u}{ }^{p k}=1} \tau_{p}^{k}$ is fractional, and create two branches correspondingly.


Figure 4.4: Branch-and-Price algorithm.

### 4.4.3 Pricing strategy

In the sequel, we first propose three different pricing strategies for the model PF. These strategies are later computationally evaluated in Section 4.6. For the model DW, the underlying pricing problem exhibits a rich combinatorial structure. We therefore employ an off-the-shelf MIP solver to price in the columns.

### 4.4.3.1 Pricing the columns for the model PF

We consider three methods for solving the pricing problem for the formulation PF: 1) We utilize dynamic programming; 2) Based on Yen's algorithm [138], we derive a reduced cost method, and use it in two different ways; and 3) We model the pricing problem as an ILP that we solve using an off-the-shelf solver.

Dynamic programming Let $k \in C$ be a given commodity and let, for each arc $(u, v) \in A, \tilde{c}_{u v}$ given by (4.17) be the corresponding arc cost. We denote by $F_{v}\left(S, l_{v}^{\prime}\right)$ the minimal cost of the partial path going from source node $s_{k}$ to node $v$ visiting all nodes in $S$ exactly once and ready to leave node $v$ with latency value equal to $l_{v}^{\prime}$. The following equations (see also [115]) illustrate the recursive function used for the pricing problem associated with commodity $k$ :

$$
D P:\left\{\begin{array}{l}
F_{s_{k}}(\emptyset, 0)=0 \\
F_{v}\left(S, l_{v}^{\prime}\right)=\min _{v \in \Gamma^{+}(u)}\left\{F_{u}\left(S-\{v\}, l_{u}^{\prime}\right)+\tilde{c}_{u v} \mid \sum_{\left(u^{\prime}, v^{\prime}\right) \in A_{S}} l_{u^{\prime} v^{\prime}} \leq l_{k}\right\}
\end{array}\right.
$$

where $S$ is the set of nodes in the path, $A_{S}$ is the set of arcs connecting nodes in $S$, $l_{u}^{\prime}$ (resp. $l_{v}^{\prime}$ ) represents the sum of the latency of arcs in $A_{S}$ from source node $s_{k}$ until node $u$ (resp. $v$ ). We utilize the dynamic programming algorithm proposed in [25] (cf.

Sections 2.2 and 2.3).

```
Algorithm 6: Labeling algorithm based on dynamic programming
    - Inspired from Dijkstra algorithm proposed for the SPP.;
    - The algorithm starts from the source node.;
    for each iteration, i.e., going from node \(i\) to node \(j \operatorname{using} \operatorname{arc}(i, j)\) do
        - A label \(l_{j}\) is created for node \(j\) based on \(l_{i}\), in order to store information
        on the resources and the predecessor \(\operatorname{arc}(i, j)\).;
        - Only feasible labels are created, i.e., satisfying all resource constraints.;
        for each node do
            - Only the non-dominated labels (i.e., pareto-optimal) are kept
            according to the following dominance rule: ;
            if Both are at the same node then
                if for each feasible extension of \(l_{2}\), there is also do
                    - A feasible extension of \(l_{1}\) where res \(_{r}^{l_{1}} \leq\) res \(_{r}^{l_{2}}\) with \(r \in R\), for
                    exactly the same resources.
                end
                then
                - \(l_{1}\) dominates \(l_{2}\).;
                end
            end
        end
    end
```

- The algorithm stops when there are no more unprocessed labels for all nodes.;
- It then checks whether the destination node could be reached.;
- If yes, return all shortest paths from $s_{k}$ to $d_{k}$ satisfying the resource constraints.

Remark: We must have at least one non-decreasing resources (without negative cycles) to use this algorithm.

Reduced cost method For each commodity $k \in C$, we run Yen's algorithm [138] in order to generate all latency-constrained elementary paths between $s_{k}$ and $d_{k}$. We keep all these columns in a column pool, denoted by $\mathbb{P}_{k}$. First, the restricted master problem is initialized by a subset of columns from $\mathbb{P}_{k}$, which are then added to $\mathcal{P}_{k}$ and removed from $\mathbb{P}_{k}$. At each iteration of the CG procedure, the restricted master problem is solved, and a dual solution is generated. Based on this solution, the reduced cost $R C(p)$ of each path $p \in \mathbb{P}_{k}$ is calculated. If the path $p \in \mathbb{P}_{k}$ has a negative reduced cost, then $p$ can be added to the restricted master (i.e., to the set $\mathcal{P}_{k}$ ) and deleted from
the set $\mathbb{P}_{k}$. However, multiple columns with negative reduced cost can be added for each commodity. We consider two settings: In the first one (that we refer to as Red Cost 1), we add at most 10 columns with negative reduced cost per commodity; In the second one (that we refer to as Red Cost 2), all columns from $\mathbb{P}_{k}$ with negative reduced cost are added in each iteration. We tested both approaches, and the results are shown in Section 4.6.

At the end of the column generation phase, and before resorting to branching, we also try to fix some columns based on their reduced cost. Using an upper bound $U B$ (obtained from the incumbent solution), and the value $Z$ of the current restricted master problem, if there exists a commodity $k \in C$ and a path $p \in \mathbb{P}_{k}$ such that $R C(p)+Z>U B$, this means that the variable $\lambda_{p}^{k}$ can be fixed to zero. Therefore, in
this case the path $p$ is deleted from $\mathbb{P}_{k}$.

```
Algorithm 7: Reduced cost method
    for commodity \(k \in C\) do
        - Get the set \(\mathbb{P}_{k}\) of all latency-constrained elementary paths using Yen's
        algorithm (Columns);
    end
    - Initialize the restricted master problem with a subset of columns;
    - Remove the added columns associated with each commodity \(k \in C\) from \(\mathbb{P}_{k}\);
    for each iteration of the column generation procedure do
        - Solve the restricted master problem;
        - Get the dual solution;
        for commodity \(k \in C\) do
            for each path (column) \(p, p \in \mathbb{P}_{k}\) do
                Calculate the reduced cost of \(p, R C(p)\);
                if \(R C(p)\) is negative then
                    Add the column \(p\) to the restricted master problem;
                    \(\mathcal{P}_{k}=\mathcal{P}_{k} \cup\{p\} ;\)
                    \(\mathbb{P}_{k}=\mathbb{P}_{k} \backslash\{p\} ;\)
                end
            end
        end
    end
    - Get LB and UB;
    for commodity \(k \in C\) such that \(\mathbb{P}_{k} \neq \emptyset\) do
        for path \(p \in \mathbb{P}_{k}\) do
            Calculate the reduced cost of \(p, R C(p)\);
            if \(L B+R C(p)>U B\) then
            \(\mathbb{P}_{k}=\mathbb{P}_{k} \backslash\{p\} ;\)
            end
        end
    end
```

Solving the pricing problem as an ILP The pricing problem can also be modeled as a commodity flow ILP problem with latency constraints and subtour elimination cuts. We first solve the latency-constrained commodity flow problem, called Relaxed Pricing Problem (RPP) presented below. We then generate sub-tour elimination constraints on the fly (if needed) during the column generation procedure. To define the
relaxed pricing problem we introduce binary variables $t_{u v}$ which are set to one if arc $(u, v) \in A$ belongs to the path associated with the current commodity; and to 0 , otherwise. The RPP associated with commodity $k \in C$ is equivalent to the following integer linear program, in which constraints (4.56) ensure that the flow goes from the source node $s_{k}$ to the destination node $d_{k}$, whereas (4.57) represents the latency constraint:

$$
\left.\begin{array}{rl}
(R P P): \min & \sum_{(u, v) \in A} \tilde{c}_{u v} t_{u v} \\
\sum_{(u, v) \in A} t_{u v}-\sum_{(v, u) \in A} t_{v u} & = \begin{cases}-1 & \text { if } u=d_{k}, \\
1 & \text { if } u=s_{k}, \\
0 & \text { otherwise. }\end{cases} \\
\sum_{(u, v) \in A} t_{u v} l_{u v} & \leq l_{k}  \tag{4.57}\\
t_{u v} & \in\{0,1\}
\end{array} \quad(u, v) \in A\right\}
$$

Let $\mathcal{C}=\left(N_{\mathcal{C}}, A_{\mathcal{C}}\right)$ be the support graph obtained from the binary solution of the RPP model. Since negative arc costs are allowed, $\mathcal{C}$ may contain subtours. Subtour elimination cuts are added at each iteration of the column generation procedure if $\mathcal{C}$ represents one of the two configurations illustrated in Figure 4.5. The connected path shown in Figure $4.5(\mathrm{a})$ is eliminated by adding the inequality: $\sum_{v \in \Gamma^{+}(u)} t_{u v} \leq 1$, which aims to force the path to pass only one time through a node $u$, with degree $(u) \geq 3$. Disconnected paths like the one shown in Figure 4.5(b) are eliminated by the inequality $\sum_{(u, v) \in A_{\mathrm{e}}} t_{u v} \leq\left|N_{\mathrm{C}}\right|-1$.

We point out that the efficiency of this procedure highly depends on the underlying cost function $\tilde{c}$. As we will see in Section 4.6, when there are very few negative cycles in the graph, this procedure may outperform the other alternatives, including dynamic programming.

(a) Connected path

(b) Disconnected path

Figure 4.5: Example of two solutions generated by the relaxed pricing problem.

```
Algorithm 8: Implementation of pricing problem
    - Solve the restricted master problem.
    - Get the current dual solution.
    for commodity \(k \in C\) do
        \{ Solve the relaxed pricing problem\}
        if The resulting graph \(\mathcal{C}\) is not an elementary path then
            if \(\mathcal{C}\) is not connected then
            - Delete the connected component that contains source node.
            for each connected component \(c\) do
                        - Add cut \(\sum_{(u, v) \in c} t_{u v} \leq|c|-1\)
            end
            end
            else if There exist a node \(u, \delta(u) \geq 3\) then
                - Add cut \(\sum_{v \in \Gamma^{+}(u)} t_{u v} \leq 1\)
            end
        end
    end
```


### 4.4.3.2 Pricing the columns for the DW model

In order to price the columns associated with the DW formulation, the MIP model presented in Section 4.2.3, is solved for each commodity $k \in C$, using an off-the-shelf solver. Thus, at each iteration of the column generation procedure at most one column per commodity with negative reduced cost is generated by the pricing problems. As in the case of the model PF, the column generation phase terminates when no more columns with a negative reduced cost are found, or when the gap between the current value of the restricted master problem and the Lagrangian bound is smaller than $\varepsilon$.

### 4.4.4 Heuristics

Before entering the $\mathrm{B} \& \mathrm{P}$ phase, we generate a heuristic solution which provides a high-quality upper bound and a promising set of columns that we use to initialize the CG procedure. For the model PF, we employ the MIP-based heuristic presented in Chapter 3. The heuristic solves a compact model derived from the formulation PF in which only a small subset of latency-constrained paths is considered. To obtain this subset, we run Yen's algorithm [138] which provides $\kappa$-elementary paths between two nodes, sorted from the shortest to the longest one. The number of generated paths per commodity is capped by $\kappa$, and we let $\kappa \in\{10,15,20, \ldots, 50\}$. As soon as the underlying MIP-based heuristic finds a feasible solution for a fixed $\kappa$ value, we stop. However, for some instances, even for $\kappa=50$ we fail to find a feasible solution.
For the model DW, we start with an artificial column, price-in the columns with negative reduced cost, and then convert the obtained linear program into a MIP.
In both cases, there is a time limit after which this MIP-based heuristic initialization is aborted.

### 4.5 Comparing the LP-relaxations

In this section, we compare the LP-relaxation values of the path formulation (PF) and Dantzig-Wolfe (DW) formulation. First, a graphic that shows that the LP-relaxation bounds provided by the DW formulation are better than those given by the PF is presented, followed by the LP-relaxation comparison proof.

Proposition 4.15 We have $Z_{P F} \leq Z_{D W}$, where $Z_{P F}\left(\right.$ resp. $\left.Z_{D W}\right)$ is the LP-relaxation


Figure 4.6: Relative improvement of LP-relaxation bounds of the path formulation by using Dantzig-Wolfe formulation on "Pdh" instances.
value of the path formulation (resp. the Dantzig-Wolfe formulation), and there exist instances for which the strict inequality holds.

Proof. We prove that from any feasible solution of DW, we can construct a feasible solution for PF. Let $X_{D W}=\left(\tau_{D W}, z_{D W}, w_{D W}\right)$ be the feasible solution of the relaxed DW associated with $Z_{D W}$. From the solution $X_{D W}$, a feasible solution $X_{P F}=$ $\left(\lambda_{P F}, x_{P F}, y_{P F}, z_{P F}, w_{P F}\right)$ for PF is built as follows :

- Variables $\tau_{D W}$ in Dantzig-Wolfe formulation represent the path-installation chosen for each commodity $k \in C$. From $\tau_{D W}$ variables, the information concerning the arcs belonging to each path and the associated VNFs installation and their order are extracted. Therefore, from the values of $\tau_{D W}$ in the solution $X_{D W}$, the value of $\lambda_{P F}$ variables in path formulation can be obtained. Furthermore, the set of arcs belonging to each path are provided.
- Moreover, in order to get the value of variables $x_{P F}$ and $y_{P F}$ in the path formulation we set $x_{P F}=\sum_{p \in \mathcal{J}_{k}} \tau_{D W} d_{D W}$ and $y_{P F}=\sum_{p \in \mathcal{J}_{k}} \tau_{D W} h_{D W}$, with $d_{D W}, h_{D W} \in$ $\{0,1\}$ are parameters extracted from the variables $\tau_{D W}$ (obtained from the pricing problem associated with commodity $k$ in DW formulation).
- Finally, Variables $z_{D W}$ and $w_{D W}$ are exactly the same for both formulations, therefore, their values are obtained by setting $z_{P F}=z_{D W}$ and $w_{P F}=w_{D W}$

Now, we show that the solution $X_{P F}$ built from $X_{D W}$ is feasible for the path formulation, i.e., satisfies all the constraints in the PF. From the DW formulation we can see clearly that path constraints (4.2), node-capacity constraints (4.3) and VNF-capacity constraints (4.4) are satisfied; otherwise $d_{D W}$ is not feasible for DW. Furthermore, each path-installation in DW formulation represents an $s_{k}-d_{k}$ elementary path satisfying flow, latency, conflict, installation and precedence constraints. Conflict constraints (4.5) are satisfied by construction, we know from path constraints (4.20) that the sum of $\tau_{D W}$ variables is equal to 1 , as the parameter $h_{D W} \in\{0,1\}$, the conflict constraints are satisfied in DW formulation, we conclude that variables $y_{P F}$ satisfy the conflict constraints in the PF. Similarly, as the parameter $d_{D W} \in\{0,1\}$ and from (4.20), we can see clearly that precedence constraints (4.6), (4.7) and (4.8) are satisfied. Each pathinstallation passes through the VNFs installations, which means that constraints (4.9) are satisfied. Each path-installation guarantees that all VNFs associated with a given commodity are installed at nodes, accordingly, and by transformation, $y_{P F}$ variables in the path formulation satisfy the installation constraints (4.10). Therefore, from any solution of the Dantzig-Wolfe formulation, a feasible solution for the path formulation can be derived with $Z_{P F} \leq Z_{D W}$. We refer the reader to our computational study, where we report on the instances from which the LP-bound $Z_{D W}$ is strictly stronger than $Z_{P F}$.

### 4.6 Computational results

In this section we analyze the scalability and the efficiency of the two proposed $\mathrm{B} \& \mathrm{P}$ algorithms and show the benefits of the valid inequalities defined in Section 4.3. The B\&P algorithms are compared to two other exact methods using the commercial solver CPLEX: the first one is a compact MIP formulation (denoted by C) proposed in Chapter 2 and the second one is the Automatic Benders approach by CPLEX [26] applied to the model C in which a family of flow variables is linearly relaxed. Our experiments are designed so as to evaluate the effectiveness and the performance of the proposed extended formulations in terms of CPU time, quality of bounds and final gaps. Eventually we also measure the advantage of the proposed valid inequalities in improving the LP-bounds and reducing the final gaps.

All the experiments described in this section were made using a computer with Intel(R)Xeon(R) CPU E5-2650 v2 processor clocked at $2.60 \mathrm{GHz}, 32$ cores, 2 threads per
core and 252GB RAM, under Linux operating system. All methods are implemented using the Python API for CPLEX, which is run in single-thread mode with a default memory limited to 20GB. All CPLEX parameters were set to their default values. A default time limit of one hour is set for each tested instance. For the initialization heuristic used within the B\&P algorithm (cf. Section 4.4.4), the time limit is fixed to 900 seconds.

The following settings represent all tested methods in our computational experiments:

- DP: The model PF (introduced in Section 4.1) with the dynamic programming algorithm proposed in Section 4.4.3.1 as pricing method;
- Red Cost 1: The model PF with the reduced-cost-based pricing proposed in Section 4.4.3.1, in which a subset of up to 10 paths per commodity with negative reduced cost is added at each iteration of the CG procedure;
- Red Cost 2: The model PF with the reduced-cost-based pricing proposed in Section 4.4.3.1, in which all paths with negative reduced cost are added at each iteration of the CG procedure;
- ILP: The model PF with the pricing method based on solving the ILP given in Section 4.4.3.1;
- PF: The model PF with the best-performing pricing method;
- PF+VI: The setting PF in which Valid Inequalities (4.33), (4.34), (4.37) - (4.46) and (4.49)-(4.51) presented in Section 4.3 are additionally used to initialize the model;
- DW: The model DW presented in Section 4.2;
- DW+VI: The setting DW in which Valid Inequalities (4.38), (4.43), (4.44), (4.49) - (4.51) and (4.52) - (4.54) from Section 4.3 are added to the model;
- C: The compact MIP formulation proposed in Chapter 2;
- AB: The Automatic Benders decomposition available in Cplex [26], applied to the setting C in which binary flow variables are linearly relaxed.


## Benchmark instances

In order to perform our experiments, we have generated a set of instances derived from the SNDlib library [125] of telecommunication networks. The instances creation is detailed in Chapter 3. The set of instance-type used to test our algorithms is defined as follows: \{"Abilene", "Atlanta", "Di-yuan", "France", "Geant", "Newyork", "Nobel-eu", "Nobel-germany", "Nobel-us", "Pdh", "Polska", "Ta1"\}.

### 4.6.1 Obtained results

In the sequel we summarize the major results obtained by our computational study. Tables with more detailed information provided per each instance can be found in Section 4.6.2. This subsection is divided into two parts. The first part is devoted to comparing the LP-relaxation bounds generated by applying the column generation algorithm to the models PF and DW, respectively. We start by comparing four different pricing methods proposed for the model PF (namely, DP, ILP, Red Cost 1, Red Cost 2) in terms of CPU time, number of added columns and generated iterations. Next, after determining the best configuration (i.e., the best pricing method) for the model PF, we focus on the improvement of the LP-gap, with respect to the LP-relaxation bounds provided by the compact formulation (C). We compare the two extended formulations, with and without adding valid inequalities.

In the second part of this subsection, we compare the two proposed B\&P algorithms (PF and DW) with two others alternative MIP approaches, namely the Compact formulation (C) and the Automatic Benders of Cplex (AB). We report the overall CPU time in seconds, and compare the quality of lower bounds after reaching the time limit. We also report the number of added columns and generated iterations during the $\mathrm{B} \& \mathrm{P}$ algorithms.

### 4.6.1.1 Comparison between different pricing methods for solving the LPrelaxation of the model PF

Graphical summary of the obtained results comparing the four pricing methods proposed for the model PF is given in Figures 4.7 and 4.8. Cumulative charts representing the CPU times (Figure 4.7), the number of added columns (Figure 4.8(a)) and generated iterations (Figure 4.8(b)) during the column generation procedure are provided. A point with coordinates $(x, y)$ in Figure 4.7 indicates that for $y$ instances, the CPU
time needed to solve the LP-relaxation was $x$ seconds or less. A similar representation of the number of added columns and generated iterations is shown in Figures 4.8(a) and 4.8(b), respectively.


Figure 4.7: CPU time comparison between different pricing methods proposed for the relaxed path formulation.

From Figure 4.7 we observe that all 120 instances are solved by the Red Cost 2 (resp. ILP) setting at the root node within less than 1000s (resp. 1534s). On the contrary, the Red Cost 1 solves 108 instances with CPU time up to $2700 s$ and the DP setting solves only 71 instances without exceeding the time limit. The fact that the DP consumes more time to find an elementary resource constrained shortest path, compared to the ILP method, can be explained as follows. In the setting ILP, the sub-tour elimination cuts are added to the pricing problem on the fly, only if they are needed. Furthermore, from one CG iteration to the other, we only modify the objective function of the underlying ILP, which allows Cplex to heavily exploit warm-starting techniques.

In order to compare the number of added columns and iterations generated during the CG procedure, we focus on 71 instances for which all four methods were able to solve the problem at the root node without exceeding the time limit of one hour.


Figure 4.8: Comparison between four different pricing methods proposed for the relaxed path formulation with respect to the number of added columns and generated iterations.

Figure 4.8(a) shows the number of added columns for DP, ILP, Red Cost 1 and

Red Cost 2 during the column generation procedure. We notice that settings DP and ILP behave in the same way; this is explained by the fact that at each CG iteration, at most one column (the most violated) is added per commodity. On the other hand, for Red Cost 1 (resp. Red Cost 2) several (resp. all) columns having negative reduced costs are added. This explains the huge number of added columns using Red Cost 2.

Figure 4.8(b) allows to compare the number of generated iterations between DP, ILP, Red Cost 1 and Red Cost 2 during the CG procedure. We observe that, as all columns with negative reduced cost are added at each CG iteration, the Red Cost 2 needs less than 5 iterations to find a solution at the root node. In comparison, the setting DP (resp. ILP) needs up to 20 (resp. 23) iterations for all instances to find the LP-bound. Finally, we observe that Red Cost 1 needs up to 25 CG iterations to solve 65 instances, and sometimes even more than 50 iterations to solve the LP-relaxation. This can be accounted to the fact that we are adding a fixed number of columns, which are not necessarily the most violated ones.

Based on the comparison of CPU times between the four pricing methods, in the following, we will consider Red Cost 2 as our default pricing method for the model PF . This setting which will be denoted by PF in the remainder of this section.

### 4.6.1.2 Comparison of LP-relaxation bounds

We now turn our attention to the comparison of the quality of LP-relaxation bounds and the CPU time required for solving LP-relaxation of the formulations PF, DW and C. We also show the relative improvement of lower bounds, with respect to the LPbounds provided by C, by both extended formulations with and without adding valid inequalities.

Figure 4.9 provides a cumulative chart in which we report the CPU time for all 120 instances from our test bed. We observe that in less 31 seconds the LP-solution for any of the considered 120 instances can be found by the compact formulation C. The CPU time consumed by the model PF is below 1000 seconds. Finally, the model DW can solve only 91 instances at the root node without exceeding the time limit.


Figure 4.9: CPU time needed to solve the LP-relaxation of the PF, C and DW formulation.

Figures 4.10 and 4.11 depict the CPU time consumed by PF, PF+VI, DW and DW+VI settings at the root node of the branching tree. We observe that adding valid inequalities to both formulations increases the CPU time. Valid inequalities slow down the resolution at the root node for the model PF; $75 \%$ of instances were solved with CPU time below 300 seconds, whereas after adding valid inequalities, the same percentage of instances needs up to 1025 seconds. Moreover, the overall number of solved instances decreases from 120 to 109. Similarly, for the model DW, after adding valid inequalities the number of instances for which LP-relaxation can be solved drops from 92 to 66 instances.


Figure 4.10: CPU time needed to solve LP-relaxation at the root node for PF and DW formulation with and without valid inequalities.


Figure 4.11: CPU time needed to solve LP-relaxation at the root node for PF and DW formulation with and without valid inequalities.

In the following, we focus on 52 instances whose LP-relaxation could be solved at the root node by PF, PF+VI, DW, DW+VI without exceeding the time limit (2 among 54 instances solved by DW+VI are not solved by PF+VI). We compare the relative improvement of lower bounds with respect to the LP-bounds obtained by the compact formulation C. Figure 4.12 illustrates the relative improvement of lower bounds, calculated as $\left(\left(\mathrm{LB}_{\mathrm{a}}-\mathrm{LB}_{\mathrm{C}}\right) / \mathrm{LB}_{\mathrm{C}}\right) * 100$, with $a \in\{\mathrm{PF}, \mathrm{PF}+\mathrm{VI}, \mathrm{DW}, \mathrm{DW}+\mathrm{VI}\}$. We observe
that the lower bound at the root node could be improved by between $1 \%$ to $14 \%$ (resp. by between $3 \%$ to $29 \%$ ) with PF (resp. DW) formulation for all considered instances without adding valid inequalities. Moreover, the potential benefits of adding the valid inequalities to both extended formulations are shown. We notice that adding the valid inequalities further improves the quality of their bounds at the root node. These improvements are significant for all instances. The LP-relaxation bounds of the C formulation are improved from $6 \%$ to $90 \%$ for $75 \%$ of instances solved by the model PF. This improvement ranges between $14 \%$ and $100 \%$ for $75 \%$ of instances solved by the model DW.


Figure 4.12: Relative improvement of LP-relaxation bounds of C formulation by using PF and DW formulation with and without valid inequalities.

The number of added columns and generated iterations during the column generation algorithms for PF, PF+VI, DW and DW+VI settings are presented in Figures 4.13-4.14 and $4.15-4.16$, respectively. From these figures we conclude that for path formulation the number of priced-in columns reduces only moderately for most of the instances (from 10000 to 7500 and the number of iterations from 3 to 2 ). Similarly, adding these inequalities to Dantzig-Wolfe formulation increases the number of columns and iterations from $\approx 320$ to $\approx 2900$ and from $\approx 9$ to $\approx 41$ for $75 \%$ of instances, respectively; this is explained by the fact that inequalities (4.52) - (4.54) generate new dual variables and then, the master problem becomes more difficult to solve, thus, needs more columns and iterations to find a lower bound at the root node


Figure 4.13: Number of added columns by PF and DW formulation with and without valid inequalities.


Figure 4.14: Number of added columns by PF and DW formulation with and without valid inequalities.


Figure 4.15: Number of generated iterations by PF and DW formulation with and without valid inequalities.


Figure 4.16: Number of generated iterations by PF and DW formulation with and without valid inequalities.

### 4.6.1.3 Comparison between path formulation, Dantzig-Wolfe formulation, Compact formulation and Automatic Benders

In what follows, we compare the two proposed Branch-and-Price algorithms associated with path formulation and Dantzig-Wolfe formulation with the Compact formulation and the Automatic Benders of Cplex.

In our Branch-and-Price (B\&P) algorithms we initialize UBs by using one of the two heuristics defined above. Consequently, we implemented BFS (Breadth-First Search) strategy-based branching in which a global lower bound is updated at each level of the B\&P tree.

All proposed methods reach the time limit for the 52 instances for which all methods could solve the LP-relaxation. Thus, in what follows we show only the Gap improvement for all methods, which is calculated as GAP $=(G L B-L B) / L B * 100 \%$, where $G L B$ represents the global lower bound found by each setting listed above, (the best known solution provided by Cplex for C and AB settings, and the best global lower bound provided by the Branch-and-Price algorithm based BFS strategy for PF+VI and DW+VI settings). Also, we compare the number of added columns and generated nodes and iterations by both Branch-and-Price algorithms.

Figures 4.17 and 4.18 display the relative Gap improvement of lower bounds. We notice that the relative Gap is improved by $5 \%$ for $75 \%$ of solved instances (i.e., 39 instances) by DW+VI, by $0.6 \%$ with PF+VI, by $2.5 \%$ with the Compact formulation and by $2.1 \%$ with the Automatic Benders of Cplex. Moreover, for 50 out of 52 instances, the Gap is improved by $10 \%$ with Dantzig-Wolfe formulation, whereas for 50 instances the path formulation improves the gap only by $2.5 \%$, the Compact formulation and the automatic Benders by $5 \%$. Therefore, Dantzig-Wolfe formulation provides a better solution quality.


Figure 4.17: Gap improvement comparison between the path formulation, DantzigWolfe formulation, the compact formulation and the Automatic Benders of Cplex.


Figure 4.18: Gap improvement comparison between the path formulation, DantzigWolfe formulation, the compact formulation and the Automatic Benders of Cplex.

Box-plots and charts given in Figures 4.19, 4.20 and 4.21 compare the overall number of added columns during the $\mathrm{B} \& \mathrm{P}$ algorithm, the number of branching nodes and the number of generated iterations for PF+VI and DW+VI, respectively. We observe that the setting PF+VI needs more columns and more iterations and also branches more than $\mathrm{DW}+\mathrm{VI}$. The vast number of added columns for the setting PF+VI is explained by the fact that we are adding all columns with negative reduced cost at each iteration of the CG procedure. This is in contrast to DW+VI where we are using LP-based pricing method to add only the most violated ones. Furthermore, the number of variables that are required to be integer in the model PF is much larger compared to the model DW, which also explains the larger number of branching nodes for the setting PF+VI.


Figure 4.19: Number of added columns comparison between the path formulation and Dantzig-Wolfe formulation.


Figure 4.20: Number of branching nodes comparison between the path formulation and Dantzig-Wolfe formulation.


Figure 4.21: Number of generated iterations comparison between the path formulation and Dantzig-Wolfe formulation.

### 4.6.2 Detailed results

Tables provided in this subsection show more detailed results for each setting introduced in Section 4.6. First, we describe abbreviations shown in each column in the tables:

| Abbreviations | Description |
| :---: | :--- |
| Col | Number of added columns during the column generation procedure. |
| Iter | Number of generated iteration by the column generation procedure. |
| $\mathrm{t}[\mathrm{s}]$ | CPU time in seconds. |
| Gap | Relative gap improvement. |
| Nodes | Number of generated nodes during the Branch-and-Price algorithm. |

Table 4.4: Description of the tables abbreviations

Tables 4.5-4.8 present the results with Path formulation in which different pricing problems are tested. Tables 4.9-4.11 show the detailed results obtained by the relaxed Path formulation, the relaxed Dantzig-Wolfe formulation and Relaxed Compact formulation, for which we compare the CPU time. The results comparing both extended formulations with and without the adding of valid inequalities are provided in Tables 4.12-4.14. Finally, Tables 4.15 and 4.16 display the bounds improvement of both Branch-and-Price algorithms compared to the compact formulation and the automatic Benders of Cplex.

Sign "-" in columns "Col", "Iter", "Gap" and "Nodes" in tables indicates that no information can be provided and that no solution is found. Moreover, $T L$ in " $\mathrm{t}[\mathrm{s}]$ " columns illustrates the fact that the time limit is reached. The relative gap improvement is reported as Gap $=(G L B-L B) / L B * 100 \%$, where $G L B$ denotes the global lower bound found by each setting and $L B$ the worst known lower bound (the minimum overall global lower bounds).
Table 4．5：Results for SNDlib instances with Path formulation in which different pricing problems are tested．

| $\checkmark$ | 06IEL | 69．07 | LI | โヵLを | 06.96 | ¢I | 0¢ | 29．7n | 0I | L0¢ | $67 \cdot 888$ | 9 | 77 | $\pm 8$ | LI | ${ }^{0}$ ¢ $u$ nnर－？$\square$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\checkmark$ | 8094L | 78．も¢ | L 6 | ${ }_{9} 00{ }^{\text {c }}$ | 99＊84I | ZI | 76\％ | 72．99 | OI | 967 | †9．72\％ | 9 | \％\％ | $\pm 8$ | LI | ${ }^{6}$ upn - ？$\square$ |
| $\checkmark$ | 9¢\％\％L | 28.91 | It | \＆\％LZ | 78：007 | OI | 847 | 69．98 | II | 987 | 00＊697 | 9 | 7\％ | 78 | LI | 8unn - ？$G$ |
| $\checkmark$ | ¢¢0¢L | 96．6I | 28 | $887 \%$ | 9088L | 6 | 787 | ${ }^{9} 0 \cdot 78$ | 6 | $82 \%$ | 80．8TI | 9 | ъ\％ | 78 | LI | цumn－？$C$ |
| $\varepsilon$ | 87\％0L | Lz＇9I | 87 | 67．LZ | 90．9zI | ZI | L67 | $68 \cdot 87$ | II | 267 | 26．881 | 9 | 76 | ¢8 | LI | ${ }^{9}$ uпn - ？$\square$ |
| $\checkmark$ | 67 CEL | －1． $\boldsymbol{z t}$ | 99 | LL0\＆ | 99 もも¢ | LI | 208 | 07\％ 69 | 0I | 808 | 80．72\％ | 9 | ъ\％ | $\pm 8$ | LI | ¢ubn－？$\square$ |
| $\checkmark$ | LE88E | 98．7\％ | 67 | 6187 | E\＆：LLI | \＆ | 6IE | 2I．92 | 07 | ¢7¢ | 68：81ヵ | 9 | ъ\％ | $\pm 8$ | LI | Фupn－？$\square$ |
| $\checkmark$ | LLてもL | 26.26 | 07 | てLZ\％ | 9\％＊87T |  | L¢¢ | L8． 19 | 0I | ちマ¢ | 99：92\％ | 9 | ъ\％ | 78 | LI | \＆umn－？$\square$ |
| $\checkmark$ | 2778 | $\boldsymbol{7 T} \boldsymbol{¢} \mathrm{E}$ | \＆6 | 62カI | 80ㄴ0T | \＆ | 627 | $86.8 \pm$ | II | \＆L\％ | 01．89I | 9 | \％\％ | $\dagger 8$ | LI | ${ }^{\text {zupn }}$－？$\square$ |
| $\checkmark$ | L982 | LC．EI | $9 \%$ | ग¢， 5 | 85＇\％0L | 6 | 987 | 84．09 | \＆L | 70¢ | 86．7．4 | 9 | ఒ\％ | ¢8 | LI |  |
| $\varepsilon$ | 970¢ | 91．2 | 9 | 292t | $68 \cdot 9$ | 4 | L92L | 9L：28 | 4 | L9LI | 70．89I | 9 | 0L\％ | 形 | GI | 0тpqupı\％ |
| $\dagger$ | ［987 | 98.9 | 9 | 0¢¢ $\downarrow$ | 69\％ | 8 | 902I | 99＊ 18 | 4 | 869I | ¢9．281 | 9 | 0LZ | 佰 | GI | ${ }^{6}$ pquplıV |
| $\varepsilon$ | 9ヵ09 | 97＊8 | 9 | 299ヵ | \＆2\％ | 8 | 2085 | \＆L＇tLI | 8 | 28LI | 9L： 24 L | 9 | 0LZ | 形 | GI | 8pquplf |
| $\varepsilon$ | 9867 | $77^{\circ} \mathrm{L}$ | G | 8797 | T2．9 | 6 | TもLI | 6I．8L | 8 | E\＆LI | Lz：991 | 9 | 0LZ | 形 | GI | 2pquplf |
| $\varepsilon$ | 0867 | 70．01 | 9 | てヵ¢ | L\％ 6 | 2 | 7691 | 6I•L6 | 2 | 289I | 79＊8才 | 9 | $01 \%$ | 何 | GL | 9จұutl\％ |
| $\varepsilon$ | L9It | 92．9 | 9 | 7628 | $69^{\circ} 9$ | 4 | L891 | $97 \cdot 72$ | 6 | 989［ | 02．881 | 9 | 01\％ | 师 | GI | 9pquplf |
| $\varepsilon$ | 9667 | TG．9 | 9 | 919才 | 42.8 | 8 | 994I | 98：92 | 6 | 992I | L゙・99I | 9 | 0L\％ | 形 | GI | ェpluplf |
| $\varepsilon$ | 6767 | 06.9 | 9 | 9197 | L0．6 | 4 | 692I | ¢¢06 | 4 | 792I | 89＊ 56 I | 9 | 0LZ | 形 | GI | \＆ıquplıV |
| $\dagger$ | ¢99才 | $67^{\circ} 0 \mathrm{~L}$ | 9 | \＆\＆\％t | 92.8 | LI | 629］ | 18．601 | 0I | 029I | 29．64I | 9 | 0LZ | 形 | GI |  |
| $\zeta$ | 7682 | TL．IL | $\checkmark$ | 7682 | $68^{\circ} 6$ | ¢ | 9898 | 98.99 | 9 | 9298 | 01． 77 L | 9 | 01\％ | 形 | ¢L | ェıqupı\％ |
| $\varepsilon$ | LLLI | $99^{\circ} 0$ | $\varepsilon$ | LLLI | $20^{\circ} 0$ | $\varepsilon$ | 998 | $60 \cdot 81$ | $\dagger$ | 998 | 9\％61 | 9 | 78I | 08 | ZI |  |
| $\checkmark$ | 629I | 69．0 | 7 | 6291 | 0ヵ＊ 0 | $\varepsilon$ | 088 | $00^{\circ} \cdot 9$ L | § | 978 | 62．7L | 9 | 781 | 08 | \％I | 6 วuว！？9V |
| $\checkmark$ | 9691 | Ec．0 | 7 | 9691 | Zc．0 | $\varepsilon$ | ¢88 | 72．6 | $\checkmark$ | 878 | 99.6 | 9 | 781 | 08 | \％I | 8 8วə！？9V |
| $\checkmark$ | 089I | 2ャ＊0 | 7 | 089I | 0¢ ${ }^{\circ}$ | $\checkmark$ | L88 | 9L｀$\%$ | $\checkmark$ | 278 | ［L． 6 | 9 | 7\＆L | $0 \varepsilon$ | ZI | Lวuวl？ 9 V |
| $\checkmark$ | 6891 | $85^{\circ} 0$ | $\checkmark$ | 6891 | $80^{\circ} 0$ | T | ¢88 | 01．6 | $\dagger$ | 788 | 98．07 | 9 | 781 | 08 | \％I | 9 9นว！？१V |
| $\varepsilon$ | 889I | 65＊0 | $\varepsilon$ | 889］ | $\angle 9^{\circ} 0$ | $\varepsilon$ | ¢¢8 | $2 \& 6$ | $\varepsilon$ | \＆\＆8 | $78 \cdot \varepsilon[$ | 9 | 78L | 08 | ZI | sวuว！？9V |
| $\checkmark$ | 8691 | 89．0 | 7 | 8691 | L90 | $\varepsilon$ | 978 | Lg． 9 I | $\varepsilon$ | ¢78 | 79881 | 9 | 7\＆L | 08 | ZI | ๖วนวl？ 9 V |
| $\checkmark$ | 289I | $80^{\circ} 0$ | $\checkmark$ | 289I | $\mathrm{CF}^{\circ} 0$ | $\varepsilon$ | L78 | $60 \cdot 9$ L | ¢ | 688 | $08^{\circ} \mathrm{\varepsilon}$ L | 9 | 7\＆L | 08 | \％I |  |
| $\checkmark$ | 8LLI | $29^{\circ} 0$ | $\checkmark$ | 8LLI | $85^{\circ} 0$ | $\varepsilon$ | 678 | ¢9．IL | $\varepsilon$ | 278 | $28 \cdot 91$ | 9 | 781 | 08 | \％I | zวนว！？9V |
| $\varepsilon$ | 8LLI | 82：0 | $\varepsilon$ | 8LLI | 02．0 | $\dagger$ | 298 | 88．01 | $\varepsilon$ | 998 | 66．81 | 9 | 78L | $0 ¢$ | 2I | Ідиว！？9V |
| Јə7I | ［0， | ［s］ 7 | Јə7I | ［0， | ［s］7 | Јə7I | ［0， | ［S］］ | $\stackrel{\text { Ј }}{ }$ | ［0， | ［s］$]$ | $\|H\|$ | ｜ $\mathrm{D} \mid$ | $\|V\|$ | $\|N\|$ | әuen |
| 乙 7so，рәч |  |  | I 7so，p pәч |  |  | dTI |  |  | d |  |  | səวue．sui |  |  |  |  |


| Instances |  |  |  |  | Path formulation |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | DP |  |  | ILP |  |  | Red Cost 1 |  |  | Red Cost 2 |  |  |
| Name | $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | $\mathrm{t}[\mathrm{S}]$ | Col | Iter | t[s] | Col | Iter | $\mathrm{t}[\mathrm{S}]$ | Col | Iter | $\mathrm{t}[\mathrm{S}]$ | Col | Iter |
| France $_{1}$ | 25 | 90 | 300 | 6 | $T L$ | - | - | 889.80 | 4982 | 12 | 1147.86 | 26093 | 39 | 373.18 | 55964 | 3 |
| France $_{2}$ | 25 | 90 | 300 | 6 | $T L$ | - | - | 847.38 | 7148 | 12 | 540.25 | 24985 | 20 | 272.30 | 47514 | 5 |
| $\mathrm{France}_{3}$ | 25 | 90 | 300 | 6 | $T L$ | - | - | 829.99 | 3788 | 11 | 855.73 | 18620 | 29 | 333.01 | 54355 | 3 |
| $\mathrm{France}_{4}$ | 25 | 90 | 300 | 6 | $T L$ | - | - | 536.18 | 10935 | 11 | 332.81 | 32844 | 11 | 241.07 | 50397 | 3 |
| France $_{5}$ | 25 | 90 | 300 | 6 | $T L$ | - | - | 640.83 | 7966 | 11 | 511.99 | 26597 | 19 | 251.89 | 47509 | 3 |
| France $_{6}$ | 25 | 90 | 300 | 6 | $T L$ | - | - | 712.33 | 5898 | 9 | 833.99 | 23612 | 29 | 326.58 | 55720 | 4 |
| $\mathrm{France}_{7}$ | 25 | 90 | 300 | 6 | $T L$ | - | - | 725.85 | 10988 | 12 | 335.39 | 35667 | 9 | 301.56 | 55379 | 3 |
| France $_{8}$ | 25 | 90 | 300 | 6 | 2369.32 | 10879 | 7 | 1034.70 | 11063 | 12 | 387.12 | 31016 | 7 | 345.98 | 46745 | 4 |
| France $_{9}$ | 25 | 90 | 300 | 6 | $T L$ | - | - | 727.19 | 11024 | 11 | 375.06 | 31561 | 9 | 299.81 | 50328 | 3 |
| France $_{10}$ | 25 | 90 | 300 | 6 | $T L$ | - | - | 548.89 | 3636 | 11 | 1359.19 | 18820 | 48 | 296.71 | 50403 | 3 |
| Geant $_{1}$ | 22 | 72 | 462 | 6 | $T L$ | - | - | 1052.82 | 6193 | 17 | 459.45 | 27045 | 19 | 382.87 | 50877 | 3 |
| Geant $_{2}$ | 22 | 72 | 462 | 6 | $T L$ | - | - | 431.23 | 5549 | 9 | 333.70 | 21532 | 12 | 298.15 | 48652 | 3 |
| Geant $_{3}$ | 22 | 72 | 462 | 6 | $T L$ | - | - | 493.94 | 5854 | 11 | 422.04 | 22223 | 17 | 290.98 | 47741 | 3 |
| Geant $_{4}$ | 22 | 72 | 462 | 6 | $T L$ | - | - | 1406.73 | 6019 | 12 | 441.42 | 22861 | 20 | 269.43 | 45164 | 4 |
| Geant ${ }_{5}$ | 22 | 72 | 462 | 6 | $T L$ | - | - | 612.38 | 5843 | 12 | 443.91 | 24515 | 19 | 303.14 | 49197 | 3 |
| Geant $_{6}$ | 22 | 72 | 462 | 6 | $T L$ | - | - | 768.70 | 6121 | 11 | 417.78 | 23754 | 17 | 271.81 | 45707 | 4 |
| Geant $_{7}$ | 22 | 72 | 462 | 6 | $T L$ | - | - | 733.68 | 6130 | 13 | 363.20 | 24899 | 14 | 283.34 | 49418 | 3 |
| Geant ${ }_{8}$ | 22 | 72 | 462 | 6 | $T L$ | - | - | 635.99 | 5831 | 10 | 377.73 | 23250 | 14 | 293.47 | 51436 | 3 |
| Geant ${ }_{9}$ | 22 | 72 | 462 | 6 | $T L$ | - | - | 844.38 | 5768 | 11 | 473.46 | 23537 | 23 | 270.50 | 46695 | 4 |
| Geant $_{10}$ | 22 | 72 | 462 | 6 | $T L$ | - | - | 622.04 | 5931 | 12 | 450.92 | 23985 | 18 | 286.78 | 50382 | 3 |
| Newyor $k_{1}$ | 16 | 98 | 240 | 6 | $T L$ | - | - | 1019.83 | 3634 | 19 | $T L$ | - | - | 823.65 | 114459 | 3 |
| Newyork ${ }_{2}$ | 16 | 98 | 240 | 6 | $T L$ | - | - | $\mathbf{5 9 4 . 4 5}$ | 3177 | 16 | $T L$ | - | - | 616.65 | 107859 | 3 |
| Newyork ${ }_{3}$ | 16 | 98 | 240 | 6 | $T L$ | - | - | 864.99 | 3611 | 14 | $T L$ | - | - | 649.80 | 108805 | 3 |
| Newyork ${ }_{4}$ | 16 | 98 | 240 | 6 | $T L$ | - | - | 592.07 | 3216 | 11 | $T L$ | - | - | 635.65 | 109429 | 3 |
| Newyork ${ }_{5}$ | 16 | 98 | 240 | 6 | $T L$ | - | - | 939.13 | 3567 | 18 | $T L$ | - | - | 756.04 | 115911 | 3 |
| Newyork ${ }_{6}$ | 16 | 98 | 240 | 6 | $T L$ | - | - | 493.44 | 3308 | 13 | 2077.54 | 18748 | 34 | 634.24 | 106288 | 3 |
| Newyork $_{7}$ | 16 | 98 | 240 | 6 | $T L$ | - | - | 460.70 | 3224 | 13 | 2027.64 | 22764 | 35 | 691.47 | 113000 | 3 |
| Newyork ${ }_{8}$ | 16 | 98 | 240 | 6 | $T L$ | - | - | 1117.41 | 3342 | 14 | 1975.46 | 21250 | 31 | 675.41 | 114708 | 3 |
| Newyork ${ }_{9}$ | 16 | 98 | 240 | 6 | $T L$ | - | - | 583.97 | 3128 | 14 | $T L$ | - | - | 716.51 | 121537 | 3 |
| Newyork $k_{10}$ | 16 | 98 | 240 | 6 | $T L$ | - | - | 918.98 | 3442 | 19 | 2657.83 | 26290 | 48 | 604.96 | 112781 | 3 |

Table 4.6: Results for SNDlib instances with Path formulation in which different pricing problems are tested.


| $\varepsilon$ | ๖¢\＆\％ | 99＊${ }^{\text {I }}$ | 1 | $077 \%$ | $88^{\circ}$ I | 2 | L76 | 28.97 | 2 | 976 | 09.68 | 9 | L6 | てT | ¢I | ${ }^{0}$ Isn－ 2290 N |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon$ | 091\％ | 96． | $\pm$ | $0 \pm 0$ ¢ | $80 \%$ | 9 | 168 | 70．28 | 9 | 968 | $09 \cdot 89$ | 9 | L6 | てT | 顽 | ${ }^{6} s n-p \partial q o^{\prime}$ |
| $\varepsilon$ | ¢8才て | 69．z | I | $078 \%$ | 72． 7 | 8 | 796 | 68．7\％ | 4 | 896 | Lヵ． 98 | 9 | I6 | 7T |  | $8 s n-12 q O^{\prime}$ |
| $\varepsilon$ | そ0もて | 90．7 | I | 2976 | $61^{\circ} \mathrm{\%}$ | 8 | 676 | 8677 | 8 | L¢6 | 96.96 | 9 | L6 | てT | 顽 | $2 s n-p a q o n$ |
| $\varepsilon$ | 68才て | L0．9 | 9 | ¢67\％ | 99＊$\dagger$ | 8 | 900L | 80＇L9 | 8 | 786 | 79．70I | 9 | L6 | てT | 仕 | ${ }^{9} s n-l \partial q O^{\prime}$ |
| $\varepsilon$ | LL7\％ | $92 \cdot 1$ | 9 | ¢\％Iを | $27^{\circ} \mathrm{Z}$ | 6 | $8 \pm 6$ | 88．29 | 2 | $7 \pm 6$ | LZ＊06 | 9 | L6 | $7 \pi$ |  | $9_{s} n-1 \partial q o^{\prime}$ |
| ¢ | 296I | $27 \cdot 7$ | I | L¢8I | $97^{\prime}$ | 2 | L88 | $27^{\circ} 87$ | 8 | 978 | \＆L．96 | 9 | I6 | 7\％ |  | $\pm s n-p a q o^{\prime}$ |
| $\varepsilon$ | ъ78\％ | 28． | $\varepsilon$ | 92L\％ | L8．${ }^{\text {\％}}$ | 9 | 676 | 92゙も\％ | 9 | ¢76 | 0209 | 9 | L6 | 77 | TI | $\varepsilon_{s n}-12 q o^{\prime}$ |
| $\varepsilon$ | $988 \%$ | 82：\％ | T | くすて\％ | 形 ${ }^{\circ}$ | 2 | 086 | 6729 | 2 | 786 | 7\％．901 | 9 | L6 | $7 \pi$ | 刓 | $z_{s n}-1 \partial q o^{\prime}$ |
| \＆ | \＆L0Z | 9 ${ }^{\text {¢ }}$［ | $\varepsilon$ | 8961 | 02． | 9 | 8L6 | 61．67 | 4 | L 76 |  | 9 | L6 | 7T |  |  |
| $\varepsilon$ | L909 | 66．0I | 8 | て， 27 | $9 \square^{\circ} 9 \mathrm{~L}$ | 0I | 808L | ¢¢ $\underbrace{\circ} \mathrm{OL}$ | 6 | LZ\＆L | 99｀00 | 9 | LZL | \％9 | LI |  |
| $\varepsilon$ | 9709 | 7\％ 8 | 玒 | 9267 | $97^{\prime}$ IZ | 8 | 8981 | LL：LLI | 8 | 97¢ | $90 \cdot 67 \mathrm{~L}$ | 9 | LZI | \％9 | LI |  |
| $\varepsilon$ | 0089 | 6I．01 | 4 | 2688 | 60 \％ | 8 | 667T | 60．72 | 8 | 6875 | 09•88I | 9 | LZI | \％9 | LI | $8 . \downarrow \partial 6-12 ¢ 0 \sim N$ |
| $\varepsilon$ | 7809 | LG．tI |  | ¢897 | ces ez | 8 | 88EL | 70＇86 | 8 | 878L | 97．$\dagger 9$ L | 9 | LZL | 69 | LI |  |
| I | 6089 | LLEI | \＆I | $688 \pm$ | 0ヵ． 0 \％ | 0I | 80才I | \＆7\％69 | 6 | 00ヵI | 8¢ 76 L | 9 | LZI | \％9 | LI |  |
| \＆ | D729 | 98．01 | LI | ¢ってワ | 96.61 | LI | DLEL | カİLてL | 6 | 0才\＆L | L0．98\％ | 9 | LZI | 69 | LI |  |
| $\varepsilon$ | 8709 | 89．8 | 6 | T\＆28 | T9．9 | 4 | 097L |  | 4 | ¢97I | 88：7ヶL | 9 | LZI | 69 | 2I |  |
| $\varepsilon$ | 8849 | 78．8 | \＆I | $698 \pm$ | 80．81 | 8 | モ87L | 61．02 | 4 | L87I | L9．18L | 9 | LZI | \％9 | LI |  |
| $\varepsilon$ | 9029 |  | LI | 671ヵ | 08．81 | 8 | ๖て¢L | 88． 501 | 6 | 6781 | 92：87\％ | 9 | LZI | 69 | LI |  |
| \＆ | 0069 | 81．01 | 8 | 8607 | 6L．75 | 0I | z0¢L | L下＊ 26 | LI | 078L | もT－¢もて | 9 | LZL | 79 | LI |  |
| $\varepsilon$ | 6 ¢ワて6 | ¢¢． 189 | IE | LLLIE | 90＊Lも6I | †I | \＆て¢9 | $09.27 \angle$ | － | － | TL | 9 | 8LE | 78 | 87 | ${ }^{0}$ пna－paqo N |
| \＆ | L9988 | 60．789 | － | － | TL | 0I | 9868 | 07•789 | － | － | TL | 9 | 828 | 78 | 87 | ${ }^{6} n \partial-12 q{ }^{\text {n }}$ N |
| $\varepsilon$ | \＆zL78 | Li＊ 269 | － | － | TL | 历I | 08Lヵ | 09．69L | － | － | TL | 9 | 8L8 | 78 | 87 | ${ }^{8}$ nə－laqo $N$ |
| $\varepsilon$ | 97ヶて0！ | 78．184 | 7¢ | 18897 | 81｀9z8z | II | 097\％ | 8L．689 | － | － | TL | 9 | 8L8 | 78 | 87 | $2 n \partial-l a q o n$ |
| $\varepsilon$ | 68476 | 8L：9IL | － | － | TL | 7I | 867ヶ | 07＇969 | － | － | TL | 9 | 8L\＆ | 78 | 87 | ${ }^{9}$ na－laqon |
| $\varepsilon$ | 92986 | 66．096 | － | － | TL | 0I | 9688 | 62．819 | － | － | TL | 9 | 828 | 78 | 87 | ${ }^{\text {¢ }}$ na－laqo $N$ |
| T | \＆IL62 | 9I．9历ム |  | 86¢97 | L6．967L | 焐 | 998LI | ¢9．8¢ | － | － | TL | 9 | 8L8 | 78 | 87 | ゅnə－laqon |
| $\varepsilon$ | †0800］ | ¢9．808 | 67 | ¢ZL8\％ | 98．7L6I | LI | LZ才¢ | 68.819 | － | － | TL | 9 | 8L\＆ | 78 | 87 | \＆na－laqon |
| ¢ | EG760T | 90．$\downarrow$ ¢ 6 | － | － | TL | 6I | 099t | 06．788 | － | － | TL | 9 | 828 | 78 | 87 |  |
| $\varepsilon$ | 88LT0T | 79．786 | － | － | TL | ZI | 0987 | 62．284 | － | － | TL | 9 | 848 | 78 | 87 |  |
| Јə7I | $\mathrm{I}^{\circ} \mathrm{O}$ | ［s］ 7 | Јə7I | ［0， | ［s］ 7 | Јə7I |  |  | ЈəҰI | ［0， | ［s］7 | $\|H\|$ | ｜D｜ | $\|V\|$ | $\|N\|$ | әше N |
| 乙 7so，p pey |  |  | 1 7so，pry |  |  | dTI |  |  | d |  |  | səวue7suI |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |


| Instances |  |  |  |  | Path formulation |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | DP |  |  | ILP |  |  | Red Cost 1 |  |  | Red Cost 2 |  |  |
| Name | $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | t[s] | Col | Iter | t[s] | Col | Iter | t[s] | Col | Iter | t[s] | Col | Iter |
| $P d h_{1}$ | 11 | 68 | 24 | 6 | 25.89 | 82 | 9 | 5.73 | 85 | 11 | 6.49 | 349 | 11 | 1.69 | 1776 | 2 |
| $P d h_{2}$ | 11 | 68 | 24 | 6 | 93.98 | 131 | 9 | 25.34 | 138 | 9 | 26.47 | 745 | 10 | 8.28 | 6460 | 2 |
| $P d h_{3}$ | 11 | 68 | 24 | 6 | 38.86 | 109 | 6 | 35.40 | 102 | 2 | 12.03 | 404 | 8 | 4.58 | 4323 | 2 |
| $P d h_{4}$ | 11 | 68 | 24 | 6 | 92.85 | 137 | 11 | 17.03 | 140 | 10 | 26.51 | 636 | 12 | 5.63 | 5061 | 2 |
| $P d h_{5}$ | 11 | 68 | 24 | 6 | 106.26 | 151 | 13 | 48.28 | 158 | 12 | 84.31 | 1032 | 39 | 6.62 | 5751 | 3 |
| $P d h_{6}$ | 11 | 68 | 24 | 6 | 110.15 | 174 | 10 | 83.32 | 175 | 10 | 30.69 | 717 | 10 | 12.18 | 7378 | 2 |
| $P d h_{7}$ | 11 | 68 | 24 | 6 | 55.12 | 159 | 9 | 62.81 | 161 | 7 | 20.22 | 538 | 10 | 6.20 | 5719 | 2 |
| $P d h_{8}$ | 11 | 68 | 24 | 6 | 29.98 | 91 | 7 | 8.82 | 90 | 6 | 16.72 | 365 | 10 | 5.57 | 2867 | 2 |
| $P d h_{9}$ | 11 | 68 | 24 | 6 | 21.06 | 120 | 7 | 5.07 | 120 | 6 | 10.56 | 409 | 7 | 4.27 | 3182 | 2 |
| $P d h_{10}$ | 11 | 68 | 24 | 6 | 14.01 | 99 | 5 | 25.20 | 101 | 7 | 6.52 | 304 | 5 | 2.77 | 3241 | 2 |
| Polska ${ }_{1}$ | 12 | 36 | 66 | 6 | 33.53 | 650 | 6 | 18.48 | 658 | 6 | 1.74 | 1543 | 4 | 1.55 | 1619 | 3 |
| Polska ${ }_{2}$ | 12 | 36 | 66 | 6 | 25.52 | 663 | 6 | 14.45 | 662 | 5 | 1.56 | 1492 | 4 | 1.40 | 1523 | 3 |
| Polska 3 | 12 | 36 | 66 | 6 | 42.04 | 647 | 7 | 22.49 | 649 | 7 | 1.99 | 1430 | 4 | 2.01 | 1468 | 3 |
| Polska 4 | 12 | 36 | 66 | 6 | 22.38 | 660 | 6 | 13.82 | 658 | 6 | 1.39 | 1428 | 4 | 1.60 | 1477 | 4 |
| Polska 5 | 12 | 36 | 66 | 6 | 26.42 | 659 | 7 | 16.18 | 658 | 7 | 1.52 | 1521 | 4 | 1.37 | 1593 | 3 |
| Polska 6 | 12 | 36 | 66 | 6 | 23.77 | 705 | 6 | 18.15 | 707 | 6 | 1.65 | 1629 | 4 | 1.58 | 1704 | 3 |
| $\mathrm{Polska}_{7}$ | 12 | 36 | 66 | 6 | 26.08 | 850 | 6 | 19.76 | 841 | 6 | 1.01 | 1754 | 4 | 0.97 | 1755 | 3 |
| Polska 8 | 12 | 36 | 66 | 6 | 24.96 | 678 | 6 | 16.60 | 679 | 6 | 1.75 | 1523 | 4 | 1.73 | 1596 | 4 |
| Polska $_{9}$ | 12 | 36 | 66 | 6 | 26.25 | 677 | 7 | 19.42 | 687 | 8 | 1.40 | 1487 | 4 | 1.38 | 1535 | 3 |
| Polska ${ }_{10}$ | 12 | 36 | 66 | 6 | 23.23 | 670 | 6 | 17.54 | 681 | 8 | 2.16 | 1522 | 4 | 2.09 | 1612 | 3 |
| Ta1 ${ }_{1}$ | 24 | 102 | 396 | 6 | TL | - | - | 1154.51 | 4794 | 11 | 512.34 | 20132 | 17 | 302.03 | 42939 | 3 |
| $T a 1_{2}$ | 24 | 102 | 396 | 6 | $T L$ | - | - | 1117.87 | 4854 | 9 | 392.57 | 19963 | 12 | 298.02 | 45994 | 3 |
| Ta13 | 24 | 102 | 396 | 6 | TL | - | - | 774.66 | 4918 | 9 | 365.99 | 20583 | 12 | 273.87 | 46165 | 3 |
| Ta14 | 24 | 102 | 396 | 6 | $T L$ | - | - | 847.80 | 4750 | 9 | 314.43 | 16992 | 10 | 260.81 | 42083 | 3 |
| $T a 1_{5}$ | 24 | 102 | 396 | 6 | $T L$ | - | - | 697.67 | 5020 | 9 | 343.77 | 20050 | 11 | 280.87 | 47909 | 3 |
| Ta1 ${ }_{6}$ | 24 | 102 | 396 | 6 | $T L$ | - | - | 1011.52 | 5127 | 12 | 397.10 | 20873 | 14 | 325.57 | 47528 | 3 |
| Ta17 | 24 | 102 | 396 | 6 | TL | - | - | 979.64 | 4969 | 11 | 610.35 | 21820 | 26 | 266.30 | 44334 | 3 |
| Ta18 | 24 | 102 | 396 | 6 | $T L$ | - | - | 1406.75 | 5173 | 16 | 401.71 | 19924 | 14 | 281.88 | 43662 | 4 |
| Ta19 | 24 | 102 | 396 | 6 | $T L$ | - | - | 1067.35 | 5155 | 11 | 523.65 | 20325 | 20 | 293.95 | 46275 | 4 |
| Ta1 ${ }_{10}$ | 24 | 102 | 396 | 6 | $T L$ | - | - | 1534.39 | 5260 | 14 | 460.19 | 22210 | 19 | 269.40 | 44598 | 3 |

Table 4.8: Results for SNDlib instances with Path formulation in which different pricing problems are tested.

| Instances |  |  |  |  | PF |  |  | DW |  |  | C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Name | $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | t[s] | Col | Iter | t[s] | Col | Iter | t[s] |
| Abilene $_{1}$ | 12 | 30 | 132 | 6 | 0.78 | 1718 | 3 | 133.49 | 330 | 8 | 2.40 |
| Abilene $_{2}$ | 12 | 30 | 132 | 6 | 0.57 | 1718 | 2 | 55.75 | 282 | 6 | 2.34 |
| Abilene $_{3}$ | 12 | 30 | 132 | 6 | 0.48 | 1687 | 2 | 51.87 | 218 | 5 | 2.16 |
| Abilene $_{4}$ | 12 | 30 | 132 | 6 | 0.58 | 1698 | 2 | 61.98 | 334 | 7 | 2.82 |
| Abilene $_{5}$ | 12 | 30 | 132 | 6 | 0.49 | 1683 | 3 | 72.64 | 214 | 5 | 2.33 |
| Abilene $_{6}$ | 12 | 30 | 132 | 6 | 0.48 | 1689 | 2 | 52.01 | 232 | 6 | 1.24 |
| Abilene $_{7}$ | 12 | 30 | 132 | 6 | 0.42 | 1680 | 2 | 57.97 | 220 | 7 | 1.14 |
| Abilene $_{8}$ | 12 | 30 | 132 | 6 | 0.53 | 1695 | 2 | 61.45 | 437 | 7 | 1.24 |
| Abilene9 | 12 | 30 | 132 | 6 | 0.52 | 1679 | 2 | 57.34 | 308 | 5 | 1.20 |
| Abilene $_{10}$ | 12 | 30 | 132 | 6 | 0.65 | 1717 | 3 | 43.41 | 240 | 6 | 1.94 |
| Atlanta ${ }_{1}$ | 15 | 44 | 210 | 6 | 11.74 | 7392 | 2 | 503.66 | 501 | 8 | 6.95 |
| Atlanta $_{2}$ | 15 | 44 | 210 | 6 | 10.49 | 4563 | 4 | 172.56 | 505 | 5 | 4.48 |
| Atlanta $_{3}$ | 15 | 44 | 210 | 6 | 6.90 | 4929 | 3 | 302.41 | 206 | 6 | 2.91 |
| Atlanta $_{4}$ | 15 | 44 | 210 | 6 | 6.54 | 4996 | 3 | 281.46 | 207 | 6 | 3.40 |
| Atlanta 5 | 15 | 44 | 210 | 6 | 5.75 | 4151 | 3 | 330.98 | 417 | 8 | 2.90 |
| Atlanta 6 | 15 | 44 | 210 | 6 | 10.02 | 4930 | 3 | 194.32 | 358 | 7 | 3.23 |
| Atlanta $_{7}$ | 15 | 44 | 210 | 6 | 7.42 | 4985 | 3 | 197.63 | 208 | 6 | 2.68 |
| Atlanta 8 | 15 | 44 | 210 | 6 | 8.46 | 5046 | 3 | 502.80 | 341 | 8 | 3.22 |
| Atlanta $_{9}$ | 15 | 44 | 210 | 6 | 5.85 | 4851 | 4 | 316.95 | 446 | 10 | 3.15 |
| Atlanta $_{10}$ | 15 | 44 | 210 | 6 | 7.16 | 5046 | 3 | 358.66 | 370 | 12 | 2.63 |
| Di- yuan ${ }_{1}$ | 11 | 84 | 22 | 6 | 13.51 | 7361 | 2 | 228.98 | 117 | 10 | 0.85 |
| Di- yuan ${ }_{2}$ | 11 | 84 | 22 | 6 | 13.42 | 8227 | 2 | 281.78 | 136 | 16 | 0.45 |
| Di- yuan ${ }_{3}$ | 11 | 84 | 22 | 6 | 27.97 | 14277 | 2 | 384.60 | 135 | 11 | 0.81 |
| Di- yuan ${ }_{4}$ | 11 | 84 | 22 | 6 | 22.35 | 13831 | 2 | 408.55 | 99 | 10 | 0.38 |
| Di- yuan $_{5}$ | 11 | 84 | 22 | 6 | 22.14 | 13549 | 2 | 216.27 | 103 | 9 | 0.46 |
| Di- yuan $_{6}$ | 11 | 84 | 22 | 6 | 16.21 | 10228 | 3 | 355.63 | 143 | 15 | 0.50 |
| Di- yuan ${ }_{7}$ | 11 | 84 | 22 | 6 | 19.95 | 13053 | 2 | 237.66 | 114 | 10 | 0.42 |
| Di- yuan $_{8}$ | 11 | 84 | 22 | 6 | 16.37 | 12235 | 2 | 167.02 | 86 | 9 | 0.70 |
| Di- yuan ${ }_{9}$ | 11 | 84 | 22 | 6 | 34.84 | 17608 | 2 | 567.53 | 110 | 10 | 0.84 |
| Di- yuan $_{10}$ | 11 | 84 | 22 | 6 | 20.52 | 13190 | 2 | 151.02 | 101 | 8 | 0.42 |
| France $_{1}$ | 25 | 90 | 300 | 6 | 373.18 | 55964 | 3 | TL | - | - | 19.65 |
| France $_{2}$ | 25 | 90 | 300 | 6 | 272.30 | 47514 | 5 | TL | - | - | 30.85 |
| $\mathrm{France}_{3}$ | 25 | 90 | 300 | 6 | 333.01 | 54355 | 3 | 3586.68 | 500 | 6 | 11.13 |
| $\mathrm{France}_{4}$ | 25 | 90 | 300 | 6 | 241.07 | 50397 | 3 | TL | - | - | 24.07 |
| France $_{5}$ | 25 | 90 | 300 | 6 | 251.89 | 47509 | 3 | TL | - | - | 19.36 |
| France $_{6}$ | 25 | 90 | 300 | 6 | 326.58 | 55720 | 4 | 3157.17 | 451 | 7 | 12.77 |
| $\mathrm{France}_{7}$ | 25 | 90 | 300 | 6 | 301.56 | 55379 | 3 | TL | - | - | 18.51 |
| France $_{8}$ | 25 | 90 | 300 | 6 | 345.98 | 46745 | 4 | TL | - | - | 23.15 |
| France $_{9}$ | 25 | 90 | 300 | 6 | 299.81 | 50328 | 3 | TL | - | - | 25.30 |
| France $_{10}$ | 25 | 90 | 300 | 6 | 296.71 | 50403 | 3 | 2700.80 | 409 | 5 | 10.55 |

Table 4.9: Results for SNDlib instances with relaxed Path formulation, relaxed DantzigWolfe formulation and Relaxed Compact formulation.

| Instances |  |  |  |  | PF |  |  | DW |  |  | C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Name | $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | t[s] | Col | Iter | t[s] | Col | Iter | t[s] |
| Geant $_{1}$ | 22 | 72 | 462 | 6 | 382.87 | 50877 | 3 | 1510.34 | 414 | 4 | 12.95 |
| Geant $_{2}$ | 22 | 72 | 462 | 6 | 298.15 | 48652 | 3 | $T L$ | - | - | 11.55 |
| Geant $_{3}$ | 22 | 72 | 462 | 6 | 290.98 | 47741 | 3 | 1310.94 | 430 | 3 | 11.69 |
| Geant $_{4}$ | 22 | 72 | 462 | 6 | 269.43 | 45164 | 4 | 1848.17 | 1306 | 7 | 16.15 |
| Geant $_{5}$ | 22 | 72 | 462 | 6 | 303.14 | 49197 | 3 | 2429.54 | 864 | 5 | 11.35 |
| Geant $_{6}$ | 22 | 72 | 462 | 6 | 271.81 | 45707 | 4 | 2346.37 | 784 | 5 | 13.15 |
| Geant $_{7}$ | 22 | 72 | 462 | 6 | 283.34 | 49418 | 3 | TL | - | - | 12.06 |
| Geant ${ }_{8}$ | 22 | 72 | 462 | 6 | 293.47 | 51436 | 3 | 2779.17 | 436 | 5 | 11.75 |
| Geant $_{9}$ | 22 | 72 | 462 | 6 | 270.50 | 46695 | 4 | 1838.10 | 704 | 6 | 10.59 |
| Geant $_{10}$ | 22 | 72 | 462 | 6 | 286.78 | 50382 | 3 | 2312.52 | 423 | 4 | 11.66 |
| Newyork ${ }_{1}$ | 16 | 98 | 240 | 6 | 823.65 | 114459 | 3 | TL | - | - | 9.29 |
| Newyork ${ }_{2}$ | 16 | 98 | 240 | 6 | 616.65 | 107859 | 3 | $T L$ | - | - | 8.97 |
| Newyork ${ }_{3}$ | 16 | 98 | 240 | 6 | 649.80 | 108805 | 3 | $T L$ | - | - | 9.89 |
| Newyork $_{4}$ | 16 | 98 | 240 | 6 | 635.65 | 109429 | 3 | $T L$ | - | - | 6.41 |
| Newyork ${ }_{5}$ | 16 | 98 | 240 | 6 | 756.04 | 115911 | 3 | TL | - | - | 7.03 |
| Newyork ${ }_{6}$ | 16 | 98 | 240 | 6 | 634.24 | 106288 | 3 | $T L$ | - | - | 8.94 |
| Newyork $_{7}$ | 16 | 98 | 240 | 6 | 691.47 | 113000 | 3 | $T L$ | - | - | 6.84 |
| Newyork ${ }_{8}$ | 16 | 98 | 240 | 6 | 675.41 | 114708 | 3 | $T L$ | - | - | 11.29 |
| Newyork ${ }_{9}$ | 16 | 98 | 240 | 6 | 716.51 | 121537 | 3 | $T L$ | - | - | 7.01 |
| Newyork ${ }_{10}$ | 16 | 98 | 240 | 6 | 604.96 | 112781 | 3 | $T L$ | - | - | 6.96 |
| Nobel - eu | 28 | 82 | 378 | 6 | 982.64 | 104788 | 3 | TL | - | - | 14.33 |
| Nobel - eu ${ }_{2}$ | 28 | 82 | 378 | 6 | 947.06 | 109253 | 4 | $T L$ | - | - | 17.76 |
| Nobel - eu | 28 | 82 | 378 | 6 | 803.63 | 100804 | 3 | $T L$ | - | - | 12.60 |
| Nobel - eu | 28 | 82 | 378 | 6 | 746.16 | 79113 | 4 | $T L$ | - | - | 15.93 |
| Nobel - eu ${ }_{5}$ | 28 | 82 | 378 | 6 | 950.99 | 98675 | 3 | $T L$ | - | - | 14.18 |
| Nobel - eu ${ }_{6}$ | 28 | 82 | 378 | 6 | 716.78 | 92789 | 3 | $T L$ | - | - | 11.92 |
| Nobel - eu7 | 28 | 82 | 378 | 6 | 781.82 | 102426 | 3 | TL | - | - | 11.06 |
| Nobel - eu8 | 28 | 82 | 378 | 6 | 597.47 | 84123 | 3 | $T L$ | - | - | 11.46 |
| Nobel - eu ${ }_{9}$ | 28 | 82 | 378 | 6 | 582.09 | 88657 | 3 | $T L$ | - | - | 10.18 |
| Nobel - eu ${ }_{10}$ | 28 | 82 | 378 | 6 | 681.54 | 92449 | 3 | TL | - | - | 16.89 |
| Nobel - ger ${ }_{1}$ | 17 | 52 | 121 | 6 | 10.18 | 5900 | 3 | 443.90 | 602 | 8 | 2.73 |
| Nobel - ger ${ }_{2}$ | 17 | 52 | 121 | 6 | 12.50 | 5705 | 3 | 749.74 | 650 | 11 | 2.07 |
| Nobel - ger $_{3}$ | 17 | 52 | 121 | 6 | 8.82 | 5783 | 3 | 312.16 | 904 | 8 | 3.23 |
| Nobel - ger ${ }_{4}$ | 17 | 52 | 121 | 6 | 8.58 | 5028 | 3 | 642.54 | 775 | 8 | 1.92 |
| Nobel - ger ${ }_{5}$ | 17 | 52 | 121 | 6 | 10.36 | 5724 | 3 | 492.78 | 517 | 9 | 2.13 |
| Nobel - $\mathrm{ger}_{6}$ | 17 | 52 | 121 | 6 | 13.77 | 5809 | 4 | 605.83 | 1039 | 10 | 2.26 |
| Nobel - $\mathrm{ger}_{7}$ | 17 | 52 | 121 | 6 | 11.51 | 6032 | 3 | 416.67 | 428 | 7 | 2.39 |
| Nobel - ger ${ }_{8}$ | 17 | 52 | 121 | 6 | 10.19 | 5300 | 3 | 662.80 | 635 | 7 | 1.81 |
| Nobel - ger ${ }_{9}$ | 17 | 52 | 121 | 6 | 8.42 | 6026 | 3 | 727.86 | 667 | 11 | 1.64 |
| Nobel - ger ${ }_{10}$ | 17 | 52 | 121 | 6 | 10.99 | 6051 | 3 | 703.07 | 226 | 11 | 3.60 |

Table 4.10: Results for SNDlib instances with relaxed Path formulation, relaxed Dantzig-Wolfe formulation and Relaxed Compact formulation.

| Instances |  |  |  |  | PF |  |  | DW |  |  | C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Name | $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | t[s] | Col | Iter | t[s] | Col | Iter | t[s] |
| Nobel - us ${ }_{1}$ | 14 | 42 | 91 | 6 | 1.76 | 2013 | 3 | 264.27 | 325 | 12 | 1.27 |
| Nobel-us 2 | 14 | 42 | 91 | 6 | 2.73 | 2385 | 3 | 243.46 | 293 | 11 | 2.14 |
| Nobel - us 3 | 14 | 42 | 91 | 6 | 1.87 | 2322 | 3 | 82.76 | 291 | 7 | 1.31 |
| Nobel - us 4 | 14 | 42 | 91 | 6 | 2.27 | 1967 | 4 | 112.86 | 307 | 7 | 1.56 |
| Nobel-us | 14 | 42 | 91 | 6 | 1.75 | 2271 | 3 | 212.29 | 270 | 8 | 1.33 |
| Nobel - us 6 | 14 | 42 | 91 | 6 | 5.01 | 2482 | 3 | 207.01 | 354 | 9 | 1.66 |
| Nobel - $u s_{7}$ | 14 | 42 | 91 | 6 | 2.06 | 2402 | 3 | 121.12 | 195 | 6 | 1.40 |
| Nobel-us8 | 14 | 42 | 91 | 6 | 2.59 | 2483 | 3 | 233.45 | 239 | 10 | 1.10 |
| Nobel - us9 | 14 | 42 | 91 | 6 | 1.96 | 2160 | 3 | 92.59 | 273 | 6 | 1.27 |
| Nobel - $u s_{10}$ | 14 | 42 | 91 | 6 | 1.66 | 2324 | 3 | 192.17 | 234 | 9 | 1.99 |
| $P d h_{1}$ | 11 | 68 | 24 | 6 | 1.69 | 1776 | 2 | 14.57 | 17 | 4 | 0.56 |
| $P d h_{2}$ | 11 | 68 | 24 | 6 | 8.28 | 6460 | 2 | 117.73 | 31 | 8 | 0.69 |
| $P d h_{3}$ | 11 | 68 | 24 | 6 | 4.58 | 4323 | 2 | 38.35 | 32 | 6 | 0.33 |
| $P d h_{4}$ | 11 | 68 | 24 | 6 | 5.63 | 5061 | 2 | 13.65 | 33 | 4 | 0.63 |
| $P d h_{5}$ | 11 | 68 | 24 | 6 | 6.62 | 5751 | 3 | 55.70 | 30 | 3 | 0.45 |
| $P d h_{6}$ | 11 | 68 | 24 | 6 | 12.18 | 7378 | 2 | 117.01 | 50 | 9 | 0.33 |
| $P d h_{7}$ | 11 | 68 | 24 | 6 | 6.20 | 5719 | 2 | 124.73 | 46 | 10 | 0.58 |
| $P d h_{8}$ | 11 | 68 | 24 | 6 | 5.57 | 2867 | 2 | 15.36 | 27 | 5 | 0.59 |
| $P d h_{9}$ | 11 | 68 | 24 | 6 | 4.27 | 3182 | 2 | 34.53 | 25 | 6 | 0.50 |
| $P d h_{10}$ | 11 | 68 | 24 | 6 | 2.77 | 3241 | 2 | 61.58 | 23 | 5 | 0.58 |
| Polska ${ }_{1}$ | 12 | 36 | 66 | 6 | 1.55 | 1619 | 3 | 145.62 | 327 | 12 | 1.17 |
| Polska ${ }_{2}$ | 12 | 36 | 66 | 6 | 1.40 | 1523 | 3 | 68.35 | 197 | 6 | 1.02 |
| Polska $_{3}$ | 12 | 36 | 66 | 6 | 2.01 | 1468 | 3 | 67.62 | 215 | 8 | 1.68 |
| $\mathrm{Polska}_{4}$ | 12 | 36 | 66 | 6 | 1.60 | 1477 | 4 | 95.25 | 252 | 9 | 1.58 |
| Polska ${ }_{5}$ | 12 | 36 | 66 | 6 | 1.37 | 1593 | 3 | 102.52 | 202 | 8 | 0.82 |
| Polska ${ }_{6}$ | 12 | 36 | 66 | 6 | 1.58 | 1704 | 3 | 234.06 | 414 | 15 | 0.92 |
| $\mathrm{Polska}_{7}$ | 12 | 36 | 66 | 6 | 0.97 | 1755 | 3 | 118.58 | 249 | 9 | 1.05 |
| Polska ${ }_{8}$ | 12 | 36 | 66 | 6 | 1.73 | 1596 | 4 | 96.66 | 357 | 13 | 1.64 |
| Polska $_{9}$ | 12 | 36 | 66 | 6 | 1.38 | 1535 | 3 | 63.90 | 234 | 9 | 0.74 |
| Polska ${ }_{10}$ | 12 | 36 | 66 | 6 | 2.09 | 1612 | 3 | 74.21 | 244 | 7 | 0.96 |
| Ta1 ${ }_{1}$ | 24 | 102 | 396 | 6 | 302.03 | 42939 | 3 | 885.94 | 710 | 6 | 16.29 |
| $T a 1_{2}$ | 24 | 102 | 396 | 6 | 298.02 | 45994 | 3 | 1907.67 | 714 | 6 | 11.84 |
| $T a 1_{3}$ | 24 | 102 | 396 | 6 | 273.87 | 46165 | 3 | 1852.12 | 973 | 6 | 13.21 |
| $T a 1_{4}$ | 24 | 102 | 396 | 6 | 260.81 | 42083 | 3 | 1476.28 | 712 | 5 | 13.71 |
| $T a 1_{5}$ | 24 | 102 | 396 | 6 | 280.87 | 47909 | 3 | 1324.80 | 723 | 5 | 13.69 |
| Ta16 | 24 | 102 | 396 | 6 | 325.57 | 47528 | 3 | 2062.59 | 730 | 5 | 13.55 |
| $T a 1_{7}$ | 24 | 102 | 396 | 6 | 266.30 | 44334 | 3 | 2615.23 | 883 | 7 | 12.80 |
| Ta18 | 24 | 102 | 396 | 6 | 281.88 | 43662 | 4 | 1411.45 | 1014 | 8 | 15.01 |
| $T a 1_{9}$ | 24 | 102 | 396 | 6 | 293.95 | 46275 | 4 | 1206.72 | 708 | 5 | 11.98 |
| Ta1 ${ }_{10}$ | 24 | 102 | 396 | 6 | 269.40 | 44598 | 3 | 1145.76 | 719 | 6 | 12.47 |

Table 4.11: Results for SNDlib instances with relaxed Path formulation, relaxed Dantzig-Wolfe formulation and Relaxed Compact formulation.

| Instances |  |  |  |  | PF |  |  |  | PF+VI |  |  |  | DW |  |  |  | DW+VI |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Name | $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | Gap | t[s] | Col | Iter | Gap | t [s] | Col | Iter | Gap | t[s] | Col | Iter | Gap | t [s] | Col | Iter |
| Abilene $_{1}$ | 12 | 30 | 132 | 6 | 3.32 | 0.78 | 1718 | 3 | 47.56 | 3.19 | 1794 | 1 | 7.83 | 133.49 | 330 | 8 | 48.50 | 311.32 | 2097 | 35 |
| Abilene $_{2}$ | 12 | 30 | 132 | 6 | 5.77 | 0.57 | 1718 | 2 | 247.07 | 2.29 | 1664 | 1 | 17.03 | 55.75 | 282 | 6 | 248.86 | 153.00 | 1982 | 29 |
| Abilene $_{3}$ | 12 | 30 | 132 | 6 | 4.44 | 0.48 | 1687 | 2 | 89.31 | 1.86 | 1764 | 1 | 12.43 | 51.87 | 218 | 5 | 95.19 | 248.14 | 1748 | 35 |
| Abilene $_{4}$ | 12 | 30 | 132 | 6 | 4.60 | 0.58 | 1698 | 2 | 168.61 | 1.92 | 1774 | 1 | 8.58 | 61.98 | 334 | 7 | 172.38 | 171.88 | 1809 | 30 |
| Abilene ${ }_{5}$ | 12 | 30 | 132 | 6 | 13.78 | 0.49 | 1683 | 3 | 478.48 | 0.69 | 1748 | 1 | 17.42 | 72.64 | 214 | 5 | 478.48 | 36.06 | 917 | 10 |
| Abilene $_{6}$ | 12 | 30 | 132 | 6 | 5.12 | 0.48 | 1689 | 2 | 570.43 | 0.81 | 1752 | 1 | 11.30 | 52.01 | 232 | 6 | 570.43 | 236.55 | 2576 | 40 |
| Abilene $_{7}$ | 12 | 30 | 132 | 6 | 5.50 | 0.42 | 1680 | 2 | 160.11 | 1.04 | 1740 | 1 | 8.92 | 57.97 | 220 | 7 | 161.50 | 201.55 | 2080 | 32 |
| Abilene 8 | 12 | 30 | 132 | 6 | 1.04 | 0.53 | 1695 | 2 | 51.77 | 1.65 | 1770 | 1 | 5.05 | 61.45 | 437 | 7 | 55.91 | 225.81 | 2146 | 34 |
| Abilene $_{9}$ | 12 | 30 | 132 | 6 | 8.70 | 0.52 | 1679 | 2 | 220.14 | 2.15 | 1762 | 1 | 19.77 | 57.34 | 308 | 5 | 222.68 | 266.56 | 3031 | 41 |
| Abilene $_{10}$ | 12 | 30 | 132 | 6 | 3.61 | 0.65 | 1717 | 3 | 438.28 | 0.97 | 1782 | 1 | 10.52 | 43.41 | 240 | 6 | 438.57 | 188.90 | 2083 | 33 |
| Atlanta $_{1}$ | 15 | 44 | 210 | 6 | 5.48 | 11.74 | 7392 | 2 | 15.93 | 45.32 | 7401 | 2 | 13.69 | 503.66 | 501 | 8 | 24.71 | 1845.42 | 2296 | 29 |
| Atlanta $_{2}$ | 15 | 44 | 210 | 6 | 4.49 | 10.49 | 4563 | 4 | 27.17 | 24.47 | 4696 | 2 | 11.39 | 172.56 | 505 | 5 | 31.90 | 2303.34 | 3239 | 37 |
| Atlanta $_{3}$ | 15 | 44 | 210 | 6 | 7.81 | 6.90 | 4929 | 3 | 112.10 | 30.09 | 5018 | 2 | 16.68 | 302.41 | 206 | 6 | 121.42 | 2422.32 | 5144 | 41 |
| Atlanta $_{4}$ | 15 | 44 | 210 | 6 | 7.01 | 6.54 | 4996 | 3 | 79.83 | 15.64 | 5307 | 2 | 14.13 | 281.46 | 207 | 6 | 84.59 | 1779.73 | 2929 | 28 |
| Atlanta 5 | 15 | 44 | 210 | 6 | 6.85 | 5.75 | 4151 | 3 | 99.32 | 4.08 | 6540 | 1 | 11.09 | 330.98 | 417 | 8 | 101.44 | 2782.86 | 5653 | 54 |
| Atlanta $_{6}$ | 15 | 44 | 210 | 6 | 13.05 | 10.02 | 4930 | 3 | 93.83 | 21.75 | 4825 | 2 | 19.76 | 194.32 | 358 | 7 | 97.71 | 2833.35 | 4342 | 45 |
| Atlanta $_{7}$ | 15 | 44 | 210 | 6 | 14.57 | 7.42 | 4985 | 3 | 113.69 | 30.85 | 4911 | 2 | 29.05 | 197.63 | 208 | 6 | 122.65 | 1383.84 | 3133 | 29 |
| Atlantas | 15 | 44 | 210 | 6 | 5.62 | 8.46 | 5046 | 3 | 49.84 | 26.84 | 5115 | 2 | 14.34 | 502.80 | 341 | 8 | 58.50 | 1602.83 | 2688 | 26 |
| Atlanta 9 | 15 | 44 | 210 | 6 | 5.22 | 5.85 | 4851 | 4 | 70.18 | 24.97 | 4869 | 2 | 13.54 | 316.95 | 446 | 10 | 78.37 | 1409.37 | 3245 | 31 |
| Atlanta ${ }_{10}$ | 15 | 44 | 210 | 6 | 9.85 | 7.16 | 5046 | 3 | 105.56 | 31.01 | 4958 | 2 | 15.48 | 358.66 | 370 | 12 | 108.92 | 2025.36 | 3789 | 37 |
| Di-yuan ${ }_{1}$ | 11 | 84 | 22 | 6 | 1.37 | 13.51 | 7361 | 2 | 5.96 | 7.42 | 5386 | 2 | 4.98 | 228.98 | 117 | 10 | 9.37 | 1037.92 | 550 | 39 |
| Di-yuan ${ }_{2}$ | 11 | 84 | 22 | 6 | 3.43 | 13.42 | 8227 | 2 | 10.87 | 9.40 | 4817 | 2 | 12.85 | 281.78 | 136 | 16 | 20.01 | 2025.82 | 551 | 38 |
| Di-yuan ${ }_{3}$ | 11 | 84 | 22 | 6 | 0.39 | 27.97 | 14277 | 2 | 3.96 | 20.58 | 10295 | 2 | 3.81 | 384.60 | 135 | 11 | - | TL | - | - |
| Di- yuan $_{4}$ | 11 | 84 | 22 | 6 | 1.58 | 22.35 | 13831 | 2 | 18.71 | 13.99 | 7343 | 2 | 9.36 | 408.55 | 99 | 10 | - | $T L$ | - | - |
| Di- yuan $_{5}$ | 11 | 84 | 22 | 6 | 0.97 | 22.14 | 13549 | 2 | 18.53 | 14.65 | 7724 | 2 | 5.82 | 216.27 | 103 | 9 | - | TL | - | - |
| Di- yuan $_{6}$ | 11 | 84 | 22 | 6 | 1.11 | 16.21 | 10228 | 3 | 7.58 | 13.92 | 7263 | 2 | 7.20 | 355.63 | 143 | 15 | 12.16 | 2389.28 | 635 | 48 |
| Di-yuan ${ }_{7}$ | 11 | 84 | 22 | 6 | 0.91 | 19.95 | 13053 | 2 | 14.00 | 13.41 | 7036 | 2 | 3.86 | 237.66 | 114 | 10 | 17.26 | 2652.03 | 613 | 46 |
| Di-yuan ${ }_{8}$ | 11 | 84 | 22 | 6 | 1.74 | 16.37 | 12235 | 2 | 21.03 | 14.00 | 8060 | 2 | 4.75 | 167.02 | 86 | 9 | - | TL | - | - |
| Di-yuan9 | 11 | 84 | 22 | 6 | 0.39 | 34.84 | 17608 | 2 | 6.57 | 28.17 | 15888 | 2 | 9.88 | 567.53 | 110 | 10 | - | $T L$ | - | - |
| Di-yuan 10 | 11 | 84 | 22 | 6 | 1.94 | 20.52 | 13190 | 2 | 10.41 | 18.02 | 9622 | 2 | 6.25 | 151.02 | 101 | 8 | - | TL | - | - |
| France $_{1}$ | 25 | 90 | 300 | 6 | 10.61 | 373.18 | 55964 | 3 | 44.53 | 990.71 | 56899 | 2 | - | TL | - | - | - | $T L$ | - | - |
| France $_{2}$ | 25 | 90 | 300 | 6 | 5.10 | 272.30 | 47514 | 5 | 17.22 | 1640.24 | 48485 | 2 | - | TL | - | - | - | $T L$ | - | - |
| France $_{3}$ | 25 | 90 | 300 | 6 | 6.24 | 333.01 | 54355 | 3 | 48.88 | 2769.04 | 57207 | 1 | 14.39 | 3586.68 | 500 | 6 | - | $T L$ | - | - |
| France $_{4}$ | 25 | 90 | 300 | 6 | 10.90 | 241.07 | 50397 | 3 | 29.38 | 500.92 | 52651 | 2 | - | TL | - | - | - | $T L$ | - | - |
| France $_{5}$ | 25 | 90 | 300 | 6 | 9.11 | 251.89 | 47509 | 3 | 32.25 | 1285.48 | 50936 | 2 | - | TL | - | - | - | $T L$ | - | - |
| France $_{6}$ | 25 | 90 | 300 | 6 | 6.61 | 326.58 | 55720 | 4 | 45.30 | 2558.16 | 57172 | 2 | 14.57 | 3157.17 | 451 | 7 | - | TL | - | - |
| France $_{7}$ | 25 | 90 | 300 | 6 | 10.77 | 301.56 | 55379 | 3 | 21.58 | 958.75 | 57837 | 2 | - | TL | - | - | 4402.30 | 2165.80 | 1121 | 98 |
| France $_{8}$ | 25 | 90 | 300 | 6 | 5.86 | 345.98 | 46745 | 4 | 20.79 | 420.02 | 50014 | 2 | - | TL | - | - | - | TL | - | - |
| France $_{9}$ | 25 | 90 | 300 | 6 | 5.02 | 299.81 | 50328 | 3 | 14.56 | 405.80 | 49570 | 2 | - | $T L$ | - | - | 4403.37 | 3427.42 | 2103 | 239 |
| France $_{10}$ | 25 | 90 | 300 | 6 | 13.10 | 296.71 | 50403 | 3 | 74.57 | 503.32 | 51435 | 2 | 22.46 | 2700.80 | 409 | 5 | - | TL | - | - |

Table 4.12: Results for SNDlib instances with relaxed Path formulation, relaxed Dantzig-Wolfe formulation with and without valid inequalities.

| Instances |  |  |  |  | PF |  |  |  | PF+VI |  |  |  | DW |  |  |  | DW+VI |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Name | $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | Gap | t[s] | Col | Iter | Gap | t[s] | Col | Iter | Gap | t[s] | Col | Iter | Gap | t[s] | Col | Iter |
| Geant $_{1}$ | 22 | 72 | 462 | 6 | 2.83 | 382.87 | 50877 | 3 | 484.94 | 400.56 | 41009 | 2 | 14.47 | 1510.34 | 414 | 4 | - | TL | - | - |
| Geant $_{2}$ | 22 | 72 | 462 | 6 | 6.65 | 298.15 | 48652 | 3 | 371.93 | 707.50 | 45857 | 2 | - | TL | - | - | - | $T L$ | - | - |
| Geant $_{3}$ | 22 | 72 | 462 | 6 | 7.30 | 290.98 | 47741 | 3 | 319.00 | 1077.01 | 44656 | 2 | 16.21 | 1310.94 | 430 | 3 | - | $T L$ | - | - |
| Geant $_{4}$ | 22 | 72 | 462 | 6 | 2.59 | 269.43 | 45164 | 4 | 53.49 | 723.15 | 45379 | 2 | 6.00 | 1848.17 | 1306 | 7 | - | $T L$ | - | - |
| Geant ${ }_{5}$ | 22 | 72 | 462 | 6 | 4.42 | 303.14 | 49197 | 3 | 431.34 | 381.11 | 34961 | 2 | 17.45 | 2429.54 | 864 | 5 | - | $T L$ | - | - |
| Geant $_{6}$ | 22 | 72 | 462 | 6 | 3.92 | 271.81 | 45707 | 4 | 157.94 | 728.84 | 34729 | 2 | 11.27 | 2346.37 | 784 | 5 | - | $T L$ | - | - |
| Geant $_{7}$ | 22 | 72 | 462 | 6 | 3.77 | 283.34 | 49418 | 3 | 130.91 | 2086.82 | 49933 | 2 | - | $T L$ | - | - | - | $T L$ | - | - |
| Geant ${ }_{8}$ | 22 | 72 | 462 | 6 | 7.77 | 293.47 | 51436 | 3 | 182.56 | 1647.43 | 50908 | 2 | 14.24 | 2779.17 | 436 | 5 | - | $T L$ | - | - |
| Geant9 | 22 | 72 | 462 | 6 | 2.58 | 270.50 | 46695 | 4 | 110.81 | 2274.09 | 43065 | 2 | 5.29 | 1838.10 | 704 | 6 | - | $T L$ | - | - |
| Geant $_{10}$ | 22 | 72 | 462 | 6 | 5.15 | 286.78 | 50382 | 3 | 457.67 | 383.16 | 46688 | 2 | 18.57 | 2312.52 | 423 | 4 | - | $T L$ | - | - |
| Newyork ${ }_{1}$ | 16 | 98 | 240 | 6 | 3.55 | 823.65 | 114459 | 3 | 20.23 | 873.57 | 117283 | 2 | - | TL | - | - | - | $T L$ | - | - |
| Newyork ${ }_{2}$ | 16 | 98 | 240 | 6 | 4.54 | 616.65 | 107859 | 3 | 36.77 | 1371.14 | 113142 | 2 | - | $T L$ | - | - | - | $T L$ | - | - |
| Newyork ${ }_{3}$ | 16 | 98 | 240 | 6 | 2.11 | 649.80 | 108805 | 3 | 17.36 | 1407.36 | 113158 | 2 | - | $T L$ | - | - | - | $T L$ | - | - |
| Newyork ${ }_{4}$ | 16 | 98 | 240 | 6 | 3.78 | 635.65 | 109429 | 3 | 52.18 | 1260.25 | 120168 | 2 | - | TL | - | - | - | $T L$ | - | - |
| Newyork ${ }_{5}$ | 16 | 98 | 240 | 6 | 2.74 | 756.04 | 115911 | 3 | 33.88 | 1248.91 | 119366 | 2 | - | TL | - | - | - | $T L$ | - | - |
| Newyork ${ }_{6}$ | 16 | 98 | 240 | 6 | 3.46 | 634.24 | 106288 | 3 | 36.67 | 2534.42 | 115101 | 2 | - | $T L$ | - | - | - | $T L$ | - | - |
| Newyork $_{7}$ | 16 | 98 | 240 | 6 | 2.88 | 691.47 | 113000 | 3 | 82.48 | 755.64 | 115811 | 2 | - | TL | - | - | - | $T L$ | - | - |
| Newyork ${ }_{8}$ | 16 | 98 | 240 | 6 | 2.36 | 675.41 | 114708 | 3 | 14.78 | 1055.77 | 118820 | 2 | - | $T L$ | - | - | - | $T L$ | - | - |
| Newyork ${ }_{9}$ | 16 | 98 | 240 | 6 | 3.87 | 716.51 | 121537 | 3 | 20.95 | 1403.32 | 124648 | 2 | - | $T L$ | - | - | - | $T L$ | - | - |
| Newyork ${ }_{10}$ | 16 | 98 | 240 | 6 | 3.49 | 604.96 | 112781 | 3 | - | TL | - | - | - | TL | - | - | - | $T L$ | - | - |
| Nobel - eu ${ }_{1}$ | 28 | 82 | 378 | 6 | 5.44 | 982.64 | 104788 | 3 | - | TL | - | - | - | TL | - | - | - | $T L$ | - | - |
| Nobel - eu ${ }_{2}$ | 28 | 82 | 378 | 6 | 4.92 | 947.06 | 109253 | 4 | - | $T L$ | - | - | - | $T L$ | - | - | - | $T L$ | - | - |
| Nobel - eu ${ }_{3}$ | 28 | 82 | 378 | 6 | 8.76 | 803.63 | 100804 | 3 | - | TL | - | - | - | TL | - | - | - | $T L$ | - | - |
| Nobel - eu ${ }_{4}$ | 28 | 82 | 378 | 6 | 3.30 | 746.16 | 79113 | 4 | 23.28 | 1222.18 | 88498 | 2 | 4347.38 | 1281.69 | 147 | 27 | - | $T L$ | - | - |
| Nobel - eu ${ }_{5}$ | 28 | 82 | 378 | 6 | 2.14 | 950.99 | 98675 | 3 | - | TL | - | - | - | TL | - | - | - | $T L$ | - | - |
| Nobel - eu ${ }_{6}$ | 28 | 82 | 378 | 6 | 5.41 | 716.78 | 92789 | 3 | - | TL | - | - | - | TL | - | - | - | $T L$ | - | - |
| Nobel-eu7 | 28 | 82 | 378 | 6 | 6.11 | 781.82 | 102426 | 3 | - | TL | - | - | - | TL | - | - | - | $T L$ | - | - |
| Nobel - eur | 28 | 82 | 378 | 6 | 3.47 | 597.47 | 84123 | 3 | 80.50 | 1396.74 | 86524 | 2 | - | TL | - | - | - | $T L$ | - | - |
| Nobel - eu9 | 28 | 82 | 378 | 6 | 9.10 | 582.09 | 88657 | 3 | 107.64 | 1326.34 | 89365 | 2 | - | $T L$ | - | - | - | $T L$ | - | - |
| Nobel - eu ${ }_{10}$ | 28 | 82 | 378 | 6 | 2.57 | 681.54 | 92449 | 3 | - | TL | - | - | - | $T L$ | - | - | - | TL | - | - |
| Nobel - ger ${ }_{1}$ | 17 | 52 | 121 | 6 | 3.26 | 10.18 | 5900 | 3 | 79.45 | 5.06 | 10180 | 2 | 10.21 | 443.90 | 434 | 8 | - | $T L$ | - | - |
| Nobel - ger ${ }_{2}$ | 17 | 52 | 121 | 6 | 7.71 | 12.50 | 5705 | 3 | 129.04 | 9.63 | 7903 | 2 | 19.61 | 749.74 | 459 | 11 | - | $T L$ | - | - |
| Nobel - ger 3 | 17 | 52 | 121 | 6 | 4.44 | 8.82 | 5783 | 3 | 160.83 | 9.38 | 9050 | 1 | 10.95 | 312.16 | 359 | 8 | - | $T L$ | - | - |
| Nobel - ger $_{4}$ | 17 | 52 | 121 | 6 | 4.05 | 8.58 | 5028 | 3 | 45.33 | 7.95 | 8582 | 2 | 16.80 | 642.54 | 463 | 8 | - | $T L$ | - | - |
| Nobel - $\mathrm{ger}_{5}$ | 17 | 52 | 121 | 6 | 4.15 | 10.36 | 5724 | 3 | 57.83 | 7.49 | 9388 | 2 | 11.12 | 492.78 | 572 | 9 | - | $T L$ | - | - |
| Nobel - ger 6 | 17 | 52 | 121 | 6 | 2.82 | 13.77 | 5809 | 4 | 19.48 | 39.88 | 5716 | 2 | 7.18 | 605.83 | 470 | 10 | - | $T L$ | - | - |
| Nobel - ger 7 | 17 | 52 | 121 | 6 | 6.38 | 11.51 | 6032 | 3 | 32.35 | 14.71 | 8215 | 2 | 12.97 | 416.67 | 415 | 7 | - | $T L$ | - | - |
| Nobel - ger 8 | 17 | 52 | 121 | 6 | 9.33 | 10.19 | 5300 | 3 | 105.01 | 31.42 | 6854 | 2 | 21.36 | 662.80 | 318 | 7 | - | $T L$ | - | - |
| Nobel - ger 9 | 17 | 52 | 121 | 6 | 4.45 | 8.42 | 6026 | 3 | 56.46 | 4.98 | 9415 | 2 | 16.28 | 727.86 | 624 | 11 | - | $T L$ | - | - |
| Nobel - ger ${ }_{10}$ | 17 | 52 | 121 | 6 | 4.89 | 10.99 | 6051 | 3 | 45.50 | 30.36 | 6504 | 2 | 13.23 | 703.07 | 457 | 11 | - | $T L$ | - | - |

Table 4.13: Results for SNDlib instances with relaxed Path formulation, relaxed Dantzig-Wolfe formulation with and without valid inequalities.

| Instances |  |  |  |  | PF |  |  |  | PF+VI |  |  |  | DW |  |  |  | DW+VI |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Name | $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | Gap | t[s] | Col | Iter | Gap | t[s] | Col | Iter | Gap | t[s] | Col | Iter | Gap | $\mathrm{t}[\mathrm{s}]$ | Col | Iter |
| Nobel - us ${ }_{1}$ | 14 | 42 | 91 | 6 | 5.06 | 1.76 | 2013 | 3 | 59.59 | 2.31 | 3468 | 1 | 14.10 | 264.27 | 325 | 12 | 62.70 | 2150.41 | 5497 | 89 |
| Nobel - us ${ }_{2}$ | 14 | 42 | 91 | 6 | 3.13 | 2.73 | 2385 | 3 | 60.29 | 1.80 | 3533 | 2 | 7.29 | 243.46 | 293 | 11 | 36.97 | 2367.27 | 1251 | 69 |
| Nobel - us3 | 14 | 42 | 91 | 6 | 4.54 | 1.87 | 2322 | 3 | 64.64 | 5.46 | 3736 | 1 | 8.33 | 82.76 | 291 | 7 | 69.75 | 3486.39 | 5336 | 89 |
| Nobel - $u s_{4}$ | 14 | 42 | 91 | 6 | 3.19 | 2.27 | 1967 | 4 | 17.14 | 6.22 | 2178 | 2 | 6.68 | 112.86 | 307 | 7 | 20.40 | 921.79 | 1532 | 39 |
| Nobel - $u s_{5}$ | 14 | 42 | 91 | 6 | 4.59 | 1.75 | 2271 | 3 | 29.67 | 20.94 | 2342 | 2 | 10.95 | 212.29 | 270 | 8 | 35.84 | 2214.80 | 2884 | 54 |
| Nobel - us ${ }_{6}$ | 14 | 42 | 91 | 6 | 1.95 | 5.01 | 2482 | 3 | 11.94 | 11.95 | 2596 | 2 | 5.29 | 207.01 | 354 | 9 | 16.14 | 929.29 | 1283 | 29 |
| Nobel-us7 | 14 | 42 | 91 | 6 | 6.14 | 2.06 | 2402 | 3 | 94.42 | 4.48 | 2438 | 2 | 12.62 | 121.12 | 195 | 6 | 101.48 | 1983.75 | 2897 | 57 |
| Nobel - us ${ }_{8}$ | 14 | 42 | 91 | 6 | 4.62 | 2.59 | 2483 | 3 | 102.69 | 3.24 | 3342 | 2 | 13.38 | 233.45 | 239 | 10 | 109.80 | 1918.53 | 2381 | 44 |
| Nobel - us9 | 14 | 42 | 91 | 6 | 3.40 | 1.96 | 2160 | 3 | 40.76 | 8.10 | 2246 | 2 | 16.03 | 92.59 | 273 | 6 | 50.88 | 1179.57 | 1923 | 39 |
| Nobel-us ${ }_{10}$ | 14 | 42 | 91 | 6 | 4.11 | 1.66 | 2324 | 3 | 53.70 | 4.08 | 3446 | 1 | 16.55 | 192.17 | 234 | 9 | 65.35 | 1904.15 | 2841 | 56 |
| $P d h_{1}$ | 11 | 68 | 24 | 6 | 4.52 | 1.69 | 1776 | 2 | 68.17 | 1.64 | 1792 | 2 | 5.75 | 14.57 | 17 | 4 | 68.80 | 284.78 | 71 | 27 |
| $P d h_{2}$ | 11 | 68 | 24 | 6 | 5.97 | 8.28 | 6460 | 2 | 37.70 | 6.95 | 6593 | 2 | 8.80 | 117.73 | 31 | 8 | 39.07 | 1165.68 | 157 | 38 |
| $P d h_{3}$ | 11 | 68 | 24 | 6 | 5.52 | 4.58 | 4323 | 2 | 77.91 | 4.51 | 4391 | 2 | 7.66 | 38.35 | 32 | 6 | 78.66 | 552.20 | 162 | 37 |
| $\mathrm{Pd}^{4}{ }_{4}$ | 11 | 68 | 24 | 6 | 4.70 | 5.63 | 5061 | 2 | 52.84 | 4.05 | 3306 | 2 | 5.91 | 13.65 | 33 | 4 | 53.71 | 1030.25 | 262 | 59 |
| $P d h_{5}$ | 11 | 68 | 24 | 6 | 3.83 | 6.62 | 5751 | 3 | 43.96 | 6.56 | 5951 | 2 | 8.42 | 55.70 | 30 | 3 | - | TL | - | - |
| $P^{\text {Pd }} h_{6}$ | 11 | 68 | 24 | 6 | 4.13 | 12.18 | 7378 | 2 | 62.26 | 5.98 | 5141 | 2 | 7.47 | 117.01 | 50 | 9 | - | TL | - | - |
| $\mathrm{Pd}^{\text {h }}{ }_{7}$ | 11 | 68 | 24 | 6 | 4.20 | 6.20 | 5719 | 2 | 67.21 | 6.18 | 6618 | 2 | 5.83 | 124.73 | 46 | 10 | 70.56 | 1622.56 | 113 | 28 |
| Pdh ${ }_{8}$ | 11 | 68 | 24 | 6 | 8.28 | 5.57 | 2867 | 2 | 66.92 | 2.58 | 1880 | 2 | 10.50 | 15.36 | 27 | 5 | 67.72 | 343.62 | 167 | 50 |
| Pdh ${ }_{9}$ | 11 | 68 | 24 | 6 | 6.99 | 4.27 | 3182 | 2 | 41.28 | 3.08 | 3147 | 2 | 10.39 | 34.53 | 25 | 6 | 42.77 | 1431.29 | 97 | 29 |
| $P d h_{10}$ | 11 | 68 | 24 | 6 | 7.04 | 2.77 | 3241 | 2 | 88.07 | 2.70 | 3374 | 2 | 9.25 | 61.58 | 23 | 5 | 91.85 | 560.51 | 63 | 13 |
| Polska ${ }_{1}$ | 12 | 36 | 66 | 6 | 1.27 | 1.55 | 1619 | 3 | 2.96 | 1.32 | 2155 | 2 | 8.51 | 145.62 | 327 | 12 | 10.06 | 392.43 | 1007 | 28 |
| Polska ${ }_{2}$ | 12 | 36 | 66 | 6 | 1.42 | 1.40 | 1523 | 3 | 13.45 | 4.13 | 1574 | 2 | 15.42 | 68.35 | 197 | 6 | 26.69 | 269.23 | 893 | 25 |
| Polska $_{3}$ | 12 | 36 | 66 | 6 | 1.45 | 2.01 | 1468 | 3 | 4.26 | 4.59 | 1520 | 2 | 5.34 | 67.62 | 215 | 8 | 8.37 | 222.08 | 660 | 20 |
| Polska $_{4}$ | 12 | 36 | 66 | 6 | 2.09 | 1.60 | 1477 | 4 | 9.24 | 1.91 | 1989 | 2 | 11.39 | 95.25 | 252 | 9 | 19.16 | 392.78 | 777 | 29 |
| Polska ${ }_{5}$ | 12 | 36 | 66 | 6 | 2.71 | 1.37 | 1593 | 3 | 10.18 | 1.07 | 2290 | 1 | 14.23 | 102.52 | 202 | 8 | 22.51 | 307.51 | 851 | 24 |
| Polska ${ }_{6}$ | 12 | 36 | 66 | 6 | 1.55 | 1.58 | 1704 | 3 | 3.82 | 9.60 | 1698 | 2 | 14.93 | 234.06 | 414 | 15 | 18.77 | 425.52 | 880 | 25 |
| Polska $_{7}$ | 12 | 36 | 66 | 6 | 1.50 | 0.97 | 1755 | 3 | 7.73 | 4.55 | 1550 | 2 | 9.72 | 118.58 | 249 | 9 | 16.15 | 337.75 | 731 | 22 |
| Polska ${ }_{8}$ | 12 | 36 | 66 | 6 | 0.97 | 1.73 | 1596 | 4 | 2.23 | 9.84 | 1639 | 2 | 5.12 | 96.66 | 357 | 13 | 7.69 | 267.68 | 783 | 23 |
| Polska9 | 12 | 36 | 66 | 6 | 1.37 | 1.38 | 1535 | 3 | 5.54 | 1.09 | 2224 | 1 | 7.02 | 63.90 | 234 | 9 | 12.71 | 288.80 | 806 | 24 |
| Polska $_{10}$ | 12 | 36 | 66 | 6 | 1.62 | 2.09 | 1612 | 3 | 5.89 | 5.29 | 1673 | 2 | 10.15 | 74.21 | 244 | 7 | 13.64 | 360.65 | 876 | 28 |
| Ta1 ${ }_{1}$ | 24 | 102 | 396 | 6 | 11.97 | 302.03 | 42939 | 3 | 267.87 | 762.29 | 40326 | 2 | 17.65 | 885.94 | 710 | 6 | - | TL | - | - |
| $T a 1_{2}$ | 24 | 102 | 396 | 6 | 14.68 | 298.02 | 45994 | 3 | 255.47 | 1994.10 | 47596 | 2 | 25.60 | 1907.67 | 714 | 6 | - | $T L$ | - | - |
| Ta13 | 24 | 102 | 396 | 6 | 10.04 | 273.87 | 46165 | 3 | 298.28 | 891.75 | 46629 | 2 | 16.82 | 1852.12 | 973 | 6 | - | TL | - | - |
| Ta14 | 24 | 102 | 396 | 6 | 9.38 | 260.81 | 42083 | 3 | - | TL |  | 0 | 20.39 | 1476.28 | 712 | 5 | - | TL | - | - |
| $T a 1_{5}$ | 24 | 102 | 396 | 6 | 8.59 | 280.87 | 47909 | 3 | 374.72 | 1335.16 | 46727 | 2 | 15.99 | 1324.80 | 723 | 5 | - | TL | - | - |
| $T a 1_{6}$ | 24 | 102 | 396 | 6 | 9.75 | 325.57 | 47528 | 3 | - | $T L$ | 0 | 0 | 17.38 | 2062.59 | 730 | 5 | - | TL | - | - |
| $T a 1_{7}$ | 24 | 102 | 396 | 6 | 8.15 | 266.30 | 44334 | 3 | 103.32 | 1483.64 | 44707 | 2 | 11.63 | 2615.23 | 883 | 7 | - | TL | - | - |
| $T a 1_{8}$ | 24 | 102 | 396 | 6 | 4.41 | 281.88 | 43662 | 4 | 114.95 | 1107.99 | 44309 | 2 | 7.85 | 1411.45 | 1014 | 8 | - | TL | - | - |
| Ta19 | 24 | 102 | 396 | 6 | 9.82 | 293.95 | 46275 | 4 | - | TL | 0 | 0 | 14.32 | 1206.72 | 708 | 5 | - | $T L$ | - | - |
| Ta1 ${ }_{10}$ | 24 | 102 | 396 | 6 | 8.31 | 269.40 | 44598 | 3 | 217.06 | 1410.97 | 44756 | 2 | 16.16 | 1145.76 | 719 | 6 | - | $T L$ | - | - |

Table 4.14: Results for SNDlib instances with relaxed Path formulation, relaxed Dantzig-Wolfe formulation with and without valid inequalities.

| Instances |  |  |  |  | PF+VI |  |  |  | DW+VI |  |  |  | C | AB |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Name | $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | Gap | Col | Nodes | Iter | Gap | Col | Nodes | Iter | Gap | Gap |
| Abilene $_{1}$ | 12 | 30 | 132 | 6 | 0.83 | 1794 | 580 | 579 | 1.47 | 3662 | 128 | 380 | 0.00 | 1.43 |
| Abilene $_{2}$ | 12 | 30 | 132 | 6 | 0.00 | 1713 | 1790 | 1790 | 0.38 | 6054 | 196 | 694 | 1.35 | 2.52 |
| Abilene $_{3}$ | 12 | 30 | 132 | 6 | 1.09 | 1764 | 758 | 758 | 3.34 | 3425 | 232 | 491 | 0.00 | 1.38 |
| Abilene $_{4}$ | 12 | 30 | 132 | 6 | 0.00 | 1774 | 910 | 909 | 1.74 | 4634 | 272 | 614 | 1.83 | 1.43 |
| Abilene $_{5}$ | 12 | 30 | 132 | 6 | 0.11 | 1748 | 13998 | 13998 | 0.00 | 1224 | 336 | 362 | 1.74 | 1.90 |
| Abilene $_{6}$ | 12 | 30 | 132 | 6 | 0.00 | 1752 | 1330 | 1329 | 0.47 | 5839 | 324 | 723 | 2.44 | 2.04 |
| Abilene $_{7}$ | 12 | 30 | 132 | 6 | 0.00 | 1740 | 940 | 940 | 0.50 | 4719 | 276 | 654 | 1.76 | 1.09 |
| Abilene $_{8}$ | 12 | 30 | 132 | 6 | 0.00 | 1770 | 560 | 559 | 2.75 | 5781 | 156 | 529 | 1.29 | 0.69 |
| Abilene $_{9}$ | 12 | 30 | 132 | 6 | 0.00 | 1762 | 1798 | 1797 | 0.71 | 8113 | 128 | 539 | 0.36 | 1.50 |
| Abilene $_{10}$ | 12 | 30 | 132 | 6 | 0.30 | 1782 | 2512 | 2511 | 0.00 | 3059 | 84 | 160 | 2.73 | 1.88 |
| Atlanta $_{1}$ | 15 | 44 | 210 | 6 | 1.73 | 7452 | 86 | 89 | 8.93 | 2452 | 8 | 53 | 0.00 | 0.96 |
| Atlanta 2 | 15 | 44 | 210 | 6 | 0.91 | 4830 | 170 | 173 | 4.32 | 3376 | 4 | 51 | 0.00 | 0.38 |
| Atlanta $_{3}$ | 15 | 44 | 210 | 6 | 0.53 | 5097 | 106 | 108 | 5.02 | 5462 | 4 | 58 | 0.00 | 0.96 |
| Atlanta $_{4}$ | 15 | 44 | 210 | 6 | 0.38 | 5491 | 194 | 196 | 3.01 | 3238 | 8 | 50 | 0.00 | 0.51 |
| Atlanta 5 | 15 | 44 | 210 | 6 | 0.24 | 6540 | 88 | 88 | 1.31 | 5822 | 2 | 66 | 0.00 | 1.61 |
| Atlanta 6 | 15 | 44 | 210 | 6 | 2.32 | 5114 | 128 | 130 | 4.27 | 4546 | 4 | 55 | 0.00 | 1.75 |
| Atlanta $_{7}$ | 15 | 44 | 210 | 6 | 5.29 | 5087 | 122 | 132 | 9.82 | 4605 | 6 | 68 | 0.00 | 4.35 |
| Atlanta 8 | 15 | 44 | 210 | 6 | 0.78 | 5285 | 126 | 127 | 6.65 | 2937 | 8 | 51 | 0.00 | 0.47 |
| Atlanta $_{9}$ | 15 | 44 | 210 | 6 | 1.08 | 5071 | 110 | 113 | 5.96 | 4128 | 8 | 69 | 0.00 | 0.18 |
| Atlanta $_{10}$ | 15 | 44 | 210 | 6 | 0.35 | 5215 | 154 | 159 | 1.97 | 4434 | 6 | 61 | 0.00 | 0.78 |
| Di-yuan ${ }_{1}$ | 11 | 84 | 22 | 6 | 0.00 | 9885 | 562 | 582 | 0.68 | 802 | 6 | 88 | 0.64 | 0.97 |
| Di-yuan ${ }_{2}$ | 11 | 84 | 22 | 6 | 1.86 | 9765 | 564 | 584 | 4.77 | 605 | 2 | 54 | 0.00 | 3.05 |
| $D i-y^{\text {y }}$ uan ${ }_{3}$ | 11 | 84 | 22 | 6 | 0.00 | 15128 | 374 | 393 | - | - | - | - | 2.75 | 2.90 |
| $D i-y^{\text {yuan }}$ | 11 | 84 | 22 | 6 | 0.00 | 10418 | 458 | 468 | - | - | - | - | 0.68 | 1.30 |
| $D i-y^{\text {yuan }}$ | 11 | 84 | 22 | 6 | 0.00 | 13117 | 474 | 486 | - | - | - | - | 1.71 | 2.82 |
| Di- yuan 6 | 11 | 84 | 22 | 6 | 0.00 | 10465 | 388 | 405 | 2.80 | 735 | 4 | 63 | 0.44 | 1.65 |
| $D i-y^{\text {duan }} 7$ | 11 | 84 | 22 | 6 | 0.59 | 11694 | 388 | 402 | 0.00 | 678 | 2 | 58 | 0.64 | 1.05 |
| $D i-y^{\text {yan }} 8$ | 11 | 84 | 22 | 6 | 0.00 | 9035 | 372 | 380 | - | - | - | - | 0.37 | 1.00 |
| Di-yuan9 | 11 | 84 | 22 | 6 | 0.00 | 17718 | 264 | 268 | - | - | - | - | 1.25 | 6.39 |
| Di-yuan ${ }_{10}$ | 11 | 84 | 22 | 6 | 7.62 | 13027 | 346 | 368 | - | - | - | - | 0.00 | 5.67 |
| Nobel - ger ${ }_{1}$ | 17 | 52 | 121 | 6 | 0.00 | 10394 | 192 | 192 | - | - | - | - | 0.46 | 0.93 |
| Nobel - $\mathrm{ger}_{2}$ | 17 | 52 | 121 | 6 | 0.91 | 8428 | 142 | 142 | - | - | - | - | 0.00 | 0.27 |
| Nobel - ger ${ }_{3}$ | 17 | 52 | 121 | 6 | 0.00 | 9050 | 62 | 61 | - | - | - | - | 0.61 | 0.84 |
| Nobel - $\mathrm{ger}_{4}$ | 17 | 52 | 121 | 6 | 0.55 | 8811 | 152 | 153 | - | - | - | - | 0.00 | 0.39 |
| Nobel - ger ${ }_{5}$ | 17 | 52 | 121 | 6 | 0.00 | 9507 | 174 | 175 | - | - | - | - | 0.72 | 1.29 |
| Nobel - ger $_{6}$ | 17 | 52 | 121 | 6 | 0.19 | 6016 | 80 | 83 | - | - | - | - | 0.00 | 0.50 |
| Nobel - $\mathrm{ger}_{7}$ | 17 | 52 | 121 | 6 | 1.95 | 8938 | 176 | 180 | - | - | - | - | 0.19 | 0.00 |
| Nobel - ger 8 | 17 | 52 | 121 | 6 | 1.06 | 7096 | 88 | 88 | - | - | - | - | 0.32 | 0.00 |
| Nobel - ger 9 | 17 | 52 | 121 | 6 | 0.50 | 9447 | 122 | 122 | - | - | - | - | 1.50 | 0.00 |
| Nobel - ger $_{10}$ | 17 | 52 | 121 | 6 | 0.07 | 6697 | 116 | 117 | - | - | - | - | 0.00 | 0.09 |

Table 4.15: Bounds improvement results for SNDlib instances with Branch-and-Price algorithms for the Path formulation and the Dantzig-Wolfe formulation compared to the compact formulation and the automatic Benders.

| Instances |  |  |  |  | PF+VI |  |  |  | DW+VI |  |  |  | C | AB |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Name | $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | Gap | Col | Nodes | Iter | Gap | Col | Nodes | Iter | Gap | Gap |
| Nobel-us ${ }_{1}$ | 14 | 42 | 91 | 6 | 0.00 | 3468 | 160 | 159 | 1.94 | 6321 | 6 | 133 | 0.45 | 0.38 |
| Nobel - us 2 | 14 | 42 | 91 | 6 | 13.60 | 3551 | 318 | 322 | 0.00 | 1674 | 2 | 98 | 15.34 | 15.56 |
| Nobel - us3 | 14 | 42 | 91 | 6 | 1.10 | 3736 | 248 | 247 | 4.13 | 5360 | 2 | 93 | 1.53 | 0.00 |
| Nobel-us 4 | 14 | 42 | 91 | 6 | 0.00 | 2276 | 214 | 221 | 2.70 | 1928 | 20 | 120 | 0.73 | 0.84 |
| Nobel-us5 | 14 | 42 | 91 | 6 | 0.77 | 2488 | 226 | 232 | 4.72 | 3179 | 4 | 80 | 0.00 | 0.78 |
| Nobel-us6 | 14 | 42 | 91 | 6 | 0.00 | 2736 | 182 | 188 | 3.14 | 1447 | 16 | 82 | 0.38 | 1.30 |
| Nobel-us7 | 14 | 42 | 91 | 6 | 0.00 | 2492 | 338 | 339 | 3.59 | 3098 | 6 | 86 | 0.63 | 0.49 |
| Nobel-us8 | 14 | 42 | 91 | 6 | 0.00 | 3473 | 454 | 458 | 3.58 | 2823 | 4 | 68 | 1.02 | 1.37 |
| Nobel - us9 | 14 | 42 | 91 | 6 | 0.20 | 2368 | 254 | 256 | 6.97 | 2424 | 12 | 90 | 0.00 | 0.38 |
| Nobel - us ${ }_{10}$ | 14 | 42 | 91 | 6 | 0.70 | 3446 | 180 | 179 | 8.38 | 3736 | 6 | 94 | 1.42 | 0.00 |
| $P d h_{1}$ | 11 | 68 | 24 | 6 | 0.00 | 1822 | 12166 | 12167 | 1.14 | 170 | 196 | 306 | 6.45 | 6.64 |
| $P d h_{2}$ | 11 | 68 | 24 | 6 | 0.00 | 6593 | 2272 | 2273 | 0.80 | 277 | 20 | 106 | 4.71 | 4.16 |
| $P d h_{3}$ | 11 | 68 | 24 | 6 | 0.00 | 4400 | 4846 | 4846 | 0.31 | 340 | 20 | 151 | 4.90 | 4.83 |
| $\mathrm{Pd} h_{4}$ | 11 | 68 | 24 | 6 | 0.00 | 4518 | 2492 | 2495 | 0.64 | 493 | 10 | 145 | 4.24 | 3.90 |
| $P d h_{5}$ | 11 | 68 | 24 | 6 | 0.00 | 5997 | 4266 | 4266 | - | - | - | - | 6.27 | 6.00 |
| $P d h_{6}$ | 11 | 68 | 24 | 6 | 0.00 | 6218 | 1832 | 1833 | - | - | - | - | 4.99 | 5.19 |
| $\mathrm{Pdh}_{7}$ | 11 | 68 | 24 | 6 | 0.00 | 6671 | 10086 | 10087 | 1.94 | 149 | 8 | 54 | 3.84 | 3.94 |
| $P d h_{8}$ | 11 | 68 | 24 | 6 | 0.00 | 3332 | 3820 | 3822 | 0.57 | 559 | 40 | 304 | 4.84 | 4.54 |
| $P d h_{9}$ | 11 | 68 | 24 | 6 | 0.00 | 4759 | 6204 | 6206 | 1.36 | 137 | 10 | 67 | 4.82 | 5.19 |
| $P d h_{10}$ | 11 | 68 | 24 | 6 | 0.00 | 3408 | 10444 | 10445 | 2.07 | 107 | 28 | 66 | 5.14 | 5.17 |
| Polska 1 | 12 | 36 | 66 | 6 | 0.00 | 2210 | 1100 | 1106 | 4.42 | 1549 | 44 | 176 | 0.29 | 0.67 |
| Polska $_{2}$ | 12 | 36 | 66 | 6 | 0.00 | 1697 | 568 | 574 | 11.07 | 1355 | 80 | 236 | 2.89 | 1.58 |
| Polska3 | 12 | 36 | 66 | 6 | 0.00 | 1615 | 898 | 905 | 2.71 | 1020 | 114 | 250 | 0.88 | 1.14 |
| Polska $_{4}$ | 12 | 36 | 66 | 6 | 0.00 | 2030 | 968 | 974 | 8.31 | 1037 | 80 | 197 | 2.21 | 0.96 |
| Polska 5 | 12 | 36 | 66 | 6 | 0.00 | 2290 | 1414 | 1413 | 9.91 | 1531 | 60 | 214 | 1.49 | 0.69 |
| Polska ${ }_{6}$ | 12 | 36 | 66 | 6 | 0.00 | 1802 | 636 | 645 | 14.28 | 1264 | 46 | 153 | 4.33 | 1.45 |
| $\mathrm{Polska}_{7}$ | 12 | 36 | 66 | 6 | 0.00 | 1624 | 1220 | 1228 | 7.55 | 908 | 82 | 175 | 2.77 | 1.43 |
| Polska ${ }_{8}$ | 12 | 36 | 66 | 6 | 0.00 | 1698 | 616 | 620 | 3.84 | 1171 | 64 | 186 | 2.41 | 2.29 |
| Polska9 | 12 | 36 | 66 | 6 | 0.00 | 2224 | 914 | 913 | 6.09 | 1474 | 56 | 208 | 2.07 | 1.39 |
| Polska ${ }_{10}$ | 12 | 36 | 66 | 6 | 0.00 | 1734 | 456 | 466 | 5.76 | 1372 | 82 | 218 | 0.93 | 1.39 |

Table 4.16: Bounds improvement results for SNDlib instances with Branch-and-Price algorithms for the Path formulation and the Dantzig-Wolfe formulation compared to the compact formulation and the automatic Benders.

### 4.7 Conclusions

In this chapter we have proposed two extended formulations for solving the Virtual Network Functions Placement and Routing problem. The variables of the first formulation (denoted by PF) are latency-constrained paths, whereas the variables of the second formulation (denoted by DW) are latency-constrained paths that also embed the information regarding the function installations at their nodes. In order to strengthen the LP-bounds, we have proposed several families of valid inequalities for both formulations. Their benefits have been computationally demonstrated on a set of instances derived from telecommunication networks. We have presented a branching scheme for each formulation and have developed and implemented the associated Branch-andPrice algorithms. The latter ones are computationally compared with the compact MIP formulation presented in Chapter 2 and the automatic Benders decomposition applied to it. The obtained results have shown that there is a trade-off between the quality of global lower bounds and the time needed to solve the LP-relaxations. Whereas the overall best global lower bounds can be obtained by the model DW, its CPU time is sacrificed by the expensive MIP-based pricing procedure. Our results show that the full potential of extended formulations is still to be exploited. This can be done by developing problem-tailored pricing procedures, alternative branching schemes, or more advanced heuristics that can be used to initialize the upper bounds, or for solving the pricing problem.

## Chapter 5

## Benders reformulation for the node-capacitated VNFPRP

In this chapter, we study the Uncapacitated Virtual Network Functions Placement and Routing problem, for which node-capacity, VNF-capacity, and conflict constraints are relaxed. We propose some valid inequalities and a Benders decomposition scheme, allowing us to solve the problem, within a Branch-and-Benders-Cut algorithm. Finally, we provide computational results to compare some variants of the proposed formulations and show significant improvements over an approach based on automatic Benders cuts (generated with Cplex).
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In this chapter we assume that VNF capacity is sufficiently large, and that the only capacity we have to consider at the nodes is the number of VNFs that we can install. We call this problem variant the node-capacitated VNFPRP. To improve the capabilities of finding exact solutions for larger instances of practical relevance, we exploit some theoretical properties of a compact model and develop a Benders decomposition approach, in which the VNF placement problem is treated at the master level and the routing problem (which becomes decomposable per commodity) is solved at the subproblem level. We also propose several new families of valid inequalities and use the path-based MILP formulation to provide heuristic solutions. These elements are combined into an efficient Branch-and-Benders-Cut framework which is capable of beating an off-the-shelf solver (in terms of the CPU time and the overall solution quality) on a set of realistic and random benchmark instances considered in our computational study.

Outline of the chapter The chapter is organized as follows. In Section 5.1, we propose a compact MILP formulation based on the model proposed in Chapter 2, study its theoretical properties and introduce new valid inequalities. Section 5.2 is devoted to the Benders reformulation, whereas the Uncapacitated MILP-based heuristic, already defined in Chapter 3, is given in Section 5.3. In Section 5.4, detailed computational results are provided, and some concluding remarks are derived in Section 5.5.

In this chapter, we consider two variants for the problem, in the first variant, we relax only the VNF-capacity constraints, and we call the problem the node-capacitated and conflict-constrained VNFPRP. In the second variant, we relax VNF-capacity, nodecapacity and conflict constraints, and we call it the Uncapacitated VNFPRP.

### 5.1 Adapted compact MILP formulation

In this section, we first adapt the compact (i.e., polynomial in size) MILP formulation already introduced in Chapter 2 to model the node-capacitated and conflict constrained variant and the uncapacitated variant and the of the VNFPRP. We also show some favorable theoretical properties of this model that allow us to decompose it using Benders decomposition. We conclude this section by proposing three additional families of strengthening inequalities.

### 5.1.1 MILP formulation for the uncapacitated VNFPRP

In the compact MILP formulation associated with the Uncapacitated version of the problem, the binary decision variables $(x, y, w, t)$ are the same as in the compact formulation introduced in Chapter 2. Similarly, we keep the same set of constraints except for the VNF-capacity, the node-capacity, and the conflict constraints, which are relaxed. The objective function aims to minimize the node activation and the VNF installation costs.

The Uncapacitated VNFPR can then be modeled as follows:

$$
\begin{equation*}
(P): \quad \min \quad \sum_{k \in C} \sum_{u \in N} \sum_{f \in F^{k}} \psi_{u}^{f} y_{u}^{f k}+\sum_{u \in N} \psi_{u} w_{u} \tag{5.1}
\end{equation*}
$$

$$
2.2-2.3,2.7-2.12
$$

$$
\begin{array}{rlr}
y_{u}^{f k} & \leq w_{u} & k \in C, f \in F^{k}, u \in N \\
y_{u}^{f k}, x_{u}^{f k} & \in\{0,1\} & u \in N, f \in F, k \in C \\
w_{u} & \in\{0,1\} & u \in N \\
t_{u v}^{k} & \in\{0,1\} & (u, v) \in A, k \in C \tag{5.5}
\end{array}
$$

Inequalities (5.7) link $y$ and $w$ variables, enforcing that a function can be installed at a node, only if the node is activated. Constraints (5.8)-(5.10) are the integrity constraints.

### 5.1.2 MILP formulation for the node-capacitated and conflict constrained VNFPRP

In the compact MILP formulation associated with the node-capacitated and conflict constrained version of the problem, the binary decision variables $(x, y, w, t)$ are the same as in the compact formulation introduced in Chapter 2. Similarly, we keep the same set of constraints except for the VNF-capacity constraints, which are relaxed. The objective function aims to minimize the VNF installation and the node activation costs.

The node-capacitated and conflict constrained VNFPR can then be modeled as follows:

$$
\begin{array}{rrr}
(P): & \min \sum_{k \in C} \sum_{u \in N} \sum_{f \in F^{k}} \psi_{u}^{f} y_{u}^{f k}+\sum_{u \in N} \psi_{u} w_{u} \\
2.2-2.4,2.6-2.12 \\
y_{u}^{f k} & \leq w_{u} & k \in C, f \in F^{k}, u \in N \\
y_{u}^{f k}, x_{u}^{f k} \in\{0,1\} & u \in N, f \in F, k \in C \\
w_{u} & \in\{0,1\} & u \in N \\
t_{u v}^{k} & \in\{0,1\} & (u, v) \in A, k \in C \tag{5.10}
\end{array}
$$

### 5.1.3 Unsplittable routing paths

Integrality constraints $t_{u v}^{k} \in\{0,1\}$ guarantee that the $s_{k}-d_{k}$ flow cannot be split, i.e., that there is a single path used for routing the flow. In the following, we show that this constraint can be relaxed. Let ( $\mathrm{P}^{\prime}$ ) denote the model ( P ) in which integrality constraints (5.10) are replaced by

$$
t_{u v}^{k} \geq 0, \quad k \in C,(u, v) \in A
$$

The major result of this section, which will also allow us to apply the Benders decomposition scheme is summarized as follows:

Theorem 5.1 If the compact formulation $\left(P^{\prime}\right)$ has an optimal fractional solution then it must necessarily admit an integer solution with the same objective value.

The proof of this theorem is provided at the end of the section. We start by proving Lemma 5.2, in which we focus on a single commodity, and assume that the capacity upper bounds on arcs corresponding to constraints (2.7) and capacity lower bounds on nodes corresponding to constraints (2.10) are pre-specified.

Lemma 5.2 Let $\hat{c}_{u v} \in \mathbb{N} \cup\{0\}$ be an arbitrary capacity function on arcs $(u, v) \in A$, $\hat{c}_{u} \in\{0,1\}$ be an arbitrary lower bound capacity on nodes $u \in N$ and $\hat{l} \in \mathbb{N}$ a flowlatency limit for a flow to be sent from a given source $s \in N$ to a destination $d \in N$, $s \neq d$. The following system of linear inequalities is either infeasible, or it admits a feasible binary solution.

$$
\begin{align*}
& \sum_{(u, v) \in A} t_{u v}-\sum_{(v, u) \in A} t_{v u}=\left\{\begin{array}{ll}
-1 & \text { if } u=d, \\
1 & \text { if } u=s, \\
0 & \text { otherwise. }
\end{array} \quad \forall u \in N\right.  \tag{5.11}\\
& \sum_{(u, v) \in A} t_{u v} l_{u v} \leq \hat{l}  \tag{5.12}\\
& 0 \leq t_{u v} \quad \leq \quad \hat{c}_{u v} \quad \forall(u, v) \in A  \tag{5.13}\\
& \sum_{(v, u) \in A} t_{v u} \geq \hat{c}_{u} \quad \forall u \in N \tag{5.14}
\end{align*}
$$

Proof. Assume that the system of linear inequalities is feasible, and let $\hat{t}$ be its fractional feasible solution. By the flow decomposition theorem, we can decompose the solution $\hat{t}$ into $\hat{t}_{1}, \hat{t}_{2}, \ldots, \hat{t}_{Q}$ associated with fractional paths $\mathcal{P}^{\prime}=\left\{p_{1}, p_{2}, \ldots, p_{Q}\right\}$, each of them carrying $r_{q}$ units of flow, such that $\sum_{q=1}^{Q} r_{q}=1$. Let $\hat{t}_{q, u v}$ be the arc variables that compose $\hat{t}_{q}$ and the path $p_{q}$ and let $\bar{t}_{q, u v} \in\{0,1\}$ be obtained by applying the ceiling function to values of $\hat{t}_{q, u v}$, i.e., $\bar{t}_{q, u v}=\left\lceil\hat{t}_{q, u v}\right\rceil$, for all $(u, v) \in p_{q}, 1 \leq q \leq Q$.

For each node $u \in N$ such that $\hat{c}_{u}=1$, by the feasibility of $\hat{t}$, all paths $p_{q} \in \mathcal{P}^{\prime}$ must pass through node $u$.

The flow preservation constraints (5.11) are clearly satisfied by each $\hat{t}_{q}^{k}, 1 \leq q \leq Q$. It is easy to see that the flow preservation constrains remain satisfied for each individual path defined by $\bar{t}_{q}^{k}, 1 \leq q \leq Q$. Hence, to satisfy constraints (5.11), (5.13) and (5.14), one could take any of the paths $p_{1}, \ldots, p_{Q}$ as a feasible binary solution.

What remains to show is that at least one of the paths $\left\{p_{1}, \ldots, p_{Q}\right\}$ must also satisfy the latency constraint (5.12). We observe that $\hat{t}_{q, u v}$ has the same value for each arc $(u, v)$ composing the path $p_{q}$, for each $1 \leq q \leq Q$, more precisely, this value is equal to $r_{q}$ defined above. As the sum of the flow is integer, at source and destination nodes we must have at least two paths with fractional flows. Suppose that none of the paths from $\mathcal{P}^{\prime}$ satisfy the latency constraints, i.e.:

$$
l(p)>\hat{l} \quad \forall p \in \mathcal{P}^{\prime},
$$

where $l(p)=\sum_{u v \in p} l_{u v}$ denotes the latency of the path $p \in \mathcal{P}^{\prime}$. Then:

$$
\forall p_{q} \in \mathcal{P}^{\prime}: \quad l\left(p_{q}\right)>\hat{l} \Rightarrow \sum_{p_{q} \in \mathcal{P}^{\prime}} r_{q} l\left(p_{q}\right)>\sum_{p_{q} \in \mathcal{P}^{\prime}} r_{q} \hat{l}
$$

Since from constraints (5.11) we have $\sum_{p_{q} \in \mathcal{P}^{\prime}} r_{q}=1$, it follows that:

$$
\sum_{p_{q} \in \mathcal{P}^{\prime}} r_{q} l\left(p_{q}\right)>\hat{l},
$$

which contradicts the fact that the system (5.11)-(5.14) admits a fractional feasible solution.

Proof. [Theorem 5.1] Let $\hat{X}=(\hat{x}, \hat{y}, \hat{w}, \hat{t})$ be an optimal solution of $\left(P^{\prime}\right)$ such that there exists at least one commodity $k \in C$ for which the flow $\hat{t}^{k}$ is fractional. We will show how to construct a purely integer solution $\bar{X}=(\hat{x}, \hat{y}, \hat{w}, \bar{t})$ which is also feasible for $\left(P^{\prime}\right)$. As the components $\hat{y}$ and $\hat{w}$ that appear in the objective function with nonzero coefficients are the same for both $\hat{X}$ and $\bar{X}$, it follows that the two solutions will have the same objective value.

Let $k \in C$ be a commodity such that in the solution $\hat{X}$, the associated vector $\hat{t}^{k}$ contains fractional values. In that case, by setting $\hat{l}:=l_{k}, s:=s_{k}, d:=d_{k}$ and

$$
\begin{align*}
\hat{c}_{u v} & :=\min _{f \in F^{k}}\left\{\hat{y}_{v}^{f k}+1-\hat{x}_{v}^{f k}+\hat{x}_{u}^{f k}\right\} & & \forall(u, v) \in A  \tag{5.15}\\
\hat{c}_{u} & :=\max _{f \in F^{k}}\left\{\hat{y}_{u}^{f k}\right\} & & \forall u \in N \tag{5.16}
\end{align*}
$$

we obtain the linear inequality system (5.11)-(5.14).
By Lemma 5.2, among the fractional paths composing the flow $\hat{t}^{k}$, there exists at least one (integer) path which can be used to substitute $\hat{t}^{k}$. This procedure can be repeated for all commodities $k \in C$ that admit a fractional flow solution $\hat{t}^{k}$ in $\hat{X}$, without changing the structure of the binary component $(\hat{x}, \hat{y}, \hat{w})$, due to the fact that the flows are routed separately for each commodity.

Corollary 5.3 Without loss of generality, constraints $t_{u v}^{k} \in\{0,1\}$, for all $(u, v) \in A$, $k \in C$ can be relaxed into $t_{u v}^{k} \geq 0$.

### 5.1.4 Strengthening inequalities

In the following, we derive three families of valid inequalities that can strengthen the quality of the LP-bounds of the formulation ( P ). The two first families exploit the precedence constraints imposed for a given commodity, the last one exploit the nodecapacity constraints imposed for each node.

## Node-Precedence inequalities

Theorem 5.4 The constraints (5.17) are valid for ( $P$ ):

$$
\begin{array}{cl}
y_{u}^{f_{l} k} \geq y_{u}^{f_{i} k}+y_{u}^{f_{j} k}-1, & k \in C, \\
i=1,2, \ldots,\left|F^{k}\right|-2, & j=i+2, \ldots,\left|F^{k}\right|,  \tag{5.17}\\
i<l<j
\end{array}
$$

Proof. For given positions $i$ and $j$ in the ordering of $F^{k}$, with $i=1,2, \ldots,\left|F^{k}\right|-2$ and $j=i+2, \ldots,\left|F^{k}\right|$, if both functions $f_{i}$ and $f_{j}$ are installed at node $u$ for commodity $k$, then to satisfy the precedence constraints, each function $f_{l}$ between $f_{i}$ and $f_{j}$, with $l=i+1, i+2, \ldots, j-1$, must be installed at node $u$ as well, otherwise we allow creation of cycles, and hence the violation of precedence constraints (see Figure 5.1).

| $f_{1} \prec$ | $f_{2} \prec$ | $f_{3} \prec$ | $\cdots \prec f_{\left\|F^{k}\right\|-2} \prec$ | $f_{\left\|F^{k}\right\|-1} \prec f_{\left\|F^{k}\right\|}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |


| 1 | 2 | 3 | $\cdots$ | $\left\|F^{k}\right\|-2$ | $\left\|F^{k}\right\|-1$ | $\left\|F^{k}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |


|  |
| :---: | :---: | :---: | :---: | :---: |

Figure 5.1: Explanation of node-precedence inequalities.

We notice that even though these cuts are polynomial in number (there are $O\left(|C||F|^{3}|N|\right)$ of these inequalities), they may impose a significant burden to the MILP solvers because of their size. We therefore also consider the aggregated version of these constraints.

## Aggregated node-precedence inequalities

Theorem 5.5 The linear inequalities (5.18) are valid for $(P)$ :

$$
\begin{align*}
\sum_{l=i+1}^{j-1} y_{u}^{f_{l} k} & \geq(j-i-1)\left(y_{u}^{f_{i} k}+y_{u}^{f_{j} k}-1\right) \quad k \in C, u \in N \backslash\left\{s_{k}\right\} \\
i & =1,2, \ldots,\left|F^{k}\right|-2, \quad j=i+2, \ldots,\left|F^{k}\right| \tag{5.18}
\end{align*}
$$

Proof. The constraints are obtained by summing up (5.18) over all $l \in\{i+1, \ldots, j-$ $1\}$, and hence they are valid for (P).

## Node-capacity inequalities

Theorem 5.6 The linear inequalities (5.19) are valid for $(P)$ :

$$
\begin{align*}
\sum_{l=1}^{i-c_{u}} y_{u}^{f_{l} k}+\sum_{l=i+c_{u}}^{\left|F^{k}\right|} y_{u}^{f_{l} k} & \leq\left(1-y_{u}^{f_{i} k}\right) c_{u} \quad k \in C, u \in N \backslash\left\{s_{k}\right\} \\
i & =c_{u}+1, \ldots,\left|F^{k}\right|-c_{u} \tag{5.19}
\end{align*}
$$

Proof. For a given position $i$ in the ordering of $F^{k}$, with $i=c_{u}+1, \ldots,\left|F^{k}\right|-c_{u}$, if the function $f_{i}$ is installed at node $u$ for the commodity $k$, then the number of functions that must be installed before and after $f_{i}$ must be less than or equal to the capacity $c_{u}$ of node $u$, otherwise the node-capacity constraints are violated.

### 5.2 Problem reformulation using Benders cuts

The size of the compact MILP model presented in Section 5.1 easily becomes intractable, due to the fact that the model contains $O(|N||F||C|+|A||C|)$ variables and constraints. Hence, to deal with instances of realistic size, it is necessary to rely on a problem decomposition in which smaller and easier-to-solve components are solved separately, and then the gained information is combined, and the process is repeated in an iterative way until convergence.

In this chapter we focus on Benders decomposition approach, which can be efficiently exploited thanks to our result given in Section 5.1.3. Corollary 5.3 states that the integrality condition of the flow variables can be relaxed, and hence, using Benders decomposition, we can project $t$ variables out from the model. That way, Benders decomposition allows for a reduction of the total number of variables from $O(|N||F||C|+|A||C|)$ to $O(|N||F||C|)$. In dense networks, this means an order of magnitude reduction of the number of variables. The telecommunication application that motivates our problem may rely on network graphs $G$ that are rather dense, whereas the number of virtual network functions remains typically small. In this section we describe the basic steps for designing an efficient Benders decomposition approach.

The Benders master problem aims at finding an optimal placement of virtual network functions associated to each commodity and deciding in which order these functions should be visited, while "guessing" that a feasible routing path can be found for such a placement. Hence, in the master problem we decide on the value of $(x, y, w)$ variables,
and once these values are fixed, we need to make sure that for each commodity $k \in C$ a routing path can be found such that the nodes are visited according to the order specified by $x$, and without violating the latency constraint. The master ILP model is initialized as follows:

$$
\min \sum_{k \in C} \sum_{u \in N} \sum_{f \in F^{k}} \psi_{u}^{f} y_{u}^{f k}+\sum_{u \in N} \psi_{u} w_{u}
$$

$$
\text { s.t. }(x, y, w) \text { satisfy }(2.8)-(2.9),(2.11)-(2.12),(5.7)-(5.9)
$$

Once a feasible solution $(\hat{x}, \hat{y}, \hat{z})$ of the relaxed master problem is obtained, its feasibility is checked by plugging in its values into the constraints (2.2), (2.3), (2.7) and (2.10). We first observe that this linear system of inequalities is separable, so that the feasibility check can be performed independently for each commodity $k \in C$. For a given binary vector ( $\hat{x}, \hat{y}$ ), the feasibility subproblem for a commodity $k \in C$ can be formulated as the following linear program (we omit the superscript $k$ for the sake of better readability):

$$
\begin{align*}
\begin{array}{ll}
\min & 0 \\
\sum_{(u, v) \in A} t_{u v}-\sum_{(v, u) \in A} t_{v u}
\end{array}= \begin{cases}1, & \text { if } u=s_{k}, \\
-1, & \text { if } u=d_{k}, \\
0 . & \text { otherwise }\end{cases} & \forall u \in N \quad\left(\alpha_{u}\right) \\
-t_{u v} \geq \hat{x}_{v}^{f}-\hat{x}_{u}^{f}-\hat{y}_{v}^{f}-1 & \forall f \in F^{k}, \quad \forall(u, v) \in A \quad\left(\beta_{u v}^{f}\right)  \tag{5.20}\\
\sum_{(v, u) \in A} t_{v u} \geq \hat{y}_{u}^{f} & \forall f \in F^{k}, \quad \forall u \in N \quad\left(\gamma_{u}^{f}\right)  \tag{5.21}\\
-\sum_{(u, v) \in A} l_{u v} t_{u v} \geq-l_{k} & \quad(\delta)  \tag{5.22}\\
t_{u v} \geq 0 & \forall(u, v) \in A \tag{5.23}
\end{align*}
$$

Hence, the solution $(\hat{x}, \hat{y}, \hat{w})$ is feasible, iff for each $k \in C$, there are sufficient arc and node capacities to route the $s_{k}-d_{k}$ flow and the latency of the routing path is at most $l_{k}$. According to LP duality, if the dual of the $k$-th Benders subproblem is unbounded, its primal is infeasible, and correspondingly, the point $(\hat{x}, \hat{y}, \hat{w})$ has to be cut off.

After associating dual variables $\alpha, \beta, \gamma$ and $\delta$ to constraints (5.20)-(5.23), respectively, the LP dual of the $k$-th Benders subproblem reads as follows:

$$
\begin{gather*}
\max \quad \alpha_{s_{k}}-\alpha_{d_{k}}-\sum_{f \in F^{k}} \sum_{(u, v) \in A} \beta_{u v}^{f}\left(1-\hat{x}_{v}^{f}+\hat{x}_{u}^{f}+\hat{y}_{v}^{f}\right)+\sum_{u \in N} \sum_{f \in F^{k}} \gamma_{u}^{f} \hat{y}_{u}^{f}-\delta l_{k} \\
\alpha_{u}-\alpha_{v}-\sum_{f \in F^{k}} \beta_{u v}^{f}+\sum_{f \in F^{k}} \gamma_{v}^{f}-\delta l_{u v} \leq 0 \quad(u, v) \in A  \tag{5.25}\\
\alpha \text { free, }(\beta, \gamma, \delta) \geq 0 \tag{5.26}
\end{gather*}
$$

Hence, any (extreme) ray ( $\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}, \tilde{\delta})$ of the above dual induces a valid Benders feasibility cut:

$$
\begin{equation*}
\tilde{\alpha}_{s_{k}}-\tilde{\alpha}_{d_{k}}-\sum_{f \in F^{k}} \sum_{(u, v) \in A} \tilde{\beta}_{u v}^{f}\left(1-x_{v}^{f}+x_{u}^{f}+y_{v}^{f}\right)+\sum_{u \in N} \sum_{f \in F^{k}} \tilde{\gamma}_{u}^{f} y_{u}^{f}-\tilde{\delta} l_{k} \leq 0 \tag{5.27}
\end{equation*}
$$

These Benders cuts are actively separated at every node of the branch-and-bound tree, and added to the relaxed master problem. The resulting strategy is commonly denoted as Branch-and-Benders-Cut (see, e.g., [38]). Effective separation of Benders cuts involves advanced stabilization techniques and proper selection of extreme rays. To this end, we have decided to use the implementation of Benders feasibility cuts, in an annotated Benders setting of CPLEX [13], which utilizes the major stabilization and implementation techniques from $[51,53,54]$.

Remark: This Benders reformulation can be applied on the node-capacitated and the conflict constrained version of the problem. This can be done by adding constraints (2.4) and (2.6), respectively, to the Benders master problem. Furthermore, this Benders reformulation can be applied on the compact MILP formulation presented in chapter 2 i.e., VNF-capacitated version of the problem. As the $t$ variables do not appear in the VNF capacity constraints.

### 5.3 MILP-based Heuristic

When models with an exponential number of constraints are implemented within a Branch-and-Cut scheme (as this is the case with our Branch-and-Benders-Cut approach), general purpose solvers in general struggle with finding feasible solutions. This is because they are missing an important information concerning the structure of feasible solutions, as majority of constraints are left out from the model and are separated on the fly during the branching process. Hence, only after enumerating many branching nodes, much deeper in the branching tree, a larger number of cuts becomes available to the solver so that more useful feasible solutions can be found. It is therefore crucial for the performance of Branch-and-Benders-Cut algorithms that
high-quality solutions are provided in the initialization phase. To this end, we use the MILP-based heuristic introduced in Chapter 3, whose solution is handed over to the solver immediately before solving the first LP of the relaxed master problem.

## Path-based formulation

The path formulation has been introduced in Chapters 3 and 4. In the Uncapacitated version of the problem the path formulation is a bit different from the one already introduced in previous chapters. The objective function is not the same, and the constraints (5.7) should be added to the model. Also, the VNF-capacity, the nodecapacity and the conflict constraints are relaxed. Then, the Uncapacitated VNFPR problem can be modeled as the following MILP:

$$
\begin{aligned}
& \min \sum_{k \in C} \sum_{u \in N} \sum_{f \in F^{k}} \psi_{u}^{f} y_{u}^{f k}+\sum_{u \in N} \psi_{u} w_{u} \\
&(x, y, w) \text { satisfy (4.2), (4.6)-(4.11), (5.7)-(5.9) } \\
& \lambda_{p}^{k} \in\{0,1\} k \in C, p \in \mathcal{P}_{k}
\end{aligned}
$$

Remark: The MILP-based heuristic is adapted for the node-capacitated and conflict constrained version of the problem by adding inequalities (2.4) and (2.6), respectively.

## Heuristic

We generate up to $\kappa$ elementary shortest $s_{k}-d_{k}$-paths for each commodity $k \in C$, using Yen's algorithm [138]. The paths whose length is below $l_{k}$ are added to the model in the order from the shortest one to the longest one.

Obviously, if Yen's algorithm would generate all possible $s_{k^{-}} d_{k}$-paths with latency less or equal to $l_{k}$ and there would be less than $\kappa$ of them, our resulting compact MILP model would be an exact reformulation of the problem. This however does not happen very often in practice (we usually keep $\kappa \leq 50$ ). Nevertheless, the quality of solutions obtained by this simple MILP heuristic is quite satisfying, as reported in the following section.

### 5.4 Computational results

The purpose of this section is to test the scalability and the efficiency of the proposed Branch-and-Benders-Cut computational framework and to compare it to other exact methods, using an off-the-shelf solver. To this end, we use the commercial solver CPLEX and compare our approach to two available options: first, solving the problem as a compact formulation (P) introduced in Section 5.1, and second, applying Automatic Benders decomposition [26] to the formulation ( $\mathrm{P}^{\prime}$ ).

Our tests are conducted so as to evaluate: the performance of Benders decomposition in terms of computing time; the size limit of realistic instances to be solved to optimality in a reasonable time limit; the quality of the MILP-based heuristic, and, finally, the possible benefit of valid inequalities proposed in Section 5.1.4 in improving the computing times or reducing the final gaps. We also investigate the performance of our models for problem instances with node-capacity and conflict constraints.

All the tests reported in this section were made using a machine with $\operatorname{Intel}(\mathrm{R})$ Xeon(R) CPU E5-2650 v2 processor clocked at 2.60 GHz and 252GB RAM, under Linux operating system. All methods are implemented using the Python API for CPLEX, which is run in single-threaded mode and all CPLEX parameters were set to their default values. A default time limit of three hours is set for each instance from the benchmark set described in Section 5.4.1.1, and of one hour for each instance from the benchmark set described in Section 5.2. The default memory limit was set to 20GB.

The following settings were tested in our computational experiments:

- C: the compact MILP formulation (P) proposed in Section 5.1;
- RC: the relaxed compact MILP formulation ( $\mathrm{P}^{\prime}$ ) in which the flow variables $t$ are relaxed according to Corollary 5.3;
- AB: automatic Benders decomposition available in Cplex [26], applied to the model ( $\mathrm{P}^{\prime}$ );
- B: Branch-and-Benders-Cut obtained after decomposing the problem into $|C|$ subproblems and adding Benders feasibility cuts (as explained in Section 5.2);
- B+VI: setting B in which Valid Inequalities from Section 5.1.4 are additionally used to initialize the model;
- B+PH: setting B in which initial solutions are obtained using the MILP-Heuristic described in Section 5.3. The number of generated paths by Yen's algorithm is limited to $\kappa=50$ paths per commodity and the time limit for running the MILP-heuristic is set to 900 seconds;
- B+VI+PH: setting B+PH in which Valid Inequalities from Section 5.1.4 are additionally used to initialize the model.


### 5.4.1 Benchmark instances

In order to test the performance of the proposed methods, we generate two set of instances. The first set is generated using Erdős-Rényi graphs, and the second set is obtained from the well-known library of telecommunication network instances, called SNDlib [125].

### 5.4.1.1 Instances derived from Erdős-Rényi graphs

These instances are generated as Erdős-Rényi graphs using the Python library NetworkX. We vary the number of nodes $|N| \in\{25,50,100\}$ and consider the graph density $d \in\{0.5,0.9\}$. For each $\operatorname{arc}(i, j) \in A$, the latency $l_{i j} \in \mathbb{N}$ is chosen uniformly at random from the interval $[1,25]$, and we set $l_{i j}=l_{j i}$. For each node $u \in N$, its node activation cost $\psi_{u} \in \mathbb{N}$ is chosen uniformly at random from [50, 1000]. The total number of VNFs $|F|$ is set to 10 , and for each $u \in N, f \in F$, the installation cost $\psi_{u}^{f} \in \mathbb{N}$ is chosen uniformly at random from $[10,100]$. We vary the total number of commodities, by considering $|C| \in\{10,15, \ldots, 50\}$. For each commodity, its distinct source and destination nodes are chosen randomly from $N$. To define the set $F^{k}$ of VNFs associated to each commodity, we randomly choose between $\{6,8,10\}$ functions from the set $F$ and order them randomly. The latency $l_{k}$ is set to 1.5 times the length of the shortest path (with respect to the values $l_{i j}$ ). .

### 5.4.1.2 Instances derived from the SNDlib

This benchmark set is described on Chapter 3. In this Chapter we test the Benders reformulation on the following instances-type: \{"Abilene", "Atlanta", "Dfn-bwin", "Dfngwin", "Di-yuan", "Newyork", "Nobel-germany", "Nobel-us", "Pdh", "Polska"\}. For each instance-type we have generated ten different instances.

### 5.4.2 Obtained results

Major results are summarized in this section, whereas more detailed results, given per each instance, can be found in Section 5.4.3. For each of the different settings listed above, we report the overall CPU time in seconds and the percentage gap after reaching the time or memory limit (in case the optimal solution has not been found). To final gap is calculated as GAP $=((U B-L B) / L B) * 100 \%$, where $U B$ denotes the best feasible solution, and $L B$ the global lower bound found in each run.

We start by comparing the four Branch-and-Benders-cut configurations (B, B+VI, $\mathrm{B}+\mathrm{PH}, \mathrm{B}+\mathrm{VI}+\mathrm{PH})$ on the set of Erdős-Rényi graphs. After determining the best configuration, we compare it with three other alternative MILP approaches (namely, C, AB, and RC). In Section 5.4.2.2 we then study the instances derived from SNDlib and compare the best Branch-and-Benders-cut configuration against the available alternatives, and we also study the sensitivity of their performance with respect to the introduction of node-capacity and conflict constraints.

### 5.4.2.1 Results obtained on Erdős-Rényi graphs

Graphical summary of the obtained results is given in Figures 5.2-5.7, where we provide cumulative charts representing the CPU times and the GAPs for instances with $|N| \in$ $\{25,50,100\}$. Tables 5.1-5.6 in Section 5.4.3 provide detailed results obtained for this set of instances.

Comparing four Branch-and-Benders-cut configurations Figures 5.2(a) and $5.3(\mathrm{a})$ allow to compare the CPU times of the four Branch-and-Benders-Cut settings for the instances with $|N| \in\{25,50\}$ and $d \in\{0.5,0.9\}$. A point with coordinates $(x, y)$ in this chart indicates that for $y$ instances, the CPU time needed to prove optimality was below $x$ seconds. A similar representation of the final gaps for the same group of instances is shown in Figures 5.2(b) and 5.3(b). Figures 5.2 and 5.3 show that the $\mathrm{B}+\mathrm{VI}+\mathrm{PH}$ setting is outperforming the remaining three Benders settings ( $\mathrm{B}, \mathrm{B}+\mathrm{VI}, \mathrm{B}+\mathrm{PH}$ ). For example, the number of instances with $|N| \in\{25,50\}, d=0.5$ that can be solved to optimality in less than ten minutes is equal to 20 for $\mathrm{B}+\mathrm{VI}+\mathrm{PH}$, whereas it is only $14(12,11)$ for $\mathrm{B}+\mathrm{VI}(\mathrm{B}+\mathrm{PH}, \mathrm{B}$, respectively). All 50 instances are solved with a GAP smaller than or equal to $15 \%$ by $\mathrm{B}+\mathrm{VI}+\mathrm{PH}$ and $\mathrm{B}+\mathrm{PH}$, whereas, this is true for only 41 and 42 instances when settings B, respectively B+VI, are employed. A similar behavior can be observed for instances with $|N| \in\{25,50\}$ and $d=0.9$. These results clearly exhibit the benefits of adding valid inequalities and path-based heuristic to the basic Benders
decomposition setting. Consequently, in the following we will consider B+VI +PH as our default Benders setting and compare it with alternative MILP approaches.


Figure 5.2: CPU time and GAP comparison between Branch-and-Benders-Cut algorithms with and without valid inequalities and with and without MILP-heuristic $(|N| \in\{25,50\}$ and $d=0.5)$.


Figure 5.3: CPU time and GAP comparison between Branch-and-Benders-Cut algorithms with and without valid inequalities and with and without MILP-heuristic $(|N| \in\{25,50\}$ and $d=0.9)$.

Comparison with alternative MILP approaches We now compare our Branch-and-Benders-Cut (B+VI+PH) against three alternative MILP methods available by using Cplex as an off-the-shelf MILP solver: C, RC and AB. Cumulative charts for graphs with $|N| \in\{25,50\}$ and for $d=0.9$ and $d=0.5$ are given in Figures 5.4 (CPU times) and 5.5 (GAPs). We notice that all models have more difficulties in finding optimal solutions
for sparser graphs. Nevertheless, the setting B+VI+PH remains the best performing one, followed by the compact formulation C. Figure 5.5 indicates that for sparser graphs, for $90 \%$ (respectively $100 \%$ ) of the instances the final gaps obtained by the Branch-and-Benders-Cut remain below $10 \%$ (respectively $15 \%$ ), whereas the corresponding figures for the final gaps achieved by the compact model are $20 \%$ (respectively $40 \%$ ).

(a) $d=0.9$

(b) $d=0.5$

Figure 5.4: CPU time comparison between Branch-and-Benders-Cut algorithm, compact and relaxed compact formulation and Automatic Benders for graphs with 25 and 50 nodes and density 0.9 and 0.5 .


Figure 5.5: GAP comparison between Branch-and-Benders-Cut algorithm, compact and relaxed compact formulation and Automatic Benders for graphs with 25 and 50 nodes and density 0.9 and 0.5 .

We observe that 20 instances were solved with Branch-and-Benders-Cut in less than 500 seconds whereas the same number of instances was solved by the compact formulation in less than 2000s. On the contrary, the relaxed compact formulation RC (resp. the Automatic Benders) can solve only 19 (resp. 18) instances within the given time limit of three hours. In terms of the final gap, Branch-and-Benders-Cut algorithm solves all
instances within the final gap which is below $15 \%$, whereas the same instances were solved with a gap as high as $40 \%$ for the compact formulation, $60 \%$ for the relaxed compact model, and $75 \%$ for the automatic Benders.

Overall, we observe that RC and AB methods provide solutions of poor quality compared to the Branch-and-Benders-Cut and the Compact model. Therefore, for larger instances with 100 nodes, we compare only the B+VI+PH and C settings. Figures 5.6 and 5.7 summarize the results obtained by solving instances with 100 nodes and density $d=0.9$ and $d=0.5$, respectively. We observe that in the few cases when the number of commodities is rather small, the compact MILP formulation is outperforming (in terms of the CPU time) B+VI+PH. However, by increasing the number of commodities, the compact MILP model struggles with the size of the underlying LP-formulation. On the contrary, the Branch-and-Benders-Cut algorithm provides relatively small final gaps. For example, for $d=0.9$ final gaps are below $3 \%$ for $\mathrm{B}+\mathrm{VI}+\mathrm{PH}$, whereas for the compact MILP formulation the final gaps can be as large as $16 \%$ (cf. Figure 5.6(b)). Also, from Figure 5.6(a) we notice that 16 out of 22 instances with $d=0.9$ are solved within less than 2500 seconds by B+VI + PH, while this is true for only 9 instances when solved using the Compact formulation.


Figure 5.6: CPU time and GAP comparison between Branch-and-Benders-Cut algorithm with valid inequalities and MILP-heuristic and compact formulation $(|N|=100$ and $d=0.9$ ).

Similarly, Figure 5.7 shows that the number of instances with $|N|=100$ and $d=0.5$ solved by the Branch-and-Benders-Cut algorithm without exceeding the time limit is 18 ( 7 are solved to optimality and for 11 , the memory limit was exceeded). From Figure $5.7(\mathrm{~b})$ we observe that the largest GAP for B+VI+PH was $17 \%$, whereas the same (or smaller) GAP is achieved for only 23 out of 27 instances using the Compact
formulation.


Figure 5.7: CPU time and GAP comparison between Branch-and-Benders-Cut algorithm with valid inequalities and MILP-heuristic and the compact formulation $(|N|=100$ and $d=0.5)$.

Quality of solutions found by the MILP-based heuristic In the following we analyze the quality of solutions found by the MILP-based heuristic (PH) and its overall efficiency. Figure 5.8 provides boxplots in which we are comparing the quality of
the solutions and the CPU times of the MILP-based heuristic (PH) and the Compact formulation (C). The latter one is considered as an off-the-shelf alternative for finding feasible solutions. In the provided boxplots, all instances derived from Erdős-Rényi graphs are taken into account. The relative gaps are calculated with respect to the optimal solution or, alternatively, the best-known upper bound found by any of the four exact methods (contrary to Tables 5.2-5.6 from Section 5.4.3 where CPLEX exit gaps are reported). We observe that in most of the cases the heuristic provides feasible solutions of almost the same (or even better) quality compared to those found by the Compact formulation, but within a significantly less CPU time. By comparing the solution gaps, we notice that the heuristic performs particularly well on sparser graphs. This can be explained by the fact that, by decreasing the graph density, the number of feasible routing paths decreases too, hence the path-based MILP-formulation (which is used within the heuristic) often captures the optimal routing paths. By enlarging the number of nodes or increasing the density, this benefit of the MILP-heuristic might be lost, as it can be observed in Figure 5.8 (a), where e.g., for instances with 100 nodes and $d=0.9$ the solutions found by the Compact formulation are of better quality than those found by the MILP-heuristic.

(a) GAP (\%)

(b) CPU time (s)

Figure 5.8: GAP and CPU time comparison between compact MILP formulation and MILP-based Heuristic.

Effect of adding valid inequalities Finally, we test the potential benefits of valid inequalities proposed in Section 5.1.4. Figure 5.9(a) compares the size of the branching tree for the basic setting B and the setting B+VI in which valid inequalities are added to the model. We notice that adding the valid inequalities definitely helps our Benders approach to reduce the number of branching nodes. These reductions can be significant (a few orders of magnitude). For $50 \%$ of the solved instances the number of branching nodes was reduced from $\approx 10^{5}$ to $\approx 10^{4}$. In Figure $5.9(\mathrm{~b})$ we also show the relative improvement of lower bounds, calculated as $\left(\mathrm{LB}_{\mathrm{B}+\mathrm{VI}}-\mathrm{LB}_{\mathrm{B}}\right) / \mathrm{LB}_{\mathrm{B}} * 100$.

We observe that the lower bound at the root node could be improved by $1 \%$ to $3 \%$ for majority of considered instances.

(b) Relative improvement of lower bounds at the root node after adding valid inequalities.

Figure 5.9: Number of branching nodes and bounds improvement of the Branch-and-Benders-Cut approach with and without valid inequalities for graphs with $|N|=100$ and $d=0.9$.

### 5.4.2.2 Results obtained on the set of SNDlib instances

Figure 5.10 compares GAPs of the Branch-and-Benders-Cut approach (B+VI+PH), with those obtained using the Compact formulation, the Relaxed Compact formulation and the Automatic Benders of Cplex. Instances with and without node-capacity and conflict constraints are considered. Axis $y$ represents the number of solved instances, and axis $x$ represents the final GAP (given in percentage). The gap is set to $100 \%$ if no feasible solution is found.

Figure 5.10(a) shows results for SNDlib instances with node-capacity and conflict constraints. We notice that for 96 out of 100 instances, B+VI+PH finds a feasible solution, and the worst obtained gap is below $47 \%$. On the contrary, less than half of the instances could be solved within the same gap for the remaining three approaches ( AB , C and RC).

When it comes to SNDlib instances without node-capacity and conflict constraints, Figure 5.10(b) shows that for all instances B+VI+PH finds a feasible solution and the worst obtained gap is below $27 \%$. On the contrary, only $86 \%, 55 \%$ and $36 \%$ of these instances can be solved within the same gap using the Compact formulation C, the Relaxed Compact formulation RC and the Automatic Benders AB, respectively.


Figure 5.10: GAP comparison between Branch-and-Benders-Cut algorithm (B+VI+PH), Compact (C) and Relaxed Compact formulation (RC) and Automatic Benders (AB) for SNDlib instances with and without node-capacities and conflict constraints.

A more detailed comparison is provided in Figure 5.11 which shows the average final gaps per instance-type for the instances with node-capacity and conflict constraints. Recall that each instance type contains ten associated instances. We observe that no feasible solution is found by the Compact formulation, the Relaxed Compact for-
mulation and the Automatic Benders for instance-types "Abilene", "Atlanta", "Nobelgermany" and "Nobel-us" within the given time limit. On the other hand, the associated final gaps provided by the Branch-and-Benders-cut algorithm are $10.12 \%, 25.70 \%$, $50.43 \%$ and $15.31 \%$, respectively. Similarly, no feasible solutions are obtained by the Compact formulation for instance-type "Newyork", and no solutions are provided by the Relaxed Compact formulation and the Automatic Benders for instance-type "Polska". For these two instance-types, the Branch-and-Benders-cut algorithm provides average final gaps of $30.85 \%$ (for "Newyork") and $12.05 \%$ (for "Polska"). For instancetypes "Dfn-bwin" and "Dfn-gwin" the Compact and the Relaxed Compact formulations slightly outperform the other proposed methods, which can be explained by the small size of these instances ( 10 , resp. 11 nodes and 45 , resp. 47 edges). Finally, very small gaps are obtained by all methods but AB for instance-type "Pdh", which is comprised by 11 nodes and 34 edges.


Figure 5.11: Average GAPs per instance-type for SNDlib instances with node-capacities and conflict constraints.

Figure 5.12 shows a similar comparison for the SNDlib instances without nodecapacity and conflict constraints. We observe that the Branch-and-Benders-cut algorithm ( $\mathrm{B}+\mathrm{VI}+\mathrm{PH}$ ) provides small final gaps compared to those obtained by the Compact formulation for "Atlanta", "Newyork", "Nobel-germany", "Nobel-us" and "Polska". For
"Abilene" and "Dfn-gwin" the gaps obtained by the Compact formulation are slightly better. Finally, for instance-types "Dfn-bwin", "Di-yuan" and "Pdh", the final gaps provided by both methods are almost the same. On the contrary, AB could not find any feasible solution for "Abilene", "Atlanta", "Nobel-germany", "Nobel-us" and "Polska". Similarly, Relaxed compact formulation did not find any feasible solution for "Atlanta" and "Nobel-germany".

From Figures 5.11 and 5.12 we also observe an interesting fact that in very few cases the final gaps of the Compact formulation can be improved by relaxing the integrality condition on the arc variables (cf. "Dfn-gwin", "Newyork" and "Pdh").


Figure 5.12: Average GAPs per instance-type for SNDlib instances without nodecapacities and conflict constraints.

### 5.4.3 Detailed results

For each of the different settings listed in Section 5.4, we report the overall CPU time in seconds (or $T L / "-"$ if the time/memory limit is reached, respectively), and the final gap in percent after reaching the time or memory limit (in case the optimal solution has not been found). To final gap is reported as Gap $=(U B-L B) / L B * 100 \%$, where $U B$ denotes the best feasible solution, and $L B$ the global lower bound found in each run.

In addition, for our MILP-heuristic, in the columns labeled by PH, we report the CPU time of the heuristic ( $T L$ means that the time limit of 900 seconds was reached without solving the model to optimality), and the gap with respect to the optimal solution (or, the best known upper bound, in case the latter is not available).

Tables 5.1, 5.2 and 5.3 summarize the results obtained for the instances derived from Erdős-Rényi graphs with $d=0.5$ and with 25,50 and 100 nodes, respectively. Tables 5.4, 5.5 and 5.6 summarize the results obtained for the instances derived from ErdősRényi graphs with $d=0.9$ and with 25,50 and 100 nodes, respectively. In the last two columns of Tables 5.2-5.6 we report the CPU time per instance required by the MILP-based heuristic ( PH ) and the relative gap of the obtained solution with respect to the optimal solution (or, alternatively, the best-known upper bound found by any of the four exact methods).

Tables 5.7-5.9 (resp. Tables 5.10-5.12) show detailed results of 100 instances derived from SNDlib with (resp. without) node-capacity and conflict constraints. The CPU time of all solved instances exceeds the time limit (this explains the removal of "t[s]" column in tables). Sign - in "Gap" column in result tables indicates that no feasible solution is found.
Table 5.1: Results for graphs with $|N|=25$ and $d=0.5$.


| Instances |  |  |  | Branch-and-Benders-Cut |  |  |  |  | C | RC | AB | PH |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | B | B+VI | B+P |  | I+PH |  |  |  |  |  |
| $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | t[s] Gap | t[s] Gap | t[s] Gap | t[s] | Gap | t[s] Gap | s] Gap | ] Gap | t[s] | Gap |
| 50 | 1222 | 10 | 6 | 1040.0 | 323 | 2520.0 | 455 | 0.0 | 1760.0 | 3040.0 | 211 | 3 | 0.0 |
| 50 | 1244 | 10 | 8 | $L$ | L | $T L \quad 12.4$ | TL | 5.1 | $299 \quad 0.0$ | TL 10.0 | TL 12.4 | 81 | 5.3 |
|  | 1266 | 10 | 10 | TL | $T L$ | $T L \quad 14.1$ | TL | 3.1 | $T L \mathbf{0 . 0}$ | TL 14.5 | TL 14.4 | 131 | 3.2 |
|  | 1260 | 15 | 6 | TL 14.8 | TL | TL 9.5 | $T L$ | 6.5 | TL 4.4 | TL 17.7 | TL 16.6 | 4 | 7.0 |
|  | 92 | 15 | 8 | 289 | 1610.0 | 730.0 | 131 | 0.0 | $11 \quad 0.0$ | 19180.0 | 617 | 62 | 0.0 |
|  | 234 | 15 | 10 | TL | TL 1.2 | L 2.1 | $T L$ | 1.1 | TL 2.0 | TL | $T L$ | 5 | 1.2 |
|  | 1276 | 20 | 6 | TL 0.8 | TL 0.2 | TL 0.8 | TL | 0.2 | $649 \quad 0.0$ | TL 0.9 | $T L \quad 0.8$ |  | 0.2 |
| 50 | 20 | 20 | 8 | TL 15.1 | TL 12.2 | TL 11.8 | TL | 9.4 | TL 11.7 | TL 24.9 | TL 13.5 | 67 | 10.4 |
| 50 | 288 | 20 | 10 | $1860 \quad 0.0$ | $1815 \quad 0.0$ | 570 | 543 | 0.0 | 63630.0 | TL 7.1 | $2921 \quad 0.0$ | 80 | 0.0 |
| 50 | 252 | 25 | 6 | TL 20.0 | 20.2 | TL 12.1 | TL | 10.4 | TL 13.4 | TL 19.1 | TL 25.2 | 75 | 11.7 |
|  | 14 | 25 | 8 | TL | TL 0.9 | 5.6 | TL | 0.0 | TL 3.3 | TL 9.3 | TL 6.0 | 72 | 0.0 |
|  | 70 | 30 | 6 | TL 6.0 | TL 4.6 | TL 5.8 | TL | 5.2 | TL 2.4 | TL 32.9 | 6.6 | 41 | 5.5 |
| 50 | 1204 | 30 | 8 | TL 2.0 | TL 1.4 | TL 1.4 | $T L$ | 1.4 | 20960.0 | TL 1.4 | TL 1.4 | 5 | 1.4 |
|  | 34 | 30 | 10 | TL 14.6 | TL 10.3 | 10.6 |  | 7.9 | TL 7.3 | TL 42.3 | TL 23.6 | 472 | 8.5 |
|  | 1164 | 35 | 6 | TL | TL | TL 4.6 | TL | 2.5 | TL 6.4 | TL 12.8 | TL 7.0 | 236 | 2.6 |
|  | 204 | 35 | 8 | TL $\quad 9.9$ | TL 6.7 | TL 6.2 | TL | 5.5 | TL 7.2 | TL 30.5 | TL 10.5 | 175 | 5.8 |
|  | 226 | 35 | 10 | TL 23.9 | TL 21.0 | TL 11.7 | TL | 9.2 | TL 28.8 | TL 45.8 | TL 26.5 | 219 | 10.2 |
| 50 | 198 | 40 | 6 | TL 49.3 | TL 29.5 | TL 15.6 | TL | 15.2 | TL 41.4 | TL 56.5 | TL 48.9 | 878 | 17.9 |
|  | 198 | 40 | 8 | TL 67.5 | TL 72.6 | TL 16.2 | TL | 15.0 | TL 19.6 | TL 46.8 | TL 75.4 | TL | 17.7 |
|  | 208 | 40 | 10 | TL 7.7 |  | TL 5.0 | TL | 3.9 | TL 9.1 | TL 11.0 | TL 11.2 | 88 | 4.1 |
|  | 1244 | 45 | 6 | - 32.5 | - 17.5 | 8.8 |  | 8.7 | TL 8.9 | TL 23.6 | TL 18.2 | 5 | 9.5 |
|  | 1242 | 45 | 8 | TL 31.7 | TL 45.4 | TL 12.7 | TL | 13.3 | TL 14.9 | TL 61.6 | TL 50.4 | 44 | 15.3 |
| 50 | 1330 | 45 | 10 | 45.3 | - 48.3 | 13.9 |  | 14.5 | TL 23.4 | TL 52.4 | - 23.9 | 208 | 17.0 |

Table 5.2: Results for graphs with $|N|=50$ and $d=0.5$.
Table 5．3：Results for graphs with $|N|=100$ and $d=0.5$

| $87^{\circ} 0$ | ¢ャㄴ9 | $6 \square^{\circ} \mathrm{C}$ ¢ | TL | 76．01 |  | 01 | 10 C | t267 | 00I |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $00^{\circ} 0$ | 88．90L | 88．61 | TL | \＆8： $\boldsymbol{1}$ |  |  | 09 | モ¢6も | 001 |
| $00^{\circ} 0$ | 9İLZ¢ | $0 z^{6} 6$ | TL | L6．91 |  |  | 09 | 970 g | 001 |
| ＇I | 8129 | ç＇tI | TL | ¢9．9 |  | 01 | I Ct | 0¢0 | 00 |
| 98.0 | 98. 切 | 90.0 | TL | $89^{\circ} 0$ | TL |  | 9 | ¢¢6 | 001 |
| ¥0．0 | LC．9¢L |  | TL | 86.81 |  |  | St | 016 | 00I |
| $00 \cdot 0$ | 91＇ta | c8．tI | TL | 26.9 | TL | 01 | I 0t | 090 | 001 |
| $00^{\circ} 0$ | セEGL | 980 0 | TL | ${ }^{\text {¢ }} 8^{\circ} \mathrm{B}$ |  |  | 07 | 976 | 00 |
| 98.0 | 98．çL | ¢¢．8 | TL | 79．2 |  |  | $0 \pm$ | 9867 | 00 |
| $00^{\circ} 0$ | てI＇t9 | $07^{6}$ | TL | $99^{\circ} \mathrm{S}$ | TL | 01 | 98 | 078t | 001 |
| $89^{\circ} 0$ | 08：69 | $66 \cdot 6$ | TL | 88．2 |  |  | 98 | 8L8 | 00 |
| \％ | ¢¢ $6 \square$ | 0891 | TL | 7L．9 | TL |  | 98 | 996T | 00 |
| 290 | 20.82 | ¢T＇9\％ | TL | 98． 1 |  | 01 | I 08 | $998 t$ | 00 |
| 0 | 9082 | LD＇もI | TL | L2．8 | TL |  | $0 ¢$ | $\pm 86$ | 00 |
| 0 | 7029 | $88^{\circ} \mathrm{C}$ | TL | ¢0．t | TL |  | 08 | 968 | 001 |
| 0 | 88＇Lワ | $00^{\circ}$ | 19｀ฐ¢\％9 | $00^{\circ}$ | 80•108 | 01 | 96 | 8867 | 00 |
| 0 | ¢z＇9\％ | $00^{\circ}$ | 97．6LLI | で＇ | TL |  | 96 | 9267 | 00 |
| ＊ 0 | t900LI | モ\＆゙もて | TL | LT01 |  |  | 96 | $9 \mathrm{C6t}$ | 00 |
| 0 | L6＇¢9 | 88.6 | TL | 97.9 |  | 01 | 02 | 788 | 00 |
| $08 \%$ | 9で8t | $4 L^{\prime}$ \％ | TL | $2 z^{\prime} \cdot$ | TL |  | $0 z$ | 816 | 00 |
| ${ }^{9} 9{ }^{\circ} \mathrm{I}$ | L9009 | $0{ }^{\circ} 0$ | TL | $00^{\circ}$ | 92．76s |  | 02 | 080 | 001 |
| $98^{\circ} 0$ | c6．IE | ¢ ${ }^{\text { }}$ L | TL | でも | TL | 01 | SI | 9967 | 001 |
| $0 \square^{\circ} 0$ | $67^{\circ} \mathrm{Z}$ ¢ | $00^{\circ}$ | 09.998 | $00^{\circ}$ | 0才•7z9 |  | GI | 0009 | 00 |
| $00^{\circ} 0$ | ఒて＇ 19 | $00^{\circ}$ | ¢9． 1802 | $0 \cdot 0$ | \＆5． $2 \angle 8$ |  | GI | ¢L6t | 00 |
| $00^{\circ} 0$ | ze¢¢ | $00^{\circ} 0$ | 89.90 ［ | $00^{\circ}$ | ¢8＊84 | 01 | 01 | 9709 | 00 |
| $00 \cdot 0$ | 99．98 | $00^{\circ} 0$ | $80 \cdot 99$ | $00^{\circ}$ | 8L｀¢9 |  | 0I | 8909 | 00 |
| $00^{\circ} 0$ | L8＇88 | 00＊0 | L7\％678 | $00^{\circ} 0$ | 7\％＇10I |  | 9 0I | 9667 | 00 |
| den | ［s］ | deŋ | ［s］${ }_{7}$ | de！ | $[\mathrm{S}] 7$ | ${ }^{4}$ | ｜｜ $\mid$｜ | V | $\left.\right\|_{N}$ |
|  | Hd |  | $\bigcirc$ |  | ＋8 |  |  | Ueqsu |  |


Table 5.4: Results for graphs with $|N|=25$ and $d=0.9$.



| Instances |  |  |  | Branch-and-Benders-Cut |  |  |  |  |  |  |  | C |  | RC |  | AB |  | PH |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | B |  | $B+V I$ |  | B+PH |  | B+VI + PH |  |  |  |  |  |  |  |  |  |
| $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | t[s] | Gap | t[s] | Gap | t[s] | Gap | t[s] | Gap | t[s] | Gap | t[s] | Gap | $\mathrm{t}[\mathrm{s}]$ | Gap | t[s] | Gap |
| 100 | 8946 | 10 | 6 | 126 | 0.0 | 158 | 0.0 | 195 | 0.0 | 140 | 0.0 | 123 | 0.0 | 4967 | 0.0 | 542 | 0.0 | 48 | 4.1 |
| 10 | 8894 | 10 | 8 | 102 | 0.0 | 96 | 0.0 | 118 | 0.0 | 82 | 0.0 | 75 | 0.0 | 1029 | 0.0 | 442 | 0.0 | 40 | 0.0 |
| 100 | 8876 | 10 | 10 | 546 | 0.0 | 241 | 0.0 | 523 | 0.0 | 257 | 0.0 | 580 | 0.0 | TL | 3.1 | 3921 | 0.0 | 34 | 3.8 |
| 100 | 8946 | 15 | 6 | TL | 1.1 | 435 | 0.0 | TL | 1.1 | 425 | 0.0 | 1752 | 0.0 | $T L$ | 6.0 | TL | 1.5 | 92 | 0.0 |
| 100 | 8914 | 15 | 8 | 502 | 0.0 | 296 | 0.0 | 551 | 0.0 | 265 | 0.0 | 1522 | 0.0 | $T L$ | 10,8 | 3368 | 0.0 | 57 | 0.0 |
| 100 | 8902 | 15 | 10 | 225 | 0.0 | 206 | 0.0 | 230 | 0.0 | 186 | 0.0 | 1350 | 0.0 | TL | 5.4 | 1151 | 0.0 | 44 | 0.0 |
| 100 | 9010 | 20 | 6 | 1124 | 0.0 | 194 | 0.0 | 616 | 0.0 | 170 | 0.0 | 654 | 0.0 | TL | 7.4 | 4749 | 0.0 | 73 | 0.0 |
| 100 | 8960 | 20 | 8 | 534 | 0.0 | 297 | 0.0 | 518 | 0.0 | 249 | 0.0 | 2956 | 0.0 | TL | 54.8 | 3330 | 0.0 | 81 | 0.0 |
| 100 | 8938 | 20 | 10 | 1211 | 0.0 | 213 | 0.0 | 1012 | 0.0 | 171 | 0.0 | 550 | 0.0 | $T L$ | 1.1 | 5889 | 0.0 | 86 | 3.2 |
| 100 | 8936 | 25 | 6 | TL | 4.3 | 2925 | 0.0 | $T$ | 3.9 | 2334 | 0.0 | 7806 | 0.0 | TL | 6.2 | $T L$ | 4.3 | 91 | 3.0 |
| 100 | 8840 | 25 | 8 | TL | 3.5 | TL | 3.0 | $T$ | 4.5 | TL | 3.0 | TL | 3.8 | TL | 78.7 | $T L$ | 13.9 | 98 | 4.9 |
| 100 | 8954 | 25 | 10 | 212 | 0.0 | 227 | 0.0 | 253 | 0.0 | 212 | 0.0 | 582 | 0.0 | TL | 7.6 | 1516 | 0.0 | 55 | 2.1 |
| 100 | 8974 | 30 | 6 | 4771 | 0.0 | 1689 | 0.0 | 1849 | 0.0 | 1016 | 0.0 | 5076 | 0.0 | $T L$ | 37.2 | 8959 | 0.0 | 77 | 0.0 |
| 100 | 8860 | 30 | 8 | TL | 0.7 | 5728 | 0.0 | TL | 0.0 | 1180 | 0.0 | TL | 1.0 | TL | 21.4 | TL | 5.2 | 100 | 0.4 |
| 100 | 8990 | 30 | 10 | TL | 1.2 | 1051 | 0.0 | $T$ | 0.7 | 700 | 0.0 | 9317 | 0.0 | TL | 39.3 | $T L$ | 0.9 | 99 | 4.1 |
| 100 | 8942 | 35 | 6 | TL | 0.9 | 3448 | 0.0 | $T L$ | 0.0 | 1008 | 0.0 | $T L$ | 4.8 | $T L$ | 72.6 | $T L$ | 1.4 | 153 | 2.9 |
| 100 | 8936 | 35 | 8 | TL | 5.9 | TL | 5.7 | TL | 5.7 | TL | 2.6 | TL | 16.1 | TL | 81.5 | $T L$ | 45.7 | 142 | 4.1 |
| 100 | 8922 | 35 | 10 | TL | 1.7 | TL | 0.7 | TL | 1.9 | TL | 0.9 | $T L$ | 14.9 | TL | 75.8 | TL | 26.4 | 232 | 1.6 |
| 100 | 8904 | 40 | 6 | TL | 0.0 | TL | 0.0 | $T L$ | 0.0 | TL | 0.0 | TL | 0.1 | $T L$ | 0.8 | $T L$ | 0.8 | 184 | 1.4 |
| 100 | 8924 | 40 | 8 | TL | 0.3 | TL | 0.1 | TL | 0.0 | TL | 0.0 | $T L$ | 0.2 | $T L$ | 0.8 | $T L$ | 0.7 | TL | 7.8 |
| 100 | 8904 | 40 | 10 | TL | 0.1 | TL | 0.0 | TL | 0.0 | TL | 0.0 | $T L$ | 0.3 | $T L$ | 0.7 | $T L$ | 0.5 | 148 | 3.4 |
| 100 | 8926 | 45 | 6 | 3265 | 0.0 | 3115 | 0.0 | 1927 | 0.0 | 1118 | 0.0 | 4804 | 0.0 | TL | 0.8 | 7859 | 0.0 | 191 | 7.4 |

Table 5.6: Results for graphs with $|N|=100$ and $d=0.9$.


|  |  |  |  <br>  <br>  のののののののののの牙 | Cr |
| :---: | :---: | :---: | :---: | :---: |
|  |  | ｜｜｜｜｜｜｜｜｜ | ｜｜｜｜｜｜｜｜｜ | $)^{\infty}$ |
|  |  | ｜｜1｜｜1｜｜｜｜ | ｜1 1 1 1 1 1 1｜｜ | （1） |
|  |  |  |  | H |
| $9$ |  |  |  |  |
|  |  | ｜1 1｜1 1｜｜1 | ｜1 1 1｜ | ？ |
|  |  | ｜｜｜｜｜｜｜｜｜ |  | \％ |
|  |  | ｜1｜｜1｜｜｜｜ | $\frac{8}{8}$ | 号 |
| － |  |  |  | 易 |


Table 5.8: Results for SNDlib instances with node capacities and conflict constraints (part 2).


| 92．I | － | － | L9＇91 | 80．7I | $80^{\prime} \mathrm{ZI}$ | － | － | 9 | 99 | 98 | ZI |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }_{91} \cdot \boldsymbol{z}$ | － | － | LL＇LI | 26.6 | 266 | － | － | 9 | 99 | 98 | ZI | ${ }^{6} \mathrm{pys}_{5} 0^{\circ} \mathrm{d}$ |
| 480 | － | － | 98.8 | 82.2 | 82． 2 | － | － | 9 | 99 | 98 | ZI | ${ }^{82 y s i o d ~}$ |
| てャワ | － | － | ¢8＇71 | zz＇81 | ъて＇¢ | － | － | 9 | 99 | 98 | Z1 | $2 \mathrm{Lys} 10^{\circ} \mathrm{d}$ |
| 08\％ | － | － | 98.98 | 10\％2I | 10\％2I | － | － | 9 | 99 | 98 | ZI | ${ }^{9 p y s f o}{ }^{\circ} \mathrm{d}$ |
| $20{ }^{\text {\％}}$ | － | － | 80＇61 | 98．91 | 98.91 | － | － | 9 | 99 | 98 | ZI | ${ }^{9} p y s l^{\circ}{ }_{\text {d }}$ |
| 09 \％ | － | － | 96.61 | 09.81 | $00^{\circ} \mathrm{EL}$ | － | － | 9 | 99 | 98 | ZI | ${ }^{\square} \mathrm{mqs} l^{\circ} \mathrm{d}$ |
| 290 | － | － | เ¢゙も | 99\％2 | 99.2 | － | － | 9 | 99 | 98 | ZI | ${ }_{8 p y s i o d ~}^{\text {d }}$ |
| $98 \%$ | － | － | 66.81 | 98．ti | 98＇ヶ | － | － | 9 | 99 | 98 | ZI | ${ }^{\text {zpysiog }}$ |
| $97 \%$ | － | － | 96.81 | 61.6 | 61＇6 | － | － | 9 | 99 | 98 | ZI | ${ }^{\text {tnysiod }}$ |
| $0^{\circ} 0$ | ${ }^{6} 0^{\prime}$ | $80^{\circ} \mathrm{z}$ | LZ＇\％ | II＇Z | 01＇z | $20{ }^{2}$ | $20{ }^{\text {\％}}$ | 9 | ¢て | 89 | II | ${ }^{01} y p_{d}$ |
| L80 | $87^{\prime} \mathrm{E}$ | $99^{6}$ | 88.7 | 28.7 | $48 \%$ | 02＇8 | 02＇8 | 9 | モて | 89 | II | ${ }^{6} \mathrm{yp}_{\mathrm{d}}$ |
| セ¢ 0 | 89．0 | $87^{\circ} 0$ | 180 | 9t＇0 | 9t0 | $2 L^{\circ} 0$ | L20 | 9 | もて | 89 | II | ${ }^{84 p}{ }_{d}$ |
| 810 | $6{ }^{\prime}$＇ 8 | $98^{\prime}$ | $22^{\prime} \mathrm{z}$ | 18.7 | 18.6 | 88＇ 8 | 88＇\％ | 9 | も | 89 | It | ${ }^{2} 4 p_{d}$ |
| $88^{\circ} 0$ | － | ¢8\％ | $90 \%$ | 79.9 | 79.9 | 88.71 | 88.71 | 9 | もて | 89 | II | ${ }^{9}$ Yp ${ }_{d}$ |
| LZ＇I | 比呂 | 98＇8 | $68^{\prime} \mathrm{z}$ | L6\％ | 168 | 909 | 909 | 9 | もて | 89 | It | ${ }^{9} 4 p_{d}$ |
| 880 | ๒0．9 | ${ }^{1} \cdot$ | 68.1 | t2＇$\%$ | ¢L \％ | 068 | 068 | 9 | モ乙 | 89 | II | ${ }^{\square} \psi^{\prime} p_{d}$ |
| 860 | ¢9 I | 96.0 | \％ $7^{\circ} \mathrm{I}$ | $08^{\prime}$ I | $08^{\text {I }}$ | 98＇ | $98^{\text {I }}$ | 9 | もて | 89 | II | ${ }^{\text {sup }}{ }_{d}$ |
| $22^{\circ} 0$ | ${ }_{61}$＇ 8 | 08． 1 | 78.1 | $80{ }^{\text {\％}}$ | $80 \%$ | $85^{\prime}$ | $8 \mathrm{c}^{\prime} \mathrm{Z}$ | 9 | モ乙 | 89 | II | ${ }^{2} y p_{d}$ |
| 07\％ | $67^{\circ} 0$ | $99^{\circ} 0$ | $\mathrm{LG}^{\circ} 0$ | L9．0 | L9．0 | $9 \mathrm{t}^{\prime} 0$ | 9．0 | 9 | ちて | 89 | II | ${ }^{\text {r }}$ ¢p $p_{d}$ |
| ［\％］deŋ | ［\％］de！ | ［\％］dey | ［\％］deŋ | ［\％］deゅ | ［\％］deŋ | ［\％］deŋ | ［\％］deか | $\|H\|$ | ｜ 21 | $\|V\|$ | $\|N\|$ | әшen |
| нс | gV | गษ | $\bigcirc$ | $\mathrm{Hd}+\mathrm{I} \Lambda+\mathrm{g}$ | $\xrightarrow{\text { Hd＋}}$ | I $\Lambda+$ g | 19 | sәวuеłsuI |  |  |  |  |
|  |  |  |  | ұп，－－sıәриәg－рие－чэиеля |  |  |  |  |  |  |  |  |


|  | 訔 | $\begin{array}{\|c} \stackrel{0}{2} \\ \frac{2}{2} \\ \underset{\sim}{2} \end{array}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\underset{\sim}{m}$ | $\begin{array}{\|c} \overline{0} \\ \frac{0}{2} \\ \underset{0}{6} \end{array}$ | 1 1｜1 1 1｜1 1 1 | ｜｜｜｜｜｜｜｜｜｜ |  |  |
|  | U | $\begin{array}{\|c} \sqrt{0} \\ \frac{2}{2} \\ \end{array}$ |  | ｜｜｜1｜｜｜｜1｜ |  |  |
|  | v | $\begin{gathered} \stackrel{\circ}{2} \\ \frac{2}{2} \\ \underset{\sim}{2} \end{gathered}$ |  |  |  |  |
| （1） | $\underset{\substack{\text { T } \\ \underset{y}{+} \\ \hline \\ \hline}}{ }$ | $\left\lvert\,\right.$ |  |  |  |  |
|  |  | $\left\|\right\|$ |  |  |  |  |
|  |  | $\begin{aligned} & \substack{9 \\ x_{1}^{\prime} \\ \underset{\sim}{2} \\ \hline} \end{aligned}$ | ｜1｜｜｜｜｜｜1 | 1 ｜1 1 |  |  |
|  | $\infty$ | $\begin{array}{\|c} \substack{0 \\ 2 \\ \\ \\ \hline} \end{array}$ | 1 1 1 1｜1 1｜1 1 | 11 ｜1 1 |  $\cdots \rightarrow \dot{\sim} \rightarrow \infty \times \underset{\sim}{\infty} \times \infty$ |  |
|  |  |  | $\circ 000000000$ <br>  | $\left.\left\lvert\, \begin{array}{lllllllll} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 \end{array}\right.\right]$ |  ○ \＆\＆\＆\＆\＆\＆\＆\＆ ㅇㅇㅇㅇㅇㅇ \＆ㅇㅇㅇ 으으응ㅇ으으응 <br>  |  윽윽읔윽윽윽윽윽 윽 ぶ が ぶ が ぶ ぶ が <br>  |

Table 5．10：Results for SNDlib instances without node capacities and conflict constraints（part1）．

| そそそそそそそそそれ <br>  <br>  <br>  $\because 0$ ののののaのののaの |  |  $\otimes \otimes \otimes \otimes \otimes \& \otimes \otimes \otimes \otimes$ <br>  |  | Cr |
| :---: | :---: | :---: | :---: | :---: |
|  | ｜1 1｜1｜｜｜｜ |  |  | \％ |
| －－小 | ｜। ।｜｜｜｜｜｜ |  |  | 1080 |
|  |  |  |  | H |
|  |  |  |  |  |
|  |  |  |  | $\bigcirc$ |
|  | ｜｜｜｜｜｜｜｜｜｜ |  |  | 砍 |
| ｜｜｜｜｜｜｜｜｜ | 1 1 1｜｜1｜｜｜ |  |  | 离 |
|  |  |  | on | 䍂 |


| Instances |  |  |  |  | Branch-and-Benders-Cut |  |  |  | C | RC | AB | PH |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | B | B+VI | B+PH | B+VI+PH |  |  |  |  |
| Name | $\|N\|$ | $\|A\|$ | $\|C\|$ | $\|F\|$ | Gap[\%] | Gap[\%] | Gap[\%] | Gap[\%] | Gap[\%] | Gap[\%] | Gap[\%] | Gap[\%] |
| $P d h_{1}$ | 11 | 68 | 24 | 6 | 0.23 | 0.24 | 0.18 | 0.19 | 0.28 | 0.23 | 0.22 | 0.21 |
| $P d h_{2}$ | 11 | 68 | 24 | 6 | 1.27 | 1.27 | 1.17 | 1.17 | 0.73 | 0.82 | 1.08 | 0.75 |
| $P d h_{3}$ | 11 | 68 | 24 | 6 | 0.88 | 0.89 | 0.86 | 0.86 | 0.56 | 0.61 | 0.89 | 0.90 |
| $P d h_{4}$ | 11 | 68 | 24 | 6 | 1.08 | 1.08 | 1.19 | 1.20 | 1.00 | 0.83 | 1.04 | 1.18 |
| $P d h_{5}$ | 11 | 68 | 24 | 6 | 2.21 | 2.23 | 2.30 | 2.32 | 2.34 | 2.33 | 2.56 | 1.21 |
| $P d h_{6}$ | 11 | 68 | 24 | 6 | 4.19 | 4.19 | 3.63 | 3.63 | 3.62 | 3.51 | 3.78 | 0.38 |
| $\mathrm{Pdh}_{7}$ | 11 | 68 | 24 | 6 | 1.26 | 1.26 | 1.29 | 1.30 | 1.35 | 1.26 | 1.27 | 0.08 |
| $P d h_{8}$ | 11 | 68 | 24 | 6 | 0.36 | 0.36 | 0.46 | 0.46 | 0.13 | 0.25 | 0.53 | 0.21 |
| $P d h_{9}$ | 11 | 68 | 24 | 6 | 0.06 | 0.06 | 0.11 | 0.13 | 0.21 | 0.15 | 0.06 | 0.09 |
| Pdh ${ }_{10}$ | 11 | 68 | 24 | 6 | 0.22 | 0.25 | 0.20 | 0.20 | 0.30 | 0.30 | 0.20 | 0.00 |
| Polska $_{1}$ | 12 | 36 | 66 | 6 | 42.82 | 42.87 | 8.12 | 8.12 | 10.12 | 16.50 | - | 0.00 |
| Polska $_{2}$ | 12 | 36 | 66 | 6 | - | - | 9.84 | 9.85 | 11.37 | 18.83 | - | 2.04 |
| $\mathrm{Polska}_{3}$ | 12 | 36 | 66 | 6 | 42.78 | 42.90 | 9.20 | 9.21 | 11.11 | - | 43.26 | 0.00 |
| $\mathrm{Polska}_{4}$ | 12 | 36 | 66 | 6 | - | - | 6.58 | 6.58 | 9.67 | - | - | 0.03 |
| Polska ${ }_{5}$ | 12 | 36 | 66 | 6 | - | - | 13.86 | 13.87 | 9.11 | - | - | 0.00 |
| Polska ${ }_{6}$ | 12 | 36 | 66 | 6 | - | - | 18.48 | 18.49 | 18.82 | - | - | 0.24 |
| $\mathrm{Polska}_{7}$ | 12 | 36 | 66 | 6 | 29.79 | 29.79 | 4.99 | 5.00 | 3.99 | 5.30 | - | 0.05 |
| Polska ${ }_{8}$ | 12 | 36 | 66 | 6 | - | - | 3.77 | 3.78 | 2.89 | 4.78 | - | 0.00 |
| Polska $_{9}$ | 12 | 36 | 66 | 6 | - | - | 5.64 | 5.65 | 9.43 | 14.92 | - | 0.00 |
| Polska ${ }_{10}$ | 12 | 36 | 66 | 6 | - | - | 8.68 | 8.68 | 8.64 | 20.67 | - | 0.14 |

Table 5.12: Results for SNDlib instances without node capacities and conflict constraints (part 3).

### 5.5 Conclusions

In this chapter we studied two variants of the Virtual Network Functions Placement and Routing problem (VNFPRP). We provided theoretical results that allowed us to reformulate the problem using Benders decomposition. We proposed three families of valid inequalities to strengthen the LP-bounds.

All these ingredients have been combined in a Branch-and-Benders-Cut framework and tested on a set of realistic benchmark instances. The obtained results by Branch-and-Benders-Cut algorithm and the compact MILP formulation have been compared with the Automatic Benders decomposition provided by Cplex. Computational results have shown that our Branch-and-Benders-Cut algorithm is more efficient compared to the compact MILP formulation and the Automatic Benders of Cplex, in terms of solution quality and CPU time.

## Conclusions

In this dissertation, we have studied the Virtual Network Functions Placement and Routing Problem (VNFPRP), for which the sum of the function installation and node activation costs has to be minimized. The studied problem was considered with routing and latency constraints, node and function capacity constraints, incompatibility and chaining constraints. We have shown that the problem is strongly NP-hard even for its simplest version.

In the first part of the thesis, we have investigated the basic properties of the problem and proposed a compact MILP formulation. This formulation does not seem to be strong enough for finding a solution using an off-the-shelf solver. To tackle the problem from a computational perspective, we have proposed a path-based heuristic that provides optimal solutions for some realistic instances from the literature.

Afterwards, we have proposed two extended formulations to model the problem: path formulation and Dantzig-Wolfe formulation. In order to strengthen the LP-bounds, we have proposed several families of valid inequalities and have demonstrated their benefits. We have shown that the LP-bounds of Dantzig-Wolfe formulation are stronger than the LP-bounds of the path formulation. We have presented a branching scheme for each formulation and developed a respective Branch-and-Price algorithm. We have computationally compared both algorithms with the MILP compact formulation and the automatic Benders of Cplex.

In the last part of the dissertation, we have studied a variant of the problem in which the VNFs-capacity and conflict constraints are relaxed. We provided theoretical results that allowed us to reformulate the problem using Benders decomposition and three families of valid inequalities to strengthen the LP-bounds. All these ingredients have been combined in a Branch-and-Benders-Cut framework and tested on a set of realistic benchmark instances.

As perspectives, there are diverse directions for which our future research associated with the VNFPRP can be conducted.

First, it would be interesting to formulate the problem using bi-level optimization. The leader problem takes care of the VNFs-installation part, and the follower problems routes the traffic taking into account these installations. Also, we can tackle the problem using two-stage optimization either to fix the VNFs-installation on nodes, or to fix the routing paths. This approach would allow a heuristic to obtain a larger instances, high-quality solutions.

Moreover, more efficient separation heuristics and more sophisticated preprocessing methods can be developed in order to improve the resolution of the problem. Furthermore, some meta-heuristics can be used, such as the ant colony optimization algorithm (ACO) or the genetic algorithm. Also, investigating new valid inequalities for the problem would be of interest.

It would be also interesting to further investigate different column generation strategies and heuristics to solve the pricing problems, test different branching schemes and define a gap value for the Lagrangian bound to improve the convergence of our Branch-and-Price algorithms.

Finally, we can use robust optimization to deal with the uncertainty of some parameters, for example, the number of traffic requests in a given period (hour, day, week, ...), in order to minimize the costs generated by the unplanned demands.
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La virtualisation des fonctions réseau et les réseaux définis par logiciel sont deux nouvelles technologies prometteuses qui émergent dans la nouvelle génération des réseaux de télécommunication. Leur introduction permet la minimisation du temps de traitement des services, et un gain en énergie et en coûts. Dans cette thèse, nous étudions un problème confronté par les fournisseurs des services réseau, intitulé le problème de placement des fonctions virtuelles et de routage des services dans les réseaux définis par logiciel.

Nous commençons par prouver que le problème est NP-Difficile au sens fort, même en considérant une seule commodité, et en relâchant les contraintes de capacité sur les nœuds et sur les fonctions virtuelles, et aussi les contraintes de latence et de précédence. Nous proposons ensuite une formulation PLNE (Programmation linéaire en nombres entiers) compacte pour modéliser le problème. Cette formulation ne semble pas être assez forte pour trouver des solutions réalisables en un temps raisonnable à l'aide d'un solveur standard. Afin de remédier à cela, nous fournissons, une heuristique basée sur une formulation PLNE.

Nous proposons également, deux formulations PLNE étendues pour modéliser le problème et nous définissons l'algorithme de Branch-and-Pricer associé. En plus, nous définissons plusieurs familles d'inégalités valides afin de renforcer la relaxation linéaire. Nous comparons les deux algorithmes proposés et nous discutons leur performance.

Ensuite, nous étudions une variante du problème et nous présentons des résultats théoriques qui nous permettent de la reformuler en appliquant la décomposition de Benders. Nous renforçons cette reformulation par un ensemble d'inégalités valides. Tout cela est combiné dans algorithme de Branch-and-Benders-cut que nous avons testé et comparé avec l'algorithme de Benders automatique inclus dans le solveur commercial Cplex.

Les résultats numériques indiquent que nos approches de décomposition et de reformulation sont plus efficaces par rapport aux deux méthodes (la formulation compacte et l'algorithme de Benders automatique) fournies par un solveur standard sur un ensemble d'instances réalistes, à la fois en terme de temps CPU et en terme de qualité de la solution. Les résultats indiquent également que notre heuristique fournit des solutions de haute qualité.
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## ABSTRACT

Network Functions Virtualization (NFV) and Software Defined Networking (SDN) are two promising techniques for the next generation of telecommunication networks. Their introduction allows time, energy, and cost minimization. In this dissertation, we study a problem faced by network service providers, named, the Virtual Network Functions Placement and Routing problem (VNFPRP) in Software Defined Networks.

We start proving that the VNFPRP is NP-hard in a strong sense, even for a single commodity and without nodecapacity, VNFs-capacity, latency, and precedence constraints. We provide a compact Mixed Integer Linear Programming (MILP) formulation to model it. This formulation does not seem to be strong enough for finding a solution using an off-the-shelf solver. In order to tackle the problem from a computational perspective, we provide MILP-based heuristic. The obtained results indicate that our MILP-heuristic provides high-quality solutions.

Moreover, we propose two extended formulations for the problem and derive a Branch-and-Price algorithm. We also provide several families of valid inequalities to strengthen the LP-bounds. We present computational results and discuss the performance of each algorithm.

Furthermore, we discuss a variant of the problem, and we provide theoretical results that allow us to derive Benders reformulation of the problem, along with several families of valid inequalities. These ingredients are combined in a Branch-and-Benders-Cut framework and computationally tested on a wide range of realistic instances and compared with the Automatic Benders decomposition provided by Cplex.

Computational results indicate that our decomposition and reformulation approaches are more efficient compared to the two methods (the MILP compact formulation and the automatic Benders) provided by the off-the-shelf solver on a set of realistic instances, both in terms of CPU time and overall solution quality.
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