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SUMMARY (ENGLISH)

Breast cancer is a dominant type of cancer, affecting ≈ 12% of the women popula-
tion, creating significant public healthcare concern. Regular screening is an efficient tool
to diagnose cancer at an early stage but involves substantial amounts of high-resolution
imaging (i.e., mammography) to be reviewed by radiologists. To aid the clinicians, emerg-
ing deep learning technologies have brought a promise of overall accuracy improvement
[1]. Relying on this promise, the goal of this industrial PhD 1 was to design a production-
ready solution to assist radiologists in their breast cancer detection routine using deep
learning algorithms.

We consider three clinically relevant tasks: i) estimation of breast density as an impor-
tant biomarker in cancer risk assessment; ii) whole image classification as a tool of cases’
triage; iii) and abnormality detection, understood as pixel-wise image segmentation. Most
of the methods have been developed for mammography, but we also studied Digital Breast
Tomosynthesis (i.e., the 3D extension of mammography).

Two main scientific challenges were addressed. First, the limitation and poorness of
annotations in the medical imaging databases, as well as the difficulty of their collection.
Second, the generalizability and reliability of the proposed methods, aiming for a safer
transition to production. With the significant lack of explicit annotations, we particularly
focus on self- and weakly supervised learning, as an alternative to the conventional fully
supervised methods.

The contributions of the thesis are as follows.

Breast density estimation We address the problem of breast density estimation as a
regression tasks from a dataset with limited clinical annotations. In our first contribution
we propose to include the X-Ray acquisition data as an additional input of the neural net-
work to improve the overall precision. This contribution resulted in a full paper presented
at ISBI 2019 conference, entitled « Breast density quantification using weakly annotated
dataset » [2] and illustrated with the graphical abstract in Figure 1.

In our second contribution. we propose a weakly supervised segmentation approach,

1. benefiting from French ANRT Cifre grant
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Figure 1 – Graphical abstract of the density quantification method presented in [2]: the
proposed method processes images and acquisition parameters generated by mammogra-
phy systems to produce a prediction of percentage of density.

whose output allows obtaining an overall density score, as well as a density distribution
mask, even though from image-wise labels only. These experiments resulted in the work
presented at MIDL 2019 conference entitled « A closer look onto breast density with
weakly supervised dense-tissue masks » [3] and illustrated with the graphical abstract in
Figure 2. We achieve high level of performances, including Mean Absolute Error (MAE)
= 6.01% of breast density, and Accuracy of 0.80 for the acquisition-data-aware network
and similar scores of MAE = 6.67% and Accuracy of 0.78 for segmentation based method.

Proposed methodAcquisition protocol

First output: Breast-tissue segmentation

Breast density PD 

Neural NetworkImage

x

Breast binary
mask 

Segmentation
masks M 

U-Net 

Second output: Density estimation

 

Mdense

Mfat

Expert image-wise
scalar annotations

Generates images

Mammography system

Figure 2 – Graphical abstract of the density quantification method presented in [4]: the
proposed method processes mammograms to produce a pixel-wise density distribution
mask and a prediction of percentage of density.
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Figure 3 – Graphical abstract of the method presented in [5]: prior to being fed into a
neural network the images are randomly augmented to incorporate synthesized abnormal
findings; the neural network is then trained to separately reconstruct the normal and
abnormal content as well as predict a probability of malignancy.

Breast abnormality detection We then move to the Computer-Aided Diagnosis
(CAD) problem itself. In the second and major contribution of this work, we address the
abnormality detection problem from a reduced amount of image-wise labels. To constraint
the ill-posed nature of the learning problem, we propose to regulate the trainable algo-
rithm with an auxiliary reconstruction loss, and two strategies to bring prior knowledge:
from the clinical outcome (i.e., benign or malignant) and from the statistical modeling
of the lesions (i.e., size). These contributions have been published in IEEE TMI in 2021
in the work entitled « Looking for abnormalities in mammograms with self-and weakly
supervised reconstruction » [5]. We are particularly interested in the processing of high-
resolution images, which were presented in detail at iTWIST workshop in 2020 in the
work entitled « Lightweight U-Net for High-Resolution Breast Imaging » [6]. We obtain
promising performances, in particular in binary classification classification task on the
private multi-vendor dataset, i.e., AUC = 0.78 being closely comparable to some of the
leading fully supervised methods, such as [7], i.e., AUC = 0.81. An extension of the pro-
posed method was studied in clinical scenario in a retrospective study with the results of
the study being accepted for presentation at CLINICCAI 2021 (“Impact of deep-learning-
based abnormality detection tool on breast cancer screening workflow”) [8]. The graphical
abstract of the proposed method is illustrated in Figure 3.

Classification uncertainty estimation In our fourth contribution, we explore the
uncertainty of classification algorithms. We propose the combination of two uncertainty
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Figure 4 – Graphical abstract of the method presented in [4]: The latent space and the
output of a classifier are thresholded to exclude uncertain samples.

measures applied on a classifier during inference to reduce the amount of misclassified
samples. Our results include the absolute increase in precision of +0.08 for density clas-
sification task, or +0.05 in malignancy classification. The method and experiments were
presented at MICCAI 2019 and published in the proceedings [4] (entitled « Uncertainty
Measurements for the Reliable Classification of Mammograms »). The proposed method
is illustrated in Figure 4.

Transfer learning from 2D to 3D imaging Finally, we studied the generalizability
of the classifiers in the context of modality shift (i.e., from 2D mammography to 3D
DBT). We proposed a method for efficient transfer learning from 2D to 3D imaging that
required limited-to-none training data from the target domain [under peer review]. Unlike
compared state-of-the-art methods, our approach yields consistent performances across
various multi-vendor dataset, achieving AUC = 0.73 in malignancy classification task on
full volumes. This results of this work have been accepted for MICCAI 2021 (“Trainable
summarization to improve breast tomosynthesis classification”) [9]. The illustration of the
method is given in Figure 5.

We see our contributions as an expansion of the state of the art in particular in the
area of weakly supervised learning. Both, our density assessment method and abnormality
detection method yield a pixel-wise output while requiring for training only image-wise
ground truth.

We also focus on neural network computation complexity and design our models to
allow the reconstruction of high-resolution 2D mammograms or classification of full-sizes
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Figure 5 – Graphical abstract of the method presented in [9]: the function f(·) takes the
DBT volume V as the input, generates the output prediction ŷ, and is optimized with
the cross-entropy loss against the volume-wise ground truth y.

DBT volumes.
Overall, we obtain promising results, allowing the industry application and opening a

new research paths for future works.
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SOMMAIRE (FRANÇAIS)

Le cancer du sein est un des cancers dominants, affectant ≈ 12% de la population
féminine, créant un problème de santé publique important. Le dépistage régulier est un
outil efficace pour diagnostiquer le cancer à un stade précoce, mais implique des quantités
substantielles d’imagerie à haute résolution (i.e., la mammographie) à être examinées
par les radiologues. Pour aider les cliniciens, les technologies émergentes d’apprentissage
profond ont offert une promesse d’amélioration de perfor,qnces[1]. En nous appuyant
sur cette promesse, l’objectif de cette thèse industrielle 2 était de concevoir une solution
pouvant être industrialisée, prête à l’emploi, pour assister les radiologues dans leur routine
de détection du cancer du sein à l’aide d’algorithmes de deep learning.

Nous considérons trois tâches cliniquement pertinentes : i) l’estimation de la densité
mammaire en tant que biomarqueur important dans l’évaluation du risque de cancer ; ii) la
classification d’images entières comme outil de tri des cas ; iii) et la détection d’anomalies,
définie dans notre cas comme une segmentation d’image au niveau des pixels. La plupart
des méthodes ont été développées pour la mammographie, mais nous avons également
étudié la tomosynthèse mammaire numérique (i.e. l’extension 3D de la mammographie).

Deux défis scientifiques principaux ont été relevés. Tout d’abord, la limitation et la
pauvreté des annotations dans les bases de données d’imagerie médicale, ainsi que la
difficulté de leur collecte. Deuxièmement, la généralisabilité et la fiabilité des méthodes
proposées, visant une transition plus sûre vers la production. Avec le manque important
d’annotations explicites, nous nous concentrons particulièrement sur les techniques d’ap-
prentissage auto-supervisé et faiblement supervisé, comme une alternative aux méthodes
conventionnelles entièrement supervisées.

Les contributions de la thèse sont les suivantes.

Estimation de la densité mammaire Nous abordons le problème de l’estimation de
la densité mammaire en tant que tâche de régression à partir d’un ensemble de données
avec des annotations cliniques limitées. Dans notre première contribution, nous proposons
d’inclure les données d’acquisition des rayons X comme une entrée supplémentaire du

2. bénéficiant de la bourse ANRT Cifre
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Figure 6 – Résumé graphique de la méthode de quantification de la densité présentée
dans [2] : la méthode proposée traite les images et les paramètres d’acquisition générés par
les systèmes de mammographie pour produire une prédiction du pourcentage de densité.

réseau de neurones pour améliorer la précision globale. Cette contribution a abouti à un
article complet présenté à la conférence ISBI 2019, intitulé « Breast density quantification
using weakly annotated dataset » [2] et illustré par le résumé graphique de la figure 6.

Dans notre deuxième contribution. nous proposons une approche de segmentation fai-
blement supervisée, dont la sortie permet d’obtenir à la fois un score global de densité,
ainsi qu’un masque de distribution de densité, même à partir d’étiquettes image unique-
ment. Ces expériences ont abouti au travail présenté à la conférence MIDL 2019 intitulé
« A closer look onto breast density with weakly supervised dense-tissue masks » [3] et
illustré par le résumé graphique de la figure 7. Nous atteignons un niveau de perfor-
mances satisfaisant, y compris MAE = 6, 01% de densité mammaire, et une précision de
0.80 pour le réseau prenant en charge les données d’acquisition et des scores similaires de
MAE = 6, 67% et précision de 0, 78 pour la méthode basée sur la segmentation.

Détection d’anomalies mammaires Nous passons ensuite au problème CAD lui-
même. Dans la deuxième et majeure contribution de ce travail, nous abordons le problème
de détection d’anomalies à partir d’une quantité réduite de labels au niveau de l’image.
Pour contraindre la nature mal posée du problème d’apprentissage, nous proposons de
réguler l’algorithme entraînable avec une fonction de perte basée sur la reconstruction, et
deux stratégies pour apporter des connaissances préalables : venant du diagnostic clinique
(i.e., bénin ou malin) et venant de la modélisation statistique de les lésions (i.e., la taille).
Ces contributions ont été publiées dans IEEE TMI en 2021 dans l’ouvrage intitulé « Loo-
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king for abnormalities in mammograms with self-and weakly supervised reconstruction »
[5]. Nous nous intéressons particulièrement au traitement des images haute résolution, qui
ont été présentées en détail à l’atelier iTWIST en 2020 dans l’ouvrage intitulé « Light-
weight U-Net for High-Resolution Breast Imaging » [6]. Nous obtenons des performances
prometteuses, en particulier dans la tâche de classification binaire sur l’ensemble de don-
nées privé multi-fournisseurs, c’est-à-dire que AUC = 0.78 est étroitement comparable à
certaines des dernières méthodes entièrement supervisées, telles que [7], i.e., AUC = 0.81.
Une extension de la méthode proposée a été étudiée dans un scénario clinique dans une
étude rétrospective avec les résultats de l’étude étant acceptés pour présentation à CLI-
NICCAI 2021 (“Impact of deep-learning-based abnormality detection tool on breast cancer
screening workflow”) [8]. Le résumé graphique de la méthode proposée est illustré dans la
figure 8.

Estimation de l’incertitude de classification Dans la quatrième contribution, nous
explorons l’incertitude des algorithmes de classification. Nous proposons la combinaison
de deux mesures d’incertitude appliquées sur un classificateur lors de l’inférence pour ré-
duire la quantité d’échantillons mal classés. Nos résultats incluent l’augmentation absolue
de la précision de +0.08 pour la tâche de classification de densité, ou +0.05 dans la classi-
fication de malignité. La méthode et les expérimentations ont été présentées au MICCAI
2019 et publiées dans les actes [4] (intitulé « Uncertainty Measurements for the Reliable
Classification of Mammograms »). La méthode proposée est illustrée à la figure 9.

Méthode proposéeProtocole d'acquisition

Première sortie: Segmentation de tissue

Densité du sein PD

Réseau de neuronesImage

x

Masque binaire
du sein 

Masques de
segmentation  

 M
U-Net 

Deuxième sortie: Estimation de densité

 

Mdense

Mfat

Annotations d'experts
par image

Génère les images

Mammograph

Figure 7 – Résumé graphique de la méthode de quantification de la densité présentée
dans [4] : la méthode proposée traite les mammographies pour produire un masque de
distribution de densité au niveau des pixels et une prédiction du pourcentage de densité.
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Figure 8 – Résumé graphique de la méthode présentée dans [5] : avant d’être intro-
duites dans un réseau de neurones, les images sont augmentées de manière aléatoire pour
incorporer des résultats anormaux synthétisés ; le réseau neuronal est ensuite entraîné
pour reconstruire séparément le contenu normal et anormal ainsi que pour prédire une
probabilité de malignité.
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Figure 9 – Résumé graphique de la méthode présentée dans [4] : L’espace latent et la
sortie d’un classifieur sont seuillés pour exclure les échantillons incertains.

Transfer learning from 2D to 3D imaging Enfin, nous avons étudié la généralisabi-
lité des classifieurs dans le contexte du changement de modalité (i.e., de la mammographie
2D à la 3D DBT). Nous avons proposé une méthode d’apprentissage par transfert effi-
cace de l’imagerie 2D à l’imagerie 3D qui nécessitait des données d’entraînement limitées à
nulles du domaine cible [sous examen par les pairs]. Contrairement aux méthodes de pointe
comparées, notre approche produit des performances cohérentes sur divers ensembles de
données multi-fournisseurs, atteignant AUC = 0, 73 dans la tâche de classification de ma-
lignité sur des volumes complets. Les résultats de ce travail ont été acceptés pour MICCAI
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le volume DBT V en entrée, génère la prédiction de sortie ŷ, et est optimisée avec la perte
d’entropie croisée par rapport à la vérité terrain en volume y.

2021 (“Résumé entraînable pour améliorer la classification de la tomosynthèse du sein”)
[9]. L’illustration de la méthode est donnée dans la Figure 10.

Nous voyons nos contributions comme un élargissement de l’état de l’art en particulier
dans le domaine de l’apprentissage faiblement supervisé. Notre méthode d’évaluation de
la densité et notre méthode de détection des anomalies produisent toutes deux une sortie
au niveau des pixels en se basant pour l’entrainement uniquement sur les labels au niveau
l’image.

Nous nous concentrons également sur la complexité du calcul des réseaux de neurones
et concevons nos modèles de manière à permettre la reconstruction de mammographies
2D haute résolution ou la classification de volumes DBT pleine taille.

Dans l’ensemble, nous obtenons des résultats prometteurs, permettant l’application
industrielle et ouvrant de nouvelles voies de recherche pour de futurs travaux.
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Chapter 1

INTRODUCTION

1.1 Breast cancer: screening and diagnosis

1.1.1 Breast cancer screening

Breast cancer is one of the most spread cancer diseases across the world. According to
the latest statistics [10], breast cancer has the highest incidence and prevalence (see Figure
1.1). Luckily, mortality is lower compared to other types of cancer (see Figure 1.2). On the
one hand, this is due to the multiple screening programs in the world allowing for earlier
detection, and on the other hand, to the several effective treatments of breast cancer
[11] increasing the chances of recovery and improving the quality of life. For example, a
cancer patient can benefit from therapy (i.e., hormonotherapy or radiotherapy) or surgical
interventions such as a lumpectomy (removal of the lesion) or mastectomy (removal of a
breast). The choice is guided by the clinician considering the patient’s profile but sufficient
clinical evidence exists on the effectiveness of all the treatments [11]–[13].

The implementation of screening programs varies in different countries, but there
are many similarities [14], [15]. The screening often starts with regular self- and clinical
examination at a younger age (under 40) and evolves into imaging examinations later,
which usually start between ages from 40 to 50, according to different guidelines [16].
While there is no common agreement, the imaging examinations can be performed earlier
for the patients having a higher risk of developing cancer [17], [18]. Such risks comprise,
but are not limited to, breast density, family history of breast cancer, gene mutations (i.e.,
BRCA1 or BRCA2 1), race, etc. [19]. Regardless of the specifics of different guidelines, they
generally agree on the use of mammography as the initial imaging screening exam [14]
(see details on mammography acquisition in Section 1.2).

1. i.e., Breast cancer type 1 (or 2) susceptibility protein
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Figure 1.1 – Incidence (blue) and Prevalence (Green) of the most spread types of cancer.
Source: GLOBOCAN, https://gco.iarc.fr/today/

1.1.2 Screening interpretation

When reviewing an imaging exam in the context of a breast cancer screening workflow,
the clinician looks for abnormalities of various types and sizes, with the smallest being
< 1mm [20]. Generally, the abnormalities are often summarized as follows:

— Masses,
— Calcifications,
— Other findings (e.g., architectural distortion, asymmetries),
— Features associated to findings (e.g., skin or nipple retraction, skin or trabecular

thickening).
For each of the identified abnormalities, the clinician uses a classification grid to assess

the whole case and attribute a probability of malignancy. A widely used grid is the Breast
Imaging-Reporting and Data System (BI-RADS) from the American College of Radiology
(ACR). Each finding can have its own class, and the whole case inherits the highest class
amongst all findings. This attributed class will guide patient care. In the case of the ACR
classification, the notation stands as follows:
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Figure 1.2 – Incidence (blue) and Mortality (red) of the most spread types of cancer.
Source: GLOBOCAN, https://gco.iarc.fr/today/

— ACR BIRADS 0: interpretation cannot be done, additional imaging is required;
— ACR BIRADS 1: no identifiable finding, no specific action is needed;
— ACR BIRADS 2: all findings are benign, no specific action is needed;
— ACR BIRADS 3: below 2% of the probability of malignancy, short-term follow-up

is advised (i.e., within 6 months);
— ACR BIRADS 4: between 2% and 94% of the probability of malignancy, biopsy

should be performed;
— ACR BIRADS 5: more than 95% of the probability of malignancy, biopsy shall be

performed;
— ACR BIRADS 6: a known case of proven malignancy.

The naming convention for the classes vary: in clinical reports, they can be referred
to as “ACRx” or “BI-RADSx”, where x is the value of the class.
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Figure 1.3 – Illustration of dense tissues superimposition phenomenon. On the left: original
Craniocaudal (CC) mammogram with the malignant area indicated by a red bounding
box; in the middle: sketch representation of the CC view; on the right: breast seen in
section when CC view is acquired.

1.1.3 Breast density evaluation

In addition to the probability of malignancy, the clinician is often required to assess
the density of the breast, defined as the amount of fibro-glandular tissue compared to the
amount of fatty tissue in a person’s breast. This amount is considered to be related to a
risk of developing cancer, with the risk growing for higher densities [21], [22]. Such risk is
bifold. First, coming from the superimposition of dense tissues, that all appear similarly
bright, and, therefore, inducing the inability of clearly depicting the abnormality (see
Figure 1.3). Second, patients with denser breasts are likely to have higher chances of
developing cancer [22], [23] compared to patients with fattier breasts. The clinician can
use a common classification grid for the breast density assessment. For example, the 5th
edition of the ACR BIRADS density grid [24] defines the following classes (see Figure 1.4
for illustration):

— A, fatty: the breasts are almost entirely fatty;
— B, scattered fibro-glandular: there are scattered areas of fibro-glandular density;
— C, heterogeneously dense: the breasts are heterogeneously dense, which may ob-

scure small masses;
— D, extremely dense: the breasts are extremely dense, which lowers the sensitivity

of mammography.
The previous (4th) edition of BI-RADS density classification, [25], had a similar in-
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A B C D

Figure 1.4 – Illustration of breast densities classes according to 5th edition of the ACR
BI-RADS density classification guidelines [24]: from A, the least dense, to D, the most
dense.

terpretation, but relied on the estimation of the ratio of the fibro-glandular tissue within
the whole breast, resulting in four following classes:

— 1, under 25%,
— 2, from 25% to 50%,
— 3, from 50% to 75%,
— 4, above 75%.

1.1.4 Breast cancer diagnosis

Regardless of the used classification grid [26], denser breasts generally require addi-
tional imaging, such as Ultrasound (US) [27], [28] to cope with the lack of information
in the mammography. Moreover, if an abnormality is detected on the screening mammo-
gram, additional diagnostic examinations can be needed. First, additional mammography
acquisitions can be performed (e.g., spot compression, magnification), allowing to depict
the abnormality better. In this case, the initial mammography acquisition is commonly
referred to as “screening mammography”, while the complementary mammography views
are referred to as “diagnostic”. Second, an ultrasound of the breast is done when the mam-
mogram is not sufficient to evaluate the case. Third, when necessary [29] and feasible, a
Magnetic Resonance Imaging (MRI) of the breast is performed. Finally, if the abnormality
appears to be highly suspicious, biopsy confirmation is required. That is, the only source
of malignancy ground truth is a histological confirmation.

It is worth mentioning, that in some cases, such as in metastatic breast cancer, other
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modalities, such as Computer Tomography (CT) and Positron Emission Tomography
(PET), are used [30] to depict the spread of cancer in the patient’s body. These cases are,
however, out of the scope of the present work.

1.2 An overview of mammography

Mammography is a two-dimensional X-ray imaging of a breast. When performing
mammography the patient’s breast is placed in a dedicated support, while the patient is
standing still on the ground (in cases when standing is not possible, the patient may be
allowed to sit). This support permits the good positioning and the compression of the
breast guaranteeing its immobility, and, therefore, a clearer picture.

The screening mammography is usually performed on both breasts, from two different
views. The first view is called the view, and is performing having the axis of the X-ray
camera and the receiver parallel to the body of the patient (see Figure 1.5). The second
view is called the Mediolateral Oblique (MLO) view and is performed from an angle of
≈ 45 − 55◦ to the body of the patient. The two views allow reducing the ambiguities
resulting from tissue superimposition in 2D X-ray images.

Nowadays, two-dimensional mammography is sometimes enhanced by its extension in
3D, Digital Breast Tomosynthesis (DBT). DBT also uses X-rays, but unlike mammogra-
phy, the DBT relies on multiple projections (see Figure 1.5) of the breast to reconstruct
a volume. Usually, an amount from 10 to 25 projections are acquired with a scan angle of
15−50◦ [31]. This relatively new modality [32] is intended to reduce the problems related
to the tissue superimposition and, therefore, cut down misinterpretation errors , as well
as the need for the complementary exams [33].

A DBT volume is composed of a stack of images (from ≈ 40 to 120 images) that a
clinician needs to scroll through to evaluate the case. This makes the review substantially
slower than in case of the two-dimensional mammography alone. Some studies show a
doubling of the reviewing time (from 30s to 77s) [34]. Moreover, some countries’ screening
protocols still require two-dimensional mammograms to be performed [35], so the DBT
often remains a complimentary exam. Thus, the DBT broad adoption is yet to come.

To allow the rendering of the smallest malignant findings (i.e., < 1mm), mammog-
raphy, both in 2D and 3D, is done at high resolution. Modern mammography systems
generate images of ≈ 4000 × 3000 2, with pixel spacing usually varying from 50 to 100

2. Here and after the image resolutions are given as Height × Width in number of pixels
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Figure 1.5 – Left: Illustration of mammography CC and MLO views acquisition Right:
Illustration of the DBT acquisition with the X-ray camera rotating around the breast.

µm for different vendors [36]. For some vendors offering pixel spacing of 50µm the images
achieve ≈ 6000-pixel height.

The way of storing the mammograms has changed over the years. Older mammog-
raphy systems, i.e., Screen-Film Mammography (SFM), use hardcopy films to print the
images. Modern systems, i.e., Full Field Digital Mammography (FFDM), use detectors
that convert X-ray to a digital signal, without a need of physical support for the image
and allowing a storage of a digital copy by design. Several studies show the superiority
of the detection performance of FFDM versus SFM systems [37], [38], leading to a gen-
eral transition towards the digital systems [39], [40]. Mammography images coming from
different systems and vendors are illustrated in Figure 1.6

GE (FFDM) 
Pixel Spacing:          

Siemens (FFDM) 
Pixel Spacing:             

Fujifilm (FFDM) 
Pixel Spacing:             

Hologic (FFDM) 
Pixel Spacing:             

Hologic (DBT) 
Pixel Spacing:             

LUMISYS (Scanned film) 
Pixel Spacing:             

Planmed (FFDM) 
Pixel Spacing:           

Figure 1.6 – Illustration of mammograms coming from SFM, FFDM and DBT systems,
and FFDM images from different vendors: Fujifilm, GE, Hologic, Planmed and Siemens
(given in alphabetical order of vendors).
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1.3 Computer-aided diagnosis and detection

The development of computer vision methods, as well as the digitalization of breast
imaging, enabled the development of Computer-Aided Diagnosis (CADx) and Detection
(CADe) systems in the 20th century [41], [42]. The first Computer-Aided Diagnosis (CAD)
solutions were approved by regulatory authorities (US Food and Drug Administration
(FDA)), in 1998 [43]. Some works reported optimistic performances of the CAD systems
proposed at that time [44], [45], yet, larger studies failed to demonstrate the usefulness
of these systems in the breast screening scenario [46]. The limitations of such CAD soft-
ware, resulting often in multiple false positives activations (i.e., the regions falsely marked
as malignant) [41], prevented the large adoption of these tools and left the radiologists
resentful to the adoption of new technologies.

The situation has recently changed with the emergence of deep-learning-based meth-
ods, often referred to in the literature as Artificial Inteligence (AI) [43]. Large-scale clinical
studies [47]–[49] have recently shown the performance increase in the scenario where a
radiologist is aided by an AI algorithm versus a radiologist alone (i.e., unaided). While
the question of general adoption yet remains unanswered [43], [50], there is a common
trend towards the increased acceptance of the software as a helper tool in clinical practice
[51], [52].

The CAD tools are even more relevant with the recent workforce issues in breast
radiology, which are related to both, workforce shortage [53] and professional burnout
[54]. That is, with the complexity of breast imaging, as well as the new technologies,
such as DBT (see Section 1.2), the breast radiologists are likely to be affected by burnout
syndromes, with a risk of reduced attention and overall quality of work. Thus, there is
high demand for computerized assistance, but high expectations are raised as software is
intended to perform on a similar or better level as an experienced radiologist [51].

1.4 Computer vision tasks of a CADx/CADe soft-
ware

CAD systems can take advantage of computer vision methods for general tasks such
as classification, regression, or segmentation. Let us briefly introduce each of these tasks.
In the following, let I be an image of some size H ×W ×D, with H the height, W the
width, and D the depth of the image.
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Image classification consists of attributing to an image I, one or several classes
ci ∈ C, where C is the set of all possible classes. A simple example in medical imag-
ing can be the classification of an image by its modality, which in the case of breast
imaging include: mammography, DBT, US, and MRI. Such a basic classifier can be used
within software to guide further imaging processing, for instance, allowing the selection
of modality-specific algorithms later on. When referring to computer-aided diagnosis for
breast cancer, classes are commonly related to determining the presence or absence of can-
cer or assigning some type of grading. The classification can be binary, i.e., attributing
either “benign” or “malignant” class to an image. It also can be a multi-class classification
according to a screening based grid (e.g., ACR), reproducing the classification performed
by the clinician (see Subsection 1.1.2). In both cases, the classes are exclusive, i.e., only
one class is attributed to an image or a region. Finally, a mammogram cas also be classified
per breast density category as an auxiliary task (see Subsection 1.1.2).

The regression task consists of attributing a scalar value α to an image a note a
on some scale [Amin, Amax] (Amin,max can be ±∞). Instead of giving a discrete category,
a mammogram can be noted on a scale from 0 to 100 for a probability of malignancy. In
the same way, the amount of fibro-glandular tissue in a breast can be quantified from a
mammography image. While sometimes similar to the classification, in some cases, the
regression task can allow for a more precise interpretation of an image. That is, according
to the ACR classification grid, a low probability of malignancy (under 2%) does not need
an immediate biopsy, and a closer follow-up is advised. The opposite is also valid, i.e., for
a slightly higher probability of malignancy (above 2%), a biopsy should be considered.

The segmentation task consists of individually attributing to every pixel of an
image or region a value ci ∈ C, typically indicating a class amongst the set C of all
possible classes. In other terms, the segmentation defines which pixels of an image belong
to which class or classes. Formally, for an image I ∈ RH×W×D a segmentation generates an
output (a mask) S ∈ CH×W×D. The simplest scenario of segmentation of a mammogram
is the segmentation of the breast area: defining which pixels belong to the breast and
which to the background. A more advanced segmentation algorithm can be designed to
generate a mask that specifies the location of the abnormalities in the breast. A different
algorithm could generate a segmentation mask of fibro-glandular tissue, allowing to locate
and, eventually, to quantify the dense tissue in the breast.

Object detection [55] can be described as a specific case of segmentation. In this
case, the detection algorithm yields a set of rectangular contours (i.e., bounding boxes),
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delimiting the area of the objects of interest. In such case, two statements stand true:
1) not all the pixels within a given contour relate to the object, and 2) the generated
contours for different contours may overlap. In the case of computer-aided detection for
breast imaging, capturing the presence of an object and its approximate location is often
more important than finding its precise contours.

Overall, CAD solutions benefit from the combination of different tasks. For example,
an image can first be segmented, and the segmented regions then classified. Differently,
an image can be classified in the first place, and then segmented, upon the results of the
classification. The order of the operations is left to the engineers, as long as the final
solution yields satisfactory results [51], [52], i.e., it reduces both false positives and false
negatives interpretations, and does not decrease the performance of the clinician alone.
As an auxiliary task, a clinician may expect guidance in breast density assessment, as
it can be a regulatory requirement in some countries [56], [57] and have an influence on
the further patient care [27], [28]. Additionally, clinicians expect CAD software to yield
a reliable and explainable prediction, with a rising concern of the safety of the prediction
[58], [59]. Finally, the software output shall be provided in a timely manner. Generally,
the review of breast imaging in a screening scenario lasts less than 60s [34], [60] even for
the cases with DBT imaging (i.e., two or four stacks of 80 slices to review). Considering
the aforementioned work force struggles (see Subsection 1.3 and [53], [54]), CAD software
shall not induce any increase the reviewing time.

More generally, the clinicians’ expectations define a common set of requirements for
all the above tasks when applied to a CAD solution, namely: performance, explainability,
reliability, and speed. In this work we propose several methods that address some of these
requirements with the objective of building a basis for production-ready software.

1.5 Deep learning in medical and breast imaging

Nowadays, a decent amount of the literature exists that presents the theory of deep
learning and the underlying concepts (e.g., neural networks) in great detail [61]. Hence,
it is not the purpose, neither the ambition of this section. Instead, we primarily focus on
reviewing recent deep learning methods applied to medical imaging.

Deep learning has a long history in image processing [62] with a variety of methods
proposed for different tasks, including classification [63], segmentation [64], registration
[65], reconstruction [66], etc. With the excellent results on natural imaging [67], deep
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learning is now establishing in the field of medical imaging [68], [69]. Breast imaging is
not an exception and has also benefited from the achievements in deep learning research
[70], [71]. In particular, in the past few years, numerous methods have been proposed for
mammography imaging claiming a high level of performance [1].

Deep learning applied to mammography imaging benefited a lot from the latest ad-
vances in natural imaging. Most of the recently appeared network architectures have been
applied to mammography imaging, claiming high performances in different tasks:

— RetinaNet [72]: Jung et al. [73], McKinney et al. [47], Lotter et al. [74],
— VGG [75]: Shen et al. [76],
— U-Net [77]: Abdelhafiz et al. [78], DeMoor et al. [79], Sun et al. [80],
— ResNet [81]: Lotter et al. [82], McKinney et al. [47], Shen et al. [76], Shen et al. [83],

Wu et al. [84], Xi et al. [85], Yala et al. [86],
— AlexNet [67]: Carneiro et al. [87], Zhu et al. [88],
— Fast RCNN [89]: Dhungel et al. [90],
— Faster RCNN [91]: Cogan et al. [92], Ribli et al. [7],
— MobileNet [93]: McKinney et al. [47],
— YOLO [94]: Al-masni et al. [95], Al-antari et al. [96],
In this work, we rely on some of the commonly used networks, such as VGG (see

Section 2.2), U-Net (see Sections 2.3, 3.4, and 3.5), ResNet (see Section 4.4). For all our
experiments we adapt the networks to fit a specific task, for example, handling grayscale
imaging, or high-resolution input.

1.5.1 Breast Imaging data

Research in the mammography area was boosted by several datasets, made publicly
available by various groups of clinicians and researchers. The most commonly used are
Digital Database for Screening Mammography (DDSM)[97], mini-MIAS [98], INBreast
[99], and BCDR [100]. Despite the advances made possible thanks to these datasets, they
have some issues. The DDSM dataset, while being comparably large (695 normal cases,
914 cancer cases, and 870 benign cases), contains only digitalized films, that is, films that
have been converted to digital format with a digitizer 3 (see SFM in Section 1.2). The
same is true for the BCDR-FM dataset and the mini-MIAS dataset, with the latter also
being significantly smaller, i.e., containing only 322 images. While there are no significant

3. A digitizer is a hardware allowing to convert an image from its hard physical support, such as film,
to a digital format, for its further storage in a computer system.
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differences between the initially analog (SFM) and the natively digital mammograms
(FFDM) from the clinician’s perspective [37], [38], there is an intensity profile shift that
can affect the performances of a machine learning algorithm [76]. Different to DDSM,
mini-MIAS, and BCDR-FM, the INBreast and BCDR-DM datasets contain FFDM images
(see Section 1.2). Also, while BCDR-DM contains as many as 3612 images, the INBreast
dataset has only 410 images.

Recently published datasets, such as VTB [101] for two-dimensional mammography
(appeared in 2014 and being regularly updated since then) or BCS-DBT [102] for tomosyn-
thesis (appeared in 2021) are substantially larger: VTB contains more than 1751 patients
(8726 cases), and BCS-DBT has 5088 patients (5610 cases). However, these datasets are
highly imbalanced, i.e., the number of malignant cases is considerably smaller than the
number of normal or benign cases. Such is the case of the VTB dataset having only 97
(5.5%) patients having had cancer in their lifetime 4, and the BCS-DBT with only 89
(1.6%) of patients with cancer.

Small dataset sizes and substantial imbalance restrict the power of deep-learning-
based methods. This often pushes the researchers to collect the data by their own [7],
[73], [74], [84], [86]. Private datasets can be larger and allow for a more careful selection of
samples. However, it often preserves the proportion of malignant cases: for example, the
dataset collected by Wu et al. [83], [84] contains 141473 patients, with only 985 having a
histological confirmation of malignancy.

The use of private datasets makes the fair comparison of methods more difficult. They
may also be biased, e.g., towards data of a given model of mammography system. It
requires to solve a shift problem when applied on different datasets or otherwise will
result in a performance loss As shown in [103], when naively changing a dataset for a
binary classification task, the changes in a performance score such as Area Under Curve
(AUC) can achieve −0.30, i.e., drop from AUC = 0.95 to AUC = 0.65.

Using private datasets also requires researchers to collect the ground truth for the data
on their own. This is burdensome, in particular when it comes to the collection of the Re-
gions of Interest (ROIs) delineating the findings within a breast image. In fact, clinicians
do not systematically mark the abnormalities on the image during their clinical practice:
only in some institutions the delineation can be a requirement of the interpretation pro-
tocol. For instance, in France, the location of an abnormality may be reported on a paper

4. Some of these cases come from operated or treated patients and contain only benign mammograms
of the remaining breasts
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or a digital sketch of the breast, that is neither registered to the image nor stored in the
same database. As a consequence, researchers have to proceed to the explicit collection of
the ground truth, asking a trained expert to review a potentially substantial amount of
cases, which is expensive both time-wise and financially. Crowdsourcing annotations may
apply to natural imaging [104] but is less feasible in the case of medical imaging, which
requires a skilled professional. These experts are usually selected amongst active clinical
practitioners, and their involvement can take a big part in the budget of the project.

In this work we used both, publicly available and privately collected datasets with our
choices guided by what appeared to be the best fit for a given experiment (see Subsection
1.6.2 for more details).

1.5.2 Deep learning: lack of annotations

To cope with the difficulty of the annotations’ collection, increasing attention has
been given to reducing the amount of human supervision required for training machine
learning methods. In the following, we will talk about three types of approaches, listed in
the decreasing order of the expected amount of annotations: i) fully supervised, ii) weakly
supervised, and iii) self-supervised [105], [106].

Fully supervised methods entirely rely on the annotations provided during training.
The algorithm is taught to generate a prediction that closely approximates the annotation
defined by a human operator. That is, the objective function, used for optimizing the al-
gorithm’s parameters, explicitly compares the prediction with the annotation, forcing the
model to reduce the gap between the prediction and the truth. In the case of classification,
it is common to use the cross-entropy loss that minimizes the difference between the pre-
dicted class posterior probability and the ground-truth class. In the case of segmentation,
a DICE-score-based loss is commonly used, which correlates the precision and recall of
the predicted segmentation mask with the mask provided by the expert.

Weakly supervised methods reduce the need for annotations in different ways. The
purpose of these methods is to generate a solid prediction while relying on fewer annota-
tions for a given sample. A popular scenario of weakly supervised learning is the prediction
of detection and/or segmentation outputs using for training only the class provided for
the whole image [107]. A different paradigm of weakly supervised learning is Multiple
Instance Learning (MIL) [108]. MIL considers the composition of a group of samples (“in-
stances”), called a “bag”. While the exact ground truth for each instance is not known
(during training), the ground truth is specified at the bag level. The bag sizes may change
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upon the task, which can lead to the increasing difficulty of the method’s optimization.
For example, Choukroun et al. [109] compose the bags of hundreds of patches extracted
from a mammogram.

Another paradigm of weakly supervised learning is pseudolabelling [110]. In this case,
an algorithm makes use of the unlabelled data by learning from its predictions [111], [112].
That is, an algorithm is, first, pre-trained on a smaller set of well-annotated data, and
later is fine-tuned on a larger dataset, where the unknown ground-truth is replaced by
the predictions from pre-trained model.

Finally, the self-supervised (and unsupervised) learning methods are designed not to
use any human-generated annotations. Such methods rely on the data alone to generate
a prediction and can produce for instance class probabilities in case of a clustering task
[113], or an image, in case of denoising [114], [115].

In our work, we seek to minimize the cost of the annotations’ collection. Hence, we
essentially rely on the labels available in clinical practice, such as the density classes (see
Sections 2.2 and 2.3) or malignancy classification (see Sections 3.5 and 4.4).

1.5.3 Deep learning: weak and self-supervision in medical imag-
ing

As stated earlier, the lack of annotations is more noticeable in medical imaging than
it is in natural imaging. Therefore, a lot of attention has been drawn to the weakly, self-,
and unsupervised methods [116]. We review next some of the works with applications to
medical imaging in general, and to breast imaging in particular. First, a MIL method was
proposed by Choukroun et al. [109] and was followed up by Bakalo et al. [117]. In both
cases, the authors proposed to compose a bag of instances from patches (i.e., portions of
the image) extracted from a mammogram. Then, a Convolutional Neural Network (CNN)
is trained to make a binary classification prediction for the entire image. Patches from a
benign image composed a benign bag, while patches from a malignant image composed
a malignant bag. The bags were fed to optimizer to train the classifier with a cross-
entropy loss using maximum pooling of the results from patches. Since the classification
was performed on a patch level, it was possible to qualitatively evaluate the detection
performance of the proposed method.

Some other weakly supervised methods focus on the objective function. In such cases,
the network is trained with an objective designed with some prior knowledge of the task
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or some higher-level annotations. For instance, Carneiro et al. [118] propose a region
detection algorithm that relies on ground truth obtained by quantifying the number of the
regions to be detected instead of explicitly delineating the regions. Similarly, Kervadec et
al. [119] propose a loss that includes a size constraint guided by prior knowledge on the
size of the object to be segmented in the image.

Another group of weakly supervised methods relies on the interpretation of the activa-
tions of the neural network layers while training for a classification task. Such mechanism
may allow for the generation of approximate segmentation masks [85] without the need
for the explicit segmentation ground truth at the pixel level during training.

A final set of approaches seeks the combination of the aforementioned techniques.
Such is the work of Wang et al. [120] which used the activation maps extracted from
an image-wise classifier and couple them with a MIL-based patch classifier. Similarly,
Shen et al. [83] propose a method for mammogram classification that combines both,
image-wise and patch-wise approaches, but unlike Wang et al. [120], performing image-
wise classification the on original (high) mammogram resolution.

Self-supervised methods were also proposed for medical imaging. The reconstruction
task is most commonly addressed with self-supervised learning, where the training objec-
tive comes from the input images themselves. Such is the work of Hervella et al. [121]
proposing a reconstruction method of retinal imaging aiming for better recognition of the
domain-specific patterns. In the same way, and a more generic approach was proposed by
Zhou et al. [122], where the image reconstruction task was used as a mean of initialization
of the neural network weights. These weights are later used as a starting point in the
training for classification and segmentation tasks. To further improve the generalizabil-
ity of the network, it is trained under a range of image transformations, that allows for
learning the medical-imaging-specific patterns.

Having access to limited amount of annotations, in this work we opt for self- (see
Section 3.4) and weakly supervised methods (see Sections 2.3 and 3.5).

1.5.4 Deep learning: image resolution challenge of breast imag-
ing

Image size is of particular importance when working with mammography. Some of the
malignant findings are too small to be seen on low resolutions: e.g., suspicious microcal-
cifications may be smaller than 0.5mm [20], [123]. Therefore, the pixel spacing typically
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varies between 50µm and 100µm resulting in the whole mammogram being larger than
3000 pixels on the longer axis (some mammography systems can acquire images up to
almost 6000-pixel height).

To deal with computational complexity, many of the initial deep learning methods
working on mammograms [73], [80], [96] used downscaled images (e.g., 446× 446 for [95],
224× 224 for [78], [88], 264× 264 for [87]). While such an approach can be successful for
the detection and classification of masses (which are usually bigger), some of the findings
might be misclassified or lost due to the dimension reduction. An intermediate solution
was brought by Zhang et al. [124] who used 832 × 832 images. An interesting approach
was proposed by [73], who resized images to 600-pixel-width but also cropped the mam-
mogram into 24 patches of the same size as the resized image and fed them to the network
alongside the resized mammogram. Several works use mixed patch- and image-wise ap-
proaches when working on the image classification task. For example Xi et al. [85] and
Shen et al. [76] performed patch-wise classification using CNNs followed by image-wise
fine-tuning. Both [76], [85] used Fully Convolutional Network (FCN) (ResNet and VGG),
to allow a transition from patches-trained networks (224×224) to full images by removing
fully connected layers. Lotter et al. [74] pre-trained a ResNet on patches before using it
as a backbone to the RetinaNet network trained for region detection task. Differently,
DeMoor et al. [79] worked on patch-wise segmentation training a U-Net on 344 × 344
patches, and testing on full images without fine-tuning afterward. Another approach was
proposed by Wu et al. [84] which generated heatmaps by applying a patch-wise classifica-
tion network on full resolution mammograms in a sliding window manner. The heatmaps
that were later fed to an image-wise network along with the original mammograms.

Latest works study high-resolution image-wise approaches. Ribli et al. [7] introduced
a Faster RCNN ([91]) on 1700 × 1400 images. Yala et al. [86] adapted a ResNet18 to
2048× 1664 images. McKinney et al. [47] proposed a RetinaNet on 2048× 2048 as well as
a ResNet on 4096× 3328 images. Remarkably, Geras et al. [125] proposed high resolution
multi-view Deep Learning (DL) approach for case-wise classification task processing the
images as big as 2600×2000. Their follow-up work [84] pushed the resolution even further
with a case-wise approach having images of 2677×1942 and 2974×1748 for CC and MLO
views respectively.

In our work we explore both, low- and high-resolution imaging. In case of density
assessment experiments (see Sections 2.2 and 2.3) we use smaller images as a task being
less demanding for fine details. However, in case of malignancy detection and classification
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(see Sections 3.5 and 4.4), we use images close or identical to original (i.e., high) resolution.

1.6 Data: acquisition, storage, collection and prepro-
cessing

1.6.1 A quick look into mammography imaging industry

Today’s market of mammography systems is competitive with numerous vendors of-
fering their own solutions [126]. The vendors’ race for user satisfaction has resulted in
a diversity of proposed imaging post-processing functionalities [127]–[129] answering to
various customer tastes and preferences. Such post-processing operations result in images
of significantly different appearance. Although such variations can be less important for
the tasks like density assessment (see Subsection 1.1.2) [129], they may play an important
role in the identification of malignant samples [128].

In the era of FFDM (see Section 1.2) the storage of images has been substantially
simplified. Before FFDMs, film mammograms required careful storage. Images were then
accessible either physically or after a digitization process. Luckily, for FFDM mammog-
raphy systems, the generated image is digitally transferred to the reading workstation, as
well as to the storage server (i.e., Picture Archiving and Communication System (PACS)).
Such a pipeline has facilitated the integration of a CAD system into the data commu-
nication workflow. However, images transferred by a mammography system are usually
already post-processed with user-specific settings. Therefore, any integrated CAD software
has to deal with the variability of the image appearances, as described in the previous
paragraph (see Figure 1.6). Such large image variability lead to the domain adaptation
problems [76], [130].

In clinical practice, the data is usually operated under the Digital Imaging and COm-
munications in Medicine (DICOM) standard [131]. In particular, DICOM allows the com-
munication and storage of the acquisition data associated with images. In the case of
X-ray mammography images, these parameters include X-ray emission parameters such
as time, current, voltage, and physical object parameters (in this case, the breast) like
the compression force and thickness under compression. The access to these parameters
allows to consider them in a CAD algorithm. In this work we studied the use of these
acquisition data in the context of breast density assessment (see Section 2.2).
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1.6.2 A few words on data collection

To cope with the lack of large FFDM datasets (see Subsection 1.5.1), it is common to
do a retrospective collection from clinical and research institutions. As in the case of some
of the public datasets, data collected from one healthcare provider is also highly imbal-
anced [84] and may be biased towards a specific mammography system model. Collecting
data from multiple clinical sites instead allows composing a richer, more representative,
multi-vendor dataset. Moreover, the real clinical cases usually come with at least radiol-
ogist classifications of the probability of malignancy and breast density, and, sometimes,
with the histopathology confirmation and details (see Subsection 1.1.1). Within the scope
of this work, we proceeded to the collection of the imaging and clinical data from a diverse
group of healthcare providers. The board agreements were systematically obtained and
the data de-identified [132].

In the research described in this work, some of the experiments relied on the publicly
available datasets, other used privately collected data. The choice is made upon the judge-
ment what is the best fit for the case. That is, for a proof-of-concept, a full or a subset of
a publicly available dataset is usually the best option. When more extensive experiments
are needed, in particular, to evaluate the generalizability across vendors [103], we opted
for data from our private dataset. In the following chapters, we explicitly state the data
used for each of the experiments.

1.6.3 A bit on data preprocessing

Image processing algorithms often rely on preprocessing techniques aiming at normaliz-
ing known variations, highlighting important features, or removing irrelevant information
through simple intensity and/or shape transformations [133]. In the case of DL, image
normalization remains a common practice [134]. Some works have studied the effect of
preprocessing techniques on neural network’s performance [135], [136] revealing the cor-
relation between the two. Common preprocessing techniques for DL algorithms include
image resizing (e.g., to 224 × 224 pixels [75], [81] or 448 × 448 pixels [94]) and intensity
rescaling (e.g., to a normalized and centered value µ = 0, σ = 1, or to a range of [0, 1]).
In case of mammography imaging, similar approaches are used. Resizing is often moti-
vated by hardware limitations as it is easier to train a DL network on low-scale input,
such as 1152 × 896 [76] or 256 × 256 [80]. Intensity transformations are also used in DL
for mammograms, including the aforementioned normalization techniques [84], as well as

50



Introduction

Source image Cropping Resizing, squaring

H

H

Intensity rescalingBreast alignment

Figure 1.7 – Illustration of commonly used preprocessing pipeline on a mammogram of a
right breast

others, such as Contrast Limited Adaptive Histogram Equalization (CLAHE) [92]. Gen-
erally, there is no consensus on the unique combination of techniques to be applied, and
the choices may be device-specific, in particular concerning the image intensity profiles.

In the experiments described in this work, different preprocessing techniques are used.
For each experiment we detail the operations being applied and explain the motivation
behind the choice of the techniques selected. While the parameters may vary, there are a
few common techniques described below and illustrated in Figure 1.7.

Breast alignement As introduced earlier (see Section 1.2) mammograms are usually
generated for two person’s breasts. Conventionally, to facilitate the clinician’s review, left
breasts are aligned to the left of the canvas and right breast to the right of the canvas.
From the imaging standpoint, there is no difference, which side the object is aligned to.
Therefore, in our experiments, we usually flip right breast images so all breast are aligned
to the left of the canvas.

Background cleaning The pixels on a mammogram can belong to the depicted breast,
to labels embedded into the image by the mammography system software, or to the
background (which does not necessarily have zero pixel values). Neither labels nor the
background is informative for an image-processing algorithm. To prevent misguiding the
trainable algorithms proposed in this work, we systematically remove labels and put to
zero positive background pixels, such that all pixels with positive intensity values on the
image belong to the depicted breast.
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Image cropping The breast depicted on a mammogram rarely occupies the whole
canvas. There are usually several columns and rows that do not contain any pixels related
to the depicted object. Since these portions of the image are not informative, the image
can be cropped to the bounding box containing the studied object (i.e., breast).

Shape resizing and squaring Some of the neural network architectures (i.e., fully
convolutional networks) allow the input of arbitrary shapes. However, this is not the case
for all types of networks. To cope with such limitation, we often apply two operations to
the image shape after the cropping to its informative content. First, the image is resized
to a fixed height H = D, where D is a parameter chosen for the given experiment. Second,
the image is padded with columns to yield the width W = D, resulting in a square image
of size D ×D.

Intensity rescaling Finally, the intensity values are usually rescaled. The original im-
ages generated by mammography systems are stored as non negative integer values in a
16 bits scale, i.e., Iorigx,y

∈ [0, 65535], Iorigx,y
∈ N. More often, we opt for rescaling to a

floating point values in a scale [0, 1], i.e., Iconvx,y ∈ [0, 1], Iconvx,y ∈ R. According to the
chosen experimental setup, we chose either global or local limits for the conversion, i.e.,
Iconvx,y = Iorigx,y

65535 or Iconvx,y = Iorigx,y−mini∈[0,W ],j∈[0,H](Ii,j)
maxi∈[0,W ],j∈[0,H](Ii,j)−mini∈[0,W ],j∈[0,H](Ii,j) .

1.7 Summary of challenges and proposed methods

In this chapter, we briefly introduced the context of the present work and the un-
derlying challenges. We talked about breast imaging and mammography in particular, as
it is the initial imaging exam within breast cancer screening, and given how the mam-
mography is used by clinicians (i.e., density classification , identification of abnormalities,
classification of the probability of cancer). We also talked about the latest achievements
in the field of deep learning applied to medical and breast imaging, mentioning the un-
derlying challenges, i.e., high-resolution imaging, lack of explicit annotations. Moreover,
we introduced high expectations from the practitioners towards CAD software, especially
related to performance and reliability.

This work has an ambitious goal of proposing a close-to-production-ready solution
that can be used in clinical practice. To this end, we proceed to a broad exploration of the
field to cope with the aforementioned requirements and challenges. Therefore, our work
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is composed of the following parts:

Breast density assessment, described in Chapter 2, where we explore several direc-
tions allowing for more precise and in-depth estimation of the amount of fibro-glandular
tissue, to assist the clinicians in their review;

Breast abnormality detection, described in Chapter 3, where we focus on the seg-
mentation task applied to the abnormalities in the breast, namely microcalcifications,
distortions, and masses, and explore self- and weakly supervised methods.

Reliability and performance reinforcement, described in Chapter 4, where we
study our proposed methods for the clinical practice. These considerations, first, allow
for faster processing, second, estimate the uncertainty of the prediction, and third, pre-
pare the transition to the DBT imaging.

Finally, in Chapter 5 we further discuss the clinical impact of the proposed work and
consider future research paths.

1.8 Bird’s-eye view of the work

To facilitate the navigation in the present work, we present in Table 1.1 the deep
learning experiments covered in the following chapters. We combine the targets of tasks,
the types of applied supervision, type of the performed task, the models and the datasets
being used. We note that work experiment was not included in the table, i.e., Abnormality
Simulation described in Section 3.3. It appeared to us that this work has a different nature
from those listed in Table 1.1. The most common and transversal topics appear in bold. In
particular, many of the experiments approach classification and segmentation tasks,
use U-Net architecture as basis, are using the INBreast dataset for evaluation, and are
trained under the weak supervision.
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Chapter 2

BREAST DENSITY ASSESSMENT

2.1 Introduction

2.1.1 Breast density in clinical practice

In the previous chapter, we introduced the breast cancer screening workflow and talked
about the assessment of the breast density as part of it (see Subsection 1.1.3). In this
chapter, we will further discuss the role of breast density and propose two methods for
its quantification.

Let us first explicitly define the density of a breast. The breast is a soft organ composed
of different tissues with varying densities. The density ranges from very low, as in the case
of fat, through the denser glandular and fibrous tissues, to the highest calcified regions.
The amount of calcified tissues can generally be neglected compared to fibro-glandular
tissue and fat [139]. Thus, to quantify its density, the breast is usually decomposed into
the two former categories only: i) fatty tissue and ii) fibro-glandular tissue. From these
categories, the , sometimes referred to as volumetric (breast) density, is often defined as
follows:

PD = VFT
Vbreast

, (2.1)

with VFT the amount of the fibro-glandular tissue and Vbreast the overall volume of the
breast.

The breast density, as defined in Eq. (2.1), is considered one of the risk factors related
to breast cancer [140]. The importance of breast density has been broadly studied and
discussed in the literature [139], [141]–[147] for almost half a century. Today, there is a
common agreement that high density induces two types of risks [139]. The first risk is
related to the X-Ray nature of the mammography. When depicted on a mammogram, all
types of dense tissues look brighter than fatty tissues, with dense tissues including both,
normal (i.e., healthy) and abnormal (i.e., cancerous) regions. Such lack of contrast makes
it difficult to review dense-breast images. In practice, the healthy dense tissue is likely
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Laterality: Right 
Density: A

Laterality: Left 
Density: A

Laterality: Right 
Density: D

Laterality: Left 
Density: D

Figure 2.1 – Illustration of malignant cases in breasts of different density. On the left, a
fatty-breast image with a clearly-depicted lesion on the left breast (2nd image from the
left); On the right, a dense-breast image with a hardly-seen lesion on the right breast (2nd
image from the right). Lesions are marked with red bounding boxes.

to superimpose with the malignant tissue, which may cause a misinterpretation and an
eventual false negative, i.e., misclassifying a malignant case as benign (see Figure 2.1).
The second risk is less straightforward: some studies have shown that patients with denser
breasts have higher risks of developing cancer in their lifetime [146], which is indepen-
dent of the risk of masking an abnormality [147]. Hence, the knowledge of breast density
becomes crucial for a more personalized healthcare. The importance of the density has
also been reflected in breast cancer screening regulations, with reporting of the density
becoming mandatory in some countries [56], [57]. Moreover, a more precise density assess-
ment has the potential of contributing to earlier breast cancer detection, when a lesion
cannot yet be clearly outlined by proposing more adequate and more frequent clinical and
imaging examinations to the patients at higher risk.

Several works were dedicated to find an efficient way to assess breast density from the
standpoint of the clinician. A pattern-based approach was introduced by Wolfe et al. in
[141] in 1976, defining four categories, from less to more dense. However, this grid lacked
reproducibility due to the operator-specific interpretation of the patterns and, hence,
failed to be largely adopted [142]. Later, in 1982, a quantitative, area-based analysis was
described by Boyd et al. in [148]. While the proposed model significantly improved [139]
the previous model of Wolfe, its implementation [143] suffered from subjective thresholds,
which also prevented a broader adoption [139]. Finally, another pattern-based method was
proposed by Gram et al. in [144]. Again, due to the difficulty to systematically reproduce
the proposed patterns [145] the method did not gain much popularity.
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Table 2.1 – Comparison of 4th and 5th editions of ACR BI-RADS density classification
guidelines

BI-RADS 4th edition BI-RADS 5th edition
1: The breast is almost entirely fatty
(<25% glandular)

A: The breasts are almost entirely fatty.

2: There are scattered fibroglandular
densities (approximately 25%–50% glan-
dular).

B: There are scattered areas of fibrog-
landular density

3: The breast tissue is heterogeneously
dense, which obscures detection of small
masses (approximately 50%–75% glan-
dular)

C: The breasts are heterogeneously
dense, which may obscure small masses.

4: The breast tissue is extremely dense.
This may lower the sensitivity of mam-
mography (>75% glandular).

D: The breasts are extremely dense,
which lowers the sensitivity of mammog-
raphy

Despite not being largely used in clinical practice, all the proposed works [141], [144],
[148] have contributed to the guidelines published by the American College of Radiology
(ACR). The first density assessment guidelines appeared in the third edition of the Breast
Imaging-Reporting and Data System (BI-RADS) [149] in 1993 and described the density
in relatively “simple” terms, i.e., “fatty”, “scattered density”, “heterogeneously dense”,
and “extremely dense”). To improve the reproducibility, the fourth edition guidelines [25],
appeared in 2003, introduced percentages for each category, i.e., [0, 25), [25, 50), [50, 75)
and [75, 100]. Finally, the fifth edition [24], which appeared in 2013, has introduced several
changes, focusing, in particular, on describing the masking aspect of the density. Moreover,
the explicit quantification has been removed and replaced by more descriptive categories
(see Table 2.1).

While the differences between the 4th and 5th edition of the density assessment guide-
lines may appear substantial, studies showed that both editions have a comparable inter-
rater agreement [26]. However, the agreement remains low, with a Cohen’s kappa [150]
coefficient k = 0.78 [151].

In our quest for breast density assessment methods, we rely on the 4th edition of
BI-RADS that allows for a more intuitive quantification by design. Generally, the Per-
centage Density (PD) can be defined as the ratio of the volume of the dense tissue to the
volume of the breast (see Eq. (2.1)). Such quantification reduces the reader’s interpreta-
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tion subjectivity and, hence, provides a more objective evaluation. In the following, we
propose two automatic deep-learning-based approaches for breast density estimation. The
first method, presented in Section 2.2, is based on the combination of imaging and X-Ray
acquisition parameters at the input of the neural network and was initially published in
the International Symposium on Biomedical Imaging (ISBI) 2019 conference proceedings
[2]. The second method, presented in Section 2.3, is based on the loss function relating the
segmentation output to the scalar density estimation. This method was initially exposed
at the Medical Imaging with Deep Learning (MIDL) 2019 conference [3].

For the evaluation, we rely on the labels coming from breast cancer screening clinical
practice. We note that the use of the more precise ground truth such as MRI may be
beneficial for the training such algorithm. However, breast MRI data are less common so
their collection requires bigger efforts resulting in fewer data, as MRI remains more often
a diagnostic imaging (see Subsection 1.1.2).

2.2 Combining images with acquisition parameters
for better density estimation

2.2.1 Proposed approach

We propose a novel approach to breast density quantification, which is an alternative
to state-of the art methods focusing on classification [152]–[154] or segmentation [155]
techniques. Our contributions over prior work include: i) approaching the breast density
quantification with a regression model; ii) proposing an extended BI-RADS classification
grid with 12 classes instead of 4, which leads to higher precision; and iii) considering the
acquisition parameters as an auxiliary input to our model to better cope with X-Ray
specificities.

2.2.2 Related work

Imaging-based approaches for estimating the density of a breast have a long history,
starting with the intensity-based methods such as CUMULUS, proposed by Boyd [143]
or LIBRA, introduced several years later [152]. The approaches beyond intensity-based
thresholding were discussed in [153].

In the era of deep learning, Arefan et al. [156] were amongst the first to propose the use
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of neural networks for the estimation of breast density using a classification approach with
3-categories (Fatty, Glandular, Dense) and achieving high accuracy scores. Mohamed et
al. [157] deal with 2-categories classification (i.e., Fatty and Dense), while Wu et al. [154]
extended the task to 4 classes. However, all the above works rely on a discrete classification
task which may not be precise enough to allow personalized patient treatment.

Li et al. [155] andWei et al. [158] focused instead on the dense tissue segmentation task,
showing promising results with deep learning techniques. However, these segmentation
approaches are impractical, given the demanding requirements on expert annotations for
training and validation (see Subsection 1.5.2).

2.2.3 Methods

2.2.3.1 X-Ray acquisition parameters in mammography

Previously, we introduced mammography imaging as an X-Ray-based modality (see
Section 1.2). The X-Ray acquisition implies the emission of electromagnetic radiation on
an object to depict its inner composition. Such radiation can be described with several
parameters, such as the current, voltage, exposure time, emitted dose, and captured dose.
The exposed object also has its own physical properties, which are generally unknown.
Fortunately, in mammography, the breast is placed and compressed in a dedicated support.
Thereby, the compression force applied to the breast, as well as the thickness under
compression (i.e., distance between the two plates of the support), are available (see Figure
1.5). Moreover, the projection area can also be calculated since the breast projection
dimensions and the pixel spacing are accessible. In the end, for each acquisition, we
have at our disposal the following list of acquisition parameters: voltage (kV ), exposure
time (ms), tube current (mA), exposure (mAs), entrance Dose (µGy), retained dose
(dGy), compression force (N), angle of acquisition (to the axis of the body of the patient)
(deg), breast thickness (under compression) (mm) and projection area (mm2). In this
first proposition we argue that the acquisition parameters carry information about the
tissue density and can therefore contribute to its estimation It is worth noting that such
parameters are automatically computed and stored by mammography system for each
mammogram 1. Therefore, we propose to combine the available acquisition parameters
with the mammography image for a more precise estimation of the density. The acquisition

1. All these parameters are available in the DICOM-formatted files generated by a mammography
system [131]
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parameters will allow, first, to prevent limiting the algorithm to imaging features only,
and second, to introduce physical knowledge, unknown from the image alone, which will
improve the performance of the method.

2.2.3.2 Modeling breast density

With the Percentage Density (PD) defined as in Eq. (2.1), we aim at the estimation
of the PD value for the entire breast by analyzing the whole FFDM image and having
access to the acquisition parameters listed in Subsection 2.2.3.1. Based on the quantifiable
model of 4th edition of the BI-RADS guidelines [25], we assume, that PD varies from 0%
to 100%, excluding the skin envelope from the breast volume V . This modeling remains
theoretical, as neither of the bounds could be achieved in practice.

Our goal is to build a model f(·) with trainable weights θ capable of predicting an
estimate of the breast density d̂i, given one FFDM image Ii and its acquisition parameters
pi.

d̂i = f(Ii,pi, θ) (2.2)

with d̂i ∈ (0, 100), the image Ii ∈ RH×W , and the vector pi ∈ RM composed of the M
parameters described in 2.2.3.1.

2.2.3.3 Revised evaluation grid

As discussed earlier (see Subsection 2.1.1), the 4th edition of BI-RADS density assess-
ment guidelines define equally spanned classes, each class of the length ∆ = 25%. Such
span is approximate, as two breasts attributed to the same class can have significantly
different amounts of fibro-glandular tissue (e.g., 26% and 49%, see Figure 2.2). To allow
an effective training and precise quantification, one option would be to rely on pixel-wise
ground truth, as proposed by [155] and [158]. However, such an approach is impractical, as
it requires the manual delineation of the dense regions by an experienced radiologist. To
minimize the annotation effort, we propose an extension to the image-wise classification
grid that remains familiar to the clinician, and yet, allows for a more precise assessment.

Based on the original BI-RADS grid, we define the midpoint for each class as Mi =
Ui−Li

2 , where Ui and Li are the top and bottom bounds of the i−th class respectively.
Therefore, the midpoints M1..4 for the four major classes stand as follows: M1 = 12.5%,
M2 = 37.5%, M3 = 62.5%, and M4 = 87.5%. We note that the span between classes is
still S = Mi −Mi−1 = 25%. To keep a clinically appealing classification, we propose to
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4.17
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Figure 2.2 – Proposed 12-class density estimation grid with class span of 8.33%, smaller
compared to the class span of 25% of BI-RADS 4th edition guidelines.

split each density class further, defining 3 sub-classes: “low”, “mid” and “high”. Aiming
at equal distribution of the smaller classes, we define for each span s = 1

3 · S ≈
1
3 · 8.33%.

Hence, the midpoints for the new classes milow,mid,high
stand as milow

= Mi−s, mimid
= Mi,

and mihigh
= Mi + s. Finally, we obtain 12 density classes spread from m1low

= 4.17 to
m4high

= 95.83. See Figure 2.2 for illustration.
The proposed 12-class grid is obviously larger than the conventional 4-class BI-RADS

grid, which needs adaption from the clinician as choosing between twelve classes can
appear burdensome. However, we argue, that our sub-class separation (i.e., “low”, “mid”,
and “high”) allows for more intuitive classification while being more precise than the
4-class grid. To evaluate the robustness of the proposed grid, we asked an experienced
breast radiologist to evaluate a set of 672 images with 12 classes in three sessions and
report intra-reader agreement for both, the major classes (i.e.,M1..4) and sub-classes (i.e.,
m1..4low,mid,high

).

2.2.4 Categorical regression with a Deep Neural Network (DNN)

We model the f(·) in Eq. (2.2) as a DNN. Having two types of input, i.e., a mam-
mogram Ii and a parameters vector pi (see Subsection 2.2.3.2), the DNN has three com-
ponents. The first is CNN intended to process the image and denoted as g(·, θg). The
second is a Fully Connected Network (FCdN) intended to process the parameters vector
pi and denoted as h(·, θh). Finally, the third component, also implemented with FCdN
and denoted as q(·, θq), combines the features extracted from both neural networks, g(·)
and h(·), to yield a breast density prediction d̂i. The architecture is illustrated in Figure
2.3.

We explored several opportunities for architecture implementations. For the feature
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Figure 2.3 – Illustration of the proposed method: the DNN takes an image I and a vector
of features p on input and predicts a percentage of density d̂

extractor g(·) we used a revised version of VGG16 [75] showing promising performance on
both, patch and image level [76]. The output of the network g(·) yielded an embedding
representation vector zg ∈ RNg , with Ng = 256 in our case. For h(·) we conducted several
experiments, training an independent network to predict d̂i from pi alone. Here, we opted
for a one-layer FCdN with 96 neurons. Thus, the embedding representation vector of h(·)
is defined as zh ∈ RNh , with the size of the vector Nh = 96. To combine the two vectors
zg and zh we opted for a concatenation of two vectors denoted as zc = c(zg, zh) = zg ++ zh,
where ++ for concatenation.

Aligning with the common practice of transfer learning, in breast imaging in particular
[76], [85], [87], we opted for pretraining the g(·, θg), and h(·, θh) independently. To that
end, each of the networks was appended with a top prediction classification layer (denoted
as g∗(·) and h∗(·) respectively) and trained to yield a probability for the 4-class density
classification task as follows: d̂ig = g∗(Ii, θg) and d̂ih = h∗(pi, θh). After initial training, the
top layers of g∗(·) and h∗(·) were removed, the embedding representation outputs of the
g(·) and h(·) were combined into zc to be processed by q(·). We note that pretraining on
the 4-class classification task allows to use the classification coming from clinical practice,
eventually opening access to a larger training dataset.

While our experiments resulted in a selection of the best performing combination of
neural network architectures, similar or better results might have been obtained with a
more extensive search, including different networks (e.g., ResNet [81]), different activations
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(e.g., LeakyReLU [159], Mish [160]), etc. Nevertheless, our experiments show a solid proof-
of-concept for the proposed approach.

2.2.4.1 Implementation details

Compared to the original VGG architecture [75], the implementation used in our ex-
periments is slightly different. The network is composed of six blocks of two convolutional
layers each, with the following number of filters: 32/32 - 64/64 - 128/128 - 256/256 -
256/256 - 512/512. The kernels of all convolutional filters are set to 3 × 3. After each
convolutional layer with ReLU activation, we perform batch normalization. At the end of
each block, we have a max-pooling layer with a pool size of 2 × 2 and strides of 2 × 2.
Finally, after all convolutional layers, we added two dense layers with 256 neurons each.

For the h(·) architecture we extensively varied the number of layers, their sizes, and
their composition (e.g., having larger layers followed by narrower layers). We did not
observe any standing-out performances amongst any of the tested architectures, but iden-
tifying some underperforming architectures (i.e., deeper networks tended to overfit in our
case), so we opted for a simple one-layer FCdN with 96 neurons. In general, all the tested
networks performed poorly, yielding the best accuracy of 0.665. The worst performing
networks provided accuracy of 0.527.

Finally, after running a similar set of experiments, altering the sizes and the depths
of the network layers, the q(·) was implemented as one fully connected layer with 256
neurons. For the classification networks (see ·cls networks in Subsection ??) we used an
N-neurons softmax output layer. For the regression network we used a linear output.

2.2.5 Experimental setup

2.2.5.1 Data: images and labels

Our method requires FFDM images with available acquisition parameters. This made
the publicly available SFM datasets (e.g., DDSM [97], mini-MIAS [98], BCDR-FM [100])
unsuitable for the task, as they are composed of digitized mammograms with no acqui-
sition data. On the other hand, FFDM images from the INBreast dataset [99], stored as
DICOM files, have been extensively de-identified, removing all acquisition information.
Therefore, we extracted a subset of images from our private database, denoted as Ddense.
This dataset is composed of 1602 images from 283 patients and 434 different exams. It
includes images of both, the CC and the MLO views. All the images are generated by
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the Planmed Nuance mammography system with 85µm pixel spacing, with a 16-bit in-
teger intensity scale. We split the dataset into training Ddensetrain

and test Ddensetest sets
with 70%/30% ratio that are kept unchanged throughout the experiments. The split is
performed to keep different views of the same breast in the same subset (i.e., train or
test). The train set Ddensetrain

contains 1232 images (70%) and the test set Ddensetest the
remaining 370 images (30%).

All images have been labeled by an experienced breast imaging radiologist using the
4th edition of the BI-RADS classification system. Moreover, to train the system efficiently
for the regression task, a subset of 282 training images as well as all 370 test images were
annotated with the extended 12-class system (see Figure 2.2). We refer to the training
set images annotated with 4 classes as Ddense4train

and to the images annotated with
12 classes as Ddense12train

. The same stands for test set images, denoted Ddense4test and
Ddense12test respectively. To reduce the eventual bias associated with the lack of multiple
experts opinions, the same data were annotated by the expert three times under different
conditions (i.e., on different workstations). The final target value was used for each image
obtained with the majority voting (i.e., 2 out of 3). In cases when there is no majority,
the median class is retained.

2.2.5.2 Data preparation

Before feeding the images to the neural networks g(·) and f(·), we apply a series
of preprocessing operations, both, during training and inference. We comply with the
pipeline presented in 1.6.3. First, the images are flipped when appropriate (i.e., right
breasts aligned to the right of the canvas are flipped). Then, they are cropped to the
biggest non-empty bounding box. Third, the images are downsized. That is, while the
original mammogram resolution is usually close to the 4000× 3000 pixels, in the case of
the density assessment such resolution is not indispensable. Therefore, to facilitate the
training and reduce the underlying noisiness of the mammography images: the height
of the images is reduced to 256 pixels, resulting in a smaller width. Then, we apply
background padding to the right border of the image to yield a square image of 256× 256
pixels. Finally, the pixel intensity values are rescaled to the range of [0, 1]. Given that the
original images are stored in the 16-bit format (i.e., global maximal value imax = 65535),
for a pixel x, y we converted the intensities as i(x,y) = i(x,y)

imax
.
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2.2.5.3 Experiments: baselines and evaluation

For the evaluation of our method, we perform several experiments described below.
We use a 4-class image classification network g∗cls4(·) as a baseline, trained on Ddense4train

.
To evaluate the benefit of the regression objective as an alternative to the classification,
we train an imaging neural network g∗reg4(·) using the major class midpoints Mi as the
ground truth labels for the regression loss (see Subsection 2.2.3.3). To explore the pro-
posed 12-class grid extension (see Subsection 2.2.3.3), we train the imaging neural network
g∗reg12(·) with the subset of train images annotated with 12 classes Ddense12train

(see Sub-
section 2.2.5.1). For the evaluation of the contribution of the acquisition parameters, we
train a network f ∗reg4−params(·) on a regression task using major classes midpoints. Finally,
the proposed method is defined as f ∗reg12−params(·) and is trained with 12-class labels on
Ddense12train

.
The training of the g∗cls4(·) and g∗reg4(·) is performed from scratch with the weights being

randomly initialized. Such initialization allows for a fairer comparison of the classification
versus the regression objective. The training of the other networks (g∗reg12, freg4−params,
freg12−params) is done as fine-tuning of the pre-trained g∗cls4(·). The pretraining allows to
use a significantly larger set of images for the weights initialization (1232 vs. 232 see
Subsection 2.2.5.1).

2.2.5.4 Training of the networks

We designed an identical setup for the training and fine-tuning of all of our net-
works. The optimization was performed on the entire training dataset per epoch (either
Ddense4train

or Ddense12train
). In total, 1000 epochs were left to run for each neural network.

Validation was done on the entire test set every 25 epochs. In the experiments described
in this section, no data augmentation techniques were applied.

When training the classification model, we applied class reweighing to compensate for
the imbalance using the categorical cross-entropy loss defined for N samples and M classes
as follows:

LCE = − 1
N

N∑
k=1

M∑
c=1

βyk,clog(pk,c) (2.3)

where yk,c ∈ {0, 1} is the ground-truth one-hot label for k-th sample and c-th class, and
pk,c is the predicted probability of the k-th sample to belong to the c-th class, and β class
weights.

For the optimization of the regression networks, we used the Mean Squared Error
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(MSE) loss, calculated between the prediction and the ground truth, defined for N samples
as follows:

LMSE = 1
N

N∑
k=1

(dk − d̂k)2 (2.4)

where dk is the ground truth discrete density value and d̂k is the predicted value.

2.2.5.5 Validation details

We evaluated the classification and regression performance of the 5 studied models,
aiming to demonstrate the advantages of the regression approach over the classification,
as well as the benefits of the proposed network and training modifications.

The tests were performed systematically on the same dataset of 370 images Ddensetest ,
which contains both 4 and 12 class annotations. The classification performances were
collected on the 4-classes annotations (i.e., Ddense4test), while the regression performances
were systematically compared against 12-class labels (i.e., Ddense12test).

For the assessment of classification performance, we used accuracy, precision, recall, F1-
score, and Cohen’s kappa [150] comparing the agreement of the algorithm with the expert.
For the regression task, we relied essentially on the Mean Absolute Error (MAE). We also
report the Maximum Absolute Error (MxAE), which is the maximum value amongst all
the absolute errors on the test dataset. The particular interest of the MxAE is to highlight
the maximum span of the misclassification that may be critical in the clinical application.
As mentioned earlier (see Subsection 1.1.2) the density classification guides the patient
care, hence the failure to capture higher density will result in less attention along the
screening program. In practice, one would more likely accept closer misclassifications (e.g.,
between 3rd and 4th class) than more distant ones (e.g., between 1st and 3rd). Finally,
we compared the concordance index to evaluate how well the predictions of the different
models respect the order of the classes.

To report the mean and the Confidence Intervals (CI) of the metrics, we compute the
average of the performances obtained after each epoch starting from 200-th epoch, where
the models started to converge. The CIs are all calculated with 0.95 confidence.

2.2.6 Results

We report the classification performance in Table 2.2. We observe that the three image
models have comparable results, while freg12−params presents an advantage on all metrics
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Table 2.2 – 4-class breast density classification performances of the studied models; “fixed
weights” refers to the convolutional layers being frozen during training.

Metrics
Model Accuracy Precision Recall F1-score Cohen kappa
g∗cls4 0.741

CI: 0.729 - 0.752
0.749
CI: 0.739 - 0.758

0.741
CI: 0.729 - 0.752

0.738
CI: 0.726 - 0.750

0.850
CI: 0.838 - 0.863

g∗reg4 0.759
CI: 0.740 - 0.779

0.780
CI: 0.767 - 0.793

0.759
CI: 0.740 - 0.779

0.762
CI: 0.741 - 0.782

0.879
CI: 0.858 - 0.900

g∗reg12 0.764
CI: 0.757 - 0.771

0.782
CI: 0.778 - 0.786

0.764
CI: 0.757 - 0.771

0.766
CI: 0.760 - 0.773

0.891
CI: 0.887 - 0.896

freg4−params

(fixed weights)
0.784
CI: 0.782 - 0.786

0.800
CI: 0.798 - 0.801

0.784
CI: 0.782 - 0.786

0.787
CI: 0.785 - 0.788

0.899
CI: 0.898 - 0.901

freg12−params

(fixed weights)
0.796
CI: 0.792-0.800

0.811
CI: 0.808-0.814

0.796
CI: 0.792-0.800

0.797
CI: 0.793-0.800

0.906
CI: 0.904-0.908

Table 2.3 – Breast density regression performances of the studied models. MAE and
MxAE: the lower is better; C-index the higher is better; “fixed weights” refers to the
convolutional layers being frozen during training.

Metrics
Model MAE MxAE C-index
g∗cls4 8.873 CI: 8.510 - 9.236 68.590 CI: 65.250 - 71.930 0.809 CI: 0.802 - 0.816
g∗reg4 7.520 CI: 6.743 - 8.298 40.640 CI: 36.036 - 45.244 0.826 CI: 0.821 - 0.832

g∗reg12 6.545 CI: 6.379 - 6.712 31.964 CI: 31.214 - 32.714 0.820 CI: 0.815 - 0.824

freg4−params
(fixed weights)

6.434 CI: 6.397 - 6.471 30.274 CI: 29.293 - 31.256 0.831 CI: 0.827 - 0.835

freg12−params
(fixed weights)

6.092 CI: 6.030 - 6.154 28.113 CI: 27.541 - 28.685 0.843 CI: 0.840 - 0.847

Table 2.4 – Confusion matrix of the classifi-
cation model fcls4

Predictions
Truth 1 2 3 4
1 41 11 0 0
2 8 80 4 0
3 2 23 41 20
4 0 4 11 125

Table 2.5 – Confusion matrix of the fine-
tuned regression model freg12−params

Predictions
Truth 1 2 3 4
1 34 18 0 0
2 2 70 20 0
3 0 5 68 13
4 0 0 10 130
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and a 5% absolute increase of accuracy compared to the baseline. The disadvantages of the
straightforward classification approach are the most obviously highlighted by the MxAE
(see Table 2.3) and the confusion matrices in Tables 2.4 and 2.5. Indeed, the classification
objective leads to critical misclassification errors (> 50%). In that sense, the regression
task is safer, with the g∗reg4 notably decreasing MxAE from 68.6% to 40.6%, and our
g∗reg12 further decreasing such errors to 31.96% (see Table 2.3). While we observe worse
performance on 1st and 2nd classes, we note the benefit of a smaller error span, as well
as lower density underestimation (see Table 2.5).

Adding the meta-parameters to our model yielded an additional increase in perfor-
mance. We note the benefit of freg12−params compared to freg4−params in almost all metrics
(except C-index), in particular with an absolute gain in MxAE of 2.16 and an absolute
increase in accuracy of 0.012 compared to g∗reg12.

We experimented with fine-tuning the entire model versus the dense layers only. In case
of freg12 we observed an eventual instabilities leading to higher of MxAE (i.e. MxAE >

75%) when the convolutional layers weights were trainable. We attribute this behavior
partially to the size of the dataset and partially to the class imbalance.

When collecting the labels (see Subsection 2.2.5.1), the dataset was annotated three
times, allowing to compute intra-reader kappa of k = 0.932. Remarkably, our best-
performing model yields a similar agreement (k = 0.906) with the expert, showing the
capability of the system to reproduce the reader’s behavior.

2.2.7 Discussion and Conclusion

In this section, we have studied the problem of breast density quantification with the
limitations of clinically available annotations. We evaluated classification and regression
approaches using fine-tuning on a small but fine-grained dataset. This allowed us to ob-
tain a performant model with an accuracy of (0.796 CI: 0.792 - 0.800) and a MAE of
(6.092 CI: 6.030 - 6.154). Our method suits well two tasks, regression for quantitive and
classification for qualitative analyses. With the fine-grained regression and the parameters
input, the MxAE error is brought down to 28.1%, which is comparable to one class span in
the BI-RADS 4th edition density grid. We observe an increase in performance with both,
12-class annotations and the inclusion of the acquisition data. The 4-class model with
acquisition parameters is the runner-up proving the usefulness of the proposed auxiliary
input.

Our solution has several clinical applications. First, it offers a clinically acceptable,
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reproducible estimation of breast density, which is in increasing demand. Second, the
proposed fine breast-density quantification provides additional guidance for personalized
healthcare. Third, the system may help the radiologist in daily routine by prioritizing
cases, e.g., accessing more complex cases at the moments of higher awareness. Lastly, it
contributes further to the consideration of breast density as a biomarker.

Future development may include collecting annotations from multiple reviewers and
studying other means to include the acquisition parameters.

2.3 Pixel-wise breast density segmentation with weakly
supervised learning

2.3.1 Proposed approach

In the previous section, we proposed a method capable of generating an image-wise
estimation of breast density relying on an FFDM image and acquisition data. While
we achieved promising results, the method does not allow us to evaluate the spatial
distribution of the dense tissue, i.e., to capture the dense regions on the pixel level. In
this section, we aim at transcending this limitation by proposing a method to generate
pixel-wise segmentation masks of the dense tissue within the breast. At the same time,
we want to keep the annotation requirements low, i.e., without the need for explicit pixel-
wise ground truth. To achieve our goal, we propose a DL approach trained with a loss
correlating the predicted breast density mask to the image-wise estimated breast density
ground-truth. This work was originally published at the MIDL 2019 conference [3].

2.3.2 Related work on weak supervision

Earlier, in the introduction (see Subsection 1.5.3), we covered some of the state-of-
the-art methods on weak supervision in medical imaging. In the previous section (see
Subsection 2.2.2) we discussed several methods of breast density estimation. Here we
recall the most relevant works to the task of weakly supervised dense tissue segmentation.

Amongst the most popular weakly supervised techniques we note various semantic
segmentation methods [161], [162] and attention models where the segmentation output
is generated from the activation maps of the network intermediate layers [163], [164].

More recent works put the accent on the insufficiency of the activation maps on their
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own for the segmentation task and propose different ways to deal with its limitations.
Shimoda et al. [165] exploit several saliency maps from the multi-class output of a classi-
fication network. Kolesnikov et al. [166] describe a general “Seed, Expand and Constrain”
principle to guide the segmentation, later developed by Kervadec et al. [119] for medical
imaging. Oh et al. [167] propose a method for guided labeling using a global average
pooling layer and a saliency mask.

An interesting approach was introduced by Xia et al. [168], where an N-cut-based loss
is used to train a U-Net for segmentation in a self-supervised manner. However, such an
approach may have difficulties handling the segmentation of breasts with scattered dense
regions as there is no easily identifiable hierarchical segmentation required by the method.
Pathak et al. [169] propose a segmentation method by introducing several constraints (i.e.,
foreground, background, and size) to the neural network fed with weak image-level tags.

In the biomedical imaging field, Wang et al. [170] introduce an attention-based net-
work, allowing to localize thorax diseases from image-wise labels. Also, Kallenberg et
al. [171] propose a sparse auto-encoder designed for feature-learning at a pixel level.
These features may be used for different tasks, e.g., for density scoring. However, this ap-
proach requires fine-tuning of hyperparameters to achieve expected level of performances.
Carneiro et al. [118] introduce a weakly supervised method for automatic quantification of
tumor hypoxia that is guided by candidate localization process. In this case, the localiza-
tion is performed using the annotations provided by a non-expert. Dubost et al. [172] sug-
gest another attention-based model aiming at the localization of targeted lesions trained
with a scalar indicating the number of regions. The localization is then performed based
on the thresholded heatmap outputs.

Our method is positioned on the crossroad of the above state of art methods. Similar
to attention-based approaches, our model is trained with image-wise ground truth only.
Unlike the works of Dubost et al. [172] and Wang et al. [170] we do not use any handcrafted
thresholds. Instead of being guided by the activations of the intermediate layers, our
model is guided by a segmentation loss, similar to the work of Albarqouni et al. [173].
Our loss relies on the image-wise breast-density scalar estimate, allowing for two types
of prediction, the spatial density distribution and quantitative PD assessment, hence
combining the segmentation and regression tasks. To the best of our knowledge, we are
the first to introduce such a combination in the context of the breast density estimation.
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2.3.3 Methods

We propose a model that yields two outputs, a regression estimation of breast density
and a breast density segmentation mask. As in the previous section, we rely on the 4th edi-
tion of BI-RADS density classification guidelines for its quantifiable nature. The percent-
age density was previously introduced in 2.1.1 as volumetric density. Its two-dimensional
approximation stands similarly as follows:

PD2D = FT

Sbreast
, (2.5)

with FT the amount of the projected fibro-glandular tissue and Sbreast the projected area
of the breast. We approximate the PD in Eq. (2.5) by the percentage of pixels associated
with dense tissue within the breast.

Since the PD is a continuous value, we formulate its evaluation as a regression task
similar to our prior work described in the previous section (see Section 2.2). We address
the problem with a deep learning approach trained with FFDM images as input and
image-wise breast density assessments as the target values. Since segmentation masks
of the dense tissue in each image are difficult to obtain, we seek to recover the pixels
contributing to the target PD quantity from the image-wise labels only. Let I ∈ RH×W

be an image of H ×W dimensions. We build a model f(·, θ) with trainable weights θ,
predicting a density tissue mask Mdense ∈ RH×W , Mdensei,j

∈ [0, 1] for an image I:

Mdense = f(I, θ) (2.6)

and we propose a conversion function c(·, ·), yielding a scalar density prediction d̂ ∈ [0, 100]
for the image I and the mask Mdense:

d̂ = c(Mdense, I) = c(f(I, θ), I) (2.7)

To build our method, we rely on a slightly revised U-Net architecture [77] with a 2-
channel output. Since we do not have segmentation masks to train the neural network,
we introduce a new loss with two terms. The first is a dense-tissue segmentation term
Ldense, that links the pixels segmented by the model with the global density estimation
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Figure 2.4 – Illustration of the proposed method: the training of the segmentation network
producing density distribution mask relies on the input image and an image-wise scalar
as a source of ground truth.

objective:

Ldense = |Sbreast ∗ PD −
N∑
n=1

Mdensen|, Sbreast = |1(σ(I))| (2.8)

where N = H ·W is the total amount of pixels, σ(·) is the positive threshold function,
Sbreast is the size of the binary mask of the total projected breast area, PD is the breast
density ground truth, and Mdense is the output of the first channel of the U-Net output
(see Figure 2.4).

The second term Lfat is the complement of the first one and correlates the amount
of the remaining non-dense tissue (i.e., fat) with the complement of the estimated dense
tissue, as follows:

Lfat = |Sbreast ∗ (1− PD)−
N∑
n=1

Mfatn| (2.9)

where Sbreast and PD are the same as in (Eq. (2.8)) and Mfat is the output of the second
channel of the segmentation output (see Figure 2.4). This term allows the gradient to flow
even for the least dense breasts.

The overall loss is the sum of the two terms:

L = Ldense + Lfat (2.10)

72



2.3. Pixel-wise breast density segmentation with weakly supervised learning

The two terms jointly guide the discovery of a mask describing the spatial distribution
of the breast density areas. The proposed loss enforces that higher values of breast density
result in larger areas covered by the breast-tissue mask and vice versa.

To prevent the irrelevant activations, we added a multiplication layer on top of the
neural network that combines the output generated by the segmentation model with a
binary mask of the whole breast (see Figure 2.4). The generation of such breast mask is
straightforward and is achieved by categorizing the content and background pixels with
an indicator function 1(·).

Since the dense-tissue mask is guided by the image-wise breast density target values,
the estimation of the breast density d̂ can be obtained from the mask Mdense as follows:

d̂ = c(Mdense, I) =
∑N
n=1 Mdensen

Sbreast
(2.11)

Compared to our method, attention-based techniques have a weaker relationship to the
actual pixel content and thus may provide less physically accurate results. On the other
hand, our method strongly relates the resultant mask to the actual percentage of density,
reflecting the evaluation performed by clinical practitioners, at least for the BI-RADS 4th
guidelines.

Unlike our previous work described in Section 2.2, we did not use the acquisition
parameters as auxiliary input of the network. First, we looked for a proof-of-concept for
a weakly-supervised segmentation method reducing the complexity of the architecture.
Second, we wanted to extend our evaluation plan to other datasets such as INBreast [99],
whose images do not contain acquisition parameters.

2.3.3.1 Implementation details

For the implementation of the f(·, θ) model, we used the U-Net neural network from
[77] with a few minor changes. First, we generated masks of the same size as the input
images (i.e., H×W ). Second, we increased the depth of the network, adding an additional
level with 32-features convolutional layers at the entry to the encoder and the top of the
decoder to allow for deeper representation of the images. Finally, we add a multiplication
layer on top of the U-Net that combines its output with a binary breast mask to reduce
the irrelevant activations.
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2.3.4 Experiments

2.3.4.1 Data and labels

To allow the comparison with the work described in the previous section, we rely on
the same set of images Ddense with the same train/test separation Ddensetrain

and Ddensetest

as described in 2.2.5.1.
Additionally, to be able to evaluate the segmentation performance of the proposed

method we collected a small amount (i.e., for 16 images) of pixel-wise labels. We used
images from a different vendor (i.e., Fujifilm Amulet II, with a pixel spacing of 50µm)
that allowed evaluating the generalizability of the method. We refer to this set of images
as Ddensetestseg

For more extensive generalizability testing, and since we do not need acquisition pa-
rameters in these experiments, we use the entire INBreast dataset [99] for the evalu-
ation of the 4-class classification and regression tasks. We refer to this set of images
as Ddensetestinbreast

. We note that we used the density labels provided with the INBreast
dataset without performing a 12-class assessment, which may have affected the obtained
metrics.

2.3.4.2 Data preparation

We use the same data preparation techniques as in the previous section (see Subsec-
tion 2.2.5.2) and compliant with the pipeline described in the Introduction (see Subsec-
tion 1.6.3). That is, the images have been flipped (when appropriate), cropped, resized,
squared, and the pixel intensity values were rescaled.

2.3.4.3 Training and tuning of the network

In all of our experiments, we optimized the proposed model’s parameters θ on the
entire training dataset for 200 epochs and after each epoch, we evaluated it on the entire
test dataset.

We run three types of experiments focused on different aspects of the architecture,
namely, different sizes of images, different activations of the top layer, and different sizes
of the kernel of the top convolutional layer.

We experimented with images of different sizes to find the most accurate evaluation
while still keeping the training convergence. We tried the images of 96× 96 and 256× 256
and observed a precision increase with the images of the bigger dimensions. Indeed, with
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smaller images, some of the important density aspects may disappear especially in low
dense breasts.

We also evaluated different activations for the top convolutional layer of the U-
Net. In particular, we tested the ReLU and Softmax activations. In our implementation
we ReLU bounded the activation to [0, 1], that is, ReLU(x) = 0, x < 0;ReLU(x) =
x, x ∈ [0, 1];ReLU(x) = 1, x > 0. While both activations showed quite close regression
performances, the ReLU activation offered an advantage of yielding more realistic density
representation over the Softmax.

Finally, we evaluated the impact of the kernel size in the final convolutional layer.
We noted that the model provided more realistic results when using the ReLU activation
with the 1× 1 kernels. Thus, we retained the 3× 3 kernel for the Softmax activations and
1× 1 for the ReLU activations.

2.3.4.4 Experiments: evaluation and comparison

In our experiments, we study the model described in Section 2.3.3. As our breast
density assessment baseline, we use the g∗reg12 method presented in the previous section
(see Section 2.2), without the consideration of the acquisition data.

Focused on breast density assessment as a primary task, our evaluation scheme is sim-
ilar to the one used in the previous section (see Subsection 2.2.5.5). That is, we perform
two types of evaluation. First, the regression performances, studying how close is the
predicted value to the ground-truth PD value. Second, the classification performances,
studying how well the proposed method performs the clinically relevant BI-RADS clas-
sification task. For the regression metrics, we used MAE, MxAE and the C-index. For
the classification metrics, we used accuracy, precision, recall, and F1-score relying on the
4-class grid of the 4th edition of BI-RADS for consistency with the literature.

For the quality assessment of the generated segmentation masks we relied on the small
dataset Ddensetestseg

containing pixel-wise ground truth and compute the F1 score (a.k.a.,
DICE) between the ground truth and the predictions.

Having been able to test on the entire INBreast dataset [99], we also compare to the
results reported in other density classification works [174], [175].
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2.3.5 Results

Throughout our experiments, we studied several settings of the proposed neural net-
work (see Subsection 2.3.4.3). Our best performant model processes images of 256× 256
size as input, has ReLU activation, and 1 × 1 kernel. After a training for 200 epochs It
yields the classification accuracy of 0.78% and MAE = 6.66% with MxAE = 32.16% in
regression performances. The MxAE value is close to the span of one BI-RADS class,
showing that the model’s mistakes are mainly between neighboring classes.

When comparing to the VGG-based baseline model, we obtain slightly better classi-
fication results (i.e., accuracy 0.76 for the baseline vs. 0.78 for the proposed model), and
slightly worse regression results (i.e., MAE = 6.55 for the baseline vs. 6.66 in our case).
We note, that unlike the baseline, our model has an advantage of yielding a spatial density
distribution masks.

We demonstrate that the use of the 12-class classification for training significantly
contributes to the improvement of the model’s performance in classification task (accuracy
0.70 for 4-class-based training vs. 0.78 for 12-class-based) and in regression task (MAE =
8.47 vs. MAE = 6.66).

When studying input sizes, we observed, that the performances of models processing
96× 96 images were lower compared to the models having 256× 256.

When comparing the network activations, i.e., Softmax vs. ReLU, we observe that the
ReLU-based model performed better compared to the Softmax-based one, in particular for
bigger images (i.e.,MAE = 8.303 vs.MAE = 6.661 ). To prevent the ReLU-based model
from generating the unbounded densities, we programmatically set the upper bound to 1.

Finally, in case of ReLU activation, smaller kernel size allowed to improve the perfor-
mances in both, classification (i.e., accuracy 0.74 vs. 0.78) and regression (i.e., MAE =
7.47 vs. MAE = 6.66).

The detailed numerical results are given in Tables 2.6 and 2.7.
When visually assessing the segmentation masks, we observed clinically meaningfil

output, with the highlighted regions corresponding to the dense tissues (as confirmed by
an expert) (see Figure 2.5). Besides, we note the impracticality of the mask generated by
the attention-based baseline, which visualisation is obtained from the last convolutional
layer of the VGG-based network with bilinear interpolation.

When comparing to the pixel-wise ground-truth on Ddensetestseg
, we obtained DICE =

0.65, which is satisfactory, considering the approximate nature of the provided labels (see
Figure 2.6).

76



2.3. Pixel-wise breast density segmentation with weakly supervised learning

Table 2.6 – 4-class density classification performance of the studied models. “Ep.” stands
for the number of training epochs, “Cl.” stands for the granularity of the ground-truth
classes used for training.

Metrics
Output Image

size
Kernel
size

Ep. Cl. Accuracy Precision Recall F1-score Cohen
kappa

Baseline
g∗reg12

256× 256 NA NA 12 0.764
CI: 0.76-0.77

0.782
CI: 0.78-0.79

0.764
CI: 0.76-0.77

0.766
CI: 0.76-0.77

0.891
CI: 0.89-0.90

Softmax 96× 96 1× 1 200 12 0.745
CI: 0.74-0.75

0.755
CI: 0.75-0.76

0.745
CI: 0.74-0.75

0.745
CI: 0.74-0.75

0.883
CI: 0.88-0.89

Softmax 96× 96 3× 3 200 12 0.755
CI: 0.75-0.76

0.774
CI: 0.77-0.78

0.755
CI: 0.75-0.76

0.757
CI: 0.75-0.76

0.886
CI: 0.88-0.89

ReLU 96× 96 3× 3 200 12 0.737
CI: 0.73-0.74

0.746
CI: 0.74-0.75

0.737
CI: 0.73-0.74

0.733
CI: 0.72-0.74

0.878
CI: 0.87-0.88

ReLU 256× 256 3× 3 200 12 0.738
CI: 0.73-0.75

0.765
CI: 0.75-0.78

0.738
CI: 0.73-0.75

0.736
CI: 0.72-0.75

0.872
CI: 0.87-0.88

Softmax 256× 256 3× 3 200 12 0.684
CI: 0.68-0.69

0.729
CI: 0.72-0.73

0.684
CI: 0.68-0.69

0.679
CI: 0.67-0.69

0.838
CI: 0.83-0.84

ReLU 256× 256 1× 1 200 12 0.779
CI: 0.77-0.78

0.809
CI: 0.80-0.81

0.779
CI: 0.77-0.78

0.781
CI: 0.78-0.79

0.891
CI: 0.89-0.89

ReLU 256× 256 1× 1 200 4 0.704
CI: 0.70-0.71

0.709
CI: 0.70-0.72

0.704
CI: 0.70-0.71

0.698
CI: 0.69-0.71

0.863
CI: 0.86-0.87

We observe, however, some failures. First, we note erroneous segmentations in the
case of fatty breasts, where the fat tissues are retained (see Figure 2.7). Second, we often
observe the segmentation of the pectoral muscle or the inframammary fold (see Figure
2.8). While this can influence the precision of the density estimation, the errors are not
ambiguous to the clinician.

To evaluate the generalizability of our approach, we also tested our model against
the full INBreast [99] dataset. Beforehand, all the images were processed with the same
pipeline described above. For classification performance, we obtained Accuracy = 65% and
MAE = 13% for regression, with most of the error occurring on the densest breast (i.e.,
having erroneously attributed second from highest density class). The decrease in perfor-
mances may be partially explained by the difference in the intensity profile of the INBreast
images generated by the Siemens MammoNovation mammography system, compared to
the Planmed images used in our dataset. Yet, we note that our classification results are
comparable to other works on the same dataset (i.e, accuracy of 64.53% for [174] and of
67.8% [175]).
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Input image Attention output
(baseline)

Proposed 
(w/ ReLU)

Proposed 
(w/ Softmax) Ground truth

Figure 2.5 – Comparative illustration of the outputs generated by the proposed model with
different settings, compared to the classification-attention-based baseline. First column:
input images; second column: activation masks produced by the baseline model obtained
from the last convolutional layer of the VGG-based network with bilinear interpolation;
third column: densityMdense mask produced with the ReLU activation and a 1×1 kernel
in the last convolutional layer ; fourth column: density Mdense masks produced with the
Softmax activation and a 3×3 kernel in the last convolutional layer; fifth column: ground
truth.
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Table 2.7 – Breast density regression performances of the studied models. “Ep.” stands for
the number of training epoch, “Cl.” stands for the granularity of the ground-truth classes
used for training.

Metrics
Output Image

size
Kernel
size

Ep. Cl. MAE (%) MxAE (%) C-index

Baseline
g∗reg12

256× 256 NA NA 12 6.545
CI: 6.38-6.71

31.964
CI: 31.21-32.71

0.820
CI: 0.82-0.82

Softmax 96× 96 1× 1 200 12 7.139
CI: 7.04-7.24

32.756
CI: 31.58-33.93

0.803
CI: 0.80-0.81

Softmax 96× 96 3× 3 200 12 6.954
CI: 6.86-7.05

39.163
CI: 37.03-41.30

0.820
CI: 0.82-0.82

ReLU 96× 96 3× 3 200 12 7.536
CI: 7.37-7.70

37.114
CI: 35.28-38.95

0.825
CI: 0.82-0.83

ReLU 256× 256 3× 3 200 12 7.471
CI: 7.24-7.70

33.806
CI: 32.45-35.16

0.816
CI: 0.81-0.82

Softmax 256× 256 3× 3 200 12 8.303
CI: 8.10-8.51

34.404
CI: 33.28-35.53

0.789
CI: 0.78-0.79

ReLU 256× 256 1× 1 200 12 6.661
CI: 6.57-6.76

32.156
CI: 31.48-32.83

0.839
CI: 0.84-0.85

ReLU 256× 256 1× 1 200 4 8.467
CI: 8.38-8.55

44.063
CI: 41.91-46.21

0.797
CI: 0.79-0.80

Figure 2.6 – Illustration of the segmentation of samples coming from a Ddensetestseg
set.

First row: input mammograms; second row: their respective ground truths; and third row:
the generated predictions (Otsu threshold is applied on the prediction)
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Figure 2.7 – Illustration of segmentation failures on the CC views (indicated with red
arrows): dense tissue close to the chest wall is often segmented, while some high density
regions are missed (the most right image). First row: input images, second row: density
masks Mdense

Figure 2.8 – Illustration of segmentation failures on the MLO views (indicated with red
arrows): pectoral muscle and inframammary fold are often segmented. First row: input
images, second row: density masks Mdense
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2.3.5.1 Discussion and conclusion

In the work described in this section, we addressed the tasks of breast density quan-
tification and segmentation. Instead of the traditional classification approach, we focused
on assessing the density through a weakly supervised pixel-wise segmentation of the dense
tissue. To achieve our goal, we introduced a new loss that correlates the pixel-wise pre-
diction with the image-wise objective.

We highlight two achievements. First, we obtained satisfactory regression results with
the MAE = 6.7%, which is remarkably below the span of the classes, and the top classifi-
cation accuracy = 78% in the 4-class classification task. Second, thanks to the proposed
loss, we obtain meaningful density spatial distribution masks as a joint product of the
model.

The proposed method is competitive, yielding comparable performance to that of the
method in the previous section (see Section 2.2). It has the advantage of generating a seg-
mentation mask in addition to the regression output, contributing to the interpretability
of the method which may be appreciated by the end-users.

We see room for improvement, especially in the border-line cases such as the detection
of high-density regions in breasts that are mostly fatty, or in the pectoral muscle detection.
Fine-tuning various parameters of the neural network (i.e., number of features, depth,
activations, etc.), as well as input shape, may eventually be a path to explore. Moreover,
an efficient combination with the acquisition-parameters-based method may allow for a
further increase in performance.

The described experiments were performed in 2019. Since then, newer methods have
appeared in the community. We can mention the work of Saffari et al. [176] that adopts
a similar combined segmentation+regression+classification approach. We note, however,
that despite the similarity the output in interpretation, the method of Saffari et al. still
requires pixel-wise ground truth for the training of the algorithm and relies on a more
complex architecture including Generative Adversarial Network (GAN).

2.4 General conclusion on density

In this chapter, we presented breast density estimation as an important part of breast
imaging interpretation during screening. In clinical practice, the assessment is usually
done visually by the radiologist based on one or two mammograms of the same breast. As
the assessment relies on mammography imaging, the use of image processing techniques is
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appealing for the task, leading to a more objective dense-tissue quantification. Amongst
such methods, deep-learning-based approaches offer new opportunities and a promise of
higher performances.

We proposed two methods relying on DNN, addressing the estimation of the density
as a regression task: the first method uses the combination of imaging and non-imaging
(i.e., acquisition) data allowing for more precise estimation and the second method uses a
segmentation FCN allowing to obtain a density distribution mask alongside the image-wise
regression score. The performances in both cases appear to be comparable. Although this
behavior may also be a sign of the limitation of the dataset. As mentioned in Susbsection
2.2.5.1, for all of the experiments we used a comparatively small dataset, containing
≈1600 images only (see Subsection 2.2.5.1). Hence, for both methods, we may expect
further performance improvement with an extension of the dataset.

The proposed methods have the potential to be used in clinical practice, in particular
in identifying patients at risk and allowing for personalized patient care, timely guiding
the patients to the appropriate examinations. Our methods are clinically relevant showing
promising performance, in particular in regression (i.e., MAE 6.09% and 6.66%, MxAE
28.11% and 32.16%). Relatively low MxAE prevents significant misclassifications, with the
errors remaining mainly within neighboring classes. While both methods are comparable,
the meta-parameters-based method yields slightly higher performance. However, a more
extensive evaluation is needed, in particular, on a multi-vendor dataset, to evaluate the
sensitivity to the parameters coming from different mammography systems. Although the
performance of the segmentation-based method is slightly lower, it has the advantage of
being less vendor-dependent, with the evaluation performed on systems of three vendors,
namely Fujifilm, Planmed, and Siemens.

From the academic standpoint, the tasks related to the quantification of breast density
are a good platform for honing deep learning skills. The relative simplicity of the task
allows building more straightforward approaches, compared to the more complex malig-
nancy classification or abnormality detection tasks. There is also less ambiguity in the
evaluation of the image. While abnormality detection generally requires additional infor-
mation (e.g., higher resolution, several views of a breast, several imaging modalities) for a
more relevant performance, the estimation of the density may rely on a less precise input
(e.g., smaller images). Thereby, DL for density estimation may allow obtaining promising
results from substantially simpler setups. In our experiments, we were able to use im-
ages of 256× 256, which is insufficient for the abnormality detection task. Moreover, the
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processing of smaller images enables the use of less expensive or less powerful hardware
for training and inference, without the need of paying much attention to the network
optimization, while still achieving a decent performance. Nonetheless, the breast density
assessment task is a good starting point for building deep-learning-based solutions. With
CNN’s capacity to capture image features, training networks for such task may allow for
a transfer learning towards malignancy classification [84]. Such transfer may be however
limited by the low resolutions. Similarly, the training objectives may significantly change.
While the density estimation allows the proposed pixel-count-based objective (as illus-
trated on 2.1), the abnormality detection will require a more advanced objective. These
challenges are further discussed in the next chapter.
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Chapter 3

BREAST ABNORMALITY DETECTION

3.1 Introduction

Earlier, in the Introduction of this work, we described how radiologists interpret the
mammograms (see Subsection 1.1.2). In the most common scenario, the clinician starts
by reviewing four images, two for each breast (called Craniocaudal (CC) and Medio-
lateral Oblique (MLO)). These CC and MLO images are acquired from two different
angles, allowing to depict the breast from different prospectives and to cope with the
two-dimensionality of the mammography imaging. The clinician interprets both views of
each breast trying to identify and correlate the findings [177]. In some cases, a suspi-
cious finding can be visible from one view only [178]. The clinician also compares both
breasts, looking for any appearing distortions or structural asymmetries between the two
breasts [179]. Finally, the mammograms are compared to the previous examinations to
capture the eventual changes in tissue structure [180]. All of the identified findings are
assessed according to the clinical protocol. Commonly, the ACR classification grid is used
[20], [123], ranking the findings by the probability of cancer. The benign findings are clas-
sified as ACR2, meaning “no probability of cancer”. The new findings with the likelihood
of malignancy are classified as ACR4 or ACR5 (ACR4 is itself subdivided into 4a, 4b,
and 4c upon specific criteria). The confirmed malignant findings (e.g., for a patient un-
dergoing treatment) are classified as ACR6. The ACR3 class is used for the findings that
do not provide sufficient proofs of malignancy and therefore require closer follow-up (i.e.,
≈ 6 months) to adjudicate [181]. Finally, the ACR0 class is reserved for cases that could
not be assessed due to an insufficient amount of information. Such cases include mammo-
grams of poor quality or a lack of complementary imaging (i.e., mammography or/and
ultrasound). Based on the identified findings, the clinician classifies each breast with the
highest class amongst all the findings. If no findings were captured, the case is classi-
fied as ACR1. This final assessment guides the subsequent patient care: regular follow-up
(annual or biennial) for ACR1 and ACR2, closer follow-up (semestral) for ACR3, further
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imaging examinations (e.g., MRI, US) for uncertain cases for ACR4 and ACR5, or biopsy
for ACR4-5 case with high probability of cancer.

We note the duality of the tasks performed by the clinician: to detect findings and to
classify them. That is, if no abnormalities are found on any of the images acquired, the case
is classified as benign. When at least one view reveals an abnormality, further analysis is
necessary, first visual, relying on the acquisitions, and then, clinical, performing additional
exams. A clinically relevant CAD system shall keep up with such workflow, being able
to yield an interpretable prediction for any mammogram, for example, a probability or
location of an abnormality. In this chapter, we propose several methods towards conceiving
such system, exploiting only clinical (image-wise) annotations to train deep learning model
in a weakly supervised manner. In particular:

— We introduce synthetic artifacts generator as a source of ground-truth;
— We propose a self-supervised image reconstruction pipeline allowing to pre-train a

neural network to separate normal and abnormal content;
— We extend the self-supervised pipeline to allow the training in a weakly supervised

manner and to introduce the malignancy information into the training.
The work presented in this chapter has been originally published in IEEE Transactions

on Medical Imaging (TMI) [5] and presented at MIDL 2021 [137].

3.2 Related work

In Section 1.5, we talked about the recent advances in deep learning applied to mam-
mography imaging, many of them covered in two surveys [70], [71]. In this section, we
further discuss classification and detection approaches.

With mammography imaging being significantly larger than the natural images em-
ployed by most deep learning methods, it is common for mammography CAD algorithms
to appeal to patch-wise techniques for classification. Typically, a mammogram is divided
into multiple smaller portions (i.e., patches) to be processed by such algorithms [76], [79],
[85]. Patch-wise approaches allow reducing the computational cost during training while
keeping the image resolution high (patches may be generated from the full-resolution im-
ages). This choice prevents from downsampling the images to resolutions that would cause
a loss of precision for the smallest findings. Nevertheless, several works propose to resize
the images to smaller dimensions, for example to 224× 224 for [88], to 256× 256 for [80],
to 442× 442 for [96]. Low-scale approaches have now been overtaken by close to full-scale
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techniques with the recent more performant hardware, in particular, GPU with bigger
memory capacities. Today, state-of-the-art methods are capable of processing images as
big as 4096× 3328 [47] for classification.

Inspired by the clinical workflow, most CAD approaches for mammography address one
of two tasks: detection and classification. Detection algorithms usually yield a rectangular
bounding box around a finding [7], [47], [73], [96] or its pixel-wise mask [79], [80]. The
generated output can be provided with a probability of malignancy or abnormality on a
scale from 0 to 1 [7], [73], [79], [80] or have an explicit 2-class classification probability
(i.e., benign vs. malignant) [96]. Classification methods yield a probability of the input to
belong to one of the defined classes. The input can be a patch [76], an image [84] or a case,
i.e., 2 images of 2 breasts [125]. The classification can be done into two classes, i.e., benign
and malignant [84], [125] or more, e.g., five classes as in [76], standing for “background”,
“benign calcification”, “malignant calcification”, “benign mass”, and “malignant mass”.

Most of the top-performing state-of-the-art methods are fully supervised, i.e., require
explicit ground truth for each sample to optimize the deep model weights. For the image
classification algorithms [84], [125], image-wise labels can be obtained from the clinical
reports. However, region detection [7], [73], [79], [80] and patch-wise classification algo-
rithms [74], [76] require more precise ground truth, such as regions of interest drawn by
the clinician, and their collection is generally burdensome and expensive.

To alleviate the annotation bottleneck, recent works focus on weakly supervised ap-
proaches. Several of these methods were discussed earlier in this document (see Subsection
1.5.3). The purpose of weakly supervised methods is to avoid the need for explicit ground
truth during training while keeping the ability to generate a prediction relevant to the task
(e.g., detection). In the context of CAD methods for mammography, weakly supervised
approaches are commonly understood as “being able to generate predictions relevant to
the detection task from image-wise classification labels only”. The benefit of lower anno-
tation requirements does not come for free and usually leads to a performance drop. This
is the case for the method of Choukroun et al. [109] when trained on the INBreast dataset
[99], which achieves an AUC = 0.73, significantly lower than the claimed performances
of fully supervised methods [7], [76] (AUC = 0.95 in both cases). A similar behavior oc-
curs in the case of pixel-wise segmentation. While on different datasets, we can observe
a decreasing trend on the weakly supervised method of Shen et al. [83] versus the fully
supervised method of Sun et al. [80]. The former claims a Dice = 0.25, while the latter
claims Dice = 0.80. Some of this performance drops may be attributed to significant
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differences in the dataset composition, but there is still some influence from the weaker
supervision. We note, however, that a high-level performance is often unachievable in clin-
ical practice, as the fully supervised methods may not generalize well to various clinical
settings [103]. That is, when dealing with a dataset of composition different from the test
dataset (e.g., different vendors, imaging settings, etc.), the methods are likely to perform
worse (e.g., drop in AUC of 0.30 ).

In this work, we deal with the lack of available annotations for training DL methods
which is a reality in many clinical settings: first, due to the high cost and low availability of
high-skilled experts; and second, due to the higher priority of collecting a well-annotated
validation dataset, allowing the release of a CAD solution. Indeed, it is preferable to
maximize the number of annotations available for evaluation, then using them for training.
Therefore, weakly supervised methods appear to be a natural choice in our case. In the
following sections, we describe how our weakly supervised approach allows us to achieve
a performance comparable to that of state-of-the-art fully supervised methods.

The remaining of this chapter is organized as follows:
— In Section 3.3, we introduce our abnormality simulation method, allowing to aug-

ment the benign dataset with realistically looking synthetic malignant samples and
perform a qualitative assessment.

— In Section 3.4 we describe our self-supervised approach to neural-network pre-
training making use of the synthesized abnormal samples.

— Finally, in Section 3.5, we extend the self-supervised approach with weak supervi-
sion allowing for higher performance and perform full experimental validations.

3.3 Abnormality simulation

3.3.1 Introduction and related work

As stated earlier, in this work we consider the case of having limited amount of an-
notations for training. Moreover, in breast cancer screening we deal with a significantly
imbalanced problem. As discussed in Subsection 1.5.1, the number of abnormal images
(i.e., ACR ≥ 3) is usually significantly lower than that of images considered “normal”
(i.e., with no probability of malignancy ACR ≤ 2). The ratio of the abnormal to normal
cases can vary across datasets. For example, in the work of Yala et al. [86] the 3 317 pa-
tients had a confirmed malignancy versus 38 294 normal patients (i.e., 8%). In the work
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of McKinney et al. [47] the test dataset from the UK contains 414 malignant patients vs.
25 856 benign (i.e., 1.6%). In the work of Wu et al. [84], amongst 141 473 exams, 5 832
(4%) underwent biopsy and 985 (0.7%) had a confirmation of malignancy.

The imbalanced data problem is often addressed with class re-weighing [182], [183] or
loss parameters adaptation techniques, both, in classification [184] and segmentation [185].
These techniques often involve a choice of hyperparameters, that may be data-specific,
and, therefore, can lead to generalizability issues [103].

To face the two aforementioned issues, namely, lack of annotations and data imbalance,
we are interested in the generation of synthetic data. That is, we consider data synthe-
sizing as a means of data augmentation. In the context of mammography analysis there
exists prior work on data synthesis [186]–[190]. For instance, Wu et al. [186] proposed a
generation of data using GAN. Given a benign image sample, the algorithm is capable of
generating a realistic malignant sample. The main drawback of the proposed method is
the need for explicitly annotated malignant samples during training to teach the model
the appearance of the malignant findings. Another GAN-based method is proposed in
[187]. The authors followed and adapted the method by Karras et al. [191] to generate
realistic mammograms. While the impressive quality of the generated images should be
noted, there are two drawbacks. First, the generated images have still a limited resolu-
tion, i.e., 1280 × 1024 pixels, which is significantly lower than the original 4000 × 3000
mammograms. Second, the proposed method does not allow for a more controllable image
generation, i.e., it is not possible to order the embedding of the artifacts within the image
as in [186]. There are also several alternatives to the deep-learning-based approaches. Such
is the method by Bliznakova et al. [188] which relies on the extraction of lesions from the
3D-acquisitions such as DBT or CT, to create a realistic 3D model of a lesion that could
be later programmatically embedded into mammograms. The method proposed by Elan-
govan et al. [189] relies on the features extracted from the real lesions to later generate
synthesized lesions. Both of these methods, similarly to [186], build upon the lesions ex-
tracted from real malignant cases, hence invalidating the use of these cases for validation.
Finally, a computational geometry-based model is proposed by DeSisternes et al. [190].
We found this method particularly appealing as it does not require any real samples for
lesion simulation. This method has also been studied in the context of virtual clinical
trials [192], [193] demonstrating the realism of the generated findings. In addition the
approach was applied as a technique for data augmentation [194] during training of a DL
algorithm, leading to the performance increase on real data.
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Mass Cluster of
calcifications

Architectural
distortion

Figure 3.1 – Illustration of three types of generated artifacts: a mass, an architectural
distortion, and a cluster of calcifications.

Therefore, motivated by the work of DeSisternes et al. [190], we propose a method for
abnormalities simulation that can be used to improve the training of a DL network by
increasing the number of images from the underrepresented class. To this end, we propose
to use benign images as a support for augmented abnormal images allowing to equalize
the imbalanced dataset.

3.3.2 Method

We build upon the work of DeSisternes et al. [190], who proposed a computational
model for the generation of masses. As stated earlier, unlike [186], [188], [189], the method
of DeSisternes et al. does not use any features extracted from real cases to simulate a mass
but relies on the geometrical properties of the mass to be generated. We expand the scope
of the generated abnormalities and, along with the masses, we also propose to generate
synthetic clusters of microcalcifications and distortions (see Figure 3.1). For comparison,
the examples of real findings are illustrated in Figure 3.2

The rules applied to simulate the artifacts are guided by the clinical and statistical

Table 3.1 – Ratio of the area of outlined regions to breast area for malignant findings in
the INBreast dataset [99] reported per category of finding and all combined

Percentiles
Findings Min Mean Max 25th 50th

Asymmetries 0.0057 0.08 0.17 0.031 0.086
Distortions 0.08 0.08 0.08 0.08 0.08
Clusters 0.0029 0.038 0.21 0.012 0.019

Masses (br = 3) 0.003 0.047 0.16 0.0052 0.038
Masses (br > 3) 0.0015 0.036 0.23 0.0081 0.019
All combined 0.0015 0.041 0.23 0.0084 0.02
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Mass Cluster of
calcifications

Architectural
distortion

Figure 3.2 – Illustration of three types of real findings to be simulated by the algorithm:
a mass, an architectural distortion, and a cluster of calcifications. Images from INBreast
dataset [99].

knowledge of the abnormal findings. From the INBreast [99] dataset, we get the sizes
of different types of findings (see Table 3.1). For example, the area of masses varies in
the range of [15, 3689] mm2, with an average of 479 mm2 and a standard deviation of
619 mm2. Using these statistics, and relying on the public implementation of the method
of DeSisternes et al. [190] 1, we generate several samples of masses. These samples are
later projected from different angles (similar to [188]). We also apply small randomized
affine transformations, allowing for richer data augmentation, while keeping the masses
realistic.

The annotations of the malignant clusters of microcalcifications in the INBreast dataset
are approximate, so we essentially rely on their clinical description [20], rather than on
the markings provided by the experts. A calcification itself is a relatively small deposit
of calcium in the soft tissue of the breast. Bigger calcifications of regular shape, with a
longer axis (d > 1mm), are usually benign. On the other side, malignant calcifications
are smaller (d < 1mm, or even d < 0.5mm) and generally have an irregular shape. An
isolated calcification is generally not a sign of malignancy, while a group of randomly
spread calcifications, called cluster, is more suspicious. Hence, in our case, a cluster of cal-
cifications is modeled as a group of small bright spots, that we approximate with several
high-intensity groups of pixels of round or elliptical shape, with the longer axis varying
within the range of [0.25, 1] mm. To achieve the irregularity of the shapes, we randomly

1. https://github.com/DIDSR/breastMass
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apply affine transformations on generated disks and ellipses.
As for the distortions, clinically they are defined as an interruption of the regular tissue

structure [20]. Hence, we model them with a randomized local non-linear geometrical
transformation.

In summary, our proposed abnormalities generator a(·), capable of simulating 1)
masses, 2) calcifications, and 3) distortions, is defined as follows. Let τ ∈ {N} be the
type of the artifact to be generated, with N ∈ {1, 2, 3} denoting the three supported
types of artifacts. Let also ζτ ∈ RM

τ be a set of Mτ parameters describing the synthesized
artifact.

The generation of artifacts is randomized and their embedding is done only into be-
nign image samples. We consider the maximum number of added artifacts to be Qmax per
image 2, and the number of generated artifacts for a given sample are Q ∈ {0 . . . Qmax}.
The malignant images are not augmented, as such augmentation may prevent the detec-
tion of the real abnormalities. For the function a(·) and parameters τ , the q-th image of
size H ×W defined as aq = a(τq, ζτq), with aq ∈ RH×W .

The artifacts are blended in the original images using randomized weighted averaging.
The starting point is a benign image Ib ∈ IB of size H ×W and a number Q of synthetic
artifacts {aq}Qq=0, that can be of one of the supported types (i.e., spiculated mass, distor-
tion, and cluster). Each of the artifacts is given a random weight wq ∼ N (0, 1) such that
the image containing the artifacts is defined as As = ∑Q

q=1 wqaq(x). Hence, the synthesized
image Is for a given pixel x is:

Is(x) =
 Ib(x) if aq(x) = 0 ∀q
As(x) + (1− wq)Ib(x) otherwise

(3.1)

3.3.3 Implementation and Experiments

The preprocessing experiments in this section were reduced to a visual evaluation,
aiming to adjust the ranges of the randomized parameters ζτ for each of the proposed
type of artifacts. A quantitative evaluation follows in the next sections (see Sections 3.4
and 3.5) where we study the influence of the artifacts on the classification, detection, and
segmentation tasks. Several examples of the synthesized images are illustrated in Figure
3.3. For masses the defined parameters include:

— the coordinates of insertion {xc, yc} ∈ P, where P is the set of points {xi, yi} within

2. We set Qmax = 5 in our experiments
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the breast area;
— the longer axis of the mass: dm ∈ [0.05 ·Hb, 0.2 ·Hb];
— the mass rotation angle: am ∈ [0, 45];
— the longer to shorter axis ratio: rm ∈ [1, 2].
For clusters the defined parameters include:
— the coordinates of insertion {xc, yc} ∈ P;
— the size of the generated cluster: dc ∈ [0.05 ·Hb, 0.2 ·Hb];
— the number of calcifications in the cluster: nc ∈ [5, 20];
— the rotation angle of the cluster: ac ∈ [0, 45];
— the rotation angle of the i-th calcification: aci

∈ [0, 45];
— the longer to shorter axis ratio of the i-th calcification: rci

∈ [1, 2];
— the range of intensity values for the i-th calcification : ici

∈ [0.9, 1].
For distortions, implemented as swirl transformation 3, the parameters include:
— the coordinates of insertion {xc, yc} ∈ P;
— the diameter of transformation: dd ∈ [0.05 ·Hb, 0.2 ·Hb];
— the intensity (i.e., strength) of transformation: sd ∈ [1, 2.5].
The insertion of the artifacts is randomized and allows for diverse scenarios: for ex-

ample, calcifications superimposed with dense tissues (Figure 3.3-f), or a distortion on
the border of the breast (Figure 3.3-h), which can illustrate skin pathology. Although the
number of parameters may seem high, the limits of the findings’ sizes come from real data
observations (see Table 3.1). Therefore, only location, rotation, and intensity parameters
were assessed visually.

3.3.4 Discussion and Conclusion

In this section, we described a generator of artifacts intended to be used in the machine
learning scenario to cope with the issue of a limited amount of annotations. The proposed
generator, based on clinical and statistical knowledge, does not need abnormal samples
to create augmented images. Instead, it uses benign and normal images only to embed
simulated abnormal findings.

The abnormality simulation is a preliminary step towards self- and weakly supervised
abnormality detection method presented in the following of this chapter. Hence, no explicit
quantitative validation of the realism of the artifacts was aimed within the scope of the

3. We used the python implementation from scikit-image library https://scikit-image.org/docs/
dev/auto_examples/transform/plot_swirl.html
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Figure 3.3 – Illustration of generated lesions. First image in the top-left corner (a): orignal
image. First row (b, c, d): masses. Second row (e, f, g): clusters of calcifications. Third row
(h, i, j): distortions. On each image the included artifact is indicated by red bounding box
and its content is displayed in top right corner. Source image is from our private dataset.

described work. The simulation was instead indirectly validated through the classification,
detection, and segmentation tasks presented in the next sections showing the suitability
of the chosen ranges of parameters. A more extensive study of the parameters can be
done, for example, in a form of a virtual clinical trial, such as [192]. In that study the
clinicians have assessed cases from virtual patients with the simulated lesions, for the
goal of comparison of the FFDM and DBT imaging. As a secondary outcome, the study
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allowed for the evaluation of the virtual imaging simulation quality. In our case, a similar
setup is possible, aiming to identify the ranges of parameters leading to the simulation of
the realistic lesions.

3.4 Self-supervised reconstruction for abnormalities
detection

3.4.1 Introduction and related work on neural network pre-
training

Earlier in this chapter, we talked about the fully supervised methods for abnormal
region detection [7], [47], [73] and for pixel-wise segmentation [79], [80] (see Section 3.2).
We also mentioned that such methods may sometimes generalize poorly across datasets
[103]. In this section we will present a self-supervised approach for pre-training of a net-
work that will be later used for the classification, detection, and segmentation (see Section
3.5).

In part, the generalization issues can be attributed to the weights initialization. To this
end, several works [83], [84], [87], [88] have used transfer learning, training the networks
on ImageNet [195] for better weight initialization. However, natural imaging does not fully
represent the features and the resolution of medical imaging. For this reason, some works
rely on pre-training with images of the same modality instead. Such are the methods of
Shen et al. [76] and Lotter et al. [74] who use the same datasets at two scales. Both works
propose to first train a FCN for a patch-wise classification task before switching to image-
wise tasks: Shen et al. [76] use the pre-trained model for the whole image classification task
and Lotter et al. [74] - for region detection. The key to these strategies is the use of the FCN
allowing the use of smaller images for weight initialization, e.g., patches of ≈ 256 × 256
while the full image tasks deal with images of 1152 and 1750 height respectively. On the
downside, both methods [74], [76] require explicit ground truth for patch classification,
which, as we mentioned earlier (see Subsection 1.5.2), is hard to obtain.

A more generalizable and transferable approach to weight initialization is described by
Zhou et al. [122]. The authors propose to use self-supervised learning to teach a neural net-
work to adequately represent medical images. The model is composed of an Autoencoder
(AE) trained to recover from artificial but known perturbations (noise incorporation, blur-
ring, in-painting, etc.), with the goal of pre-training the weights before addressing a fully
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supervised task. After initializing the AE in a self-supervised manner, the AE components
perform better in two specific tasks: the encoder used as a backbone for classification, and
the combination of encoder and decoder for segmentation. However, auto-encoding may
produce features that are useful but not optimal for detection or segmentation [196].

In deep learning, weight initialization can determine the success of the training. Recent
advances [122] show that training CNNs with self-supervised tasks (e.g., reconstruction,
colorization, rotation) favors learning better data representations. Thereby, using self-
supervision improves weight initialization at no annotation cost [122]. In the context of
medical image analysis, training a reconstruction task exclusively on benign images has
been used for abnormality detection. During training, the network learns to encode a
“normality” manifold [197], [198], such that in test time, the failure to reconstruct a
region is an indicator of a possible abnormality.

Inspired by the work of Zhou et al. [122], we propose a method for abnormality de-
tection that can be trained in a self-supervised way and can accommodate the artifacts
simulation module described in the previous section. Unlike the method of Zhou et al. [122]
designed to reconstruct an image after a series of transformation (e.g., in-painting, noise
adding, blurring), we propose to reconstruct the image into two channels, one containing
the normal content, and the second containing the abnormal content (i.e., incorporated
simulated artifacts). Such separation, first, allows the straightforward application to seg-
mentation task and second, contributes to the interpretability of the method. High-level
illustration of our proposed self-supervised pre-training approach is given in Figure 3.4.
Moreover, it allows an extension to the weakly supervised training described in the next
section of this chapter (see Section 3.5). That is, we propose a two-phases approach that
combines the weight initialization and the abnormality detection. In the first phase, a
self-supervised abnormality detector based on a reconstruction task learns the mammo-
grams’ representation while initializing the weights for the weakly supervised training in
the second phase.

3.4.2 Methods

3.4.2.1 Overview

In the following, we consider images Ii with their labels yi to form the training set:
I = {Ii, yi}Ni=1, where every yi is a binary class label. In this section we consider the
subset of benign images IB = {Ib, 0}NB

b=1, with NB and NM the total number of benign
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Synthetic malignant mammogramBenign mammogram

Lesion synthesizer

MassesClusters

Distortions

Self-supervised
auto-encoder

Figure 3.4 – High-level overview of the proposed self-supervised method: the auto-encoder
is given the synthesized images on input and yields two images, separating normal Rb and
abnormal contents Ra.

samples. Given a test image, the proposed self-supervised abnormalities detector yields
a two channel output Rb, Ra. The Rb channel contains the reconstruction of the normal
content of the image and the Ra contains the reconstructed abnormal regions. A graphical
overview of the method is presented in Figure 3.5.
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3.4.2.2 Abnormal/normal channel separation

For its representation learning qualities, we rely on an AE hourglass architecture to
define the function f(·) that approximates the input image I ∈ I of size H0×W0. Instead
of directly reconstructing the input image as in [122], we propose to explicitly separate
the abnormal content from the source image before the reconstruction. To this end, we
recover a two-channel prediction Rb,a, such that:

Rb,a = f(I, θ), Î = Rb +Ra, (3.2)

where Rb,a is the two-channel output of size H0 ×W0 × 2 and θ stands for the trainable
parameters of the network. This choice allows for learning the separation of benign Rb

and abnormal regions Ra (see Figure 3.5, “Outputs”), while reconstructing the image as a
sum of the two channels. Our design has two main advantages: i) it specifically pre-trains
the decoder weights for the abnormality detection task and ii) improves interpretability
with abnormal regions segmented by applying a simple thresholding operation on the
abnormal reconstruction channel Ra > δ, with delta > 0 being a chosen threshold.

Using only benign images for pretraining would bias the weights initialization since
no abnormalities would be reconstructed (∀I ∈ IB : ∑

Rai
= 0). Therefore, we propose

training with synthetic artifacts to teach the network how to reconstruct abnormalities
into the channel Ra. Instead of arbitrary artifacts (e.g., in-painting and noise [122]), we
make the system focus on breast-cancer-specific findings: masses, microcalcifications, and
distortions. To this end, we generate synthesized images containing these three types of
abnormalities. As discussed in detail in Section 3.3, we create a synthesized image Is
by blending a benign image Ib ∈ IB with a second image As containing one or more
artifacts. Considering the generated artifacts in As, we model the self-supervised loss as
the simultaneous reconstruction of the two regions:

Lself = Lrecnorm + Lrecabnormal
=

‖ (Is − As)−Rb ‖2 + ‖ As −Ra ‖2 (3.3)

The first term Lrecnorm recovers the content deemed normal while Lrecabnormal
focuses

on reconstructing the artifacts as:

As = Is − Ib. (3.4)
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This step preserves the low-annotation requirements, as it only relies on the benign
set IB. These benign images can be selected from clinical databases relying only on the
data from case reports requiring no further interaction with the expert. As an output
of this self-supervised training stage we get a network capable of splitting normal from
abnormal content in a mammogram as well as a pertinent. weights initialization for the
weakly supervised training presented in Section 3.5 . Next, we quantitatively evaluate the
performance of this intermediate self-supervised step to segment abnormal content from
real images. The segmented masks Âs are obtained from Ra in a straightforward manner:

Âs(x) =
 1 if Ra > 0

0 otherwise
(3.5)

3.4.2.3 Network design

Similarly to [122], we rely on a U-Net-type [77] architecture. To efficiently accommo-
date high-resolution mammography images, we propose several technical modifications
that are discussed in detail in the next chapter (see Section 4.2). Generally, since we do
not expect the network bottleneck to maximize the representation of the images we keep
the encoder and decoder connected with skip connections, allowing the gradient to flow
directly through the higher resolution layers. Similar to our previous work on density as-
sessment (see Section 2.3), the network outputs an image of the same size as the provided
input.

3.4.3 Experimental setup

3.4.3.1 Image preprocessing

As it is common for other state-of-the-art methods, [7], [76], [83], [84], and as it is
introduced earlier (see Subsection 1.6.3), before feeding the images to the network, we
apply the following preprocessing steps: i) the background is cleaned from noise to contain
only zero-valued pixels, ii) the image is cropped to the minimum bounding box containing
the breast according to the binary breast mask, iii) the image is resized to a 2048 height,
iv) zero-valued pixels are appended to extend the image to a 2048 width, and v) the
intensity values are normalized to the [0, 1] range. These operations are deterministic
and, therefore, can be seamlessly included within the end-to-end training.

Our resolution choice of 2048× 2048 is a compromise between our limitation to use a
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a b c

Figure 3.6 – Illustration of the approximate expert annotations around the findings from
INBreast dataset [99]: a) and b) are clusters of calcifications, c) is architectural distortion

mass-market Graphics Processing Unit (GPU), and being comparable to recent state-of-
the-art works, such as McKinney et al. [47] (2048×2048), Ribli et al. [7] (2100×W ), and
Shen et al. [83] (2944× 1920). We note, that the chosen resolution still allows capturing
findings such as malignant microcalcifications that could be smaller than 0.5mm. Our
dataset (see Subsections 3.4.3.3 and 3.5.3.3) is composed of multi-vendor images with
the images having Hmax = 6000 with a pixel spacing of 0.05mm. In the worst case, the
bounding box cropping does not reduce the height, so the rescaling to H = 2048 leads to
the a spacing of 0.15mm which remains acceptable, i.e., one microcalcification measuring
2 or 3 pixels.

3.4.3.2 Performance evaluation

In this section, we study the segmentation performances of the model after self-
supervised pre-training. That is, we evaluate how well the neural network is capable
of extracting the abnormal content from a given image. We rely on the expert annota-
tions in form of Region of Interest (ROI) as ground truth and the segmentation output
(see Eq. (3.5)) to compute our metrics, which in some cases can be approximate (e.g.,
ellipse around the abnormality, see Figure 3.6). We report the pixel-wise F1 score (a.k.a.
DICE), as well as pixel-wise precision and recall. Moreover, we report the region-wise
True Positives Rate (TPR), illustrating the ratio of entirely missed regions. That is, we
consider a region missed if there is no intersection between the segmentation mask and
the ground truth.
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Table 3.2 – Train and test sets distribution of the INBreast images per category of finding;
br refer to BI-RADS classification; “Asymm.” asymmetries, “Dist.” distortions

Dataset Total
br<3

Total
br≥3

Asymm. Clusters Dist. Masses
br=3

Masses
br>3

Dselftrain 176 0 0 0 0 0 0
D

(+)
selftest 0 0 2 20 6 13 70

3.4.3.3 Datasets

In this section, we use the INBreast dataset [99] for the evaluation of the performances
(see Subsection 3.4.3.2). The dataset is composed of 410 FFDM images from a Siemens
MammoNovation mammography system. Amongst them, 287 are normal, having br < 3
and 123 have br ≥ 3, which we consider abnormal (i.e., requiring expert’s attention).
We exclude 12 images (br = 3) with no reported findings and use the remaining 398 for
training and testing. To evaluate the performances on different types of findings (masses,
calcifications, distortions), we distribute different lesion types among the training and test
sets (see Table 3.2).

As our training strategy does not require the malignant samples, we use all the abnor-
mal images (br ≥ 3), denoted as D(+)

selftest for evaluation. For the training, we use a portion
(178 of 287 images) of benign images (br < 3) referred to as Dselftrain

4.

3.4.3.4 Self-supervised training details

During training, the benign images from Dselftrain were randomly augmented (with
0.5 probability) with simulated artifacts as described in Section 3.3. For the i-th image
Ibi

, Qi artifacts are generated and inserted in the image. For each j-th artifact the ζj
parameters are randomly generated at each training iteration. We did not make any of
the ζ parameters learnable, leaving such possibility for future works.

We rely only on the reconstruction loss (Eq. (3.3)) and augmentation through ran-
domized image synthesizing (see Section 3.3). As they both contribute to implicit regu-
larization [199], we do not employ any additional regularization technique.

We used Adam optimizer for training, setting the learning rate to 10−4 in the self-
supervised phase, and trained the network for 100 epochs.

4. The remaining of the benign images are used in more extensive experiments described in Section
3.5
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Table 3.3 – Evaluation of the self-supervised training under different types of synthesized
artifacts on the D(+)

selftest set

Segmentation performance
Artifacts F1 Prec. Recall TPR
Clusters only 17.30 16.75 33.98 92.79
Masses only 21.45 15.18 68.86 100.00
Clusters & Masses 24.23 18.16 72.31 100.00
Clusters, Masses & Distortions 23.93 17.70 76.70 100.00

Table 3.4 – Evaluation of the segmentation performance of the self-supervised training
per finding type.

Self (Raw)
Findings F1 TPR
Asymmetries 17.31 ±19.46 100.00 ±0.00
Clusters 14.54 ±7.24 100.00 ±0.00
Distortions 18.02 ±0.00 100.00 ±0.00
Masses (3) 22.59 ±0.00 100.00 ±0.00
Masses (4-6) 29.92 ±9.76 100.00 ±0.00

3.4.4 Results

Here, we evaluate the performance of self-supervised training phase under different
types of synthesized artifacts: clusters, masses, and distortions (individually and com-
bined). Training is done on the Dselftrain dataset of benign images only, and test on D(+)

selftest

with expert delineations of the abnormal regions. Results in Table 3.3 show that masses
contribute the most to the overall performance, but that adding clusters has an important
effect. The gain of synthesizing distortion artifacts is low, probably due to the difficulty
to model them, their low representation (see Table 3.5), as well as the imprecise nature
of annotations (see Figure 3.6).

When stratifying the results by type of finding (see Table 3.4), we note that the best
F1 score is obtained for masses that are likely to be malignant (i.e., ACR4 and ACR5). On
the other hand, the segmentation of the clusters of calcifications is significantly different
from the provided ground truth masks as our method focuses on precisely segmenting the
clusters while the ground truth annotations include significant amounts of surrounding
tissue (see Figure 3.6).
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3.4.5 Conclusion

In this section, we described a self-supervised method designed for the detection of
abnormal content in mammography images. Our experiments show (see Subsection 3.4.4)
that significant parts of images are considered abnormal (i.e., precision is low), which
makes the method too distant from a clinical application. That is, for an abnormality
detection method to be useful in clinical practice, it shall be capable of processing both,
benign and malignant images, but should preferably not capture abnormalities on every
incoming image. In our case, when no real malignant images were introduced in training,
such results can be expected: we attribute the limitations of the metrics to the gap between
simulated versus real images. Nonetheless, our primary goal was the meaningful pre-
training of the weights that accounts for abnormal content separation and we consider
the results quite optimistic. In the next section, we extend the proposed method, seeking to
improve the predictions generated by our method allowing a more precise and, therefore,
helpful output.

3.5 Learning from real data with weakly supervised
methods

3.5.1 Introduction and related work

In the case of the fully supervised segmentation methods, it is very common to use a
Dice-score-based loss function [77] comparing the segmentation prediction with its ground
truth. A generalized weighted form of this loss [200] is useful for imbalanced data, e.g.,
capturing small findings on a bigger image [185]. These losses are easily applicable when
explicit pixel- or region-wise ground-truth masks are available for training. Unfortunately,
as discussed earlier, such annotations are hard to obtain so are often unavailable. Several
works focus on techniques of training coping with the lack of detailed annotations. Earlier,
in the Density Estimation chapter, we discussed different methods for weakly supervised
segmentation (see Subsection 2.3.2) and we proposed our method providing an auxiliary
segmentation output from a regression objective (see Subsection 2.3.3).

In this section, instead, we target a more difficult but more clinically relevant classi-
fication task. We seek to determine if a mammogram is benign or malignant and detect
the regions related to the abnormality while learning only from a dataset with image-wise
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annotations.
To the weakly supervised works mentioned in Subsection 2.3.2 ([83], [109], [118], [170],

[172]), we can add a relevant method by Kervadec et al. [119], who propose a differentiable
inequality constraint to limit the size of segmented organs in MRI images and copes with
incomplete image annotations when only some pixels are labeled. The method allows ex-
panding a segmentation mask from only a few annotated pixels used for training thanks
to size constraints, adjusted with clinical knowledge on a given organ or pathology. This
approach is quite appealing in our case as an additional tool to guide our network to the
desired output. Similarly to [119], we use a size constraint to incorporate statistical knowl-
edge about the findings’ size removing the need for expert pixel-wise annotations. Unlike
[119], we do not use any pixel-wise expert annotations. Instead, we pre-train the neural
network in a self-supervised manner described in the previous section (see Section 3.4)
and we apply the constraints on the segmentation masks generated from the abnormality
reconstruction output (see Eq. (3.5)).

Regulating the extend of the output is intended to control the prediction, in particular,
reducing false-positive activations. However, it is not sufficient for the case of the breast
cancer screening application, as benign findings are likely to be captured by the network
as well. A few recent methods focus on incorporating the malignancy assessment in the
detection pipeline. Wang et al. [120] proposed an effective MIL method for retinal images,
using candidate patches extracted from a low-resolution classification-attention map and
training patch-wise and image-wise branches of a neural network simultaneously with
concurrent classification losses (one per branch). More recently, Shen et al. [83] described
a similar method with high-resolution mammograms as input. As in [83], our method also
receives the full-size image as input and separates positive and negative contributions into
two channels. However, instead of using low-resolution class-attention maps susceptible
to miss certain small lesions, we search for abnormalities at high resolution. Also, in
comparison to the complex three-branch architecture in [83], our model with a single
backbone is more compact. Finally, our training includes different losses and a unique
self-supervised training step teaching the network to reconstruct abnormal content in a
separate channel.

3.5.2 Method

The method described in this section is an extension to the self-supervised approach
described earlier Section 3.4.3. Until now, the self-supervised method was trained only on
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benign images and simulated malignant artifacts. Here we propose a way to accommodate
real malignant images, allowing an end-to-end training. Hence, in the set of images I =
{Ii, yi}Ni=1, with yi is a binary class label, we consider now two subsets, one of benign
images IB = {Ib, 0}NB

b=1 and the other of malignant images IM = {Im, 1}NM
m=1, with NB

and NM the number of benign and malignant images, respectively. An overview of the
proposed approach is illustrated in Figure 3.7. From the self-supervised stage we keep
the U-Net architecture with two outputs: the normal and the abnormal channels. To this
block we add two supplementary losses, constraining the findings size and the number of
isolated pixels. Moreover, the weakly supervised training is made possible by an additional
classification branch connecting the U-Net bottleneck with the abnormal channel acting
as a hard-attention block.
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Chapter 3 – Breast abnormality detection

3.5.2.1 Weakly supervised training

Size constraints Let us define S as the proportion of the number of non-zero pixels in
the abnormal channel Ra to the number of non-zero pixels in the breast:

S = NRa

Nbreast
= |σ(Ra)|
|σ(I)| , (3.6)

where, NRa is the number of non-zero pixels in Ra, Nbreast the total amount of non-zero
pixels in the breast and σ(·) is a thresholding function generating a segmentation mask,
implemented as σ(z) = tanh(λ0z) with λ0 a hyperparameter.

For the malignant images, similar to [119], we introduce weak supervision in the form of
a size-constrained loss term. We set a penalty when the accumulated size of the predicted
abnormal regions is outside of defined lower and upper bounds [l;u]. The size constraint
is given by the following loss:

L+
size =


1
l2

(S − l)2 S < l
1

(1−u)2 (S − u)2 S > u

0 otherwise
(3.7)

This loss is applicable to any image with one or more abnormal regions to be detected.
Unlike [119], we cannot rely on L+

size alone, as for benign images there are no areas to be
detected. Therefore, for normal images, we add a loss term L−size = tanh(λ−S) penalizing
abnormal regions of any size, where the hyperparameter λ− allows to control the strength
of the penalty. The size loss terms are illustrated in Figure 3.8.

Moreover, to cope with isolated pixels in Ra, we introduce a loss term using the top-
hat operation. That is, the top-hat is intended to highlight the smaller isolated regions
that remain after the opening morphological operation. Hence, we design the loss term
to minimize the result produced by the top-hat operation. Given the σ(Ra) image, a
structuring element b, and the opening operation ◦ , the top-hat operation is computed
as T = σ(Ra) − σ(Ra) ◦ b. Letting NT = |T |, with | · | being the cardinal, the resultant
loss term is:

Lisol = NT

NRa + ε
(3.8)

Considering the binary image-wise label y and combining the different size constraints
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lead to the final loss Lsize:

Lsize = y · L+
size + (1− y) · L−size + Lisol (3.9)

To keep the loss terms to scale, we normalized the loss term to the range of [0, 1].

10
S

10
S

1 1

Figure 3.8 – Size-loss terms for images with (left) and without (right) abnormalities.

3.5.2.2 Image-wise classification

Although σ(Ra) is taught to detect abnormalities, the presence of an “abnormal”
region is not always equivalent to malignancy, as some of the detected findings can be
benign, e.g. cysts, ganglions. To deal with such cases, we add a classification branch from
the architecture’s bottleneck to the output, helping the model to learn more discriminative
image representations. To reduce the focus to the already identified abnormal regions, we
use the reconstructed abnormality channel σ(Ra) as an attention map (see Figure 3.7).
On a conceptual level, our approach relates to [83], where a saliency map is computed
to extract meaningful patches, then fed to a MIL classifier. In our case, the attention
mechanism is embedded within a single architecture processing the full image at high
resolution and letting the gradient flow from the classification back to the abnormality
detection. Specifically, the classification branch predicts a mask Cm from the compact
latent representation e(I) and the detected abnormal regions σ(Ra):

Cm = g(e(I)) · p(σ(Ra)), (3.10)

where g(·) is a trainable function compacting the encoder’s output Rhe×we×D to an image
in Rhe×we×1, and p(·) is a downscaling pooling operation to match the encoder’s output
dimension. To enable region-wise interpretability, no flattening is applied to Cm. The
image-wise class prediction can be retrieved from Cm as ŷ = max(Cm).
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The classification loss used for training is a cross-entropy:

Lcls = CE(y, ŷ) (3.11)

To maintain the coherence with the self-supervised phase, we keep the reconstruction
term in Eq. (3.3), which also has a regularization effect [199]:

Lrec =‖ I − (Rb +Ra) ‖2 (3.12)

Finally, the three losses are combined together:

Lweak = Lcls + Lsize + Lrec. (3.13)

Thereby, Lweak continues to train the abnormality detection and segmentation tasks
with three forms of weak supervision: malignancy classification (Lcls), statistical knowl-
edge of the pathology size (Lsize) and an auxiliary separation and reconstruction task
(Lrec).

3.5.2.3 End-to-end training

Both phases, the self- and weakly supervised, can be combined in an End-to-End
(E2E) manner by triggering different loss terms with the image-wise ground truth (see
Figure 3.9).

Having an input image I, an image-wise ground-truth y ∈ {0, 1}, and an image with
randomly generated artifacts As (see Eqs. (3.1) and (3.4)), we define Ay = (1 − y) · As,
and Is = I+Ay to prevent malignant images from artifacts augmentation. We also define
a binary trigger t = [|Ay| > 0], t ∈ {0, 1} that indicates whether the image is augmented
with artifacts or not. Therefore, the end-to-end loss for a given sample I is defined as
follows:

Le2e = t · Lself (Is) + (1− t) · Lweak(Is) (3.14)

allowing alternating between Lself loss when training on benign images with synthesized
artifacts and the Lweak loss for real malignant and benign samples.
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Input 

Artefacts generator 
  

Trainable
network

Figure 3.9 – training guided by the ground-truth: augmented benign images are trained
with Lself and all the other images are trained with Lweak

3.5.3 Experimental setup

3.5.3.1 Network design

The extension described in this section allows to use almost the same architecture as for
the self-supervised learning. We keep the auto-encoder network as introduced in 3.4.2.3 5.
For our classification branch g(·) we append two convolutional layers to the bottleneck of
the auto-encoder (i.e., to the output of e(·)). The output of the second convolutional layer
is combined with the downscaled segmentation mask from Ra to remove the irrelevant
activations and let the classification task rely only on the captured abnormalities. The
resulting mask Cm (see Figure 3.7 and Eq. (3.10)) is then used as the output of the
classification loss.

3.5.3.2 Image Preprocessing

To keep our experiments comparable between self- and weakly supervised methods,
we use the same image preprocessing pipeline as in 3.4.3.1. For reminder, this pipeline
yields squared images with normalized intensity I ∈ [0, 1]2048×2048.

5. See also Section 4.2 for more detailed description of the architecture design
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Table 3.5 – Train and test sets distribution of INBreast images per category of finding;
br refer to BI-RADS classification; “Asymm.” asymmetries, “Dist.” distortions

Dataset Total
br<3

Total
br≥3

Asymm. Clusters Dist. Masses
br=3

Masses
br>3

Train Self 176 0 0 0 0 0 0
Train Weak 78 78 0 14 4 0 60
Test Weak 33 33 2 6 2 13 10
Total 287 111 2 20 6 13 70

3.5.3.3 Dataset

We perform two types of experiments. First, we run extensive ablation studies on the
INBreast dataset [99]. Second, we use a private FFDM dataset to show the applicability
of our method to mammograms of different vendors, as well as the possibility of improving
performances with a transfer learning approach. We use BI-RADS malignancy probability
classification (denoted hereafter as br) for the cases triage. All our images are in DICOM
format [131], as the most commonly available images in healthcare providers’ storage
systems.

Data for the ablation studies We use the same dataset as in the self-supervised
experiments (see Subsection 3.4.3.3). We recall that we selected 398 images, with 287
normal, having br < 3 and 123 having br ≥ 3, which we consider abnormal (i.e., requiring
expert’s attention). Amongst the normal images, 176 were used for self-supervised training
(i.e., Dselftrain). Here, we use the rest of 111 image (denoted D

(−)
weak) together with the

abnormal images (br ≥ 3) (denoted D
(+)
weak) for the weakly supervised experiments. (see

Table 3.5). We split Dweak = {D(−)
weak, D

(+)
weak} into 5 folds {Dweaki

}5
i=1, with a 70/30 train-

to-test ratio and keeping patient-case consistency, and report results over the 5 splits.

Data for transfer learning across manufacturers Our private dataset is composed
of 1250 benign (br ∈ {1, 2}) and 1250 malignant (br ∈ {4, 5}) images, where the ma-
lignancy is confirmed by a biopsy. The 2500 images come from different mammography
systems, namely GE, Hologic, Fujifilm, and Planmed. Images are collected from several
institutions. Private agreements were signed, and institutional board approvals were ob-
tained for each of the datasets. We use 2000 images for training and 500 for testing,
with equal proportions from each manufacturer. We also reserve a small portion of the
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INBreast dataset (33 benign and 33 malignant images) for fine-tuning and validate the
method with the remaining images.

3.5.3.4 Implementation details

The loss functions (see Eq. (3.13) and Eq. (3.14)) used for the optimization of the
algorithm are composed of several terms. For the simplicity of the experiments plan we did
not use any weighting of the terms, preventing the search of additional hyper parameters.
There are, however, several other parameters to be set. The Lisol loss (see Eq. (3.8)) is
based on the top-hat operation. We use the structuring element with kernel of size k = 3
pixels. To penalize the detection of abnormal regions in normal images (even small), we
set λ− = 5 for loss L−size (see Figure 3.8). The threshold function σ(·) uses λ0 = 1000 to
produce binary masks. Finally, when training in an end-to-end manner (see Subsection
3.5.2.3), the maximal number of the synthetic lesions (see Section 3.3) is set to Qmax = 5
as in the self-supervised setting. All the parameters are kept unchanged for all of our
experiments.

We use Adam optimizer, set the learning rate to 5 · 10−5, and run the training for 50
epochs for all end-to-end training experiments.

3.5.3.5 Experiments plan and evaluation set-up

In Section 3.5.3.6, we analyze the components of the proposed method. First, we
evaluate the contribution of the two training phases. Then, we perform ablation studies
of the different loss terms. Finally, we evaluate several values of size constraints. For the
loss analysis in Tables 3.8 and size constraints in Table 3.9, we use the first train-test split
Dweak1 .

In Section 3.5.4, we discuss more clinically relevant metrics. We compare the classifi-
cation performances to the results reported in [7], [76], [109]. The detection performances
are compared to the results from [73], [90], [96], [201]. For the segmentation task we com-
pare closely to the work of Sun et al. [80]. The results in Sections 3.5.4.1, 3.5.4.2, and
3.5.4.3 are averaged over the {Dweaki

}5
i=1 splits. In Section 3.5.4.4 we use both, INBreast

and our private datasets.
To study the generalizability of our method, we propose to evaluate transfer learning

across manufacturers for classification. We compare to the works of [7], [76], [83], [201] on
the INBreast dataset. The work of Shen et al. [83], is among the latest weakly supervised
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methods. It is also our closest related work, and one of the top-performing weakly super-
vised methods in mammography. We refer to the results reported by [7], [76], [201] while
the results of [83] were obtained with the model made public by the authors. We also
compare our method to [7], [76], [83] on our private dataset using the models provided by
the authors.

When evaluating classification, we use the BI-RADS grid with br < 3 as normal (y = 0)
and br ≥ 3 as abnormal (y = 1). When evaluating detection and segmentation, we use the
pixel-wise annotations provided with the dataset. For classification performances, we align
to the state-of-the-art [7], [76], [109], and report the Receiver Operating Characteristic
(ROC) AUC as a robust metric for both balanced and imbalanced datasets. For detection,
understood as bounding box localization, we have used the Free Response Operating
Characteristic (FROC), based on a TPR vs. False Positives Per Image (FPPI) curve, as
is also done for other bounding box detection methods in the literature [73], [90], [201].
For segmentation, as in [80], [83], we report the F1 (i.e., Dice score) in the Results section
3.5.4, and more extensively the F1, Precision, Recall and TPR measures for the ablation
studies in Section 3.5.3.6.

3.5.3.6 Ablation studies

Learning phases Our learning process involves two phases: the self-supervised as de-
scribed in Section 3.4.2 and the weakly supervised. We studied them separately and in
combination. To assess the end-to-end training, we evaluated two scenarios: training from
scratch and fine-tuning the weights after the self-supervised pre-training. The evaluation
was performed on the {Dweaki

} datasets with cross-validation. We focus on the hardest
segmentation task given that in our interpretable model, the detection and classification
predictions arrive from accumulated changes at the pixel level. The results, reported in Ta-
ble 3.6, show that in case of self-supervised training (“Self only”), the predicted abnormal
mask Ra suffers from low precision. The weakly supervised phase combined with self-
supervised pre-training (“E2E, pre-trained”) improves the overall precision while keeping
an acceptable TPR (see Table 3.7).

The self-supervised pre-training is crucial, as shown by the results of the weakly super-
vised training alone, and the failure of the end-to-end training from scratch to converge.

The results per finding type (see Table 3.7) show that the performance for all finding
types (except distortions) improves when using weakly supervised training on top of self
supervision, with the most significant changes arising for micro-calcification clusters and
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Table 3.6 – Ablation study of the self and weak training phases for the segmentation task
on INBreast

Training F1 Precision Recall TPR
Self only 22.75 ±3.42 15.98 ±2.90 70.86 ±4.53 100.0 ±0.0
Weak only 3.77 ±1.02 3.75 ±2.34 6.41 ±1.21 39.39 ±10.45
E2E, from scratch 2.59 ±0.72 4.02 ±1.87 2.68 ±1.01 54.21 ±22.27
E2E, pre-trained 38.22 ±3.68 46.97 ±2.48 41.44 ±5.36 95.15 ±1.66

Table 3.7 – Ablation study of the self- and weakly supervised training phases for the
segmentation task per finding type

Self (Raw) E2E pre-trained
Findings F1 TPR F1 TPR
Asymmetries 17.31 ±19.46 100.00 ±0.00 29.61 ±7.05 100.00 ±0.00
Clusters 14.54 ±7.24 100.00 ±0.00 32.33 ±18.92 87.50 ±15.96
Distortions 18.02 ±0.00 100.00 ±0.00 17.46 ±6.25 100.00 ±0.00
Masses (3) 22.59 ±0.00 100.00 ±0.00 27.92 ±1.99 90.39 ±7.36
Masses (4-6) 29.92 ±9.76 100.00 ±0.00 63.11 ±5.95 100.00 ±0.00

masses.

Loss terms In this experiment, we perform an ablation study over the loss terms in the
weakly-supervised phase (see Eq. (3.13)), namely Lcls, Lrec, and Lsize (itself composed of
L+
size, L−size and Lisol).
Results in Table 3.8 show that the combination of all losses yields the best results.

We note, that i) all size constraints in Eq. (3.9) contribute to a precision increase without
penalizing the recall, ii) the reconstruction loss (see Eq. (3.12)) and the size-constraint
loss (see Eq. (3.9)) are essential for the performance, and that iii) the classification loss
(Eq. (3.11)) does not interfere with the segmentation.

The effect of the losses is also qualitatively illustrated in Figure 3.10

Size constraints In order to set the best size constraints range [l;u] for Eq. (3.7),
we studied the sizes of the malignant findings of interest in the dataset D(+)

weak (see Sec-
tion 3.4.3.3). We report the actual ratio of the manually delineated regions to the whole
breast area Sregion

Sbreast
in Table 3.1. Based on these values, as well as on the prior knowledge

from the BI-RADS classification standard [20], we explored several [l, u] boundaries re-
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Table 3.8 – Ablation study of the loss terms for the segmentation task on the Dweak1 set;
Terms are referenced by their indexes; enabled terms are marked with “x” and disabled
termes, with “o”.

Loss terms
rec

+
s

−
s isol cls F1 Prec. Rec. TPR

x o o o o 19.90 16.68 44.50 90.90
x x o o o 15.39 22.19 37.59 100.00
x o x o o 5.93 30.86 4.05 39.39
x x x o o 23.77 30.03 28.63 100.00
x x x x o 34.63 47.24 37.17 90.90
x x x x x 36.28 46.37 40.17 93.94
o x x x x 31.49 41.58 34.28 93.94

90.90
19.90

rec rec, s+ rec, s- rec, s+, s- rec, s+, s-,
isol

rec, s+, s-,
isol, cls

s+, s-, isol,
cls

F1:
TPR:

15.39
100.00

15.39
39.39

23.77
100.00

34.63
90.90

36.28
93.94

31.49
93.94

Figure 3.10 – Effect of the loss terms on the Ra output. Ground-truth contour appears
in magenta. Abnormal pixels from Ra appear in cyan. Loss terms are referenced by their
indexes. F1 and TPR values are shown. Illustration of all losses combined is framed.

ported in Table 3.9. We note that the lower boundary l has a larger influence on the
performances. That is, higher values (l = 0.1) negatively affect the precision. On the
other side, the performance variation for different upper bound u values is less noticeable.
Based on the results of this study, we set the [l, u] range to [0.01; 0.1] in the remaining
experiments.

116



3.5. Learning from real data with weakly supervised methods

Table 3.9 – The effect of size ranges [l;u] variation on segmentation performances on the
Dweak1 set

l u F1 Precision Recall TPR
0.001 0.1 30.39 48.9 22.69 81.82
0.005 0.1 30.94 45.45 30.18 90.91
0.01 0.1 36.67 46.54 40.51 93.94
0.05 0.1 31.24 32.53 47.11 96.97
0.01 0.05 36.52 44.80 38.13 93.94
0.1 0.1 29.46 29.31 49.83 96.97
0.01 0.2 32.97 39.48 37.88 93.94
0.01 0.3 35.76 44.52 40.75 93.94
0.01 0.5 35.89 46.35 41.8 93.94

3.5.4 Results

Our E2E model separates the content of a mammogram into a normal Rb and an
abnormal Ra channels and provides a malignancy probability Cm map over abnormal re-
gions, as shown in Figure 3.11. From the three outputs we make predictions and evaluate
the performance of our method on four clinically-relevant tasks: image-wise classifica-
tion (Section 3.5.4.1), region detection (Section 3.5.4.2), pixel-wise segmentation (Section
3.5.4.3), and transfer learning across manufacturers (Section 3.5.4.4).

3.5.4.1 Classification performances

Image-wise classification is one of the most common tasks in mammography, as part of
the imaging interpretation by clinicians (see Section 3.1). In Table 3.10 we compare the re-
sults of our method to those reported by Ribli et al. [7], Shen et al. [76] and Choukroun et
al. [109]. We note that among these works, only [109] proposes a weakly supervised ap-
proach.

We observe several differences in the training and test protocols. In [7], the authors
use the entire INBreast dataset (excluding few exams) for test, after training the network
for fully supervised region detection using the DDSM and a private FFDM datasets.
In [76], the training proceeds in three steps: i) fully-supervised patch-wise classification
using the DDSM dataset, ii) fully-supervised image classification with DDSM and iii) fine-
tuning with INBreast dataset using use a unique 70/30 train-test split. Finally, in [109]
the authors train the network from scratch on the INBreast dataset using 5-fold cross-
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Figure 3.11 – Illustration our E2E model’s outputs : (col 1) Input image with predicted
abnormal regions (cyan) and annotated ground truth (magenta); (col 2) Normal channel
Rb; (col 3) Abnormal channel Ra; (col 4) Malignancy probability Cm (colors indicate the
regions of highest malignancy probability in red)

Table 3.10 – Classification performance on the INBreast dataset

Method Supervision level Training Dataset AUC
ResNet22 Image INBreast 0.71
Ribli [7] Region DDSM + Private 0.95
Shen [76] Patch and Image DDSM + INBreast 0.95
Choukroun [109] Image (MIL) INBreast 0.72
Ours Image INBreast 0.79
Ours Image Private + INBreast 0.86

validation. For the completeness of comparison we also trained a baseline ResNet22 (as
in [84]) using the same splits as for our network, and also initialized it in self-supervised
manner.

The lowest performance goes to the simple image-wise classification baseline, which
does not receive any information about the abnormalities location. Including a fully-
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Figure 3.12 – Abnormality centered illustrations:, detected regions are in cyan and an-
notated ground truth in magenta; a, b, c, d: successful detection, e, f: underperforming
detection.

supervised region-detection phase during training, as in [7] or [76], leads to an important
improvement. As expected, weakly supervised methods lie in between, with our approach
performing better than both the baseline and the compared weakly-supervised method
from [109] trained in a similar setting. Our method reaches an AUC = 0.79 when training
on INBreast only, and an AUC = 0.86 after training on a larger dataset and fine-tuning
on a small portion of data (cf. Section 3.5.3.3). The proposed approach is, therefore,
a good alternative to improve classification results when expert annotations about the
abnormalities location are not available.

3.5.4.2 Detection performances

In breast cancer screening, recovering the exact borders of a lesion may be less im-
portant than acknowledging its presence, as long as the rate of false positives remains
acceptable. To that end, we generate a minimal bounding box around each connected
component of the abnormality channel Ra and analyze the detection performance of our
method.

Several works have studied detection on the INBreast dataset, in particular, Al-
antari et al. [96], Agarwal et al. [201], Dhungel et al. [90], Jung et al. [73], and Ribli et
al. [7]. Among them, training and evaluation protocols vary. All works propose fully-
supervised methods. All but [7] restrict the INBreast dataset to masses, excluding other
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Table 3.11 – Detection performance on the INBreast dataset of the proposed weakly
supervised method

Method Supervis. TPR@FPPI (Mass) TPR@FPPI (All)
Agarwal [201] Full 0.99± 0.03@1.17 NA
Al-antari [96] Full 0.97@NA NA
Dhungel [90] Full 0.90± 0.02@1.3 NA
Jung [73] Full 0.88± 0.07@0.5 NA
Ribli [7] Full NA 0.9@0.3
Ours Weak 0.96± 0.01@0.85 0.93± 0.02@1.1

findings and normal images; [7] evaluates on almost the entire dataset (8 cases excluded);
[96] consider augmented images in the test dataset. We also note that [201] and [7] benefit
from transfer learning from larger FFDM datasets.

As reported in Table 3.11, the fully supervised methods (trained with annotated re-
gions or pixels) perform the best, but our proposed weakly supervised approach gets close.
We obtain overall a TPR = 0.93@1.1 FPPI. When focusing on images with masses only,
the score reaches TPR = 0.96@0.85

The performance of the detection is also illustrated with the FROC curve in Fig-
ure 3.13, showing the ratio of TPR to FPPI. To plot the curves we applied two types
of thresholds: i) an intensity-based threshold on the abnormality channel Ra, and ii) a
probability-based threshold on the Cm output (see column 4 on Figure 3.11). We note
that the probability-based threshold is more consistent, allowing to reduce FPPI to 1.1
while keeping TPR unchanged.
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Figure 3.13 – FROC curve representation of detection performance on INBreast dataset
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3.5.4.3 Segmentation performances

Finally, we evaluate how precisely our method segments abnormalities on the pixel
level, directly from the output Ra. Few works have studied the segmentation of mammog-
raphy images without user interactions [80], [83]. In this section, we compare our method
to Sun et al. [80], who have also reported results on the INBreast database. We later
compare to the approach of Shen et al. [83] in Section 3.5.4.4.

In Table 3.12, we report the results to two fully-supervised segmentation methods,
[80] and a baseline U-net. The method in [80] is fully-supervised and restricted to masses
only. For fair comparison to [80], we excluded images with findings other than masses and
proceeded to the evaluation using malignant masses only. We obtain F1 = 63.11 ± 5.95
which is comparable to F1 = 64.0±7.6 reported in [80] when training only on the INBreast
dataset.

Similarly to [80] we evaluated the segmentation performances on the patches generated
from bounding boxes around the masses. We obtain a lower F1 = 73.73± 3.63, compared
to 92.4 ± 0.9 reported by Sun et al., which can be naturally explained by our method
being weakly-supervised and by the higher resolution in our case.

We also compare to the U-Net under full-supervision. The U-Net uses the same archi-
tecture as described in Section 3.5.3.1, initialized in a self-supervised manner, replacing
the weakly-supervised phase by the fully-supervised one with DICE-score-based loss. We
attribute the advantage of our method in comparison to the supervised U-Net to the
reconstruction regularization [199] and to the self-supervised data augmentation with
synthesized images during the weakly supervised phase.

6. The U-Net architecture used in this experiment is adapted to fit high-resolution images during
training (see section 4.2)

Table 3.12 – Segmentation performance (F1) on the INBreast dataset of the proposed
weakly supervised method

Method Sup. Image size Masses
(image)

Masses
(patch)

All findings
(image)

U-Net 6 Full 2048× 2048 57.62±2.77 61.92±3.55 32.91±1.94
Sun [80] Full 256× 256 64.0±7.6 92.4±0.9 NA
Ours Weak 2048× 2048 63.11±5.95 73.73±3.63 38.22±3.63
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3.5.4.4 Transfer learning across manufacturers

We evaluate our method’s ability to generalize across datasets from multiple vendors
on the three tasks (segmentation, detection, and classification) and in comparison to other
state-of-the-art methods [7], [76], [83], [201]. For [83] we use the model made public by
the authors and we calculate F1 and TPR@FPPI using top 2% pooling as suggested in
the original paper. We note that none of the compared methods was trained on images
from the same vendor as INBreast (i.e., Siemens). We make several observations about the
results reported in Table 3.13. First, the method of Shen et al. [76], trained on digitized
films only (no FFDM images), has the lowest classification performance, showing the dif-
ficulty of transferring knowledge between digitized and digital imaging. Second, the best
performances are yielded by the fully-supervised methods [7], [201], relying on bounding
box expert annotations and large training datasets. Finally, the two weakly supervised
methods ([83] and ours) have closely comparable results. However, despite their similar
AUC, the two methods’ operating points are opposite: our method is more sensitive, yield-
ing sensitivity = 0.87 and specificity = 0.51, while [83] yields 0.29 and 0.97 respectively.
Therefore, in a real-life scenario where the vendor is unknown, our method can provide a
safer output with fewer false negatives.

We also evaluated the classification on our private dataset, using biopsy-proven cases
as malignant. We report the results obtained using models made public by the authors [7],
[76], [83] in Table 3.14. Again, we observe our method competitiveness, being comparable
to the three other state-of-the-art methods. The fact that all performances have AUC ≤
0.81 illustrates the dataset’s difficulty. DeLong’s test [202] did not show any statistically
significant difference between the compared methods and ours, with the lowest p = 0.08
being between our method and the fully-supervised approach in [76]. These observations
are confirmed by the visually comparable ROC curves in Figure 3.14. Therefore, our
method challenges the fully supervised methods and is comparable to weakly supervised

Table 3.13 – Transfer learning to INBreast dataset without fine-tuning

Method Sup. Train data F1 TPR@FPPI AUC
Agarwal [201] Full OPTIMAM NA 0.95@1.14 NA
Ribli [7] Full DDSM + Private [7] NA 0.9@0.3 0.95
Shen [76] Full DDSM NA NA 0.59
Shen [83] Weak Private [83] 33.68 0.97@1.94 0.82
Ours Weak Private 35.75 0.94@1.83 0.81
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Table 3.14 – Binary classification performance on our private dataset: classes are benign
and malignant

Method Supervision Train data AUC
Ribli [7] Full DDSM + Private [7] 0.81
Shen [76] Full DDSM + INBreast 0.74
Shen [83] Weak Private [83] 0.75
Ours Weak Private (Ours) 0.78
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Figure 3.14 – ROC curves for image-wise binary classification performance (benign vs.
malignant) on our dataset

ones.

3.5.5 Discussion

In this section, we introduced an extension to the self-supervised method presented
earlier (see Section 3.4), that being combined with the artifact simulation pipeline (see
Section 3.3) can be trained in an end-to-end manner to detect and classify the abnor-
malities on the mammography images, also allowing for image-wise classification. Our
extensive experimental setup demonstrated the effectiveness of the proposed optimization
terms based on the image ground truth class and prior clinical knowledge of breast cancer
pathology. Moreover, it showed the importance of the network weights initialization with
self-supervised training using simulated artifacts. That is, the weakly supervised setup
is too complex to be optimized from scratch with randomly initialized weights. On the
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other hand, the self-supervised phase, with synthetic artifacts as a source of the explicit
ground truth, provides an appropriate starting point for the optimization by the weakly
supervised training objectives.

3.6 Conclusion on abnormality detection

This chapter was devoted to the abnormality detection in mammograms. This prob-
lem originates from the clinical review workflow, where the clinicians analyze the images,
search for abnormalities, and classify them according to the assessed probability of ma-
lignancy.

We focused on the weak forms of supervision of an algorithm, to cope with the lack of
annotations. We approached the problem through a reconstruction task, unlike common
state-of-the-art methods for object segmentation and detection (e.g., RetinaNet [72], U-
Net [77], Faster RCNN [91], YOLO [94]), predicting whether a pixel or a region belongs the
class of abnormal objects. We designed an algorithm separating the normal and abnormal
content in two distinct channels, optimized with a combination of several objectives. The
underlying reconstruction objective allows for implicit regularization [199]. The size con-
straints restrict the overall area of extracted abnormal content. The classification objective
provides means for filtering the predicted regions. In the end, we achieved performance
comparable to the state-of-the-art methods with an alternative pipeline design.

While the proposed and the compared methods show some promising results, there
is still a gap to a clinically relevant solution. For instance, one of the top-performing
methods evaluated on INBreast dataset [99] is the one proposed by Ribli et al. [7] with
AUC = 0.95. However, when evaluated on a multi-vendor dataset, the score drops to
AUC = 0.81, illustrating the problem discussed by Wang et al. [103], i.e., the inconsis-
tency in the performances across the datasets. A similar classification performance (i.e.,
AUC = 0.95) on the INBreast dataset is claimed by Shen et al. [76], with significantly
downscaled images (i.e., 1152 × 896), raising the question of the representativity of the
INBreast dataset. Multi-vendor datasets, like the one we collected and used in our ex-
periments, allow obtaining more realistic scores. However, the scores on the multi-vendor
data are generally lower for all the algorithms, and the choice of an operating point for
any algorithm involves a compromise between a significant amount of false positives or
false negatives.

Our experimental setup have some limitations, coming in particular from the compo-
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sition of the dataset. That is, we perform the evaluation on the INBreast and our private
datasets. Both of them contain limited amount of samples, reducing the statistical power
of the tests. However, the collection of a larger representative dataset with clinically proved
labels is challenging and may be part of a future work.

To achieve more clinically relevant performances, that would align with the expec-
tations of the radiologists, further exploration and fine-tuning are needed. To that end,
our proposed method provides multiple possible directions. First, the method of artifacts
synthesizing can be improved. As we have shown in the experiments, the simulation of
the architectural distortions needs better modeling to have a positive influence on the
performances. In case of availability of malignant samples for training purposes, other
state-of-the-art methods of the artifacts generation [186], [188], [189] could be used as
well. Second, the weakly supervised training losses may be futher explored, adjusting the
hyper-parameters of the loss terms and optimizing the balance between the terms with
a more complex weighting. Finally, the proposed classification branch formalized as g(·)
could be revised, for instance with a more advanced architecture.
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Chapter 4

TRANSITION TO PRODUCTION

4.1 Introduction

In previous chapters, we discussed the state-of-the-art methods and proposed several
approaches for breast density quantification (see Chapter 2) and breast abnormality de-
tection (see Chapter 3). Generally, these algorithms take some data as input and generate
a prediction for a particular task. The input can be an image (2D as in the case of mammo-
grams or 3D for DBT), a vector of values (i.e., 1D) or both, as in our density quantification
method described (see Section 2.2). The shape and the nature of the prediction also vary
upon the performed task. The output can be a regression score, or the probability of a
sample to belong to one of the supported classes, where a sample can be an image or a
pixel. To generate the output, an algorithm performs multiple operations on the input.
These operations can involve selected hyper parameters or, in case of machine learning,
statistically learned parameters. This pipeline is very common and relevant to most CAD
systems (see Section 1.4). In this chapter, we discuss several concerns arising from the
practical use of CAD systems and propose some suggestions to address them.

The first concern is the speed, as the CAD system’s prediction shall be provided
to the user in a timely manner. Here, we consider all the operations a sample undergoes
in test time. In the case of convolutional neural networks, the sample is processed by
the convolutional filters that have been optimized during the training. Therefore, the
number of the filters and the layers (i.e., the depth of the network) are determining for
the overall processing time. To address this concern, we study certain neural networks with
two objectives: first, we look for a neural network that can be trained on high-resolution
images (i.e., 2048× 2048); second, we aim at a performant and lightweight network with
a reduced memory footprint in both, storage and Random Access Memory (RAM) (see
Section 4.2).

The second concern is reliability. CAD algorithms are often designed for samples
that satisfy some conditions (e.g., a given image size or intensity values range). Without
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Figure 4.1 – Examples of the mammograms (first row) and their OOD pairs (second row).
In second row, from left to right, contrasted mammography acquisition, magnification
image, micro-biopsy specimen, and macro-biopsy speicimen.

further control any image can be fed and processed by the algorithm, which will generate
a prediction regardless its content. This can be the case of image types never seen during
training, also called . This can be the case of complementary complementary mammog-
raphy views (i.e., spot compression or magnification) that do not look like traditional
mammograms (see Figure 4.1). Also, that of mammograms from different vendors, un-
known to the algorithm, or acquisition settings very distant from the known data. None of
these inputs prevents an algorithm from generating a prediction aligned with the expected
output. However, such predcition can be wrong or irrelevant (as in the case of specimen
images in Figure 4.1). To this end, we explore the reliability of the generated predictions
through the estimation of the algorithm’s uncertainty (see Section 4.3).

The third concern is generalizability. As mentioned earlier (see Section 1.2 and
Subsection 1.6.1), the mammography systems market is competitive, with multiple solu-
tions from different vendors, and the new imaging modalities, such as DBT being devel-
oped. The evolving market constantly changes the way data is generated by breast cancer
screening operations. Retraining an algorithm for each new post-processing feature of a
mammography system is impractical and costly from both perspectives: collecting new
data and retraining of the algorithms. Hence, CAD algorithms should generalize well, at
least within the scope or known and predictable variances. In this chapter, we study the
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transition from mammography to DBT and propose a method allowing for effective trans-
fer learning (see Section 4.4). Such transfer minimizes the data collection and retraining
efforts.

By addressing the aforementioned concerns, we aim to reduce the gap between the
proposed algorithms and a production-ready solution, capable of making reliable and
generalizable predictions in a timely manner.

4.2 Lightweight U-Net for high-resolution mammo-
grams

4.2.1 Introduction and related work

Earlier in this work (see Section 1.2), we talked about the high resolution of mammog-
raphy images. More precisely, we talked about the time needed to process a sample and
generate a prediction. Usually, mammograms are vertical rectangular images with their
height varying between ≈ 3000 and ≈ 6000 pixels, and with pixel spacing in the range of
[50, 100]µm. Such resolution is necessary to clearly depict findings, that may be smaller
than 0.5mm long [20].

In computer vision, and in deep learning, in particular, there is a common practice
of downsizing the images, to allow the samples to be processed by a neural network. For
natural imaging (e.g., ImageNet [195]), algorithms process images of 224× 224 [75], [81].
The same has been done for breast image analysis: Shen et al. [76] resize images to 1152
pixel height, Al-antari et al. [96] resize images to 442 pixel height, and, finally, Sun et
al. [80] reduce the height even further, to 256 pixels. From the computational resources
standpoint, such approach is understandable, as these resources are generally limited, and
neural networks require to pass the input image through multiple layers containing several
convolutional filters and then backpropagate through these layers. Downsampling allows
reducing the memory footprint at the significant cost of detail loss. As illustration, let an
image be of height H0 = 4000 with pixel spacing ps0 = 75µm. Rescaling the image to
Hr = 256 will result in an increase of pixel spacing psr = ps0 · H0

Hr
≈ 1.172mm, which is

more than two times higher than the size of the malignant microcalcifications [20], i.e.,
0.5 mm.

There is also as different way of addressing the resolution problem. In several works
[79], [85], [109], authors propose to use the full images only at inference, while the training
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is done on patches, i.e., portions of the image. While more computationally efficient, this
approach has two major drawbacks. First, it induces the loss of spatial and topological
information between the patches, which may lead to inconsistent predictions. Second, it
needs a more precise ground truth for training, i.e., in the form of regions of interest, in
order to generate the labels for the patches [74], [76], [79]. A weaker supervision is possible,
as in the MIL setting of Choukroun et al. [109], but results in a drop of performance. See
also Section 3.5.

To allow training neural networks on higher resolutions, an architecture adaption is
also possible. In this area, Geras et al. [125] propose a revised implementation of the
ResNet architecture [81], allowing to feed a nework with images of 2600 × 2000 or even
2974× 1748.

Further research is done in the natural image domain, aiming at reducing the neural
network complexity. Howard et al. [93] propose using depth-wise separable convolutions
to significantly reduce the number of the network parameters. This approach has been
explored further by Tan et al. [203].

Pursuing the goal of computational reduction allowing to train DNN on high-resolution
imaging (e.g., 2048 × 2048), we propose a revised U-Net architecture [77]. Parts of the
experiments were originally presented at MIDL 2020 conference [138] and at the inter-
national Traveling Workshop on Interactions between low-complexity data models and
Sensing Techniques (iTWIST) in 2020 [5].

4.2.2 Method

For the abnormality detection task, described in the previous chapter (see Section
3.4), we rely on a computationally efficient hourglass-type network trainable on high-
resolution images. We started from the U-Net network by Ronneberger et al. [77]. The
original U-Net processes images of 572× 572 pixels and has a 5-level-depth with ≈ 10M
parameters (see Figure 4.2). The U-Net architecture, being fully convolutional by design,
can process images of different sizes; in such cases, the image resolution limits are imposed
by the hardware. After being fed to the network, the image passes through several layers
containing multiple convolutional filters (i.e., the U-Net encoder has respectively 64, 128,
256, and 512 filters per layer). The processed image and resultant feature maps shall fit
in the memory for backpropagation, which is more expensive on higher levels, where the
image is closer to its original resolution. Hence, the training on the high-resolution images
is computationally expensive and may not fit in mass-market hardware.
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Figure 4.2 – Illustration of the U-Net architecture as described in [77] (best seen in color)

The main obstacle preventing the U-Net to be trained on high-resolution mammograms
are the top layers having 64 filters and twice as many when the encoder’s first level is
concatenated with the decoder. So our first strategy is to decrease the number of filters
at the top level: instead of 64 filters, we reduced it to 16, also resulting in a smaller
bottleneck: instead of 1024 filters in the original U-Net we obtained 256 filters. To further
reduce the number of parameters, we used depth-wise separable convolutions [93] instead
of regular ones. As a result we obtain a very light network, leaving some room to increase
its complexity, so we added short skip connections at each level [161]. Finally, we evolved
our encoder to a ResNet-like architecture, i.e., put two residual blocks at each level of
the U-Net encoder. Having replaced the max-pooling layers by convolutions with strides
of 2, our encoder became identical to ResNet22 from [84], which has demonstrated good
capabilities for mammogram classification (i.e., AUC = 0.88).

We added a few other modifications. First, we changed the batch-normalization by
instance-normalization as a better fit for pixel-wise tasks such as segmentation and recon-
struction and smaller batch-sizes [204]. Second, to cope with the parameters imbalance
between the encoder and decoder, for the up-sampling, we replaced the unpooling layers
[205] with trainable transposable convolutions [206]. The resulting architecture is illus-
trated in Figure 4.3.
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Figure 4.3 – Illustration of the proposed modified U-Net architecture (best seen in color)

4.2.3 Implementation and Experiments

4.2.3.1 Memory footprint

The proposed adjustments, primarily motivated by the hardware limitations, lead to
an effective computational complexity reduction. As a result, we obtained a substantially
smaller network compared to other state-of-the-art methods with region detection or
pixel-wise segmentation capabilities (see Table 4.1).

4.2.3.2 Proof of concept

For the proof of concept, we trained the network on the INBreast dataset [99] for
the fully supervised segmentation task, aiming to segment two types of findings: masses
and calcifications. For this experiment, we applied common preprocessing techniques to

Table 4.1 – Model sizes and numbers of parameters of the detection and segmentation
neural networks

Method Parameters Size Average in-
ference time
(on CPU)

Ribli et al.[7] 137M 547MB 106 sec / image
Jung et al.[73] 35M 137MB 37 sec / image
Shen et al.[83] 14M 54MB 0.65 sec / image
Ours 1.5M 6MB 0.81 sec / image
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the images (see Subsection 1.6.3). We squared, cropped, and resized them to the size of
1536 × 1536 pixels, before rescaling the intensity values to the range of [0, 1]. Splitting
the INBreast dataset of malignant images (i.e., 111 images) on train (78 samples) and
test (33 samples), we performed a training of the model achieving a Dice score F1 =
58.24, comparable to the U-Net scores in the literature [80] (i.e., F1baseline

= 62.00 for the
conventional U-Net). This score is promising, considering the larger scope of findings in
our case, unlike Sun et al. [80] who limit their method to the masses only.

4.2.3.3 Extensive evaluation

Having proven the ability of training of our lightweight network (i.e., the convergence
in the fully supervised setting), we aimed for more extensive experiments. To this end,
we used the proposed network in our abnormality detection work. That is, the results
presented in the previous chapter (see Section 3.4 and 3.5) are obtained using the net-
work described in the current section. We recall that in the weakly supervised setting,
we achieved a Dice score of F1 = 38.22. While this score is lower than in a fully super-
vised scenario, the experiments described in the previous chapter (see Subsection 3.5.4.3)
have shown that our method challenges the fully supervised methods and is comparable
to weakly supervised ones while offering a significantly lighter memory footprint (i.e.,
6MB vs. 54MB, see Table 4.1). We note however a faster processing time for the model
of Shen et al. [83]. We see two reasons of such behavior: first, our method performs im-
age reconstruction, which may be more time-consuming, second, the implementation of
Shen et al. [83] relies on PyTorch, while our implementation uses Tensorflow and Keras.

4.2.4 Discussion and conclusion

In this section, we focused on a more technical aspect of the neural networks and pro-
posed a lightweight architecture to fulfill two types of requirements a required task. First,
to allow training on high-resolution samples, we needed to fit the images in memory at
training time, which may be difficult or even unfeasible with the implementations of some
common architectures, such as the U-Net [77]. Second, a lighter neural network allows for
an easier software distribution, as it requires less storage space. However, commonly used
machine-learning tools (e.g., TensorFlow [207]) can generate binaries exceeding 0.5Gb
for larger architectures (e.g., RetinaNet is 547MB). The need to fit such architectures in
memory may be an obstacle to a seamless implementation. Thus, relying on and inspired
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by several state-of-the-art works [81], [93], [161], [204] we proposed a revised lightweight
U-Net architecture that we evaluated in fully and weakly supervised scenarios.

While the main goal of a CAD solution remains its power of prediction, the speed
of generating the prediction shall not be underestimated. Therefore, further investigation
may be done to find the optimal balance between the size of the neural network and its
performance. Two axes can be identified. On one hand, the work of Tan et al. [203] demon-
strates the increase in performance with a deeper network. On the other hand, the depth
itself is questioned in [208], which is later confirmed in [84] with a shallow implementa-
tion of a ResNet (i.e., ResNet22). Non-trainable layers of the network (e.g., activations,
normalization) can also be studied further and may lead to higher performance. There
are, for instance, several alternatives to traditional ReLU activations, such as LeakyReLU
[159] or Mish [160], that can outperform the baseline under some conditions.

Finally, it is worth noting, that some of the performance limitations might not be
overcome with the architectural modifications. To this end, in the next section, we discuss
generic techniques to assess the uncertainty of the predictions, that can be applicable to
any network architecture.

4.3 Uncertainty estimation for reliable classification
of mammograms

4.3.1 Introduction

In the previous chapters we proposed and evaluated several deep learning algorithms
density assessment (see Chapter 2) and abnormality detection (see Chapter 3). During
training or performance evaluation the performance, we selected datasets composed of
the images of known provenance: either from a publicly available dataset (i.e., INBreast
[99]), or from our private dataset (see Subsection 1.6.2). At inference, we interpreted
the algorithm’s predictions in a straightforward manner, using them directly to compute
the performance metrics. In practice, such algorithms do not always output a correct
prediction. Wrong results may come from a network unable to capture the characteristics
of the correct class, or “distracted” by features from a different class. Unfortunately, it
is not obvious to tell from the prediction, whether it is correct or wrong. To cope with
this type of ambiguity, we study model uncertainty metrics capturing the likely-to-be-
erroneous predictions at inference time, thereby, reducing the errors when such CAD
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algorithms are deployed. This way we address the reliability challenge described in the
Introduction of this chapter (see Section 4.1).

The risks of erroneous decisions are particularly high when developing computer-aided
systems for medical decision support. That is, a wrong prediction may result in an unnec-
essary intervention (e.g., biopsy), or even in a missed cancer. Therefore, there is a recent
interest in measuring the uncertainty of deep-learning-based predictions. In computer vi-
sion, the detection task [209] aims at identifying whether a new test image belongs to
the train In-distribution (ID) and can thus be classified with certainty. Current Out-of-
distribution (OOD) benchmarks rely on public datasets that come from distinct data
distributions (e.g., MNIST vs. CIFAR). In medical image analysis, the OOD detection
is important but challenging because the differences between the data distributions used
for training and testing are often subtle, for instance, due to variability in acquisition pa-
rameters, mammography system settings, or inclusion criteria for the patients (e.g., age,
sex).

More generally, we are confronted with two types of uncertainty [210]. The first type
of is related to the randomness of the the process (i.e., to its inherent stochasticity). A
model only provides a probability of the outcomes without being able of giving a definitive
answer. This type of uncertainty is often referred to as aleatoric uncertainty and is
considered irreducible. The second type of uncertainty is related to the lack of knowledge
about the process. That is, the predictions yielded by a model are based on the limited
amount of the observations, leading to the insufficient knowledge. This is related to as
epistemic uncertainty and could be reduced with the augmentation of the number of
observations (i.e., samples). More precisely, the larger is the training dataset, the more
certain is the model about the given prediction. The epistemic uncertainty can be split
into i) the uncertainty related to ID (i.e., known) and OOD (i.e., unknown) samples and
ii) the uncertainty related to the attribution of the known classes.

In this work, our goal is to provide a measure of uncertainty allowing to identify
potentially erroneous classifications, whether they come from the data uncertainty or
a distribution shift. That translates in a scalar measurement associated to the model’s
prediction, and an empiric threshold applied on that measurement. Similar to Leibig et
al. [211], the amount of tolerated uncertainty will result in a trade-off between the number
of retained images and the level of accuracy. In the quest of more general approach, we
propose combining two uncertainty measurements which neither require modifying the
classification model nor re-training it with an adapted loss function. The first one, based on
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subjective logic [212], exploits information from the predicted classification probabilities,
while the second, inspired from [213], defines the region within the feature space around
the known training data samples which is considered as certain.

We demonstrate the interest of our approach for different breast imaging classification
tasks namely, risk assessment (i.e., high vs. low risk of developing cancer), breast density
classification according to the BI-RADS scores, and glandular vs. conjunctive patch-tissue
classification. We evaluate our method on several in-house and one public datasets [99] and
demonstrate that our technique can effectively detect error-prone images while increasing
the reliability of the retained predictions (in terms of the accuracy). For the completeness
of our study, we also compare to the state-of-the-art methods [214], [215]. To the best of
our knowledge, we are the first to propose such uncertainty measurements for classification
tasks in breast imaging analysis. This work was originally published in the Medical Image
Computing and Computer Assisted Intervention (MICCAI) 2019 conference proceedings
[4].

4.3.2 Related work

Usually, a deep learning classifier yields a vector indicating the probability of the in-
put sample to belong to each of the available classes. Hendrycks et al. [209] established
a measure of uncertainty directly from the class probabilities without any further mod-
ification or model training. Liang et al. [216] pushed this idea forward by proposing an
additional adversarial perturbation and softmax scaling. Similar to [209], [216], our first
uncertainty measurement also exploits the softmax output but interpreted through the
lens of subjective logic [212].

Recently, several approaches have been proposed based on a Bayesian formulation of
the uncertainty. Bayesian networks are well suited for isolating different sources of un-
certainty but have an inherent high complexity. Approximations like Monte-Carlo (MC)
dropout [214] have been leveraged to propose practical uncertainty estimates [210] suc-
cessfully used in different classification and segmentation tasks [59], [217], [218]. These
methods, however, require the modification of the training to include dropout layers (if not
present) and multiple runs during the test. Also, following a Bayesian approach, several
recent works model the output of a deep network with a Dirichlet distribution [215], [219].
Through the design of uncertainty-aware loss functions and variational optimization, these
approaches allow extracting uncertainty measurements from a unique run. However, they
are still not generalizable to pre-trained models.
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The third line of approaches [213], [220] uses the Mahalanobis distance in the feature
space (produced by the network embedding) to define a region of certainty and evaluate
how far a new sample is from the known training dataset. Considering the above state-of-
the-art techniques and setting as objective the practicality of implementation, we propose
an efficient yet affordable method to measure the uncertainty, which combines a subjective
logic interpretation of the prediction outputs and the Mahalanobis Distance computed in
the latent space.

4.3.3 Methods

Let X = {xi,yi}Ni=1 be a training dataset composed of images xi and class labels
yi ∈ {Ck}Kk=1. Consider a classifier h that assigns to an input xi a class probability vector
p̂ = h(xi), where pik ∈ p̂i denotes the probability of xi to belong to class Ck. Then, suppose
the classifier can be decomposed into two elements, where the first computes a feature
representation zi = g(xi) and the second, estimates the class probabilities p̂ = f(zi). The
classifier can be a deep neural network trained end-to-end, where the g(·) corresponds
to the network until the penultimate layer and f(·) stands for the softmax. Our goal
is to determine an uncertainty measurement v for each prediction of h. By defining a
tolerated amount of uncertainty thv we should be able to detect and put aside uncertain
test samples while increasing the expected performance of the classifier.

In this work, we consider a combination of two uncertainty measurements v = [u,Dm].
First, a prediction uncertainty u(p) : p 7→ R, based on the information contained from the
probabilistic predictions. Second, a data closeness measurement Dm(z) : z 7→ R following
a Mahalanobis approach [213] that measures the distance Dm of a sample to the training
distribution cluster.

The prediction uncertainty u builds on recent works interpreting the maximum
predicted probability [209], or the entropy of the probabilistic predictions [218], [219] as
a measure of uncertainty. However, inspired by [215] we rely on Subjective Logic [212], a
formalization of Dempster-Shafer evidence theory to facilitate a direct interpretation of
the uncertainty values. While Malinin et al. [219] argue that the Dirichlet Loss function
is required to induce a meaningful notion of uncertainty, we show as in [209], that the
output of a classifier network trained with a softmax layer and a cross-entropy loss still
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has practical value for uncertainty estimation. Formally, for K classes we have:

u+
K∑
k=1

bk = 1, bk = ek
S
, u = K

S
, S =

K∑
k=1

(ek + 1), (4.1)

where u is the sought uncertainty, bk is the belief for the class k and ek is the evidence
provided by the network for the class k. That is, the prediction of a model for a given
sample is the sum of the confidence that a sample belongs to one of the known classes,
and of the overall lack of confidence, related to insufficient amount of evidence. Having
ek + 1 = expf(x) we obtain the uncertainty estimate:

u(x) = K∑K
k=1 expf(x) (4.2)

The use of subjective logic requires particular attention to the logits’ scale. From
Eq. (4.1) we have u ∈ [0, 1], with umax = 1 corresponding to the case with no evidence.
With Eq. (4.2) and the logits f(x) ∈ [−∞,+∞], we may have computational issues for
large values of f(x). To avoid this phenomenon, logits are rescaled, or saturated. For
instance we set to exp(f(x)) ∈ [0, 2 · 1012].

Our second uncertainty measurement is the Mahalanobis distance [213] calculated
from a given sample to the known distribution, as:

DM(x) =
√

(g(x)− µ)TΣ(−1)(g(x)− µ), (4.3)

where g(x) is the output of the model’s penultimate layer for a sample x, µ and Σ are
the mean and the covariance matrix of the cluster of all points in the training dataset X ,
once mapped to the embedding space through function g().

Although the entropy and related measurements on the posterior probabilities are well-
known to be related to the uncertainty, we have observed that the Mahalanobis distance
brings a complementary aspect especially related to out-of-distribution cases [213]. For
instance, when a classifier trained on breast images (ID) is fed with outliers from a flower
dataset (OOD) 1, we see that the rejection criterion based on the Mahalanobis distance
is quite effective (see Figure 4.4).

In a situation where we artificially generate a linear transition from an ID patch to
an OOD patch (see Figure 4.5) for a binary classification problem 2, we observe a similar

1. https://www.robots.ox.ac.uk/ vgg/data/flowers/17/index.html
2. Model and patches from the TissueCLSraw experiment described in Subsection 4.3.4.
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4.3. Uncertainty estimation for reliable classification of mammograms

Figure 4.4 – Toy example with mammograms as ID samples and OOD coming from the
Flowers database: the ID samples (in red) have smaller Mahalanobis distance than the
OOD.

behavior. The efficiency of the uncertainty u is obvious at the middle of the transition
corresponding to a mix between an ID and the OOD patch. However, the uncertainty
fails to rise after this point to indicate that the prediction of the pure OOD patch is
wrong. In contrast, the Mahalanobis distance is more representative towards the OOD
patch indicating an uncertain prediction.

Following the potential complementarity of the two estimates, we propose to simul-
taneously consider thresholds on both uncertainty measures, in order to reject uncertain
predictions using u > thu as well as data points that are too far from the certain ID region
DM > thD.

4.3.4 Experimental Validation

To evaluate the performance of our method, we performed experiments targeting three
mammography image analysis problems: cancer risk classification, breast density classi-
fication, and a patch-wise tissue characterization. For the three problems, we study the
performance of the classifiers while changing uncertainty tolerance thresholds and thus
the ratio of test images kept. In particular, i) we show the precision at several cut-off
values of the kept-images ratio (90%, 60%); ii) we study the AUC and Area Under the
Precision-Recall Curve (AUCPR) of the predictions, and iii) we analyze the statistics of
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FFDM conjunctive class (ID) S-View conjunctive class (OD)

Figure 4.5 – Prediction probabilities (output) and variation of the uncertainty u and
distance Dm measurements for the linear transition between an ID and an OOD patches.

u and DM in the retained ID and OOD samples (see Figure 4.8).

4.3.4.1 RiskCLS

We design this experiment intending to show the generality and performance of our
method on public models and databases. We focus on the image-wise risk classification
according to ACR, where ACR1-2 stand for low-risk (negative) and ACR4-6 represent
high risk (positive) cases. To create a basis for comparison, we rely on the VGG-based
CNN model from [221], pre-trained on the DDSM database [97]. As in [221], we perform
fine-tuning of the model using a second open dataset (INBreast) [99] taking 80 images for
fine-tuning and keeping 305 for validation. We evaluate our method with (RiskCLStune)
and without the fine-tuning (RiskCLSinit) step to show the behavior of the uncertainty
measurements for the samples from the shifted INBreast distribution when it is either
partially or completely unknown to the classifier.

In Figure 4.6 we show the precision (top) and ratio of images kept (bottom) for different
values of uncertainty thu and distance thresholds thD. We also plot in black the optimal
path for the studied test dataset (thresholds that maximize the precision for a decreasing
ratio of images kept) and highlight the performance at several cut-off points (colored
shapes).

We observe the increase of precision between RiskCLSinit and RiskCLStune models
(0.65 vs. 0.88) with 100% of the data produced by the fine-tuning step. By retaining only
the 60% most certain predictions, the performance increases respectively by +5% and
+2%. Note that without fine-tuning both uncertainty measurements are equally important
for defining the optimal performance path. The effect of the Mahalanobis distance is
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Figure 4.6 – Precision and ratio of kept images in the u and DM space: without
(RiskCLSinit, on the left) and with (RiskCLStune, on the right) fine-tuning. The leg-
ends list the precision associated to different cut-offs of the kept image ratio.

reduced with fine-tuning since the shape of the distribution cluster changes and, thus, the
distances of test samples towards the center of the cluster become shorter.

4.3.4.2 DensityCLS

The second experiment targets the 4-class image-wise classification of breast density
based on the 4th edition of BI-RADS. The goals here are i) to evaluate our approach
when dealing with a multi-class classification task and ii) to challenge it with the real-
life scenario of a distribution shift caused by images coming from mammography systems
different vendors. We use the VGG-based model from [7]. The in-house training set consists
of 1232 images from a Planmed Nuance Excel mammography system. For validation, we
rely on 370 Planmed images (ID) as well as on 370 images from Siemens MammoNovation
of the INBreast dataset [99] (OOD).

In Figure 4.7, we evaluate the precision for the full test set, as well as for the ID
and OOD subsets separately. For the ID dataset, a significant performance improvement
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Figure 4.7 – Precision of kept images in the u and DM spaces for the DenseCLSraw. The
legends list the precision associated to different cut-offs of the kept image ratio.

(+8%) is obtained retaining 60% of the data. However, for the OOD dataset, without any
fine-tuning, the performance is low despite the uncertainty thresholds. This result shows
the limitations of our method for subtle distribution shifts.

4.3.4.3 TissueCLS

Our final experiment is focused on the patch-wise classification of image patches into
dense and non-dense tissues. The goal of this experiment is bifold: i) to measure the effect
of a distribution shift between native 2D FFDM images and 2D views synthesized from
3D tomosynthesis acquisitions (i.e., “S-View”), which is of significant clinical interest; ii)
to compare our method to state-of-the-art approaches. For the training, we used a dataset
of patches from FFDM images (pixel spacing 50µm). For validation, the ID patches came
from FFDM images and OOD patches from S-View images (pixel spacing 98µm).

Figure 4.8-left shows the smooth improvement of the ROC curves for a decreasing
amount of kept images selected with optimal thu and thD. When analyzing the actual
values of u and DM on the ID and OOD samples separately (Figure 4.8-right), we see
that the threshold on Mahalanobis distance is more contributives for the first rejected
samples (from 100% up to 70%) while the effect of the uncertainty comes after (from
70%), illustrating once more their complementarity.

Finally, we compare our approach against two state-of-the-art methods using the same
network architecture in all three experiments. The first consists of an MC dropout ap-
proach [214], that adds dropout layers to the existing model and keeps them active dur-
ing test time to collect the variance of the predictions over different runs (here 10). The
variance is then used as the uncertainty measurement. The second method results from
training the same model with the Dirichlet distribution loss function from [215]. From the
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Figure 4.8 – TissueCLS experiment. Left: ROC curves with kept images ratio, AUC
and FPR@TPR95, Right: statistics of u and DM among the retained samples, for an
increasing amount of kept images.

Table 4.2 – Precision, AUC and AUCPR of different models on the thresholded datasets.
Cut-offs of 100%, 90%, 60% images are reported.

Precision AUC AUCPR
Model 100% 90% 60% 100% 90% 60% 100% 90% 60%
Gal [214] 0.74 0.75 0.81 0.89 0.89 0.87 0.87 0.84 0.72
Sensoy
[215]

0.87 0.89 0.93 0.87 0.90 0.93 0.81 0.82 0.83

Ours
uprob +DM

0.89 0.90 0.94 0.88 0.90 0.96 0.81 0.84 0.90

Ours
uentr +DM

0.89 0.90 0.95 0.88 0.91 0.96 0.81 0.84 0.91

Ours
uSL +DM

0.89 0.90 0.95 0.88 0.90 0.96 0.81 0.81 0.91

results reported in Table 4.2, we see that our approach is very competitive, while neither
requiring model changes nor additional training. Gal’s method [214] performs better at
baseline (100%) due to the dropout training, but it is at most comparable when con-
sidering uncertainty sample pruning (90% and 60%) while requiring redesign, retraining,
and multiple test runs. We also note that softmax probabilistic predictions (uprob) and
the entropy (uentr) may be used as uncertainty alternatives with similar results. However,
Subjective Logic (Eq. (4.1)) remains competitive with the advantage of yielding directly
interpretable uncertainty and belief values.

4.3.5 Discussion and Conclusion

In the context of mammography image classification problems, we have studied the
problem of uncertainty measurement, aiming to define a method capable of differenti-
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ating certain from uncertain predictions and thus increasing the safety of CAD system
suggestions. Uncertainty measurements based on the probability predictions and the Ma-
halanobis distance have been shown to be effective tools towards this end.

With the proposed combination of the two measurements we have demonstrated that
it is possible to detect obvious out-of-distribution samples (such as the flowers) while
achieving more moderate improvements of performance for subtle forms of distribution
shift (e.g., between SFM and FFDM or between FFDM images of different vendors).
In these cases, our method deployed on a validation dataset may be useful to detect the
effectiveness of augmentation and fine-tuning strategies when dealing with small datasets.

Concerning the uncertainty measure based on the probabilistic predictions, the scale
of the logits used for the estimate u is worthy of attention: when using subjective logic
a rescaling may be needed. However, we showed, that entropy or probability may yield
similar results (see Table 4.2). A limitation of Mahalanobis distance is that it requires
having access to a dataset that would well represent the ID data (e.g., training dataset)
to compute the covariance matrix, which may not always be possible. Also, despite the
effectiveness of the combination of the two measurements, automatic ways to find the
optimal thresholds should be further explored.

The usefulness of our method was demonstrated in several mammograms’ classification
tasks. Given that no changes in the model nor retraining are required, our findings can be
easily generalized to other medical image analysis problems confronted to uncertainties
coming from the data but also the distribution shifts.

Future research around the proposed method is possible in several directions. First,
a computational or statistical approach for the thresholding could be proposed, instead
of the experimental approach introduced in our work, where the threshold depends on
the data. Second, deeper uncertainty metrics can be explored. In particular, in the case
of the hourglass-type architecture studied in the previous chapter (see Chapter 3), used
for the abnormality detection, the uncertainty can be estimated in the bottleneck of the
network (i.e., the output of the encoder). Third, for our detection algorithm (see Chapter
3), pixel-wise uncertainty on the output of the network can also be explored. Finally, our
method is threshold-based and requires rejecting uncertain cases from the classification.
While it allows the rejection of false predictions, it also leads to the rejection of some of
the correct ones. Therefore, additional metrics could be defined to reduce the number of
rejected correct predictions.
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4.4 Generalization to Digital Breast Tomosynthesis

4.4.1 Introduction and related work

The third and last challenge (see Section 4.1) we address in this chapter is gener-
alizability to the diversity of the clinical environment, which is known to be a major
concern for CAD solutions [103]. This concern originates from an inherent limitation of
the design-and-release pipeline of an algorithm. A limited amount of data can be used
during the design, including for training in the case of machine learning approaches. Even
large datasets [47], [74], [84] have limited clinical (e.g., few malignant cases) or industrial
(e.g., few mammography systems vendors) representation. For example, in [47], [74], the
datasets contain essentially Hologic mammograms. The same stands for the evaluation of
the algorithm, with the performance metrics being generated from the available data only.
The lack of representativity of the evaluation dataset leads to unfair or biased metrics. An
illustrative example can be the comparison between Screen-Film Mammography (SFM)
and Full-Field Digital Mammography (FFDM) images. As pointed out in [76] and dis-
cussed in the previous section (see Subsection 4.3.4.1), the difference between these types
of images can be significant, so a performance drop is expected when training on one
modality and testing on the other. Similar variability may be observed between FFDM
and Digital Breast Tomosynthesis (DBT) images with differences in pixel spacing, inten-
sity profile, and variations observable both, inter- and intra-vendor. Thus, an algorithm
that performs well on FFDM is not necessarily performant on DBT, and vice-versa. See
the illustration of SFM, FFDM, and DBT in Figure 4.9.

SFM FFDM DBT

Figure 4.9 – Illustration of Screen-Film Mammography (SFM), Full-Field Digital Mam-
mography, and Digital Breast Tomosynthesis (DBT) images
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Figure 4.10 – Illustration of DBT pipeline: (A) acquisition process, generating S slices
from X projections, and (B) generation of N summarized views from S reconstructed
slices.

In this section, we develop further our TissueCLS experiment (see Subsection 4.3.4.3)
comparing the 2D FFDM and 3D DBT imaging more extensively. Precisely, we study the
classification of the 3D DBT volumes and focus on the transfer learning from FFDM to
DBT. Specifically, we propose a method that allows to effectively reuse the mammography-
trained classifiers on DBT volumes and obtain promising performances with a limited-to-
none amount of DBT data required for fine-tuning. The work presented in this section
was accepted for publication in the MICCAI 2021 conference proceedings [9].

Earlier, in the Introduction of this manuscript (see Section 1.2), we mentioned that the
DBT modality is relatively new for breast imagers. It is an emerging imaging technique
[32] based on a limited-angle tomographic reconstruction (see Figure 4.10-A), which re-
duces the depth ambiguities caused by tissue superimposition in mammography and has,
therefore, the potential to reduce false positives and false negatives detections [33], [222],
[223]. On the downside, DBT produces a stack of high-resolution images for each acqui-
sition, unlike mammography that produces only one image. Each DBT slice has usually
a resolution of ≈ 2500 × 2000 pixels and the whole stack contains between 30 and 120
slices or more (depending on the thickness of the patient’s breast and the slice thickness).
Such large volumes increase the clinicians’ workload, as each volume needs to be scrolled
through for evaluation. Trying to reduce the time of interpretation, current mammogra-
phy systems’ vendors propose synthesized 2D images (along with the DBT stacks), whose
quality is comparable to the traditional mammography [224]. However, recent studies
show that to achieve higher performances, the whole stack should still be reviewed [225].

Recently, CAD solutions have been proposed to reduce the reading time and facilitate
the review of DBTs [49], [71]. To that end, several deep-learning-based methods have been
proposed for the binary classification (i.e., benign and malignant) [74], [226], [227] of DBT
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volumes.
Several challenges arise when designing deep-learning CAD methods for DBT analysis.
First, processing high-resolution images is resource-consuming, with volumes that can

exceed≈ 120×2500×2000 pixels, i.e., resulting in≈ 600M pixels to process. Thus, current
methods require the rescaling of each slice: in [228] the rescaling to 1024 × 1024 pixels
is used, while in [226] the slices are rescaled to as low as 256 × 256 pixels. On the other
hand, recent works in mammography [7], [84] have shown that keeping a high resolution
is advantageous, as it allows to capture the smallest findings (e.g., microcalcifications
< 1mm) [229].

Second, the ground truth is usually scarce. In case of a whole volume being classified
as malignant, more than a half of slices may not be related to the pathology, while the
explicit ground truth for each slice may be unavailable. Such imbalance is further increased
with malignant cases usually being only ≈10% of the whole dataset [102], [228]. In case
of 2D mammograms the proportion of malignant cases can be even lower, such as in [84]
having only 4% of biopsied cases and as low as 0.7% of cases confirmed to be malignant.
To cope with this scarcity, recent works exploit more precise annotations, such as the
most representative slice [226], or a bounding box around the ROI [227], which both
require further involvement from the experts. A more annotation-efficient approach is
MIL classification [228], which aggregates predictions for each slice through a pooling
operation and thus only requires volume-wise labels.

Finally, DBT datasets are usually smaller than those of mammograms, as DBT is
recent [32] and optional for some countries [33]. Data scarcity is exacerbated by the DBT
systems having different acquisition and reconstruction settings [32], which leads to consid-
erable visual differences across vendors. To cope with such data scarcity and variability,
most deep-learning DBT analysis methods generally build upon transfer learning from
mammography [74], [227] or natural images [228].

Here, we focus on the classification of DBT volumes in the context of breast cancer
screening. To deal with the challenges above, we propose creating an interpretable inter-
mediate representation that condenses high-resolution information. Thereby, we aim at
easing the volume processing and reducing the visual gap between the tomosynthesis im-
ages and mammograms. To this end, we devise a method that summarizes the volume into
a small number of views (see Figure 4.10, B), generated from a group of contiguous slices
(i.e., slabbing) [230]. In this way, each volume is resumed into 5-10 high-resolution slab
images. Such summarization offers several benefits. First, it does not interfere with the
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original image resolution. Second, it facilitates a MIL training, as it reduces the number
of samples in each bag by around 90%, which in turn improves the classification perfor-
mance, as we show in the experimental results. Finally, it enhances the transferability
from mammography classifiers.

The most common summarization strategy consists of a Maximum Intensity Projec-
tion (MIP), keeping the most intense pixel over the volume depth axis. MIP has been
successfully applied in the context of deep-learning-based methods to CT [231] and MRI
[232]. Summarizing DBT volumes is more difficult due to noise and contrast issues, for
which Diekmann et al. [230] propose several strategies: i) MIP, ii) simple averaging (i.e.,
retaining the average of intensity values); and iii) SoftMIP, a custom weighted average.
MIP results in the highest noise and contrast values. While averaging reduces the amount
of noise, it also decreases the contrast (problematic when it comes to visualizing micro-
calcifications). SoftMIP achieves a compromise of the two. In our work, instead of a hand-
crafted summarizing algorithm [230], we propose a trainable model for slabs generation.
Our method uses spatial attention in calculating the slabs, which leads to a performance
increase compared to handcrafted methods.

Our contributions are as follows:
— Proposing the use of slabbing for DBT classification in DNN setup;
— A novel trainable attention-based model for slab generation;
— An end-to-end method capable of processing full-resolution DBT volumes.
As a result, our method improves the performance over plane MIL and simple slab-

bing strategies, efficiently reuses classifiers trained on mammography multi-vendor data,
and achieves consistent performances over multi-vendor and multi-center DBT datasets,
proving the method as being more generalizable across modalities (i.e., FFDM vs. DBT)
and vendors.

4.4.2 Methods

In this section, we propose a method for the classification of DBT volumes complying
with the following requirements: i) enabling the processing of full-resolution volumes; ii)
learning from volume-wise ground truth only; and iii) allowing transfer learning from
mammography. To fulfill these requirements, we propose to summarize the stack of slices
of the DBT volumes to a smaller number of interpretable slabs and process them with a
classifier. An overview of the method is shown in Figure 4.11.

LetD = {Vi, yi}Mi=1 be a dataset composed of DBT volumes Vi∈ RSi×Hi×Wi and volume-

148



4.4. Generalization to Digital Breast Tomosynthesis

. 

. 

. 

. 

. 

. 

Slab-wise
predictionSlices combination Slabs

generationSlices attention

Shared weights

Predictions
aggregation

Input: Output:

Optimization with volume-
wise prediction

Ground truth

Cross-Entropy
loss

Figure 4.11 – Overview of the proposed method: the function f(·) takes the volume V as
the input, generates the output prediction ŷ, and is optimized with the cross-entropy loss
against the volume-wise ground truth y.

wise labels, yi ∈ {Ck}Kk=1 for a K-class classification. We design a classification function
f(·), yielding a class probability prediction ŷi for a given volume Vi, that is, ŷi = f(Vi).

Having only volume-wise ground truth available, we rely on a MIL approach, which
allows building upon more resource-efficient 2D classifiers, and therefore, to use transfer
learning from mammography. For a given volume V having S instances (i.e., slices) 3, the
volume-wise prediction ŷ is obtained by aggregating with function a(·), e.g., a max(·)
operation, the individual predictions p̂j of its instances:

ŷ = a(p), where p = [p̂1, . . . , p̂j, . . . , p̂S], (4.4)

and p̂j the prediction of j-th instance in the bag.
Instead of composing the MIL bag with the whole set of DBT slices such as in [228],

which leads to a large number of instances S >> 1, we propose to use a smaller number
of summarized slabs [230]. To this end, the whole stack of slices V ∈ RS×H×W is, first,
partitioned into N groups Vj ∈ RT×H×W s.t. V = ∪Nj=1Vj, where N = dS

T
e is an integer

representing the number of groups, and T is the hyper-parameter representing the slab
thickness. The j-th slab sj ∈ RH×W is defined as follows:

sj = b(Vj), (4.5)

where b(·) is the slab-generating function for the group of slices Vj. For example, in
case of a MIP slabbing algorithm, the value of the j-th slab at pixel (x, y) is computed

3. Hereafter we omit the index i from Vi and yi to simplify the notation
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as sj(x, y) = maxz∈{j·T,...,j·(T+1)} Vj(x, y, z). In our work, as an alternative to the hand-
crafted algorithms, we propose a trainable implementation of b(·) referred to as AttIP
(for Attentive Intensity Projection), as follows:

sj = b(Vj) = g(Vj, e(Vj)) with sj(x, y) = 1
T

j·(T+1)∑
z=j·T

Vj(x, y, z)� e(Vj(x, y, z)) (4.6)

where e(·) is a trainable function generating a pixel-wise ponderation support for each
slice of the volume. The generated weights are used by the aggregation function g(·), itself
implemented as a depth-wise average over the element-wise product �.

Considering the MIL predictor in Eq.(4.4) and a series of N classifiers q(·) each applied
to a slab produced by Eq.(4.6), the classification function f(·) can be rewritten as follows:

ŷ = f(V ) = max
j∈{1,...,N}

q (sj) (4.7)

where q(·) is a trainable slab classifier. We draw several advantages from our design.
First, we obtain smaller bags of instances |N | < |S| facilitating the MIL, which reduces
the number of negative instances in “positive” bags, thus, the imbalance of the training
data. Second, the trainable e(·) function allows for feature-based slabs-generation, unlike
the handcrafted algorithms that are intensity-based. Third, the e(·) function can benefit
from transfer learning, as it is used to extract meaningful features from 2D DBT slices. In
summary, the DBT classifier f(·) is a deep learning model composed of trainable attention
e(·) modulating a slab generator g(·), and a slab classifier q(·), which can be optimized
end-to-end with a loss L(y, ŷ) exploiting volume-wise ground truth.

4.4.3 Experimental validation

4.4.3.1 Dataset

We evaluate the proposed method on a subset of the BCS-DBT dataset [102]. At the
time of writing, only a part of the whole dataset had been released with ground truth.
For our experiments in the binary classification task, we extracted a subset of volumes
composed of 100 normal cases and 75 biopsy-proven cancer cases (i.e., all but one ma-
lignant case from the BCS-DBT training dataset, to keep equally balanced five folds for
cross-validation). Moreover, to evaluate the performance consistency in the binary clas-
sification task over different datasets [103], we also used a private multivendor dataset
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(denoted PMV-DBT) containing 58 normal and 58 proven malignant DBT volumes com-
ing from two different vendors and three different imaging centers (board approvals were
obtained from each center). Finally, we used a private multi-vendor mammography dataset
(denoted PMV-MG) for network pre-training and in the performance consistency exper-
iments. The training set of PMV-MG contains 1000 benign and 1000 proven malignant
images, the test set contains 250 benign and 250 malignant images.

4.4.3.2 Data preparation

We keep the original resolution of the images to prevent information loss. To that end,
we do not resize the input images but crop them to a bounding box around the breast,
i.e., excluding the surrounding background pixels (see Section 1.6.3). We also rescale
the intensity values to the range of [0, 1]. We used randomized augmentation techniques
including vertical flipping, as well as horizontal and vertical shifting.

4.4.3.3 Implementation details

To process images of arbitrary size, we rely on a FCN. For the class prediction function
q(·) we use the ResNet22 [5]. For the slices attention function e(·) we use a shallower
ResNet10 network, applying spatial pooling, followed by a sigmoid activation over the last
convolutional layer output. Both networks use depth-wise separable convolutions instead
of regular ones and the weights are shared over the N branches (see Figure 4.11). That
results in the entire network having ≈ 500K parameters. f(·) is trained end-to-end with
a cross-entropy loss, an Adam optimizer, and a learning rate of 2 · 10−5. We train the
networks for 20 epochs with early stopping, whenever a performance decrease is observed
(e.g., overfitting).

4.4.3.4 Hyper-parameters

Our slabs generation method relies on the partitioning of a volume V on N slabs and
uses parameter T to determine the number of slices per slab. Hereafter, we set T = 10,
which is similar to the 1cm slab thickness used in [230] as most commonly slice spacing
is equal to 1mm for the majority of vendors.
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4.4.3.5 Transfer learning

The DNNs used in our experiments are pre-trained on a multivendor mammography
dataset PMV-MG with a binary classification task. This network correspond to the en-
coder part of the auto-encoder used for the abnormality detection (see Chapter 3 as well
as Section 4.2).

4.4.3.6 Comparison

To illustrate the contribution of our approach, we compare it to the baseline MIL
slice-wise classifier using maximum pooling across predictions, similar to [228]. We also
compare our proposed attention-based slabbing to the handcrafted MIP and SoftMIP
techniques [230]. We use the same implementation of the SoftMIP as in [230], where a
given pixel of slab px,y is calculated with weighted integral of the ordered profile. More
precisely, for the slab of thickness T , the pixel value px,y is calculated as follows:

px,y = 1∫ 1
0 fw(t)dt

∫ 1

0
fw( t

T
) · psx,y · tdt (4.8)

with psx,y , |ps| = T ordered vector of intensity values of the stack of slices at pixel (x, y),
and fw(x) = t4, t ∈ [0, 1] is the weighting function (we invite reader to the original paper
[230] for more details). We evaluate all the methods with transfer learning from PMV-MG
without and with fine-tuning on BCS-DBT.

4.4.3.7 Metrics

We report the AUC to evaluate the performance of the binary classification task (i.e.,
normal vs. malignant). On the BCS-DBT subset, we use 5-fold cross-validation. We also
use DeLong’s test [202] for the statistical significance of the AUC metrics.

4.4.4 Experiments

4.4.4.1 Transferring knowledge from mammography to DBT

We have two trainable components in our method: the slabbing e(·) and the classifier
q(·), Eq.(4.6) and Eq.(4.7), which are implemented as DNNs. Here, we investigate the
efficacy of our method in facilitating the knowledge transfer from mammography to DBT.
We also evaluate the influence of additional training of e(·) and q(·) on DBT data to refine
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Table 4.3 – AUC results of the study of Transferring knowledge from mammography to
DBT. FT: Fully trainable, PF: Partially Frozen, FF: Fully Frozen

Method Initial FT PF FF
MIL 63.80 ±9.74 67.03 ±6.72 64.30 ±8.62 NA
Zhang [228] NA NA 62.27±10.62 NA
Doganay [226] NA 61.84±11.34 NA NA
Ours w/ MIP 66.83 ±4.44 67.21 ±3.97 66.91 ±4.72 NA
Ours w/ SoftMIP 68.43 ±4.16 67.52 ±4.41 68.63 ±4.94 NA
Ours w/ AttIP 71.13 ±4.76 69.91 ±3.98 70.97 ±4.91 72.66 ±3.59

that knowledge. In this experiment, we use the subset of the BCS-DBT dataset with 5-fold
cross-validation. We evaluate the following settings: i) “Fully Trainable” (FT), where all
the weights are trainable; ii) “Partially Frozen” (PT), where only the slabs generator and
the dense layer of the classifier are trainable; and iii) “Fully Frozen”, (FF), where only the
slabs generator is trainable. Initial performances without fine-tuning are also reported (see
Table 4.3 for results). The first column confirms that any type of slabbing (“ours w/”)
increases the chances of a MIL classifier to succeed. We hypothesize this is due to the
higher resemblance of the slabs to the mammography data we transfer knowledge from.
The gain is the most important when using an attentive-DNN to weigh the individual
slices during the slab generation, instead of the simpler MIP and SoftMIP operations.
We also note the high variability of the baseline MIL method, σ = 9.74 over the 5 folds,
while all slab-based methods have σ < 5.0. Regarding the fine-tuning with DBT data,
we remark that this additional domain knowledge only improves the performance in the
“fully frozen” setting, i.e., where only the slabbing network is trainable, although without
statistical significance (p > 0.1).

Table 4.4 – Results of the study of performance consistency across datasets before and
after fine-tuning on BCS-DBT data. AUC are reported. Values in italics correspond to
the initial network performance. Values in bold correspond to the best results.

PMV-DBT PMV-MG
Method Before After Before After

MIL 65.17 66.87 85.14 67.28
Ours w/ AttIP 73.15 73.94 85.14 85.14
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Figure 4.12 – Evaluation of the different values of image heights from 512 to full resolution
on BCS-DBT data.
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Figure 4.13 – Evaluation of the different values of slab thickness T on two datasets: BCS-
DBT and PMV-DBT.

4.4.4.2 Image resolution

To illustrate the advantages of using high-resolution imaging, we report the perfor-
mance with images from BCS-DBT dataset of several resolutions: full original resolution,
and images resized to 1536, 1024, 768, 512 height. See results on Figure 4.12. We note that
the highest performances are achieved with the full resolution. We observe that as the
resolution decreases, the performances drop and the differences between the two meth-
ods become less noticeable. In our experiments we noted, that at lower resolutions (i.e.,
512-height vs. 768-height), the increase of the resolution may not systematically mean
the increase of the performance. We attribute this phenomenon to a possible misbalance
between the findings that are easy to distinguish at lower resolutions (e.g., masses) and
the findings that are not yet clearly distinguishable at insufficient resolution increase (e.g.,
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clusters of calcifications).

4.4.4.3 Performance consistency across multi-modal and multi-vendor datasets

In this experiment, we use the PMV-MG and PMV-DBT datasets to investigate if
there is forgetting on the mammography database, as well as to evaluate the generalization
of our approach to unseen multi-vendor data. First, using the pre-trained mammography
classifiers, we perform fine-tuning on the DBT data. We then explore if such fine-tuning
induces a performance decrease on the mammography dataset PMV-MG. We also study
the performance on the PMV-DBT dataset before and after fine-tuning with BCS-DBT
data (denoted “before” and “after” respectively). The results are shown in Table 4.4.
In the case of fine-tuning, both, the baseline and our method improve. However, the
improvements are not statistically significant (p > 0.1). More importantly, our method
allows keeping the performances on the mammography images while improving on DBT
data. The absence of forgetting suggests that our method is effective in fusing multi-
modal DBT and mammographic data to build a richer binary classifier, common to both
modalities.

4.4.4.4 Slab thickness study

Our method involves choosing a fixed slab thickness T . We explore different values of
T and report the classification performances on the BCS-DBT subset and PVR-DBT set.
The results are shown in Figure 4.13. One can see that T = 10 is an optimal choice for
the two studied datasets.

4.4.5 Discussion and Conclusion

In this work, we proposed and evaluated a novel trainable slab-based classification
method for DBT volumes. Our experiments using weak annotations (i.e., unique class
label per volume) have shown advantages over both the baseline MIL approach and the
handcrafted slabbing techniques. We note, that the slabs classifier does not significantly
benefit from fine-tuning. This is probably due to the DBT dataset having a low number
of contributive malignant cases compared to the mammography dataset used for pre-
training (i.e., 60 vs. 1000 malignant samples). For the same reason the best performances
are obtained when the classifier parameters are fully frozen. That is, the training DBT
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dataset is not sufficient to generalize well, and, hence, to obtain better performances than
those already yielded by the classifier pre-trained on mammograms.

Our transfer learning experiments showed the ability of the proposed method to maxi-
mize the performance on the DBT data without losing the knowledge from mammography.
Such behavior allows training the classifier concurrently from both, mammograms, and
DBT slabs without the need to fine-tune the models for one modality. Moreover, our
method allows for the independent training of the slabs generator, letting free the choice
of the mammography classifier.

When evaluating on two different DBT datasets (i.e., PMV-DBT and BCS-DBT), we
obtain comparable classification results (p > 0.1), which further confirms the performance
consistency of the proposed method. We note, that our results AUC ≈ 73.00 are lower
than those in some other works (e.g., AUC = 85.40 for Zhang et al. [228]). However,
when training the method from [228] on our dataset, we obtain a lower AUC = 62.27.
This is also the case for the method from [226] that in our case yields AUC = 61.84. We
attribute the performance drop of these methods to the difference in size of the training
datasets. That is, the private dataset from [228] is imbalanced and contains a substantially
higher amount of normal (i.e., 3018) and malignant (i.e., 272) cases, versus 100 and 75
respectively in our dataset. In particular, since both methods require training of at least
some weights from scratch (cf. classifier network in [228]), while our method allows the
straightforward transfer of learning from mammography.

Our method has the advantage of handling high-resolution imaging. As a drawback, its
training requires performant hardware, e.g., a GPU with 32Gb of memory and sufficient
amount of RAM or/and swap (i.e., at least 60Gb).

Our method can apply to other types of 3D imaging, e.g., CT, MRI, or US. Moreover,
the prediction and aggregation parts of our classification network can be replaced by
different objectives (e.g., segmentation), further extending the application fields of the
method.

Overall, the experiments have shown our method to be both, robust and generalizable,
which can be appealing for clinical application as it promises less variability across different
clinical settings and vendors.
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4.5 Conclusion

In this chapter, we focused on the transition to the production-ready CAD solution.
First, we covered the neural network adaptions leading to significantly lighter (both in
terms of the number of parameters and, by consequence, the required storage space) com-
pared to the common approaches, allowing for easier distribution in production. Second,
we discussed uncertainty estimation methods that allow for more reliable predictions, thus,
contributing to the safety of the solution. Finally, we discussed the generalizability of an
algorithm, studying the transition from mammography to DBT imaging, reducing the
variability across the datasets. We deliberately limited the scope of our studies, focusing
on the specific tasks, to allow drawing comprehensible conclusions out of the experiments.
Each of the directions may be explored more deeply and extensively.

We have already stated that the lightweightiness of the neural network is a topic
of interest, with more attention coming from the fields where the system performances
are limited, such as Internet of Things (IoT) [233], [234]. While the world of medical
imaging is distant from that of IoT, the device price is never neglected by the customers.
Hence, for comparable performances, a less expensive solution would probably be chosen.
Considering that the solution’s cost might come from the hardware, we may expect in the
future that the medical imaging would inherit the practices and the advances of the IoT,
further extending them with the field-specific requirements (e.g., high-resolution, high
sensitivity, etc.).

Uncertainty is also a major topic related to the decision-making in high-risk areas,
i.e., where the decision made can lead to critical outcomes (e.g., a significant decrease
in health or death of a patient in healthcare, serious accidents in self-driven transport,
etc.). Measuring the uncertainty is seen as a tool to increase the security of a device,
for example by reducing its responsibility, and appealing to the operator. Noteworthy,
today’s medical imaging algorithms are mainly contributive only when in “collaboration”
with clinicians [47], [84]. Hence, uncertainty estimation is crucial. Yet again, we might
expect inter-domain research, with medical imaging benefitting and contributing to other
areas.

The generalizability can be explored from several angles. One of the directions of
research is the generalization to the population specifics, i.e., how well an algorithm per-
forms on the data composed on different racial and ethnicity profiles. While it raises some
ethical concerns, the question is relevant to the clinical practice, especially with the CAD
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solutions being distributed worldwide. Several works have focused on this topic [47], [74],
[86], and we may expect more extensive studies in this area.

The questions discussed in this chapter do not cover all the research subjects related to
the algorithm’s transition to production. For example, in the medical imaging field, data
sharing and transfer are slowed down by regulatory and privacy concerns. That raises a
question of distributed or federated learning, allowing for algorithm improvement without
the need of centrally storing the data [235]. Privacy also remains a big concern regardless
of the data location and multiple works focus on that matter, both, in the context of
centralized [236], [237] and federated learning [238]. To that end, our recent joint work
resulted in the ieee TMI submission [239] (currently under review).

The role of radiologists as users and their perception of the CAD software is another
noticeable area of research [240], [241]. Including the user in the process of the design
of the algorithm is crucial to building a useful and usable solution. As part of clinical
evaluation activities of the present work, an abstract was submitted and accepted at the
CLINICCAI 2021 conference [8].

Deeply exploring all of the aforementioned topics is outside of the scope of this work.
Yet, we look forward to future research for discoveries in these areas.
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WRAPPING UP AND FUTURE WORK

In this work, we performed a broad study over deep-learning-based algorithms in the
breast screening scenario, aiming to facilitate the clinical workflow by generating useful
and relevant guidance to the users.

In our research, we were particularly interested in the problem of lack of annotations,
and, hence, focused on the weakly and self-supervised approaches, reducing the amount
of the required annotations, first, favoring a less expensive development of the method,
and a more scalable approach.

Our experiments were mainly based on the clinically relevant 2D FFDM imaging as
the most commonly used in breast screening worldwide. Besides, we also studied the
transferability to the 3D DBT imaging as a relatively new complement to FFDM.

Our work resulted in multiple contributions:
— two methods for breast density assessment, the one using the acquisition data along

with the images [2], and the other producing density distribution masks [3];
— a method for abnormality detection suitable for high-resolution images [5], [6], [8],

[137], [138];
— a method for uncertainty estimation, reducing the errors coming from the algorithm

[4];
— a method allowing the effective transfer from FFDM to DBT [9].
The proposed methods rely mainly on the clinically available image-wise labels (i.e.,

density or malignancy ranking). Our density assessment methods use an extended ranking
grid that remains on the image-wise level. In this way, we have systematically avoided the
burdensome and expensive collection of pixel-wise or region-wise annotations.

The memory footprint and the speed of processing of the proposed methods also played
a significant role in our studies. We looked for a reduction of the DNN’s parameters
without sacrificing the prediction performance.

Altogether, the proposed methods have been composed into an operational pipeline
and implemented in a commercial software with very few adjustments. The software has
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been deployed and tested in clinical practice. Two types of experiments have been per-
formed. First, a retrospective study on a subset of population (i.e., 250 patients) comparing
the performances of the radiologists with and without use of software [8]. Second, clinical
routine deployment, allowing clinicians to use the software in every-day practice.

The feedback from the use in practice is bifold. While the community interest towards
DL-based tools is still high, and the early adopters are keen to try the software, users’
expectations are high. Mistakes from the software are hardly accepted, especially for cases
that are evident to the radiologists. The help is expected from the software especially when
analyzing hard and subtile cases. The radiologists hope, the software will guide them to
the relevant regions to be reviewed and thereby reduce the overall time required for
interpretation. Conversely, if the interpretation-time increases, e.g., due to the algorithm
selecting many regions as suspicious, clinicians are less likely to use the software A more
extensive training of the algorithm using a larger dataset is an obvious and brute-force
approach to improve the performance. However, further research orientations may be
envisioned to offer the CAD software a better success amongst practitioners. We discuss
some of these orientations next.

First, clinicians look for the interpretable output, in particular, when the “opinion”
of an algorithm differs from those of clinicians. That is, the prediction is expected to be
supported by some assertions in a “language” that could be understood by the clinician.
Moreover, such assertions should be sufficiently convincing to be accepted by the user.
Such interpretability would have been easier in the era of CAD solutions based on hand-
crafted features, designed to mimic the clinician’s reasoning. For instance, in the case of
breast microcalcifications, a classification by shape features is relevant, e.g., round, fine,
thick, polymorphic, etc. [242]. On the contrary, the training of DNNs results in the ex-
traction of features that are less obvious for the human eye. Hence, the interpretability
[243], [244] of the DNN are a highly relevant topic, that may be critical for a successful
adoption.

Second, users expect trainable algorithms to improve with time in continuous learning
fashion. Given the technical and regulatory restrictions limiting the collection of all of the
data in a unique data storage, such continual model training may need to be done in a
distributed or federated way [235]. That is, it should be possible to train a model on a
locally-stored portion of the data, while contributing to a global performance improve-
ment. Besides technical implementation challenges, the area of federated learning is not
yet fully discovered. Moreover, the use of the data in clinical practice opens the question
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of the patients’ privacy protection. Ideally, the training process should be designed in a
way to prevent the re-identification of the patients, whose cases contributed to the update
of the model.

Third, from a more technical perspective, there is a current trend of building algorithms
using an association of several neural networks. In our abnormality detection approach (see
Chapter 3), we proposed a considerably simple design combining a reconstruction and a
classification networks. More complex solutions are proposed in [83], [120]. The complexity
of the solutions brings the the questions of the efficacy of an end-to-end training (given
a considerable increase in the number of parameters), and of the best means to combine
the networks For example, in our experiments with DBT we successfully combined the
networks in a siamese manner. Hence, more exploration in this area is expected.

Furthermore, from a clinical standpoint, combining multiple sources of information
is important. As we have seen, the interpretation of breast screening relies on several
mammograms (i.e., at least two views of each breast), as well as complementary imaging,
such as US or MRI. Moreover, the clinical decision is based on the combination of all
the imaging modalities, with a clinical exam. Hence, more advanced CAD solutions are
expected to generate predictions using such a heterogeneous input.

To sum up, an ideal CAD solution for assisting breast cancer screening would be one
capable of providing reliable and explainable predictions with high specificity and sensi-
tivity, being able to learn from a continuous flow of heterogeneous data while preserving
data privacy.The path to such a solution lies in multiple design trials and experiences,
addressing a number of research and engineering challenges still open today. We believe
that our work is a step in the right direction and we are thrilled to go further from here.
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Titre : Apprentissage automatique pour l’aide au diagnostic précoce du cancer du sein

Mot clés : Apprentissage profond, Imagerie du sein, Classification, Segmentation, Supervision

faible

Résumé : Le cancer du sein est un des plus
répandus chez la femme. Le dépistage systé-
matique permet de baisser le taux de morta-
lité mais crée une charge de travail importante
pour les professionnels de santé. Des outils
d’aide au diagnostic sont conçus pour réduire
ladite charge, mais un niveau de performance
élevé est attendu. Les techniques d’appren-
tissage profond peuvent palier les limitations
des algorithmes de traitement d’image tradi-
tionnel et apporter une véritable aide à la dé-
cision. Néanmoins, plusieurs verrous techno-
logiques sont associés à l’apprentissage pro-
fond appliqué à l’imagerie du sein, tels que
l’hétérogénéité et le déséquilibre de données,
le manque d’annotations, ainsi que la haute

résolution d’imagerie. Confrontés auxdits ver-
rous, nous abordons la problématique d’aide
au diagnostic de plusieurs angles et nous pro-
posons plusieurs méthodes constituant un ou-
til complet. Ainsi, nous proposons deux mé-
thodes d’évaluation de densité du sein étant
un des facteur de risque, une méthode de
détection d’anormalités, une technique d’esti-
mation d’incertitude d’un classifieur basé sur
des réseaux neuronaux, et une méthode de
transfert de connaissances depuis mammo-
graphie 2D vers l’imagerie de tomosynthèse.
Nos méthodes contribuent notamment à l’état
de l’art des méthodes d’apprentissage faible
et ouvrent des nouvelles voies de recherche.

Title: Deep learning for computer-aided early diagnosis of breast cancer

Keywords: Deep learning, Breast Imaging, Classification, Segmentation, Weak supervision

Abstract: Breast cancer has the highest inci-
dence amongst women. Regular screening al-
lows to reduce the mortality rate, but creates a
heavy workload for clinicians. To reduce it, the
computer-aided diagnosis tools are designed,
but a high level of performances is expected.
Deep learning techniques have a potential to
overcome the limitations of the traditional im-
age processing algorithms. Although several
challenges come with the deep learning ap-
plied to breast imaging, including heteroge-
neous and unbalanced data, limited amount of
annotations, and high resolution. Facing these

challenges, we approach the problem from
multiple angles and propose several methods
integrated in complete solution. Hence, we
propose two methods for the assessment of
the breast density as one of the cancer devel-
opment risk factors, a method for abnormality
detection, a method for uncertainty estimation
of a classifier, and a method of transfer knowl-
edge from mammography to tomosynthesis.
Our methods contribute to the state of the art
of weakly supervised learning and open new
paths for further research.
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