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4.2.3.2 von Kármán spectrum model . . . . . . . . . . . . . . . . . . 4-8

4.3 Experimental S-PIV campaign . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-8
4.3.1 Radiator and FOV locations . . . . . . . . . . . . . . . . . . . . . . . . 4-8
4.3.2 Stereo-PIV setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-10
4.3.3 Image acquisition and processing . . . . . . . . . . . . . . . . . . . . . 4-12

4.4 Uncertainty quantification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-13
4.4.1 Peak-locking uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . 4-14
4.4.2 Calibration uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-14
4.4.3 Particle-slip uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . 4-14
4.4.4 Planar-PIV uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-15
4.4.5 Statistical convergence uncertainty . . . . . . . . . . . . . . . . . . . . . 4-15

4.5 Aerodynamic results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-16
4.5.1 Isocontours of mean quantities . . . . . . . . . . . . . . . . . . . . . . . 4-16



ix

4.5.2 Mean velocity and turbulence intensity horizontal cuts . . . . . . . . . . 4-17
4.5.3 Flow isotropy and homogeneity assessment . . . . . . . . . . . . . . . . 4-18

4.5.3.1 Fluctuating velocity ratios evolution . . . . . . . . . . . . . . 4-18
4.5.3.2 Skewness and kurtosis evolution . . . . . . . . . . . . . . . . 4-19
4.5.3.3 Invariant maps . . . . . . . . . . . . . . . . . . . . . . . . . . 4-20
4.5.3.4 Transverse velocity and turbulent-intensity profiles . . . . . . . 4-21

4.5.4 Autocorrelations and integral length scales . . . . . . . . . . . . . . . . 4-22
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4.5.6 Error evaluation related to the von Kármán model use . . . . . . . . . . . 4-25

4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-28
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-30

5 Sweep-angle effect on low-order acoustic prediction 5-1
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-1
5.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-2
5.3 Numerical simulation of the low-speed fan . . . . . . . . . . . . . . . . . . . . . 5-3

5.3.1 Inlet turbulence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-5
5.3.2 Boundary-layer parameters . . . . . . . . . . . . . . . . . . . . . . . . . 5-7

5.4 Noise prediction methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-9
5.4.1 Noise emitted by rotating blades . . . . . . . . . . . . . . . . . . . . . . 5-9
5.4.2 Leading-edge noise formulation . . . . . . . . . . . . . . . . . . . . . . 5-9
5.4.3 Trailing-edge noise formulation . . . . . . . . . . . . . . . . . . . . . . 5-12
5.4.4 Generalized Corcos’ model . . . . . . . . . . . . . . . . . . . . . . . . . 5-13
5.4.5 Semi-empirical wall-pressure models . . . . . . . . . . . . . . . . . . . 5-14

5.4.5.1 Goody’s model . . . . . . . . . . . . . . . . . . . . . . . . . . 5-14
5.4.5.2 Rozenberg’s model . . . . . . . . . . . . . . . . . . . . . . . 5-14
5.4.5.3 Lee’s model . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-15

5.5 Acoustic far-field results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-15
5.5.1 Noise distribution over the strips . . . . . . . . . . . . . . . . . . . . . . 5-17
5.5.2 Leading-edge upstream extraction location . . . . . . . . . . . . . . . . 5-19
5.5.3 LE and TE noise comparison with experimental PSD . . . . . . . . . . . 5-19
5.5.4 Sensitivity study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-19

5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-20
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-21

6 General conclusions 6-1
6.1 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6-3

A Micro-perforated plates modeling review A-1
A.1 MPPs physical description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A-1
A.2 MPPs modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A-2
A.3 Dissipation mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A-2
A.4 Internal viscous contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . A-2
A.5 External viscous contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . A-3
A.6 Non-linear contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A-4
A.7 Flow-interaction contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . A-4



x

A.8 MPP absorbing coefficient and cavity-length depth . . . . . . . . . . . . . . . . A-5
A.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A-5
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A-6



List of Figures

1.1 Noise sources in construction machinery: analysis taken from [20]. . . . . . . . . 1-2
1.2 The automotive module is located in the underhood compartment of the car (a). It

is composed of a fan, held by its shroud and by an upstream heat exchanger stack
(b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1-3

2.1 Three typologies of fans produced by the ebm-papst manufacturer group are shown.
This work is focused on the axial fans for automotive engine-cooling applications. 2-2

2.2 The moving surface S is defined where F = 0 within the volume V , dividing the
regions 1 and 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-4

2.3 Aerodynamic fan noise mechanisms of broadband and tonal nature. . . . . . . . 2-9
2.4 Common noise mechanisms in automotive cooling modules: tonal mechanisms in

green and broadband mechanisms in blue. . . . . . . . . . . . . . . . . . . . . . 2-10
2.5 Example of noise frequency spectrum measured in an anechoic laboratory with a

cut-off frequency equal to 200 Hz. The tonal peaks due to the BPF and harmonics
are indicated with orange ellipsoids, whereas the background noise is plotted in red.2-11

2.6 Most relevant broadband noise emitted by an axial fan rotating at the nominal
condition: (a) turbulence-interaction or leading-noise; (b) trailing-edge or self-
noise; (c) tip-leakage or ring-gap noise. . . . . . . . . . . . . . . . . . . . . . . 2-12

2.7 Two-dimensional sinusoidal gust impinging over a flat plate over which the Carte-
sian reference frame is defined with the coordinates of the sources yi and the lis-
tener xi; image is taken from [13]. . . . . . . . . . . . . . . . . . . . . . . . . . 2-12

2.8 (a) Two-bladed instrumented fan produced by CETIAT and used by Rozenberg
in [43]. (b) Validation of the trailing-edge noise Amiet’s theory, adapted to rota-
tion, with respect to the far-field noise directivity measurements [40]. . . . . . . . 2-17

2.9 Q-factor iso-surfaces in the rotor frame of reference carried out with an LBM
solver in [52] (a), and obtained with a 3D unsteady RANS approach (where Ωr is
the relative angular velocity between the fan rotation and the backflow) in [34] (b). 2-19

2.10 Sound power spectra of one of the forward-skewed fans exposed to inflow dis-
tortions using turbulence grids achieved and plotted in [57]. Grid 1 is the fine
rectangular grid, whereas grid 2 is the coarse one. . . . . . . . . . . . . . . . . . 2-21

3.1 Automotive cooling module installed on the middle wall of the ALCOVES ane-
choic chamber : (a) Fan Alone -FA- configuration (b) Full Module -FM- configu-
ration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-5

3.2 ALCOVES anechoic chamber sketch adapted from Dominique et al. [42] . . . . 3-6
3.3 (a) Position of the microphone array in the ALCOVES upstream room with respect

to the axial fan. (b) 64 microphones Dougherty array employed for the campaign. 3-7



xii

3.4 Performance curves for the automotive cooling module (a) Chosen unsealed op-
erational points (OP) for the full module (FM) and fan alone (FA) configurations.
(b) Effect of sealing the open gap between the casing and the heat exchanger. . . 3-8

3.5 Experimental setup for the directivity measurements at UdeS. . . . . . . . . . . . 3-9
3.6 (a) 60 microphones array for the source localization measurements at UdeS. (b)

64 electret microphones are shown for the VKI antenna. . . . . . . . . . . . . . . 3-10
3.7 Scheme of the benchmark datasets containing the projection of the microphones

(black dots) in the x-y plane and the rotating point sources (red dots): (a) one
rotating point source with constant angular rate and (b) three rotating point sources
at a varying angular rate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-11

3.8 ROSI sound maps for f1/3 = 5 kHz for subcase A corresponding to a monopolar
synthetic source rotating at a fixed angular rate (a) and for subcase B correspond-
ing to three monopolar synthetic sources rotating at a varying angular rate (b). . . 3-12

3.9 Integrated relative spectra for subcase A corresponding to a monopolar synthetic
source rotating at a fixed angular rate (a) and for subcase B corresponding to three
monopolar synthetic sources rotating with the varying angular rate (b). . . . . . . 3-13

3.10 Far-field acoustic spectra recorded at VKI by the microphone aligned with the
center of the fan at a distance of 2.5dfan of the fan alone (FA) and full module
(FM) cases for the low (a), optimal (b), and high (c) airflow working points. The
comparison between the FM VKI case at 1 kg s−1 and the UdeS FM case at 3400
rpm is shown in (d). The rotational speed for all the VKI cases is 3400± 50 rpm. 3-15

3.11 Directivity results obtained at UdeS. (a) SPL of the antenna most centered micro-
phone 1 at various rpm. (b) Normalized SPL by rpm5 versus frequency normalized
by BPF. Normalized SPL by rpm5 (c) and rpm4(d) versus Strouhal number based
on the tip chord. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-16

3.12 Frequency versus observation angle θ map at 3400 rpm. . . . . . . . . . . . . . . 3-17
3.13 Comparison between sound-localization maps at different frequency bands: (left

column) sound maps calculated at UdeS for the FM at ∆P = 0 Pa, and (right
column) sound maps carried out at VKI for the FM at qm = 1 kg s−1. . . . . . . 3-18

3.14 Comparison between sound-localization maps at different frequency bands: (left
column) sound maps calculated at UdeS for the FM at ∆P = 0 Pa, and (right
column) sound maps carried out at VKI for the FM at qm = 1 kg s−1. . . . . . . 3-19

3.15 Comparisons between the VKI FM-case operating at qm = 1 kg s−1 and the FM
UdeS-case working at ∆P = 0 Pa. In (a), the integrated spectra (solid lines) and
the single-microphone spectra (dashed lines) are depicted. In (b), the relative dif-
ferences of the reconstructed Lp by ROSI and the one recorded by the microphone
aligned with the center of the fan. . . . . . . . . . . . . . . . . . . . . . . . . . 3-20

3.16 Sound-localization maps carried out at VKI at 6.3 kHz varying the operating con-
dition in a full-module (left column) or fan-alone configuration (right column). . 3-21

3.17 The FA and FM integrated spectra (solid lines) and the single-microphone spectra
(dashed lines) are compared varying the operating condition. The circles represent
the relative differences of the reconstructed Lp by ROSI and the one recorded by
the microphone aligned with the center of the fan. . . . . . . . . . . . . . . . . . 3-22

3.18 Relative differences in sound pressure level for each blade with respect to the
reference value Lp,ref(1/3) and the numbered blades of the fan. . . . . . . . . . . 3-24



xiii

4.1 (a) Front view of the automotive heat exchanger produced by the French cooling-
systems manufacturer-company Valeo. (b) Adapted from [7], close-up view of the
cooling flat tubes, containing the cooling fluid, and of the fins and louvers that are
used to increase the heat-transfer efficiency. . . . . . . . . . . . . . . . . . . . . 4-2

4.2 Lumley triangle map description. The realizable turbulence states are represented
as a function of the invariants II and III. . . . . . . . . . . . . . . . . . . . . . . 4-7

4.3 (a) Upstream side of the heat exchanger installed on the partition wall of the AL-
COVES laboratory. (b) The circular shape of the fan shroud. . . . . . . . . . . . 4-9

4.4 (a) Close-up view of the radiator grid; the mesh-size is defined as the hydraulic
diameter of the isosceles triangles of base b and height h. (b) Radiator geometrical
parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-9

4.5 Two different configurations for the cases considered: (a) Radiator alone (RA); (b)
Radiator with circularly-holed panel (PR). In each case, the FOV is located in the
middle between two following cooling pipes. . . . . . . . . . . . . . . . . . . . 4-10

4.6 (a) LaVision Imager Intense, (b) Nikon Micro-NIKKOR 105 mm lens. . . . . . . 4-11
4.7 3D representation of the S-PIV Setup inside the ALCOVES anechoic chamber. . 4-11
4.8 (a) FOV closeup representation over the x − y plane. (b) Top-view sketch of the

setup for the z = 0 cm configuration. . . . . . . . . . . . . . . . . . . . . . . . . 4-12
4.9 (a) Views of the calibration plate from Camera 1 and Camera 2. (b) Calibration

plate installed in the ALCOVES lab. . . . . . . . . . . . . . . . . . . . . . . . . 4-12
4.10 Raw image example, where the radiator outlet is on the right: (a) before back-

ground removal, (b) after background removal. . . . . . . . . . . . . . . . . . . 4-13
4.11 (a) Harmonic-oscillating frequency as a function of the modulation error for par-

ticles of 1 and 2 µm diameters. (b) Statistical convergence of the turbulent root-
mean-square velocity components against the number of images. . . . . . . . . . 4-15

4.12 Streamwise average velocity fields were obtained with stereo-PIV for the radiator-
alone (RA) and the panel-and-radiator (PR) cases. The fan would be located at
x/M = 12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-17

4.13 In-plane crosswise average velocity fields were obtained with stereo-PIV for the
radiator-alone (RA) and the panel-and-radiator (PR) cases. The fan would be lo-
cated at x/M = 12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-18

4.14 Out-of-plane crosswise average velocity fields were obtained with stereo-PIV for
the 4 studied FOVs. The fan would be located at x/M = 12. . . . . . . . . . . . 4-19

4.15 Average turbulent kinetic energy fields were obtained with stereo-PIV for the
radiator-alone (RA) and the panel-and-radiator (PR) cases. The fan would be lo-
cated at x/M = 12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-20

4.16 Horizontal cuts of the mean streamwise velocity (a), of the in-plane crosswise
mean velocity (b), of the out-of-plane crosswise mean velocity (c), and of the
turbulence intensity (d). Dashed lines are the horizontal cuts at y/M = 5, whereas
solid lines are the vertical mean of all horizontal cuts. . . . . . . . . . . . . . . . 4-21

4.17 The root-mean-square velocity ratios are reported for the 4 studied FOVs in (a),
(b), and (c). Dashed lines are the horizontal cuts at y/M = 5, whereas solid lines
are the vertical mean of all horizontal cuts. In (d), the skewness and kurtosis of
urms are reported for the RA z = 0 cm case. The triangles represent the horizontal
cut values at y/M = 5, whereas the circles depict the mean of all the horizontal
cuts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-22



xiv

4.18 Three vertical locations at x/M = 0.58, 8.45, and 16.75 are chosen moving down-
stream from the radiator. The measuring points represented by circular symbols
in black, red, and blue, are utilized to build the invariant maps on the right, for the
cases at z = 0 cm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-23

4.19 Three vertical locations at x/M = 0.58, 8.45, and 16.75 are chosen moving down-
stream from the radiator. The measuring points represented by circular symbols
in black, red, and blue, are utilized to build the invariant maps on the right, for the
cases at z = 10 cm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-24

4.20 Three vertical locations are chosen at x/M = 0, 8, and 16 to plot the mean stream-
wise velocity U(y) and the turbulence intensity Tq(y) against the y-axis. These
quantities are normalized by the vertical mean of each profile. . . . . . . . . . . 4-25

4.21 (a) Out-of-plane crosswise velocity snapshot with the square box (dashed black
line) where the 2D analysis is carried out. (b) Autocorrelations Ruu and Rvv cuts
along the normalized axes ξ/M and ν/M . (c) and (d): autocorrelation functions
contour maps for Ruu and Rvv, respectively. . . . . . . . . . . . . . . . . . . . . 4-26

4.22 2D experimental turbulent spectra compared with the von Kármán turbulence
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T period of time

t MPP thickness, Appendix A

t time

t′ emission time

tc characteristic time

Tq turbulence intensity

T vaq vertical average of Tq

Tij Lighthill’s tensor

U boundary-layer velocity, Chapter 5

U mean streamwise velocity component, Chapter 4

u particle velocity, Appendix A

u streamwise velocity component, Chapter 4



xxiv
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Summary

The mitigation of urban noise pollution, due to automobiles among other things, is a growing
international concern, as exposure to noise at high levels or for long periods of time can lead to
physical and mental health problems. This research work focuses on broadband noise emitted by
fan cooling modules, used for engine temperature control. Several mechanisms responsible for
noise generation are present in such applications due to the aerodynamic interaction between the
airflow and the fan blades. Three broadband noise mechanisms dominating the acoustic spectra are
identified in the literature review, namely: trailing-edge noise, turbulence-interaction noise, and
tip-clearance noise. First, this work proposes to estimate the relative importance between these
mechanisms, especially in the presence of the radiator upstream of the propeller. Indeed, its influ-
ence on the modification of the flow through the radiator and on the resulting aerodynamic sound
sources is not yet clearly defined. Direct sound measurement and rotating acoustic beamforming
techniques are being implemented at the von Karman Institute for Fluid Dynamics in Belgium and
at the University of Sherbrooke in Canada. The obtained sound-localization maps indicate that
the radiator has a negligible effect on the source position, which is always located at the leading
edge of the blade tip when the operating conditions of the fan used vary. This experimentally
validates the high-fidelity simulations available in the literature and extends the importance of the
tip-clearance noise to high frequencies. Since the effect of the radiator is not restricted to its in-
fluence on the acoustics, an experimental campaign was conducted to characterize the turbulent
flow downstream of the fan, exploiting a stereoscopic PIV technique. For the analyzed cases, a
maximum turbulence intensity production of about 15% is measured, decreasing to 6% at the po-
sition corresponding to the fan location. Significant levels of anisotropy and non-homogeneity are
found here, requiring an analysis of the applicability of the isotropy-based von Kármán turbulence
model, typically used in noise prediction methods. The results indicate that this model approaches
reasonably well the two-dimensional turbulence spectra in most cases. In the second part of the
thesis, a review of previous work shows that high-fidelity simulations, although accurate, are still
too expensive when aeroacoustics is taken into account in industrial pre-design optimization pro-
cesses. A low-order technique capable of predicting the broadband noise of fans is developed
here. In order to understand the influence of the blade curvature on the acoustic prediction, the
case of the isolated fan is chosen to be studied numerically. Stationary 3D RANS simulations are
computed as input data for a semi-analytical approach, based on Amiet’s theory, adapted to the
rotational case, and extended to include blade sweep effects. The results obtained are in agree-
ment with the experimental data at high frequencies. However, the stationary approach used does
not allow the simulation of the large turbulent structures that develop at the tip of the blade, thus
underestimating the low and medium frequencies. The sweep angle is a parameter that should
be considered in the early stages of design, as it attenuates the noise emissions and changes the
dominant sources along the blade.

Keywords: aeroacoustics, turbulence, broadband fan noise, automotive cooling system, rotating
source localization, stereoscopic PIV, Amiet’s theory, sweep angle.





Résumé

L’atténuation de la pollution sonore urbaine, causée entre autres par les automobiles, est une
préoccupation internationale croissante, car l’exposition au bruit à des niveaux élevés ou pen-
dant de longues périodes peut conduire à des problèmes de santé physique et mentale. Ce travail
de recherche se concentre sur le bruit à large bande émis par les modules de refroidissement par
ventilateur, utilisés pour la régulation de la température du moteur. Plusieurs mécanismes respon-
sables de la génération de bruit sont présents dans de telles applications en raison de l’interaction
aérodynamique entre le flux d’air et les pales du ventilateur. Trois mécanismes sonores à large
bande dominant les spectres acoustiques sont identifiés dans la revue de la littérature, à savoir : le
bruit de bord de fuite, le bruit d’interaction de turbulence et le bruit de jeu en bout de pale. Dans un
premier temps, ce travail se propose d’estimer l’importance relative entre ces mécanismes, notam-
ment en présence du radiateur en amont de l’hélice. En effet, son influence sur la modification de
l’écoulement qui traverse le radiateur et sur les sources sonores aérodynamiques résultantes ne sont
pas encore clairement définies. Des techniques de mesure directe du son et d’antennerie acoustique
en rotation sont mises en œuvre à l’Institut von Karman de dynamique des fluides, en Belgique,
et à l’Université de Sherbrooke, au Canada. Les cartographies de localisation sonore obtenues
indiquent que le radiateur a un effet négligeable sur la position des sources, demeurant au bord
d’attaque de l’extrémité de la pale lorsque les conditions de fonctionnement du ventilateur utilisé
varient. Ceci valide expérimentalement les simulations haute-fidélité disponibles dans la littérature
et étend l’importance du bruit de jeu en bout de pale aux hautes fréquences. L’effet du radiateur
n’étant pas restreint à son influence sur l’acoustique, une campagne expérimentale a été menée
pour caractériser l’écoulement turbulent en aval du ventilateur, en exploitant une technique de PIV
stéréoscopique. Pour les cas analysés, une production maximale d’intensité de turbulence d’en-
viron 15% est mesurée, diminuant à 6% à la position correspondant au ventilateur. Des niveaux
significatifs d’anisotropie et de non-homogénéité sont retrouvés ici, nécessitant une analyse de
l’applicabilité du modèle de turbulence de von Kármán, habituellement utilisé dans les méthodes
de prédiction de bruit et étant basé sur l’isotropie de l’écoulement. Les résultats indiquent que ce
modèle approche raisonnablement bien les spectres de turbulence bidimensionnelle dans la plupart
des cas. Dans la deuxième partie de la thèse, une revue des travaux précédents montre que les si-
mulations haute-fidélité bien que précises, restent encore trop onéreuses lorsque l’aéroacoustique
est prise en compte dans les processus d’optimisation industrielle de préconception. Une technique
d’ordre inférieur capable de prédire le bruit large bande des ventilateurs est ici développée. Afin
de comprendre l’influence de la courbure des pales sur la prédiction acoustique, le cas du ventila-
teur isolé est choisi pour être étudié numériquement. Des simulations RANS 3D stationnaires sont
utilisées comme données d’entrée d’une approche semi-analytique, basée sur la théorie d’Amiet,
adaptée au cas de la rotation et étendue pour inclure les effets de flèche de la pale. Les résultats
obtenus sont en accord avec les données expérimentales aux hautes fréquences. Cependant, l’ap-
proche stationnaire utilisée ne permet pas de simuler les grandes structures turbulentes qui se
développent à l’extrémité de la pale, sous-estimant dès lors les basses et moyennes fréquences.
L’angle de flèche est un paramètre qui mérite d’être pris en compte dès les premières étapes de
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la conception, car il atténue les émissions sonores et modifie les sources dominantes le long de la
pale.

Mots-clés : aéroacoustique, turbulence, bruit de ventilateur à large bande, système de refroidis-
sement automobile, localisation des sources rotatives, PIV stéréoscopique, théorie d’Amiet, angle
de flèche.
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Vincent Fitzgerald Giangaspero, Zoé Jardon, Dr. Maria Faruoli, Michele Capriati, Dr. Charline
Fouchier, Adriana Enache, Dr. Daniel Guariglia, Dr. Stefania D’Aria, Dr. Lionel Hirschberg, Dr.
Florian Danvin, Rebecca Torpey, Domenico Fiorini. I have precious memories with each of you
that I hold on to. Thanks to all the members of our fantastic aeroacoustics team at VKI: especially
to Dr. Yakut Cansev Kucukosman, Dr. Georgios Bampanis, Joachim Dominique, Kartik Venka-
traman, for the many conversations and advice. A special thank you goes to the most important
member of the ZaZa Team, Dr. Riccardo Zamponi. I have a thousand memories with you, from
travels around the world to office chats, shared dreams, and (unfortunately!) shared beds. Thank
you very much for all this.

Grazie agli amici che ho lasciato in Italia, nonostante la lontananza continuate ad essere fonda-
mentali per me. In particolare, grazie a Matteo Gaidano, Rosario Valentino, Maria Grazia Lugano,
Alberto Faravelli, Marco Oddone. Grazie infinite a tutta la mia famiglia, in particolare ai nonni ed
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1
Introduction

Aerodynamic noise emitted by rotating machinery is a critical concern in several industrial sec-
tors. Often, these machines are used to cool combustion engines [1, 2] or electric batteries [3] as
in the case of the ground transportation sector; to regulate the temperature inside civil buildings or
industrial plants (HVAC sector) [4, 5], or to cool electronic components [6–8], such as laptops and
desktops. In the aeronautical field [9, 10], rotating machines are typically used to propel airplanes
and helicopters, whereas wind turbines exploit the force of the wind to produce electrical power
through the rotation of the blades [11, 12]. Although most of the sound measurement and predic-
tion techniques developed in this manuscript are extendable to several of the aforementioned areas,
in this work we focus on the flow-induced noise emitted by fans typically used to cool automotive
engines. As reported in [13] and in Figure 1.1, fan noise is of primary importance with respect to
other sources of the vehicle overall noise like the engine, transmission, tire, mechanical, or exhaust
contributions. In traffic idle conditions it can become the most dominant [14]. Furthermore, also in
railways noise investigations [15, 16], in standstill and acceleration cases, the fan and engine noise
must be accounted for. In the context of urban noise pollution, transport vehicles are the main
source of noise. There is an increasing tightening of international regulations due to studies link-
ing noise pollution to health problems. In [17, 18], traffic noise was reported as the second highest
environmental risk for mental and physical health after air pollution, becoming of great concern to
policy-makers in Europe. Noise-related sleep disturbance and annoyance1 are the most common
symptoms of physical and psychological stress, as reported by Ouis [19]. A relationship between
ischaemic heart disease (IHD) and traffic noise exposure has been reported with high-quality epi-
demiological evidence by van Kempen et al. [21]. The study shows an increased risk of 1.08% per
10 dB increase of noise, with a 95% confidence level. Other investigations on cardiovascular dis-
eases, in particular about the incidence of stroke [22–24], identified an augmented risk of 1.14%
per 10 dB noise increase, with a 95% confidence level. In 2018, the World Health Organization
(WHO) Regional Office for Europe [25], decided to adhere to a 5% as the relevant risk increase
for IHD and 10% for hypertension. These risks are impressive when compared to the WHO air
quality guidelines for fine particulate matter (PM2.5) [26] which consider an increased risk of IHD

1Noise annoyance is described as a feeling of a nuisance, irritation, displeasure caused by long-exposure to unwanted
sounds.
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Figure 1.1: Noise sources in construction machinery: analysis taken from [20].

incidence of the same order of magnitude 5-10%. A thorough summary of European and global
noise regulations can be found in [27]. Hereafter, we report only two of the recommendations
given by the WHO Regional Office for Europe [25]. Regarding road traffic noise, they strongly
recommended that, in case of average noise exposure, the sound levels must be kept below 53 dB
in order to avoid adverse health effects. This value is further reduced to 45 dB during night time.
These tight requirements can be mitigated by reducing the noise exposure of people by means of
anti-propagation or insulation measures. Nevertheless, most of the European regulations focus on
the mitigation of the acoustic source [27]. This is because at-source measures have the greatest
potential to reduce exposure to urban acoustic pollution [28] and are generally more cost-effective
than those designed to hamper the noise propagation [29]. As a result, automotive manufactur-
ers have a great interest in producing vehicles whose design has taken acoustics into account. In
addition to international regulations, ground vehicles manufacturers are careful to evaluate other
factors that make their products more appealing to potential customers. These include, for exam-
ple, reliability, safety, styling, ecological impact, and performance. Vehicle noise and vibration are
some of the key factors that customers are interested in evaluating when they intend to purchase an
automobile [30]. This is because customers associate the level of noise and vibration with driving
comfort and product quality and reliability. Hence, we comprehend that there is a keen incentive
to mitigate urban traffic noise, both for clinical and regulatory reasons and because of the comfort
and quality of the product to be sold. As such, we are motivated to investigate and quantify the
sound generation mechanisms that characterize such cooling units, given that in some conditions
the engine fan is the major source of noise of the vehicle.

The automotive cooling modules are located in the underhood compartment of the car, as Fig-
ure 1.22(a) shows, and are typically composed of a low-speed cooling fan used to cool down a
heat exchanger or radiator by extracting hot air out of it. Low speed because the blade tip angular
velocity is highly subsonic (Mach number is usually below 0.1) and the chord-based Reynolds
number falls within the range 104 ≤ Rec ≥ 5 × 105. As a consequence, the flow is incompress-
ible and partially or totally transitional over the whole span of the blade. Since it is necessary to
optimize the heat extraction over the radiator surface, we are more interested in moving a large
airflow rather than increasing pressure. Axial fans are generally used for this purpose [31]. These
are typically molded from plastic, so as to allow more freedom in shapes. Unlike turbofans, for
example, these ventilators are unducted and have low solidity, i.e., the blades hardly overlap. This

2These images were taken from the presentation of the work by Henner et al. from Valeo at the ISROMAC Confer-
ence, Online Event, 2020.
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Figure 1.2: The automotive module is located in the underhood compartment of the car (a). It is composed
of a fan, held by its shroud and by an upstream heat exchanger stack (b).

causes secondary flows to occur, e.g., the flow recirculation at the tip of the blades, which are
crucial in noise generation. As a consequence, several sound generation mechanisms such as,
e.g., the fan self-noise, the fan tip noise, the sound generated by the flow distortion caused by the
shroud converging section can occur3. Cooling systems are thus very interesting to study from an
aeroacoustic point of view. Also, fans are typically located at the suction-side of a radiator (or a
radiator stack [32]) in a puller configuration. Radiators are made up of a metal core that consists
of cooling pipes where the refrigerant fluid flows and fins (or slats, or lamellas) that facilitate the
heat transfer. The latter is then further enhanced by the presence of louvers triggering the tur-
bulence within the radiator core. As such, the upstream presence of the radiator affects the type
of flow that impinges on the fan, particularly the degree of flow distortion and turbulence inten-
sity. As discussed later in Section 2.6, turbulence-interaction noise is one of the dominant sound
mechanisms in these systems [33]. Although there have been many research studies examining
the sound generation mechanisms for fan-alone configurations, both numerical and experimental,
few have focused on the modifying effect of acoustic sources due to the installation of an upstream
radiator. The installation effects caused by the heat exchanger on the noise generation in different
fan operating conditions is a matter of study in this manuscript.

In addition to the experimental study of fan sound sources, in this work, we are also interested
in their prediction and modeling. Aeroacoustic prediction problems through numerical simulation
are globally divisible into two categories [34]: direct methods and hybrid methods. The former
allows solving the acoustic and flow fields simultaneously while solving the compressible flow
equations. The Direct Numerical Simulation (DNS) approach, which solves even the smallest
flow scales, or the Large-Eddy Simulation (LES) approach, which models the smallest scales and
solves the largest, both have a very high and usually prohibitive computational cost. The axial
fans investigated here have high Reynolds numbers and low Mach numbers. Consequently, there
is a great disparity between turbulent scale amplitudes and acoustic wave numbers, making it nec-
essary to use extremely fine and adaptable meshes. Concurrently, when the receiver is located far
from the sound source, the computational domain widens and the computational cost increases
dramatically. Thus, direct approaches are typically impractical for engineering purposes. As ex-
plored in more detail in Chapter 2, out of this category, only Lattice Boltzmann methods have

3The sound generation mechanisms concerning low-speed fans are addressed in detail in chapter 2.
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found employment and will be increasingly popular in the future. The alternative to the direct ap-
proach is the hybrid approach, i.e., splitting the flow computation in the near-field, followed by the
propagation of the acoustic sources in the far-field. The main assumption of this methodology is
that the sound field has no influence on the flow field, yet it is from the latter that the noise sources
are generated. A clear advantage of this decoupling is the opportunity to use an incompressible
approach to solve the near-field of highly subsonic flows. Furthermore, it is unnecessary to extend
the computational domain to the far-field to include the receiver within it. Hybrid approaches thus
have a much lower computational cost than direct methods. In the industrial pre-design phases,
there is a tendency to use multiphysics approaches with as little reliance on trial and error test-
ing as possible. This is in order to speed up the conception and development phase of a product
such as an automotive cooling module. There is great interest in including also acoustic field cal-
culations in design optimization cycles. Since aeroacoustic calculations are typically expensive
in terms of computation time, here we are interested in developing low-order methodologies that
can be used in the industrial conception chain of a low-speed cooling fan. In particular, a hybrid
approach will be implemented exploiting three-dimensional RANS steady-state computations to
compute the sound sources. It will be coupled with semi-analytical methods, originally devel-
oped to predict the broadband sound emitted by steady airfoils. This approach has already been
adopted [35] in order to predict turbulence-interaction noise and self-noise. However, in this work,
we will include the blade sweep angle in the prediction methodology. Swept blades have been em-
ployed in previous work as a technique for alleviating fan noise [36] by phase-shift canceling the
noise generated at different blade radial stations [37]. Moreover, sharp reductions concerning the
turbulence-interaction noise obtained with swept blades in dirty inflow environments are achieved
in [38, 39]. The sweep angle is considered a key factor whose acoustic and aerodynamic effect
needs to be known from the early stages of development, where the detailed geometry of the final
fan design has not yet been made available. In this work we exploit recent analytical develop-
ments in the treatment of turbulence-impingement noise [40] and self-noise [41] on steady swept
profiles, implementing them in the proposed fan noise prediction methodology.
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1.1 Objectives and outline of the thesis

We can state explicitly the three main objectives that this thesis aims at achieving:

1. Determine the influence that the upstream radiator has on sound sources and sound propa-
gation. In particular, we are interested in experimentally characterizing the turbulent flow
downstream of the radiator.

2. Identify and quantify the sound generation mechanisms that characterize the automotive
cooling module in real application conditions and at varying operating points.

3. Develop a low-order acoustic prediction methodology that accounts for blade sweep angle
and predicts turbulence-interaction and self-noise.

This by coupling three-dimensional steady RANS simulations with semi-analytical Amiet
theory, properly modified to take into account blade rotation via a strip approach.

In Chapter 2, the literature review concerning the study of fan noise is conducted, focusing on the
mechanisms of broadband sound generation, as well as the experimental, numerical, and analytical
investigation techniques that are used to study this type of system. In addition, the characteristics
of the ALCOVES anechoic laboratory and the fan-driven automotive cooling system studied here-
after are presented. In Chapter 3, we conduct an experimental acoustic analysis using direct and
rotating-beamforming sound measurements in order to investigate the influence of the radiator on
the acoustic field under varying fan operating conditions. Furthermore, the dominant sound mech-
anisms will be identified and quantified by comparing acoustic measurements obtained from dif-
ferent experimental campaigns. Chapter 4 characterizes the turbulent flow produced downstream
of the radiator through a stereoscopic particle image velocimetry (stereo-PIV) experimental cam-
paign. The applicability of the von Kármán turbulence spectrum model will be discussed along
with the characterization of the level of isotropy and homogeneity of the flow produced past the
radiator. In Chapter 5, the low-order hybrid aeroacoustic methodology is developed to analyze the
effect of sweep angle on the modeling of trailing- and leading-edge noise emitted by the fan. A
complementary sensitivity study gives an indication of the importance of key parameters typically
used in this type of hybrid approach. Ultimately, general conclusions and future perspectives are
discussed in Chapter 6.

References

[1] Min-Jun Park and Duck-Joo Lee. Sources of broadband noise of an automotive cooling fan.
Applied Acoustics, 118:66–75, 2017.

[2] Manuel Henner, Bruno Demory, Mohamed Alaoui, Maxime Laurent, and Benjamin Be-
hey. Effect of Blade Curvature on Fan Integration in Engine Cooling Module. Acoustics,
2(4):776–790, October 2020.

[3] Antoine Minard, Adrien Vidal, Christophe Lambourg, and Patrick Boussard. Sound synthesis
of fan noise and modelling of its perception in car passenger compartment. 04 2015.

[4] Wenhua Chen, Shichao Liu, Yunfei Gao, Hui Zhang, Edward Arens, Lei Zhao, and Junjie
Liu. Experimental and numerical investigations of indoor air movement distribution with an
office ceiling fan. Building and Environment, 130:14–26, February 2018.



1-6 INTRODUCTION
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2
Fan-driven automotive module noise

The aim of this chapter is to introduce the reader to the noise emitted by low-speed cooling fans, as
well as its measurement and modeling. We will first discuss the fundamental equations describing
the fan aerodynamic noise and the most influential noise generating mechanisms; then we will go
through the literature review concerning previous experimental, numerical, and analytical works
on these cooling systems.

2.1 What is a fan?

According to the definition given by the ISO 13349:2010 norm [1], a fan is a rotary-bladed ma-
chine receiving mechanical energy and using it by means of one or more impellers fitted with
blades to maintain a continuous flow of air passing through it and whose pressure rise does not
exceed 30 kPa for a volumetric mass flow of 1.2 kg m−3. This upper limit has been chosen to
distinguish fans from compressors, which must exert a greater work per unit mass on the flow
(conventionally greater than 25 kJ kg−1) since their main task is to compress it by changing its
density. The prime function of a fan is, instead, moving large volumes of air at pressures sufficient
to exceed the resistance of the systems to which they are connected [2]. Several types of ventila-
tors have been developed and are employed industrially for different purposes; examples are given
in Figure 2.1. Among those, we identify the centrifugal fans, suitable for low flow rates and high
pressure. Here, the flow enters the impeller parallel to the rotation axis and exits it radially. They
are used to air condition buildings or vehicles, as well as heaters or home appliances. The tan-
gential or cross-flow fans, used for very high flow rates encountering minimal resistance, work by
maintaining a vortex with its axis parallel to the shaft and its position close to the impeller circum-
ference. The outward portion of this air vortex is discharged through an outlet diffuser, thus the air
has to traverse twice the blade passage before exiting the system. These fans are valued for their
ease of integration and used in indoor air conditioning units and domestic ovens. Nevertheless,
in this work, we are particularly interested in studying the axial fans (or propellers), where the
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airflow remains fairly parallel to the rotation axis of the impeller1. In fact, the major component
of the blade force is here directed axially from the inlet to the outlet side, producing a pressure
rise across the fan. These machines are typically used to displace large air volumes for medium
pressure ratios. For this reason, they are suited to cool automotive radiators: for this application,
the required pressure difference across the fan never exceeds 1000 Pa [4].

Figure 2.1: Three typologies of fans produced by the ebm-papst manufacturer group are shown. This work
is focused on the axial fans for automotive engine-cooling applications.

2.2 How to measure sound?

When considering the concept of sound in physiology [5], we intend not only the pressure fluctu-
ations that propagate as waves, but also the perception of this signal through the auditory system
and its interpretation by the brain. In fact, humans’ hearing system has an uncanny ability to
detect pressure waves with amplitudes ranging from 20 µPa to 200 Pa, before reaching the pain
threshold. This corresponds in the air to an impressive wavelength variation from 17 mm to 17 m.
Therefore, the sensitivity of the ear can be based on a logarithmic scale, and it is measured on the
decibel scale. One can define the Sound Pressure Level (SPL) as [6]:

SPL = 10 log10

(
p2
rms/p

2
ref

)
, (2.1)

function of the ratio between the root mean square of the fluctuating pressure time history prms
and a reference pressure pref = 20 µPa, which is a value typically used when the propagation
medium is air. The root mean square pressure prms corresponds to the time-averaged square of
the pressure fluctuations: if we denote by p(t) the pressure at a point in the fluid, the pressure
fluctuation is defined with respect to the mean background pressure p0 as p′(t) = p(t)− p0. Thus,
we can write:

prms =

√
1

2T

∫ T

−T
(p(t)− p0)2 dt, (2.2)

where the integration period T must be large enough to include even the lowest frequencies con-
tained in the signal. As the human ear discerns sounds in a logarithmic way, typically differences
below 1 decibel are not perceived. It is convenient to group the frequency content by summing the

1It is not unusual though, especially at high pressure, to find relevant centrifugal forces in these machines, yielding
the fan wake to become radial [3].
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sound into one-third octave bands, which appear as equal-spaced intervals on a logarithmic scale.
An octave band in acoustics is the interval between one frequency and another with double its fre-
quency. Consequently, a third-octave band is the sum of the frequencies f on a band whose upper
limit is 21/3. The one-third octave band mid-frequencies can be written as fn = 1000×2(n−30)/3,
with n as given band number. Thus we can introduce an alternative definition of the SPL, useful
in the following, linking it to Spp(f), i.e., the one-sided auto-power spectral density of p:

SPL (fn) = 10 log10

∫ fn+∆f/2
fn−∆f/2 Spp(f)df

p2
ref

, (2.3)

where ∆f is the frequency bandwidth.

2.3 Electromagnetic and mechanical noise

The aerodynamic noise is by far the predominant component of fans’ acoustic emissions in most
cases and is the one studied in this manuscript. Nevertheless, we must mention other components
like electromagnetic motor noise and mechanical noise. The former is associated with the force
variations due to the variation of the motor magnetic field between the rotor and the stator [4].
These cause vibrations of the stator and the casing, which emit noise. This kind of noise is tonal
with peaks corresponding to multiple frequencies of the rotation frequency as well as to harmon-
ics of the double frequency of the electric network 2 · fe (where fe = 50 Hz in Europe). The
mechanical noise can arise due to an unbalance of the rotor (tonal noise at the rotation frequency
and harmonics), to the sliding of the bearings in case they have been badly lubricated, or to a bad
coupling between the rotor and the motor. These non-aerodynamic sound-producing mechanisms
may only be relevant at very low speeds and away from the typical operating conditions of ax-
ial fans. If any of these mechanisms were dominant at nominal rotational speeds, this would be
indicative of a malfunction of the fan system itself.

2.4 Ffowcs-Williams and Hawkings Analogy

In this section, we report the relevant derivation steps of the Ffowcs-Williams and Hawkings
aeroacoustic analogy in order to describe the sound-producing aerodynamic mechanisms and as-
sess the ones of most interest in the context of low-speed cooling fans. The pioneering work of
Lighthill [7], in which the exact equations of fluid dynamics are reformulated, allowed the dis-
tinction between acoustic sources and sound propagation and focused on the sound generated by a
turbulent jet [8]. The unsteady stream fluctuations are represented by a distribution of quadrupole
sources in the same volume. Replacing the flow fluctuations with equivalent acoustic sources is
what Lighthill defined as an analogy. Curle [9] extended Lighthill’s analogy by taking into ac-
count the effects of solid stationary surfaces while making use of the Kirchhoff boundary solution
to the homogeneous wave equation. It is in fact possible to predict aerodynamic noise from wall-
bounded flows by solving the wave equation together with relevant boundary conditions imposed
on the wall surfaces. Ffowcs-Williams and Hawkings [10] further extended Lighthill-Curle’s the-
ory by introducing moving surfaces. The key idea is that fluid motion and moving bodies are
replaced by equivalent sources radiating into undisturbed homogeneous and stagnant air. We
write the exact equations of motion of fluid under no external forces in the form suggested by



2-4 CHAPTER 2

Lighthill [7]:
∂ρ

∂t
+

∂

∂xi
(ρvi) = 0,

∂

∂t
(ρvi) +

∂

∂xj
(ρvivj + pij) = 0,

 (2.4)

where ρ is the density, pij is the stress tensor, c0 is the sound velocity in a fluid at rest, vi is the
velocity component in direction xi, with i = 1, 2, 3 2. The first of Eq. (2.4) is the continuity
equation, whereas the second is the momentum equation, and both are written in Cartesian form.
As shown in Figure 2.2, consider a fixed volume of fluid V and suppose it is divided into regions

Figure 2.2: The moving surface S is defined where F = 0 within the volume V , dividing the regions 1 and
2.

1 and 2 by a surface of discontinuity S moving within region 2 with velocity vs. If an equation
F (x, t) = 0 defines the surface S and its kinematics, and is such that F < 0 in region 1 and F > 0
in region 2, it is possible to re-write Eq. (2.4) in the sense of generalized functions:

∂ρ

∂t
+

∂

∂xi
(ρvi) = [ρ (vi − vsi)](2)

(1) δ(F )
∂F

∂xi
,

∂

∂t
(ρvi) +

∂

∂xj
(ρvivj + pij) = [ρvi (vj − vsj) + pij ]

(2)
(1) δ(F )

∂F

∂xj
,

 (2.5)

introducing the jump of a quantity [−]
(2)
(1) between regions 2 and 1. The one-dimensional delta

function δ(F ) is zero everywhere except where F = 0. The unit normal to the surface pointing
from region 1 to region 2 is defined as n = ∇F/|∇F | and depicted in Figure 2.2. Inside V
the fluid is at rest and so the density reduces to ρ0 and the pressure to p0. The flow velocity v
becomes equal to vs approaching the surface S from the outside, considering an impermeable
surface S. Eq. (2.5) are general forms of the equations governing the unbounded fluid and they are
valid everywhere. In fact, with no discontinuities such as the surface S, the mass and momentum
sources vanish, leading back to Eq. (2.4). The wave equation is obtained through the same steps

2Einstein notation is adopted where indices are repeated.
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of Lighthill’s analogy [7], yielding:

∂2ρ

∂t2
− c2

0

∂2ρ

∂x2
i

=
∂2

∂xi∂xj

(
ρvivj + p′ij − c2

0ρδij
)

− ∂

∂xi

(
p′ijδ(F )

∂F

∂xj

)
+
∂

∂t

(
ρ0vsiδ(F )

∂F

∂xi

)
,

(2.6)

with p′ij as the difference of the stress tensor from its mean value p0δij . Lighthill’s tensor Tij =

ρvivj+p
′
ij−c2

0ρ0δij can be recognized as the first source term. The terms ρ and Tij in Eq. (2.6) are
intended as generalized functions, i.e., that they are valid throughout V being equal to zero within
it and respectively equal to the density fluctuations and to the Lighthill’s tensor outside S. The first
source term on the right-hand side of Eq. (2.6) has a quadrupolar nature and represents the noise
due to the mixing and distortions around the solid bodies. The second source term is referred to
as loading noise, representing the dipolar sound emitted by the divergence of a vector field. The
third source term, characterized by a time derivative of a scalar quantity, has a monopolar nature
and is named thickness noise.

2.4.1 Wave equation solution using Green’s functions

The formalism of Green’s functions, briefly summarized below, can be used to solve the linear
wave equation. More details can be found in [6], for instance. Considering a uniform stationary
medium where the acoustic propagation is determined by the linear wave equation for the scalar
field variable ϕ:

∆ϕ− 1

c2
0

∂2ϕ

∂t′2
= Q, (2.7)

where a generic source distributionQ(y, t′) is given radiating in a volume of space V (t′), in which
moving surfaces S (t′) are present. Since the problem is linear, we are able to see the continuous
source as a combination of impulses emitted at a certain instant. For this, we employ the Green’s
function G(x, t | y, t′), defined as being the solution to the inhomogeneous equation:

∆G− 1

c2
0

∂2G

∂t′2
= −δ(x− y)δ

(
t− t′

)
, (2.8)

where the functions on the right-hand side of Eq. (2.8) represent Dirac delta functions.
G(x, t | y, t′) gives the relationship between the acoustic field at x and t, due to an impulsive
source of sound at y and t′. Considering periodic or stationary random processes, we ignore the
effect of initial conditions and we write the formal solution of the scalar field, as proposed in [11]:

ϕ(x, t) = −
∫ ∞
−∞

∫
V(t′)

G
(
x, t | y, t′

)
Q
(
y, t′

)
dydt′

−
∫ ∞
−∞

∫
S(t′)

{
G

(
∂

∂n
+
Vn
c2

0

∂

∂t′

)
ϕ− ϕ

(
∂

∂n
+
Vn
c2

0

∂

∂t′

)
G

}
dSy dt′.

(2.9)

In Eq. 2.9 the volume integral represents the direct radiation of the source distribution, whereas
the surface integral represents all effects of reflection and diffraction by the surfaces. The Green’s
function is not unique and depends on the boundary conditions of the specific problem. As such, its
expression must be known to explicitly solve Eq. (2.9). Employing the free-field Green’s function
G0, defined as:

G0

(
x, t | y, t′

)
=
δ (t′ − t+R/c0)

4πR
, (2.10)
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whereR = |R| = |x− y|, the surface integral vanishes for sources emitting in free space because
no boundaries are present. In the Ffowcs Williams and Hawkings’ analogy the solid surfaces are,
in fact, considered as equivalent sources, rather than boundary conditions. This leads to the general
free-field solution assumed in the following:

ϕ(x, t) = −
∫ ∞
−∞

∫
V(t′)

G0

(
x, t | y, t′

)
Q
(
y, t′

)
dydt′. (2.11)

Using the properties of the delta function, it is possible to reduce the time integral, yielding the
solution:

ϕ(x, t) = −
∫
V(t′)

Q (y, t+R/c0)

4πR
dy = −

∫
V(t′)

[Q]

4πR
dy, (2.12)

with the quantity t′ = t − R/c0 is the emission time or retarded time of the source at point y,
which is corresponding to a contribution at point x and at time t. The square brackets in Eq. (2.12)
are conventionally used to indicate a quantity evaluated at a retarded time.

2.4.2 Formal solution of the FWH’s equation

We make use of the free-field Green’s function 2.10 in order to solve Eq. (2.6) in an unbounded
medium at rest, as proposed by Ffowcs Williams and Hawkings [10]. With solid surfaces, it is
possible to write the formal solution after having made use of the general properties of convolution
products. Moreover, it is convenient to introduce a Lagrangian coordinate system η(y, t′), which
moves so that the surface S(t′) remains fixed in the η(y, t′) coordinate space [11]. The acoustic
density fluctuation at point x and time t is written as:

c2
0ρ
′(x, t) =

∂2

∂xi∂xj

∫ +∞

−∞

∫
V
Tij
(
η, t′

) δ (t′ − t+R/c0)

4πR
dηdt′

− ∂

∂xi

∫ +∞

−∞

∫
V

(
p′ijδ(f)

∂f

∂yj

)(
η, t′

) δ (t′ − t+R/c0)

4πR
dηdt′

+
∂

∂t

∫ +∞

−∞

∫
V
ρ0

(
Vsiδ(f)

∂f

∂yi

)(
η, t′

) δ (t′ − t+R/c0)

4πR
dηdt′,

(2.13)

where R = |x− y (η, t′)|. We can reduce the time integral exploiting the delta function proper-
ties, as done in Section 2.4.1, obtaining:

c2
0ρ
′(x, t) =

1

4π

∂2

∂xi∂xj

∫
Ve

[
Tij

R |1−Mr|

]
dη

− 1

4π

∂

∂xi

∫
S

[
Pi

R |1−Mr|

]
dη

+
1

4π

∂

∂t

∫
S

[
ρ0Vn

R |1−Mr|

]
dη,

(2.14)

where the quantities enclosed within square brackets are evaluated at the retarded time by inte-
grating over the external volume Ve and the body surfaces S. In Eq. (2.14), the net force exerted
on the fluid from each surface element is indicated with P, whereas Vn = vs · n is the normal
of the velocity field on the surfaces. The factor 1−Mr accounts for the Doppler effect related to
the projected motion on the line connecting the source to the observer Mr = M ·R/R, with the
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vectorial Mach number M . Eq. (2.14) presents a singularity for supersonic cases when Mr = 1,
discussed for instance in [12], hereafter ignored because we are interested in highly subsonic
blade tip velocities. We can notice that the third integral on the right-hand side of Eq. (2.14) has
a monopolar nature due to the time variation of ρVn over the surface S. Since we consider a
solid surface, this fluid displacement source can be nonzero only due to a time-varying surface
velocity at the emission time. Hence, this source is zero for a body in linear motion traveling at
subsonic speeds towards the listener, and sound is emitted only by virtue of retarded-time differ-
ences between the monopoles. Another expression, mathematically equivalent to Eq. (2.14), was
introduced in [10, 11] to write this monopolar term by means of volume integrals of dipoles and
quadrupoles over the inner volume Vi of the surfaces:

c2
0ρ
′(x, t) =

1

4π

∂2

∂xi∂xj

∫
Ve

[
Tij

R |1−Mr|

]
dη

− 1

4π

∂

∂xi

∫
S

[
Pi

R |1−Mr|

]
dη

− 1

4π

∂

∂xi

∫
Vi

[
ρ0Γi

R |1−Mr|

]
dη +

∂2

∂xi∂xj

∫
Vi

[
ρ0ViVj

R |1−Mr|

]
dη,

(2.15)

where V and Γ are, respectively, the absolute velocity and acceleration fields of the solid surface
motion. One can notice that if the surface S is stationary, Γ = M = V = 0, and η = y.
Consequently, Eq. (2.15) reduces to Curle’s analogy equation derived in [9] for solid stationary
surfaces.

2.5 Far-field sound radiation and usual approximations

We introduce the approximations usually applied for subsonic flows in order to determine the
dominant contributors to the far-field noise of the FWH’s equation 2.15.

1. For low-Mach numbers and high Reynolds numbers, we consider Lighthill’s approximation
Tij ≈ ρ0uiuj , where u only involves the aerodynamic velocity, without taking into account
the acoustic motion. For such a case, Lighthill showed [7] that the quadrupolar acoustic
power is PQ ∝ ρ0U

8
0 c
−5
0 L2

0, where U0 and L0 are, respectively, characteristic velocity and
length of the flow. Additionally, Curle showed [9] that in presence of a solid stationary
body, the acoustic power due to the dipolar term PD ∝ ρ0U

6
0 c
−3
0 L2

0. Therefore, the ratio
PQ/PD ∝M2

0 , where M0 = U0/c0 is the Mach number. It follows that for highly subsonic
flows, the contribution of the dipolar source term is greater than the quadrupolar one, which
can be neglected.

2. In Eq. (2.15), the contributions of the integrals over the inner volume Vi tend to zero when
Vi tends to zero. For this reason, this mechanism is called thickness noise: if the blade
thickness is reduced, so is the thickness noise. For thin blades, this contribution is negligible
and it only becomes important at tip speeds with Mach numbers greater than 0.7 [6].

3. In the second source term of Eq. (2.15), P represents the contact forces exerted from the
surfaces onto the fluid and does not account for the scattering and diffraction effects. This
can be only accepted if the source is acoustically compact, i.e., when its characteristic size
is much smaller than the acoustic wavelength L0/λ � 1. In this case, the source region
can be approximated as a single point source, where the retarded time differences are neg-
ligible. Since we consider the listener point x to be in the far-field, we take advantage of
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the far-field approximation which makes it possible to commute the space derivatives into
time derivatives and only account for the terms with spherical attenuation, as reported by
Goldstein [11].

Considering the aforementioned points and knowing that the acoustic pressure is defined as p′ =
c2

0ρ
′, Eq. 2.15 can be written:

p′(x, t) ' 1

4π

∫
S

[
Ri

R2c0 (1−Mr)

(
∂

∂t′

(
Pi

1−Mr

))]
dη, (2.16)

where only the noise produced by the forces, henceforth referred to as loading noise, is taken into
account as it is dominant over the quadrupolar and monopolar sources for subsonic fans. From
Eq. (2.16) we deduce that unsteady phenomena are a necessary condition for sound propagation
to the far-field. As such, we focus on the loading-noise source term to thoroughly comprehend the
role of the unsteadiness [13]. By developing the time derivative in Eq. (2.16), one can write:

∂

∂t′

(
Pi

1−Mr

)
=

1

1−Mr

∂Pi
∂t′
− Pi

(1−Mr)
2

∂ (1−Mr)

∂t′
,

from which we notice that the far-field noise has two origins: the intrinsic unsteadiness of the
source term (in the Lagrangian reference frame following the surface), and the unsteadiness due
to the motion expressed by the Doppler factor. It is possible to develop also the Doppler factor
derivative, obtaining two contributions:

∂ (1−Mr)

∂t′
=
Mi

R

(
Vi −

RiRj
R2

Vj

)
− Ri
Rc0

Γi,

where the first term on the right-hand side must be neglected as a near-term in the far-field approx-
imation, whereas the second is due to the acceleration of the source. Hence, the far-field acoustic
pressure can be approximated as:

p′(x, t) ' 1

4π

∫
S

[
Ri

R2c0 (1−Mr)

(
1

1−Mr

∂Pi
∂t′

+
Pi

(1−Mr)
2

Ri
Rc0

Γi

)]
dη, (2.17)

from which we deduce that for a body with a uniform velocity, the unsteady aerodynamic loading
is the only physical phenomenon generating noise, whereas steady forces do produce noise in the
far-field if the body acceleration is nonzero.

2.5.1 Dimensional Analysis

We follow the dimensional analysis proposed in [13] for an acoustically compact segment of lift-
ing surface to discern the relative importance of the sound-producing phenomena of Eq. (2.17),
respectively due to unsteady and steady loading. Considering a fan blade segment rotating at a con-
stant speed Ω at a radius R0, the characteristic velocity is V0 = ΩR0, whereas the corresponding
centripetal acceleration can be written as Γ0 = V 2

0 /R0. We assume to have a chord length c with
a spanwise dimension of the same order of magnitude. The steady aerodynamic force, from with
the steady-loading noise is dependent, is F0 ' CLc

2ρ0V
2

0 /2, considering a given lift coefficient
CL. Referring to Sears’ theory [14], the fluctuations around the average force F0 are dependent
on the velocity disturbances w. In particular, the fluctuating force amplitude is F ′ ' πρ0c

2wV0;
therefore its time derivative is: ∣∣∣∣∂F ′∂t′

∣∣∣∣ ∝ mρ0c
2wV 2

0 /R0,
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with m as a multiple of the rotational frequency. Considering that ∂Mr/∂t
′ ∝ V 2

0 / (c0R0), we
introduce the acoustic far-field intensities for the steady-loading noise IS and for the unsteady-
loading noise IU , yielding the dimensional evaluations:

IS ∝
ρ0c

4V 8
0

R2
0c

5
0R

2 (1−M0)6 , IU ∝ m2 ρ0 (w/V0)2 c4V 6
0

R2
0c

3
0R

2 (1−M0)4 ,

where R is the distance from the listener. We recognize the typical dipolar trend describing the
unsteady-loading noise intensity that scales with the sixth power of a characteristic flow speed. On
the contrary, steady-loading noise scales with the eighth power of the characteristic flow speed,
yielding the ratio:

IS
IU
∝ 1

m2

(
V0

w

)2( M0

1−M0

)2

,

where the disturbance rate V0/w is considered constant in this analysis. We infer that for fan
blades rotating at low Mach numbers, steady-loading noise can be ignored because the fluctuating
forces on the moving bodies are the most efficient sound sources and so the unsteady-loading noise
is the most dominant in most applications.

2.6 Unsteady-loading noise mechanisms

In Section 2.4 the sound source terms resulting from the Ffowcs-Williams and Hawkings equa-
tion [10] have been examined. It is possible to observe in Figure 2.3 the aerodynamic noise mech-
anisms and remind that the monopolar and quadrupolar sound sources can be neglected, just as the
steady-loading noise. In fact, for fans at low Mach numbers and high Reynolds numbers, unsteady

Figure 2.3: Aerodynamic fan noise mechanisms of broadband and tonal nature.

loading noise is the dominant sound-producing mechanism in most applications and particularly in
the case of low-speed cooling fans. Nonetheless, several phenomena can occur yielding unsteady
loads on the fan blades, as depicted in Figure 2.4. In the following, we analyze the typical ones.
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Figure 2.4: Common noise mechanisms in automotive cooling modules: tonal mechanisms in green and
broadband mechanisms in blue.

2.6.1 Non-uniform steady-flow noise

The non-uniform steady-flow noise often referred to as periodic loading noise, is due to periodic
velocity changes that the blades encounter cyclically during their rotation. These changes are
typically due to the presence of obstacles at the inlet or outlet of the impeller which induce a non-
uniform distribution of the velocity field along the circumference of the fan. It results in a change
of the airfoil velocity triangle of the blades, thus varying the angle of attack and consequently
the aerodynamic load. For this reason, this sound mechanism is tonal in nature, the sound peaks
here being emitted at the blade passing frequency (BPF) and its harmonics. We define the BPF as
fBPF = BΩ/60, where B is the number of blades and Ω is the rotational speed in revolutions per
minute (rpm). These tonal peaks can be observed on a typical axial fan spectrum in Figure 2.5. We
can distinguish the so-called viscous interaction of the downstream blade wake with any obstacles,
such as motor support struts. In addition, there is tonal noise due to a so-called potential interaction
that occurs with obstacles or deviations of the upstream flow due to rapid changes in geometry,
such as the transition from the rectangular section of the casing to the circular section of the
impeller. The potential interaction is more efficient at emitting than the viscous interaction, as
suggested in [4]. However, its influence decreases more rapidly as one moves away from obstacles:
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Figure 2.5: Example of noise frequency spectrum measured in an anechoic laboratory with a cut-off
frequency equal to 200 Hz. The tonal peaks due to the BPF and harmonics are indicated with orange

ellipsoids, whereas the background noise is plotted in red.

typically for distances greater than 3c, where c is the length of the blade chord, the contribution of
the viscous interaction overcomes that of the potential interaction [15].

2.6.2 Turbulence-interaction noise

Turbulence-interaction noise or turbulence-impingement noise is due to non-uniform turbulent in-
flow conditions. These might be caused by the presence of upstream obstacles such as the heat
exchanger core that produces a turbulent flow impinging on the blade leading edge. The break-
down of oncoming vorticity induces a random variation of the blade angle of attack, yielding an
unsteady modification of the blade lift as depicted in Figure 2.6 (a). In fact, an inflow turbulence
increase can affect profoundly the broadband noise, as confirmed by Schneider [16]. In the sense
of the analogy, this is like having equivalent acoustic sources distributed on the leading edge of
the blades. For this reason, this noise mechanism is also known as leading-edge noise. It has
been extensively studied experimentally from steady airfoils immersed in a distorted incoming
flow. Its contribution to the frequency spectrum depends on the type of turbulent length scale the
distorted flow is made of. For this reason, different incoming turbulent flows have been studied.
In particular, turbulence is typically generated by an upstream circular cross-sectional rod [17, 18]
or an upstream turbulence grid [19–21]. The leading-edge noise has been analytically modeled
via Amiet’s airfoil noise theory [22], whose mathematical elegance and physical relevance repre-
sent a milestone in the world of aeroacoustics. Some of the fundamental steps of this analytical
approach are given below in order to understand what are the key parameters on which turbulence-
interaction noise depends. By considering tiny perturbations on a thin, lightly loaded airfoil, it is
possible to decouple steady-state aerodynamics from unsteady phenomena. Airfoil parameters
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Figure 2.6: Most relevant broadband noise emitted by an axial fan rotating at the nominal condition: (a)
turbulence-interaction or leading-noise; (b) trailing-edge or self-noise; (c) tip-leakage or ring-gap noise.

such as thickness, camber, and angle of attack depend on the former. Instead, the fluctuations
around the mean lift depend on the chord c and on the component of fluctuating velocity normal
to the chord line. Thus, it is possible to assimilate the airfoil to a rigid flat plate and assume that
the incoming turbulence is frozen, i.e., the interaction with the flat plate is much faster than the
evolution time of the turbulent eddies. We further represent the turbulence in terms of a continuous
set of its spectral wavenumber components k1 and k2, as depicted in Figure 2.7. The frozen tur-

Figure 2.7: Two-dimensional sinusoidal gust impinging over a flat plate over which the Cartesian
reference frame is defined with the coordinates of the sources yi and the listener xi; image is taken

from [13].

bulence assumption determines the streamwise wavenumber k1 = ω/U0, where ω is the angular
frequency and U0 is the flow speed. The first step in Amiet’s theory is to derive the lift fluctua-
tions induced by a single gust on the flat plate that is extended infinitely along the span direction.
The far-field noise is then calculated by integrating the lift fluctuations over the actual rectangular
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extent of the airfoil:

SLEpp (x, ω) =

(
kaρ0cx3

2S2
0

)2

πU0
L

2

∫ ∞
−∞

[
Φww

(
ω

U0
, k2

)

×
∣∣∣∣LLE (x1,

ω

U0
, k2

)∣∣∣∣2 sin2
[(

kax2
S0
− k2

)
L
2

]
πL2

(
kax2
S0
− k2

)2

dk2,

(2.18)

where a statistical approach is used to link SLEpp to the statistics of the upstream turbulent velocity
field. This is represented by the two-dimensional wavenumber spectrum Φww. It is possible to
simplify Eq. (2.18) with an approximated expression valid for large-span airfoils, such that the
aspect ratio L/c → ∞. Exploiting the equivalence of the sine-cardinal function with Dirac’s
delta function, we write:

SLEpp (x, ω) =

(
ρ0kacx3

2S2
0

)2

πU0
L

2
Φww

(
k1,

kax2

S0

) ∣∣∣∣LLE (x1, k1,
kax2

S0

)∣∣∣∣2 , (2.19)

where a specific listener-dependent spanwise wavenumber is selected as k2 = ωx2/c0S0. In
Eq. (2.19), we understand that in addition to the flow-dependent terms and the relative geometric
position between the source and the listener, and besides the aeroacoustic transfer function LLE 3,
the choice of Φww is of high relevance. Typically, turbulence models that assume isotropic and
homogeneous flow behavior are used, e.g. the Liepmann model or the von Kármán model; their
mathematical formulation can be found in Chapter 5. However, in real-application cases, the
turbulent flow produced by an upstream obstacle is not necessarily homogeneous and isotropic.
This motivates the study done in Chapter 4, where we are going to experimentally characterize the
turbulence of the flow downstream of an automotive radiator.

2.6.3 Trailing-edge noise

Under the trailing-edge noise classification, several sound mechanisms are often included that
always develop at the trailing edge of the blade.

1. When the angle between the blade and the incident flow increases significantly, the blade
may stall. This phenomenon can be local and followed by reattachment of the boundary
layer on the airfoil as a result of a negative longitudinal pressure gradient on the blade. Or
the stall may be complete and in this case, a characteristic low-frequency broadband noise
appears. Under nominal operating conditions, this noise mechanism does not occur on the
fan blades.

2. In the case of blunt trailing-edge blades, a tonal sound mechanism is produced as the airfoil
establishes a von Kármán street in the near wake. This mechanism is called vortex shedding
sound and is centered on a frequency fv such that the Strouhal number is fve/U0 ≈ 0.2,
where e is the trailing-edge thickness. Axial fan blades are generally sharpened so that
e is less than about one-third of the displacement thickness of the boundary layer, which
eliminates this sound source [4].

3The aeroacoustic transfer function has been derived mathematically by Amiet and the details of its derivation are
given in the original paper [22].
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3. In the case where the boundary layer remains laminar up to the trailing edge, laminar insta-
bility waves, known as Tollmien-Schlichting waves, can establish and cause a tonal sound
mechanism. These waves convected by the flow, interact with the trailing edge resulting in
acoustical feedback that strongly amplifies discrete high frequencies [23]. This sound mech-
anism can be deactivated by either using tripping devices, increasing the angle of incidence,
or accelerating the transition to turbulence.

4. Self-noise, often directly referred to as trailing-edge noise, is the most relevant broadband
sound mechanism in the study of axial fans among those generated at the trailing edge. This
is because it is generated even in clean inflow conditions as a result of the turbulent bound-
ary layer that, when encountering the discontinuity of the trailing edge, scatters acoustic
waves (see Figure 2.6 (b)). This broadband mechanism is relevant especially at high fre-
quencies because of the small turbulent scales that develop in the boundary layer. However,
this mechanism is physically similar to leading-edge noise, which is why it was treated
analytically by Amiet [24] in a similar manner. The main difference is that the incident
wall-pressure fluctuations at the trailing edge are used as input; more details can be found
in [25]. The wall pressure is expanded into a set of pressure gusts, convected at a speed Uc
smaller than the external flow velocity. It is then possible to derive the aeroacoustic response
to a single gust, exploiting Kutta’s condition, and writing the power spectral density (PSD)
as:
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(
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as a function of dimensionless variables with respect to the half-chord and denoted by stars.
The aeroacoustic transfer function LTE includes the main trailing-edge scattering term and
also the back-scattering correction, derived from Roger and Moreau [25]. Analogously to
Section 2.6.2, we introduce the large-span approximation, giving:
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from which one can notice that in addition to terms related to the flow and the relative po-
sition between the listener and the source, the important input is the wavenumber spectrum
of the wall-pressure fluctuations:

Π0

(
ω

Uc
, k∗2

)
=

1

π
Φpp(ω)`y (ω, k∗2) , (2.22)

where `y (ω, k∗2) is the correlation length related to the correlation function γc between two
spanwise locations separated by η2. This can be written as:

`y (ω, k∗2) =

∫ ∞
0

√
γ2
c (η2, ω) cos (k2η2) dη2. (2.23)

The wall-pressure PSD Φpp is the one induced upstream near the trailing edge by the inci-
dent turbulence alone. These two quantities can vary significantly depending on the type of
turbulent boundary layer and are therefore of high interest to whoever intends to simulate the
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sound of rotating machines. Since it is very expensive to obtain fully resolved simulations
of the wall-pressure statistics, semi-empirical models are often used for industrial purposes.
In Chapter 5, we will use three different models, in order to compare them for what concerns
the modeling of the fan trailing-edge noise. Similarly, for the spanwise correlation length, a
generalization of the Corcos model, proposed by Caiazzo et al. [26], will also be employed
and investigated.

2.6.4 Tip-leakage noise

Depending on the fan geometry, secondary flows such as recirculation bubbles near the blade trail-
ing edge [27] or turbulent flows near the motor hub [28] can contribute to overall noise emissions.
However, the main contribution is tip-leakage or tip-clearance noise. As proposed in 1978 by
Longhouse [29], typically, these fans consist of an L-shaped ring that is used to join the blades
together (increasing their structural stiffness), and to enhance aerodynamic efficiency, as the space
between the tip of the blades and the stationary shroud is reduced. Nevertheless, the pressure rise
across the impeller convects part of the tip flow upstream through the gap between the rotating
ring and the steady shroud, hereafter referred to as ring gap or tip labyrinth. In this region shown
in Figure 2.6 (c), large vortical structures [30] are produced and re-ingested by the propeller, inter-
acting with the tip edges of the blades. However, the type of tip flow, which can reach 6% of the
nominal flow through the fan [3], depends on various parameters such as the length and geometry
of the tip labyrinth, the fan rotational speed, and the aerodynamic load on the blades. Further-
more, dealing with fans made of polymeric materials, there is a noticeable axial deflection due to
a combination of centrifugal forces and blade loading, the so-called umbrella effect. A wider tip
clearance induces larger tip vortices and more turbulent structures in the ring gap [31]. In order
to differentiate it from the tip-leakage noise emitted by free-tip fans, we propose to refer to this
mechanism as ring-gap noise, hereafter used alternatively. The studies related to this sound source
are few and summarized by Grilliat in [32]. Only very recently though, high-fidelity compress-
ible LBM/VLES simulations have allowed the generation and development of tip-leakage flow to
be investigated. A general increase of sound emissions from low to medium frequencies due to
tip-leakage noise is reported. However, the most striking effect of this noise mechanism is the ap-
pearance of subharmonic humps in the frequency spectrum that have a quasi-tonal behavior. In the
tip labyrinth, the tangential velocity of the flow is reduced due to the friction of the flow with the
shroud. As a result, the vortical structures impinging on the blades rotate at a lower angular veloc-
ity than that of the fan, giving rise to the subharmonic humps [33, 34]. In 2019, Canepa et al. [30]
used two-dimensional Laser Doppler Velocimetry and PIV to study the leakage flow evolution for
different operating conditions. Changing these, large-scale periodic eddies leaving the ring gap
are reingested either wrapping around the rotating ring or flowing radially outwards, forming a
broad recirculating bubble. If we suppose that the interaction between the sub-harmonics periodic
structures with one blade is occurring at the tip, the frequency shift fsh contributing to the sound
spectrum with respect to the BPF and harmonics can be written as:
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with vt as the value of the tangential component of the absolute velocity at which the strictures
are convected, whereas rtip, and utip are the fan tip radius and the velocity of the tip, respectively.
They found out that in addition to the periodic large vortical structures responsible for the subhar-
monic humps at low frequencies, non-periodic structures are always present in the flow leaving
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the gap or may rise from the ripping of the periodic ones. Dealing with a highly unsteady three-
dimensional flow, a fully accepted mathematical modeling of this source term is yet to be derived
to the author’s knowledge and this aspect will not be tackled in this manuscript. Nevertheless, in
Chapter 3, we will infer that the dominant sources at high frequencies are likely coming from the
ring-gap turbulent region.

2.7 Literature review

In the present section, some of the relevant previous publications concerning automotive low-speed
cooling fan noise are reported. The aim is not to cover all the work done in the past, but rather
to exploit studies relevant to the research presented in the subsequent chapters of this manuscript.
This will focus primarily on the study of broadband noise. Indeed, tonal noise caused by rotating
blades is associated with periodic interactions, corresponding to perfectly correlated interfering
sources. It has already been the subject of numerous studies and mitigation strategies have been
proposed. Screens can, for example, be used to minimize the inlet flow non-homogeneity [35, 36],
as well as an asymmetric blade distribution can redistribute the acoustic energy on rotational har-
monics [37]. Moreover, periodic flows can typically be simulated using relatively low-cost numer-
ical techniques. In contrast, broadband noise needs very expensive numerical methods to solve the
unsteady velocity and wall-pressure fluctuations [31], which are often unattainable in engineering
development contexts. Thus, low-order semi-analytical techniques are often unavoidable in this
case. We introduce at first the typical experimental approaches used in the past to study and mea-
sure the fan noise, then the numerical and analytical methods to simulate and model the acoustic
sources and their propagation. In addition, we will focus on the acoustic installation effects related
to the heat exchanger and fan coupling.

2.7.1 Experimental works

Canepa et al. [38] studied the tip-leakage noise generated by an L-shaped ring fan. An experimen-
tal campaign was carried out in a semi-anechoic chamber for 2 different operating points (nominal
and high flow rate) at constant rotational speed and during speed ramps. In order to modify the
operating conditions, the tip gap size, and the inlet configurations (ducted and unducted), a test
plenum has been utilized according to ISO 10302 [39]. The spectral decomposition method has
been used to separate the noise-generating mechanisms from the acoustic propagation effects. The
acoustic response function has been compared with the velocity-scaled, constant-Strouhal-number
SPL. By so doing it was possible to identify the ring-gap noise components and their relation with
the upstream geometry. It was highlighted that even a strong reduction of the tip-gap could not
eliminate this noise mechanism and that the upstream geometry influenced the radiated noise sig-
nificantly. The authors observed that the main effect of the tip flow is to increase the broadband
noise level and the emergence of wide peaks at Strouhal numbers preceding slightly the BPF and
harmonics.

Rozenberg et al. [40] validated experimentally the analytical self-noise modeling dedicated to
free-field low-speed cooling fans that will be extended and used in Chapter 5. This investigation is
based on the rotating noise modeling via strip-approach firstly derived by Schlinker and Amiet [41]
for helicopter blades, followed by Moreau and Roger [42] who adapted it to subsonic fan cases4.
To do so, the authors instrumented a two-bladed fan, shown in Figure 2.8 (a), with wall-pressure

4More details on the implementation of this theory are provided in Chapter 5.
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sensors and used a microphone to measure the radiated noise in the far-field. The sets of small-size

Figure 2.8: (a) Two-bladed instrumented fan produced by CETIAT and used by Rozenberg in [43]. (b)
Validation of the trailing-edge noise Amiet’s theory, adapted to rotation, with respect to the far-field noise

directivity measurements [40].

microphones (2.5 mm diameter) are distributed at two stations of the blade: at the midspan and
at the tip. The ones in the streamwise direction provide information on the turbulent eddies con-
vection speed, whereas the ones aligned along the span measure the spanwise correlation length.
This is in order to avoid the modeling of the wall-pressure statistics, as typically done when using
this technique to predict the broadband noise. The far-field single microphone was mounted on a
moving support, able to measure the directivity pattern at several locations and for four discrete
frequencies, as depicted in Figure 2.8 (b). Despite some overestimation when the listener is near
the fan axis, a global agreement is achieved between the analytical prediction and the far-field
measurements.

The research published by Zenger et al. [44] in 2016 focused on the sound source localization
on a generic axial fan at 5 diverse operating conditions. The fan was designed and manufactured
at the University of Erlangen-Nuremberg: it has 9 unskewed blades with free tips, it was installed
in a short duct, and was always exposed to clean inflow conditions. This investigation is among
the first ones to apply successfully a frequency-based microphone-array algorithm to an axial fan
for several working points. Their findings indicate that at low volumetric flow, the sound from the
fan blade leading edges is the dominant mechanism, whereas for high flow rates the trailing edges
become the main emitters, likely due to the vortex shedding sound. Thus, the operating point is
strongly influencing the main contributing mechanisms.

Herold et al. [45], working in the same laboratory, continued the previous work [44] focusing
on the influence of the skew of fan blades on noise emissions. They also implemented a virtual ro-
tating array method, with subsequent beamforming and deconvolution algorithms, to generate the
sound localization maps. Nonetheless, three fans with backward-skewed, unskewed, and forward-
skewed blades are investigated here (all of them with free blade tips). The noise generation of the
forward-skewed fan is always at the leading edge of the blade, close to the tip, regardless of the
operating point. On the contrary, this is not the case for the unskewed and backward-skewed fans,
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the trailing-edge noise dominates at high flow rates and at high frequencies. Hence, not only the
operating point is of critical importance in defining the dominant noise mechanisms, but also the
blade skewness is a key parameter to account for. This is why the curvature of the blade needs to
be taken into account in low-order prediction methodologies, as highlighted in Chapter 5.

We want to emphasize that microphone array methods allow the localization and quantification
of the sound sources, whereas other experimental tools classically employed are limited to meth-
ods for characterizing the flow properties and evaluating the fan spectrum as a whole. This aspect
is beneficial in getting more insights into the aeroacoustic phenomena occurring with rotating ma-
chinery. For this reason, a rotating beamforming campaign will be carried out and discussed in
Chapter 3 to identify the sound sources at varying operating conditions.

2.7.2 Numerical works

Pérot et al. [46] published for the first time in 2010 the prediction of the aeroacoustic sources via a
direct, three-dimensional, unsteady, compressible computational approach based on the LBM [47].
Instead of discretizing the macroscopic continuum equation, i.e., the Navier-Stokes equations, the
LBM exploits the “mesoscopic” kinetic equations, namely, the Boltzmann equation, to simulate
the macroscopic fluid dynamics. An axial fan with 9 forward-skewed blades and a rotating L-
shaped ring has been used in the simulation5. Not only does the simulated mean and fluctuating
flow compare well to experiments, but also the acoustic power radiated is in good agreement with
measurements. This work constitutes an early attempt to link the instantaneous flow topology
between the turbulent eddies and the related sound mechanisms. The early findings point to the
tip clearance and the internal hub ribs as likely areas where the vortical structures dominating the
sound spectrum are generated.

As a continuation to the latter work discussed [46], three LBM simulations have been per-
formed by Sanjosé et al. [52] on the same fan and large plenum setup. The focus was on the
mesh refinement effect of the rotor and tip-gap regions. The secondary flows, at the hub and tip
regions, are well resolved with the finer mesh setup, as Q-criterion iso-surfaces illustrate in Fig-
ure 2.9 (a). Here the tip-leakage flow structures are visualized and a hub flow detachment near
the blade cusp is noticed. Hence, it was highlighted that the sound spectrum is dominated by the
turbulence-interaction noise, namely, the secondary flows such as the tip flow and the hub corner
recirculation, whereas it is only above 1-2 kHz that the self-noise contributes to the overall emis-
sions.

Magne et al. [34] proposed to study the subharmonic tonal noise generated by the tip eddies
of the same fan (see [46], for instance) with clean inflow via hybrid methodologies. In particular,
a compressible unsteady-RANS approach is employed to resolve the flow field and identify the
sound sources. Two methods are used to propagate the noise sources: a Ffowcs-Williams and
Hawkings analogy in the time domain and an analytical model based on the compact rotating
dipole formulation in the frequency domain. Despite the hybrid approach, the coherent vortical
structures at the tip, found to be the greatest source of unsteadiness, are fairly well captured as
Figure 2.9 (b) illustrates. The subharmonic tonal peaks are predicted by the time-domain FWH
analogy and are in good agreement with experiments. Moreover, the frequency-domain compact
dipole model was found to be a quick tool able to predict not only the BPF and harmonics peaks

5This particular fan, whose reference number is H380EC1, has been extensively studied both numerically and
experimentally [27, 31, 34, 48–51].
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Figure 2.9: Q-factor iso-surfaces in the rotor frame of reference carried out with an LBM solver in [52]
(a), and obtained with a 3D unsteady RANS approach (where Ωr is the relative angular velocity between

the fan rotation and the backflow) in [34] (b).

but also the subharmonic tones related to the large eddies interaction in the tip region. Similar
results in this region have been obtained also on a different fan setup, employing an analogous
hybrid approach (unsteady RANS coupled to a time-domain FWH analogy) by Park and Lee [53].

Sanjosé and Moreau in 2018 [27] investigated the broadband sound sources on a clean inflow
low-speed fan (the same fan model as in [46]) with a hybrid low-order methodology based on
steady RANS, exploring several flow rates at constant rpm. The sound propagation was carried
out with Amiet’s theory for rotating sources in free-field [41], exploiting the flow input param-
eters computed with the RANS approach. The blade noise emissions in a circular motion can
be approximated by the contribution of the blade segments translating in rectilinear motion if the
source frequencies are higher than the rotation frequency [54]. We point out that at low flow rates
the inherent unsteadiness of the tip-gap flow is critical and cannot be captured by a steady-state
method; the prediction can only be improved by switching to unsteady techniques, as highlighted
in [31], especially at low frequencies. The uncertainty quantification related to this methodology
is analyzed by Christophe et al. [50] and is indeed mostly due to the tip region. Nevertheless, the
simulations are able to describe the turbulence kinetic energy evolution within the ring gap and at
the blade corners near the fan hub. Results show that the leading-edge and trailing-edge noise are
functions of the flow rate. Up to the design point, the former dominates over the latter, whereas
for higher flow rates the opposite occurs. Overall, the analytical model yielded a good agreement
of the acoustic spectra levels and shapes, measured in a reverberant room, but also with respect to
the flow rate variation.

To conclude this section concerning previous numerical works found in the literature to sim-
ulate low-speed cooling fans with clean inflow conditions, we can summarize that only direct
methods mainly based on LBM simulations have the possibility to capture strongly unsteady phe-
nomena such as the tip-leakage flow. However, as of today, they remain very expensive in terms
of computation, complicating their inclusion in industrial optimization phases in which acoustic
prediction would play a role from the early stages of design and development. Therefore, in Chap-
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ter 5 the focus is put on a low-order approach that deepens the work done in [27] by including the
blade sweep-angle effect in the noise prediction methodology.

2.7.3 Distortion effects induced by the radiator

Piellard and Coutty [33] carried out a direct aeroacoustic simulation, using the unsteady and com-
pressible LBM-based solver PowerFLOW, in order to predict the sound emissions of a complete
automotive module, including the low-speed fan with a motor, a shroud, and a series of heat ex-
changers clamped on the fan suction side. The core of the radiators is modeled as an equivalent
fluid region having porosity equal to one, in order to provide the correct pressure loss measured
on the actual one. The porous medium was not validated for acoustic prediction but it proved to
work well [51, 55]. Nevertheless, with this approach, the turbulence produced by the flow passing
through the heat exchanger core and convected towards the fan inlet is neglected. Considering that
the results are in very good agreement (with discrepancies less than 0.5 dB(A)) with the experi-
mental ones, either this turbulence is dissipated before impinging on the fan blades or other noise
mechanisms dominate the noise spectrum. The authors highlighted, in fact, that the tip region
develops coherent annular vortices wrapped around the rotating fan ring having a relevant impact
over a quite large frequency range (later confirmed on full modules also in [56]).

Zenger et al. [57] experimentally investigated the sound emissions of six free-tip axial fans
(three of them with forward-skewed blades and three with backward-skewed ones) under distorted
inflow conditions. These were imposed by means of four different grids: two of them to provide
an arithmetically increasing or parabolic velocity profile at the cross-section of the inlet. The third
was a fine rectangular grid yielding approximately the same turbulence intensity increase as the
former two, whereas the fourth was a coarse rectangular one, to enhance substantially the inflow
turbulence. The former two lead to non-uniform inlet velocity, affecting the tonal sound emission
at the BPF and harmonics (see Section 2.6.1). The rectangular grids, when the integral length
scale is smaller than the blade length, are expected to enhance the broadband contribution. With
these, it was possible to vary the turbulence intensity in a range between 9% and 18.5%, yielding
an impact on both tonal and broadband noise sources. Such an influence varies according to the
blade design, in particular, being greater on forward-skewed fans. This evidence can be observed
in Figure 2.10 where a significant increase at low frequencies occurs, especially for the coarse grid
(up to ≈ 15 dB).

A second experimental study on the sound generation in forward- and backward-skewed fans
with turbulent inflow has been published by Zenger et al. [58]. An upstream turbulence grid al-
lowed to reach 28% of turbulence intensity and the investigation was conducted by means of a
frequency-based microphone array method. We have to consider that the fans studied here do
not have an L-shaped rotating ring and thus, the tip aerodynamics might differ from that case.
Nonetheless, for free-inflow conditions, the sound-localization maps locate the sources either on
the trailing edge or on the leading edge, depending on the considered frequency band and blade
curvature. The distorted-inflow sound maps showed a clear impact of the ingested turbulence on
the tonal and broadband sound emissions. For all third-octave bands, the sources tend to redis-
tribute exclusively over the leading edge at the blade tip, confirming that the turbulence-interaction
noise constitutes the dominant mechanism and that the inflow conditions have to be considered
when designing a new system.
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Figure 2.10: Sound power spectra of one of the forward-skewed fans exposed to inflow distortions using
turbulence grids achieved and plotted in [57]. Grid 1 is the fine rectangular grid, whereas grid 2 is the

coarse one.

Christophe et al. [59] published a work that deals with the measurement of acoustic and aero-
dynamic installation effects among a protection grid, a heat exchanger, and a low-speed fan. The
former two are combined with a 90-degrees turning of the mean flow direction. This turning angle
imposed by the mock-up geometry affects mostly the tonal noise component (see Section 2.6.1).
On the other hand, the presence of the protection grid and the heat exchanger have an effect on the
broadband contribution, probably related to the modification of the turbulent eddies ingested by
the fan. The authors highlighted the need for more investigation concerning these vortical struc-
tures. They pointed out that a more accurate model should correctly describe the alteration of
turbulence parameters (such as the turbulent intensity and turbulent integral length scale) through
the narrow channels of such heat exchangers.

Allam & Åbom [60] focused on noise reduction by transmission path modification, aiming at
characterizing the heat exchanger damping properties and investigating the employment of micro-
perforated plates (MPPs) and quarter-wave resonators (QWRs) to control the near-field noise. The
authors characterized the radiator-alone acoustics, showing a transmission loss of up to 4-5 dB
at high frequencies, depending on the flow speed. Furthermore, MPPs were used to replace part
of the shroud and to cover a back-plate installed on the fan pressure side. This configuration
yielded sound reduction from 1.5 to 4.5 dB(A), depending on the MPPs covered area and on the
fan speed. An MPP damper (namely, a combination of back-plate and QWRs) showed an even
better absorption of 6 dB(A). Tuning MPPs is seen as a promising technique to be further investi-
gated. Theoretically, MPP pipes could even be optimized to replace the louvered ones within the
heat exchanger core. MPPs have also been successfully employed by Lee & Bolton [61] within
the tip-gap region to reduce the tip-clearance noise.

To summarize what has been analyzed in this section, high-fidelity simulations predict very
well the far-field sound emitted by complete automotive modules. However, there is still no clar-
ity on the turbulence production due to an automotive heat exchanger nor on the type of vortical
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structures reaching the fan inlet. This motivates the work presented in Chapter 4. Given that the
heat exchanger may present an acoustic transmission loss, it is interesting to verify if it is possible
to reconstruct the sound source maps using a microphone array through the heat exchanger core
(see Chapter 3). The MPPs are have not been employed in this manuscript although they are rec-
ognized to be a promising technology to mitigate the cooling fan noise. Only some fundamentals
related to their modeling are deepened in appendix A.
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[17] Marc Jacob, Jérôme Boudet, Damiano Casalino, and Marc Michard. A rod-airfoil experi-
ment as a benchmark for broadband noise modeling. Theoretical and Computational Fluid
Dynamics, 19:171–196, 07 2005.

[18] Riccardo Zamponi, Sutharsan Satcunanathan, Stéphane Moreau, Daniele Ragni, Matthias
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3
Acoustic investigation of the cooling module at

different working conditions

3.1 Introduction

Sound-source localization and directivity measurements are employed in this chapter to study
the noise emissions of the cooling module at different operating conditions. The focus is put
on the broadband noise which can be attributed to several noise mechanisms according to Sec-
tion 2.6, namely, turbulence-impingement noise, self-noise, and tip-leakage noise. Turbulence-
impingement or leading-edge noise is generated by the interaction of the incoming turbulence
with the leading edges of the fan blades [1]. Hence, this noise mechanism is dominant in case
of high turbulence intensity passing through the fan [2], but it can be negligible in case of clean
inflow conditions [3]. Trailing-edge or self-noise is due to the sudden distortion of the vortical
structures born in the turbulent boundary layer with the blade trailing-edge discontinuity [4, 5].
This noise still occurs even with clean inflow conditions since part of the boundary layer of such
axial fans is always turbulent [6]. Tip-clearance or tip-leakage noise is produced by recirculating
vortical structures that are formed due to the pressure difference between the pressure and the
suction sides in the tip region of the blades [7, 8]. In this region, the recirculating flow can reach
up to 6 % of the nominal flow rate [9], producing turbulence that interacts with the blade leading
and trailing edges, increasing the low-to-mid frequency region of the noise spectrum [10, 11]. It
has been found that, in this region, the generated large vortices rotate at a lower speed than the
rotor: the frequency of the impact is thus lower than the blade passing frequency (BPF), emitting
subharmonic broadband or quasi-tonal noise [7]. Yet, most of the above studies consider the fan
alone, flush-mounted on a plenum, and not installed in its cooling module [8, 12]. Noise specifi-
cations that any automotive tier-one supplier has to fulfill are however in the latter configuration,
which makes the need for reference experimental acoustic data and proper source localization in
such a configuration.

Moreover, the effect of the presence of the radiator on the generation and propagation of fan
sound sources under real application conditions is not yet fully characterized and understood.
There is an aspect related to the absorption of the propagation of acoustic waves passing through
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the fine radiator core. In fact, Allam et al. [13] tried to exploit this in order to use the heat ex-
changer as a passive noise control tool, achieving a 5 dB reduction up to 2-3 kHz, but for a different
plate heat exchanger technology. However, while highlighting the importance of considering the
masking effect, Rynell et al. [14] concluded that, for the truck radiator they studied (similar tech-
nology as in the present study), the transmission loss effect was negligible compared to the change
in the sound spectrum due to aerodynamic effects. In particular, the broadband sound components
were found to be strongly correlated with the coherent turbulent structures in the flow, leading to
a reduction of the sound emissions in the full module case, especially at the BPF and harmonics.
Christophe et al. [15] also studied generic locomotive cooling units with similar fins-and-louvers
heat exchangers. They showed that the broadband spectrum is affected by the presence of the
radiator, indicating the generation of turbulence through the radiator as the most likely cause. The
aerodynamic effect induced by the radiator on the airflow at the fan inlet can have, in fact, several
consequences on the dominant sound generation mechanisms. Another relevant study was con-
ducted by Zenger et al. [16] in order to understand the effect that a highly distorted flow (they
reached a turbulence intensity of up to 40 %) can have on the distribution of sound sources on two
types of axial fans. In this case, turbulence grids were designed with the purpose of creating con-
trolled distorted flow conditions. The results showed that the sources have a tendency to distribute
on the leading edge of the blade in case there is a strong turbulent interaction with the incoming
flow. This has the effect of increasing broadband sound emissions, confirming the outcome of the
previous study [17].

On the numerical side, full direct noise simulations of engine cooling modules have appeared
with the Lattice Boltzmann Methods (LBM) [8, 12, 18]. In such simulations of the actual experi-
mental set-up, the heat exchanger cores are modeled as equivalent inhomogeneous porous media,
which prevents accounting for the possible acoustic diffraction or transmission loss of the cores.
Yet, the excellent agreement of the computed noise levels and directivity with measurements in
semi-anechoic chambers suggests that the automotive heat exchanger cores are essentially acous-
tically transparent and transmission losses negligible. Compared with a fan-alone configuration,
Lallier-Daniels [19] noticed however that the flow field of a fan in a duct or embedded in a module
flat shroud is significantly modified, particularly in the tip region (the dominant noise source in
such low-speed fan systems [10]). Moreover, all these conclusions have been drawn at a single-
module operating condition.

Therefore, a second goal of the present study is to assess the effect that an actual radiator
core can have on the sound emissions of an axial fan operated for different operating points. A
microphone-array time-domain technique is implemented, validated, and used in the following
work in order to achieve this objective. Directivity measurements at various rpm supplement
the source localization and provide additional information about the nature of the noise source.
Moreover, this study constitutes an attempt to provide a first clean database on an automotive
engine cooling fan working in various configurations, tested complementary in two test facilities.

In the work presented hereafter, Section 3.2 describes the fundamentals of the array-based
acoustic source localization. In Section 3.3, we present the setups in which two complementary
experimental campaigns in two different anechoic wind tunnels have been carried out, to provide
reference acoustical data in well-controlled environments. The implementation and validation
of the sound localization technique are discussed in Section 3.4. The single-microphone mea-
surements, directivity measurements, and sound-localization maps for several configurations are
outlined and discussed in Section 3.5.
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3.2 Acoustic localization methodology

Microphone array methods can be employed in order to localize and quantify the frequency-
dependent location and strength of sound sources at different operating points on various configu-
rations. Conventional array-based measurement techniques have been widely used to characterize
aeroacoustic sound sources in terms of strength and location on stationary objects. To apply these
methods to axial fans, the motion of the fan relative to the microphone array and thus, the Doppler
effect, needs to be considered. Both time- and frequency-domain methods have been developed
for this purpose.

Sijtsma et al. [20] approached this challenge by using a transfer function for a moving monopole
source in uniform flow to reconstruct the signal in the time domain and develop an algorithm
able to deal with rotating sources, named ROtating Source Identifier (ROSI). They validated the
method with rotating whistles and applied it to localize and characterize sound sources on a hover-
ing helicopter rotor and on wind-turbine blades. The capability of this algorithm has been further
examined by Oerlemans et al. [21] for the investigation of real-scale wind-turbine sound sources.
In addition, Sijtsma [22] applied ROSI for the investigation of turbofan engine noise.

Pannert and Maier [23] compensated the motion in the frequency domain through the calcula-
tion of the cross-spectral matrix in the rotating frame of reference from stationary data. To apply
this method, a constant fan speed is required. A different approach is to arrange the microphones
on a ring coaxial to the rotational axis of the fan. Then, the microphone data can be resampled
to a virtual array, rotating together with the focus point [24, 25]. This method is called Virtual
Rotating Array (VRA) and does not require a constant rotational speed. Zenger et al. [26] applied
the VRA method to characterize the sources of an axial fan for different operating points, whereas
Zenger et al. [16] tested the VRA algorithm in forward- and backward-skewed axial fans under
distorted inflow conditions. An extension of the VRA technique exploiting arbitrary microphone
configurations was recently presented by Jekosch and Sarradj [27], pointing out that the VRA
method does not require a specifically-designed circular microphone array to investigate rotating
sound sources.

An extensive comparison between VRA and ROSI algorithms has been conducted by Kotán et
al. [28], highlighting the increased computational cost of ROSI against the VRA method. Never-
theless, both techniques accurately predict the location and the strength of the rotating source. The
main advantage of VRA as a frequency-domain method is that deconvolution algorithms can be
applied to improve the spatial resolution of the beamformer output. On the other hand, an advan-
tage of the ROSI method is that the alignment of the center of the array with respect to the center of
rotation is not required. This aspect turns out to be particularly useful in wind-tunnel experiments
with limited space at disposal, or when the center of rotation is masked as in the present module
configuration.

There have been studies on localizing sound sources on low-speed cooling fans that employed
approaches in both time [29–32] and frequency domain [24, 33, 34]. Nevertheless, all these inves-
tigations focused on the fan-alone configuration without the presence of a suction-side radiator.
Therefore, in order to obtain further insight into the acoustic phenomena, the coupling between
the fan and the radiator is essential to evaluate properly the global emitted noise.

In the present work, the microphone array method described by Sijtsma et al. [20] is imple-
mented and validated in order to post-process the measured data. A detailed description of the
method is thoroughly explained in [20], only a summary is presented hereafter. The ROSI method
constitutes a beamforming algorithm in the time domain able to deal with rotating sources moving
with subsonic speed. The beamforming results are calculated on a scanning grid (SG), which is an
ensemble of potential sources rotating together with the sound sources of interest. If we assume
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a potential source located at the time-dependent position ξ(t) emitting a source signal σ at time
τe, the sound signal p will be received at the microphone location x at time t. The wave equation
for a moving monopole source in a stationary medium is then considered in order to determine the
acoustic transfer function between the source signal σ and the measured pressure field p:

1

c0

∂2p

∂t2
−∇2p = σ(t)δ(x− ξ(t)), (3.1)

where c0 is the speed of sound. The solution of Eq. (3.1) is found following the derivation de-
scribed in the original work of Sijtsma et al. [20] and can be expressed as:

p(x, t) =
−σ(τe)

4π{c0(t− τe) + [−ξ
′
(τe)
c0

] · [x− ξ(τe)]}
, (3.2)

Hence, it follows that for free-field conditions, the transfer function F from a moving source in
ξ(t) to a receiver in x, is given by:

F (x, ξ(τe), t, τe) =
p(x, t)

σ(τe)
=

−1

4π{c0(t− τe) + [−ξ
′
(τe)
c0

] · [x− ξ(τe)]}
, (3.3)

where ξ′(τe) is the velocity of the moving source at the emission time, whereas the relation be-
tween the arrival time t and the emission time τe is given by:

∆t = t− τe =
||x− ξ(τe)||

c0
. (3.4)

The arrival time vector (∆t + τe) at which the recorded pressure signals should be evaluated
through Eq. (3.3) does not coincide with the time instants at which the measurement system sam-
ples the data. Hence, in order to obtain the proper values of the recorded pressure signals at the
desired times, the measured signals are linearly interpolated. The amplitude variation is also taken
into account exploiting the transfer function of the potential source. Afterward, the interpolated
pressure signals are evaluated at the original uniformly-spaced emission time instants. In this step,
the de-dopplerization of the signal is carried out, as proposed by [35, 36] and implemented, for
instance, in [37, 38]. Finally, the reconstructed source signal is Fourier-Transformed and the re-
sulting sound pressure level Lp for the investigated point of the SG is obtained. This procedure is
repeated for all the points of the SG such that the final source-distribution map can be determined.
Hence, each individual sample is time-shifted and amplitude-adjusted depending on the position
and on the speed of the source at the emission time in order to reconstruct the emitted source signal
from the measured ones.

3.3 Experimental campaigns and setups

The experimental work presented in the following sections took place in two laboratories: at
the von Karman Institute for Fluid Dynamics (VKI) and at Université de Sherbrooke (UdeS).
The experimental setups and campaigns at VKI and UdeS are hereafter described, separately.
Nevertheless, the studied engine cooling module is the same.
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3.3.1 Engine cooling module

Experimental investigations are performed on two different samples of the same engine cooling
module, designed by the automotive supplier-company Valeo at La Verrière, France. The geometry
of the fan, shown in Figure 3.1 (a), consists of 7 forward-skewed blades that are almost equally
spaced and have a varying chord and stagger angle. The diameter of the fan is dfan = 380 mm,
the hub-to-tip ratio is 0.37, whereas the gap size between the casing and the rotating L-shaped ring
is 6 mm [39]. The Reynolds number based on the chord at the tip of the blade is approximately
2.45 × 105, stating that the fan is working in the laminar-turbulent transition regime [40]. The
Mach number at the blade tip, related to an operational rotational speed of 3400 rpm, is 0.19, and
thus, a subsonic incompressible regime can be considered.

Figure 3.1: Automotive cooling module installed on the middle wall of the ALCOVES anechoic chamber :
(a) Fan Alone -FA- configuration (b) Full Module -FM- configuration.

In Figure 3.1 (b), at VKI, the suction-side radiator is installed in the anechoic chamber by
clipping it on the fan shroud displayed in Figure 3.1 (a). Differently, at UdeS, the cooling module
is suspended, as detailed in Section 3.3.5. More details regarding the geometrical parameters
characterizing the heat exchanger can be found in Table 3.1.

The rotational speed of the automotive fan is evaluated using a diode probe with reflective
aluminum tape fixed at the hub of the rotor. The beam emitted by the diode is reflected on the
aluminum tape at each fan revolution. Therefore, this trigger per revolution signal is used to track
the rotational speed of the fan over time. In addition, the diode signal is acquired synchronously
with the microphone data allowing the computation of the angular position of the fan.

3.3.2 VKI ALCOVES anechoic laboratory

The VKI experimental measurements are carried out in the ALCOVES anechoic laboratory, where
aerodynamic and aeroacoustic measurements can be conducted simultaneously. This experimental
facility is characterized by a cut-off frequency of 200 Hz [41] and composed of two anechoic
rooms separated by a modular wall partition that can accommodate different components such
as automotive cooling systems [39] and ducted fans [42]. The flow inside the wind tunnel is
driven by an auxiliary fan placed in a downstream circuit, generating a pressure difference across
the rooms. To prevent the propagation of the noise emissions upstream towards the test section,
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acoustic treatments are included within the pipe in which the external fan is installed. A detailed
scheme of the anechoic chamber is illustrated in Figure 3.2.

Figure 3.2: ALCOVES anechoic chamber sketch adapted from Dominique et al. [42]

The test chambers are equipped with static sensors permitting the computation of the pressure
difference ∆P generated across the partition wall. The air-flow rate Qm passing through the
module is provided by the external auxiliary fan and it is measured according to ISO 5167 [43].

Number of coolant pipes 92 Slat thickness 0.12 mm
Coolant pipe height 385 mm Space between slats 2.5 mm
Coolant pipe depth 20 mm Heat exchanger width 558 mm
Coolant pipe width 1.5 mm Heat exchanger height 385 mm

Space between pipes 4.5 mm Heat exchanger depth 20 mm

Table 3.1: Geometrical parameters of the heat exchanger.

3.3.3 VKI microphone array

The microphone array considered for the present study at VKI is a planar Dougherty array [44]
with 64 microphones distributed over seven logarithmic arms and with a diameter of Da =
1.5 m (see Figure 3.6 (b)). The antenna, shown in Figure 3.3 (b), is characterized by a light
and easily transportable structure and is equipped with capacitor-based Knowles electrets (model
FG-23329-P07 with a frequency response±3 dB and a frequency range of 100 Hz to 10 kHz). The
microphone array is installed at a distance of da−ss ' 2.5 dfan, perpendicular to the rotation axis
of the fan, on the suction side, as depicted in Figure 3.3 (a). With the present setup, the minimum
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resolvable source separation is given by the Rayleigh criterion [45] as:

R ' da−ss tan

(
1.22 c0

f Da

)
, (3.5)

where c0 is the speed of sound and f is the investigated frequency.

Figure 3.3: (a) Position of the microphone array in the ALCOVES upstream room with respect to the axial
fan. (b) 64 microphones Dougherty array employed for the campaign.

In addition, the calculation of the coordinates of the center of rotation is performed by applying
a conventional beamforming method [46] to the acoustic data generated by a loudspeaker installed
at the center of the fan and emitting a white noise signal. The position of the monopolar source
obtained and displayed in the sound map is taken into account to translate the scanning grid,
making it possible for the algorithm to follow the movement of the sources rotating together with
the fan. Finally, the data-processing parameters considered to process the experimental data are
indicated in Table 3.2.

Measurement time 5 sec Grid translation (x, y) = (0.09 m, 0.18 m)
Sampling frequency 51.2 kHz Rectangular grid x = ±0.25 m, y = ±0.25 m

FFT block size 1024 samples Grid resolution 0.01 m
FFT window Hanning, 50 % overlap Grid points 51× 51

Table 3.2: Data-processing parameters of the experimental test case.
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3.3.4 VKI performance curves

At VKI, the automotive cooling module is investigated for two configurations: fan alone (FA) and
full module (FM). For each of these, three different operating points (OP) are chosen, as shown in
Figure 3.4 (a).

Figure 3.4: Performance curves for the automotive cooling module (a) Chosen unsealed operational
points (OP) for the full module (FM) and fan alone (FA) configurations. (b) Effect of sealing the open gap

between the casing and the heat exchanger.

The first operating point is set at qm = 0.42 kg s−1, which is above the stall region in order
to avoid possible instabilities and the so-called stall noise appearance [1]. The second operating
point is at qm = 0.7 kg s−1, corresponding to the fan-alone maximum efficiency point. The last,
at qm = 1 kg s−1, is close to the air extraction limit provided by the auxiliary fan. The curves
depicted in Figure 3.4 (a) are measured with two static pressure sensors across the lab middle-wall
partition. The fan is always run with a quasi-constant rotational speed of 3400± 50 rpm. An open
gap of approximately 1 cm is present between the heat exchanger and the fan casing. Hence, part of
the air sucked in by the fan might come from this area rather than pass through the heat exchanger.
In order to study the influence of this open space over the performance curves, we sealed it and
plotted in Figure 3.4 (b) the pressure difference against the mass flow rate for the radiator-and-
casing (HE) configuration and for the FM configuration. Since no relevant differences appear
between the sealed and unsealed cases, the following study is focused on the unsealed setups,
typically used in real applications.

3.3.5 UdeS experimental campaigns

Acoustic directivity and source localization measurements have been conducted on the same en-
gine cooling module (FM) without sealing in the anechoic open-jet wind tunnel at Université de
Sherbrooke (UdeS). More details about the wind tunnel can be found in [47]. The module mea-
surements have been carried out in free-field conditions. All results obtained at UdeS are presented
with a distance correction corresponding to 2.5 dfan (the fan-microphone array distance at VKI).
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3.3.5.1 Directivity setup and acquisition

The arc with a radius of 1.8 m is instrumented with 13 B&K 1/4” microphones (with a frequency
range of 50 Hz to 10 kHz) and is hanged from the ceiling of the anechoic chamber as shown in
Figure 3.5. The microphones are distributed from 0° to 180° with a step of ∆θ =15° between two
consecutive microphones. The hub of the rotor is located at the center of the arc. Microphones 1
and 13 are aligned perpendicularly to the fan plane. The arc is rotated clockwise with respect to its
center with a step of 15°. At each step, the signals from all microphones are recorded for 30 s with
a sampling frequency of 65.536 kHz. The nozzle is covered with foam to minimize reflections
and keep the excellent anechoic properties of the chamber. The arc itself has a layer of foam
facing the central point. Windscreens are employed on the downstream microphones to minimize
the influence of the flow. The directivity tests are conducted at the nominal rotational speed of
3400 rpm. Complementary measurements have been done at 1500 rpm, 2000 rpm, and 2400 rpm.
The rotational speed measured with a tachometer is quasi-constant (variation of±1.5% rpm). Far-
field Sound Pressure Levels (SPL) have been obtained with the Welch method (block size of 10480
samples with Hanning window and 50 % overlap).

Figure 3.5: Experimental setup for the directivity measurements at UdeS.

3.3.5.2 Source localization setup

An antenna with a diameter of 0.9 m instrumented with 60 B&K 1/4” microphones is used for the
source localization measurements at UdeS. The microphone array, shown in Figure 3.6 (a), is at
the distance of 0.88 m and faces the heat exchanger. Downstream of the module a tachometer is
located to register the rotational speed of the fan. The signals are recorded for 30 s with a sampling
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frequency of 65.536 kHz. Tests have been run at 1500 rpm, 2000 rpm, 2400 rpm and 3400 rpm.
Only results at the nominal rpm are presented here.

Figure 3.6: (a) 60 microphones array for the source localization measurements at UdeS. (b) 64 electret
microphones are shown for the VKI antenna.

Since the microphone array of the UdeS is slightly smaller in diameter with respect to the
one installed at VKI (see the distribution of the electrets in Figure 3.6 (b)), the Rayleigh criterion
calculated through Eq. (3.5) is equal to 3.66 kHz. As a consequence, the sources are expected to
be clearly localized at higher frequencies.

3.4 Implementation and Validation

The ROSI algorithm has been validated through its application to two benchmark datasets featur-
ing simulated rotating monopole sources [48]. Herold et al. [49] recently used these datasets to
evaluate array method algorithms and their implementations. A tachometer signal has been used
to track the rotational rate while the time signals have been generated at 64 microphone positions
placed in an equidistant arrangement on a circumference forming an array of aperture Da = 1 m.
The distance of the array plane to the rotational plane is z = 0.5 m, whereas the array center is
axially aligned with the axis of rotation of the sources, as schematically shown in Figure 3.7.

3.4.1 Synthesized test cases

The first synthesized dataset denoted as subcase A and shown in Figure 3.7 (a), includes one
monopolar point source rotating at a radius of 0.25 m with a constant angular rate of −1500 rpm,
the minus sign indicating a clockwise rotation. The source emits a white noise signal with an
amplitude of 94 dB. The second one denoted as subcase B, consists of three uncorrelated point
sources rotating in a clockwise direction at the same angular rate that slightly varies over the time
around the value of −1500 rpm (±1%). In this case, the sources emit white noise at different
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intensities. The different relative positions and sound-pressure levels of the sources are displayed
in Figure 3.7 (b). In particular, the louder source of 94 dB and the intermediate one of 91 dB rotate
along a circumference having a radius of 0.25 m, whereas the weaker source of 88 dB rotates
along a circumference having a radius of 0.125 m. The relative angle between the sources on the
external circumference is φ = 40°. The challenge of this subcase is to handle the varying angular
rate as well as multiple sources with different intensities. The sound levels displayed in Figure 3.7
correspond to the sound-pressure level at 1 m of distance from the point sources. Finally, the
data-processing parameters considered to process the datasets are reported in Table 3.3.

Figure 3.7: Scheme of the benchmark datasets containing the projection of the microphones (black dots) in
the x-y plane and the rotating point sources (red dots): (a) one rotating point source with constant angular

rate and (b) three rotating point sources at a varying angular rate.

Measurement time 10 sec Grid translation (x, y) = (0 m, 0 m)
Sampling frequency 48 kHz Rectangular grid x = ±0.3 m, y = ±0.3 m

FFT block size 1024 samples Grid resolution 0.01 m
FFT window Hanning, 50 % overlap Grid points 61× 61

Table 3.3: Data-processing parameters of the simulated benchmark cases.

3.4.2 Method validation

The implementation of ROSI has proven to be able to accurately locate and quantify the synthetic
rotating sources of the test cases detailed in Section 3.4.1. Figures 3.8 (a) and 3.8 (b) depict the
representative sound maps referring to one-third octave frequency band f1/3 = 5 kHz for the sub-
cases A and B, respectively. The maps are presented using the same dynamic range of 15 dB. For
both cases, the positions of the monopolar sources are well-identified and have been successfully
retrieved. Moreover, the sound peak levels in subcase B differ by 3 dB from each other, hinting at
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a correct reconstruction of the source amplitude.

Figure 3.8: ROSI sound maps for f1/3 = 5 kHz for subcase A corresponding to a monopolar synthetic
source rotating at a fixed angular rate (a) and for subcase B corresponding to three monopolar synthetic

sources rotating at a varying angular rate (b).

Subsequently, the sound maps have been integrated in order to perform a quantitative anal-
ysis of the source-reconstruction performance of the method. The integration is performed by
summing the squared pressure levels included within a 1.5 dB dynamic range from the main
peak. Figure 3.9 (a) shows the relative sound-pressure level ∆Lp,1/3 for the one-third octave
frequency bands ranging from 1 kHz to 12.5 kHz for subcase A. The data are referred to a ref-
erence pressure of pref = 20 µPa. The integrated spectra show a general good agreement with
the simulated ones for the investigated frequency range, with a deviation from the expected am-
plitude that is contained within ±1 dB for frequencies up to 8 kHz. Above this threshold, the
integrated spectra increasingly underestimate the source amplitude level, reaching a difference of
∆Lp,1/3 = −2 dB at f1/3 = 12.5 kHz. This deviation is probably due to the integration procedure
as a wider region surrounding the source peak should be integrated to retrieve the correct level in
this case. Figure 3.9 (b) presents the relative sound-pressure levels for the one-third octave fre-
quency bands ranging from 1 kHz to 12.5 kHz for subcase B, computed with a reference pressure
of pref = 20 µPa. Also in this case, the integrated spectra exhibit a fairly good agreement with the
simulated ones. Particularly, the spectra for the louder source show a similar trend as the one for
subcase A. This result indicates that ROSI is able to correctly reconstruct the source amplitude for
a variable angular rate when the information on the angular velocity variation is well documented.
Comparable results have also been obtained for the integrated spectra of the intermediate source.
In this case, a higher deviation up to 1.8 dB is seen around f1/3 = 2 kHz. For the weakest source,
the sound amplitude reconstruction is found to be less accurate, especially at lower frequencies,
where the integrated spectrum overestimates the simulated ones with a maximum ∆Lp,1/3 value
of almost 4 dB at f1/3 = 1 kHz. This is mainly due to the difficulty of beamforming to prop-
erly isolate non-dominant source contributions. Moreover, the distance between the louder and
the weaker source is lower than the minimum resolvable source separation distance given by the
Rayleigh criterion in Eq. (3.5), which, for the benchmark simulated setup geometry, corresponds
to approximately 0.2 m. Finally, also for subcase B, an underestimation of the correct sound level
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up to 2 dB for the first two dominant sources and 4 dB for the third one is visible at higher fre-
quencies.
In general, it can be concluded that the ROSI method successfully detects the sources rotating
at constant and varying angular rates while an adequate reconstruction is possible in most of the
frequency range.

Figure 3.9: Integrated relative spectra for subcase A corresponding to a monopolar synthetic source
rotating at a fixed angular rate (a) and for subcase B corresponding to three monopolar synthetic sources

rotating with the varying angular rate (b).

3.5 Results and discussion

The following section presents an overview of the acoustic properties of the FA and FM config-
urations by providing single-microphone measurements and sound-source localization maps. For
the latter, a two-dimensional rectangular scanning grid is defined to fully encompass the rotational
plane of the fan, with x = ±0.25 m, y = ±0.25 m. The resolution of the scanning grid is set to be
0.01 m in both directions. A dynamic range of 5 dB for all the following sound maps is adapted
according to the maximum value in the specific map as the upper limit. Moreover, the displayed
levels correspond to the sound pressure level at 1 m distance from the low-speed cooling fan.

3.5.1 Single-microphone measurements

The far-field sound spectra, recorded at VKI by the microphone aligned with the center of the fan
working at qm = 0.42 kg s−1, 0.7 kg s−1, and 1 kg s−1, are depicted in Figures 3.10 (a), 3.10 (b),
and 3.10 (c) respectively. This location corresponds to a specification required by car manufac-
turers. For all flow-rate cases, the background noise (not reported in the graphs) is negligible
compared to the fan sound radiation. Except for the case operating at qm = 1 kg s−1 above 4 kHz,
the fan alone always radiates more noise compared to the full module. Nevertheless, this differ-
ence is always less than 3 dB above 2 kHz. Below this limit, some differences are found around
the BPF and harmonics tonal peaks, which are broadened in the fan-alone case. In fact, the sub-
harmonics humps for the fan-alone cases are more prominent. This can be attributed to the fact that
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the heat exchanger acts as a flow straightener, breaking down larger vortical structures upstream
of the chamber and making the BPF much sharper [14, 50]. Despite this effect, the presence of
the heat exchanger does not seem to have a relevant impact on the shape of the spectra for the
investigated conditions. This was also clearly observed by Rynell et al. [14] on a truck module
with a similar heat exchanger technology. Yet, an opposite trend has been recently reported by
Czwielong et al. [51], which observed larger subharmonic humps and higher tonal peaks in the
module case. The present evidence could be mostly explained by the different heat exchanger
technology used in this experiment, with larger and fewer tubes and less dense fin and louver ar-
rangement. Consequently, the heater core no longer acts as an efficient turbulence control screen
and may actually generate extra-large structures. These have time to develop till the fan inlet as
the distance from the heat exchanger core to the fan is also much larger.

In Figure 3.10 (d), the spectrum recorded at VKI for the FM case working at qm = 1 kg s−1 is
compared with the spectrum recorded at UdeS for the FM case working at 3400 rpm in free-field
conditions, namely at ∆P = 0 Pa. These two operating points are close to each other, as it can
be noticed from the performance curve given in Figure 3.4 (a). The spectral shape is globally
conserved with overall similar amplitudes, despite small variations at low frequencies mainly due
to the different properties of the anechoic chambers, and the appearance of a dip at 7 kHz for the
UdeS curve. The latter is an acoustic installation effect, proven to be independent of the axial fan
rpm variation, as shown in the following section.

3.5.2 Directivity measurements

The spectra obtained at various rpm during the directivity campaign are presented in Figure 3.11 (a).
The shapes of the spectra are similar to each other for all rpm and we can notice three tones. For
the case of 3400 rpm the tones corresponding to the first and second BPF are observed around
397 Hz and 793 Hz because of the above slight variation of rotational speed induced by the elec-
trical motor (±50 rpm). An additional high tone is observed at 280 Hz, which is explained below.
At high frequencies, beyond the roll-off at 4 kHz, the features of the spectra such as humps and
peaks remain at the same frequencies and are independent of the variation of rpm. The acous-
tic wavelengths at these frequencies are comparable with the dimensions of the shroud and other
components of the module. Therefore, we conclude that this part of the spectra is influenced by
the experimental setup.

In Figure 3.11 (b), the SPL normalized by rpm5 is shown versus the frequency normalized
by BPF. The spectra collapse after the 2nd BPF (2*BPF in the figure), suggesting a dipole noise
source. At lower frequencies (corresponding to a Strouhal number based on the tip chord length,
Stt, up to 0.6), several tones corresponding to frequencies harmonics of the rotational frequency
(5/rev, 9/rev, 12/rev, etc.) are observed. These harmonics can be attributed to the vibration of
the module caused by a slight unbalance of the fan. Additional scaling with Stt is depicted in
Figure 3.11 (c) for the SPL normalized by rpm5. A good collapse is observed at Strouhal number
around 1 (from 0.6 to 2) and points out that the noise source at the blade tip is chordwise compact
at these frequencies. The power 5 is close to the exponent found by Canepa et al. [52] for the
broadband and tip-leakage noise generated by such automotive engine cooling low-speed fans.
Figure 3.11 (d) shows that the normalization with rpm4 collapses the spectra at Strouhal from
2 to 4 at all rpm, except for the lowest speed. This highlights that the noise source becomes
chordwise non-compact at high frequencies or that a different mechanism is responsible for these
frequencies. The deviation of the case at 1500 rpm may be caused by some significant contribution
of the motor. Surprisingly, a good collapse is also found at low Strouhal numbers up to 0.5, even
though it corresponds to the frequency range strongly influenced by vibrations.
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Figure 3.10: Far-field acoustic spectra recorded at VKI by the microphone aligned with the center of the
fan at a distance of 2.5dfan of the fan alone (FA) and full module (FM) cases for the low (a), optimal (b),
and high (c) airflow working points. The comparison between the FM VKI case at 1 kg s−1 and the UdeS

FM case at 3400 rpm is shown in (d). The rotational speed for all the VKI cases is 3400± 50 rpm.

In Figure 3.12 the radiation map (frequency versus observation angles) is shown for the arc at
0° with the flow direction from 0° (microphone 1) to 180° (microphone 13). The BPF is observed
for all angles and has a higher level in the upstream direction. The harmonic tone at lower fre-
quencies is most pronounced at angles close to the fan axis. It is worth noting that the peak of the
2nd BPF has much higher levels upstream than downstream. At high frequencies beyond 4 kHz,
the roll-off appears. Overall, the map is symmetric with respect to 90° and presents two lobes of
sound radiation, which is another evidence of the dipole source.

3.5.3 Sound-source localization maps and integrated spectra

In this section, the sound-source localization maps carried out at VKI for the FM at qm = 1 kg s−1

are compared with the ones calculated at UdeS for the FM at ∆P = 0 Pa. These operating
points are close to each other and so it is possible to confirm the repeatability of the ROSI method
implementation by localizing and quantifying the noise sources. In Figure 3.13, the sound maps
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Figure 3.11: Directivity results obtained at UdeS. (a) SPL of the antenna most centered microphone 1 at
various rpm. (b) Normalized SPL by rpm5 versus frequency normalized by BPF. Normalized SPL by rpm5

(c) and rpm4(d) versus Strouhal number based on the tip chord.

are depicted for third-octave bands with center frequencies 2.5, 3.15, and 4 kHz.
For frequencies above 3.15 kHz in the VKI case, the maximum Lp appears to be towards the

tip of the blade. As frequency increases, a better spatial resolution of the map can be achieved
and more details can be observed. In contrast, at 2.5 kHz and below, the identification of the
aerodynamic sources for each blade separately is not achievable and the sound sources cannot be
attributed to a specific noise mechanism. This shows the limitation of the measurement technique
in resolving sound sources at low frequencies. The present evidence can be further examined
by the usage of the Rayleigh criterion explained in Section 3.3.3. If the distance between two
consecutive blades R = 0.10 m is considered as the minimum separation distance of two sources,
through Eq. (3.5) the resulting frequency is fmin ≈ 2.5 kHz for the VKI antenna. This result is
verified by the VKI beamforming maps in Figure 3.13: at 2.5 kHz as centered frequency, the sound
source map is affected by the frequencies which are lower than the fmin and the contribution of
each blade is not clearly identified. Nevertheless, at 3.15 kHz where all the frequencies of the
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Figure 3.12: Frequency versus observation angle θ map at 3400 rpm.

band are above the Rayleigh criterion, sound source spots can be detected for each blade. Similar
considerations are made for the UdeS sound maps: in this case, Eq. (3.5) yields a higher frequency
of fmin = 3.66 kHz. As a consequence, clean acoustic source separation is carried out only at or
above 3.15 kHz. Although for the maps centered at 2.5 kHz it is hard to infer the azimuthal
location of the sources, yet we remark that these are appearing mostly at the mid-span region of
the blade. The sound maps at this frequency band for other operating points are not shown here
for the sake of conciseness, yet this trend is always observed with and without the heat exchanger.
For the studied axial fan, the importance of this blade region in terms of sound emissions was
highlighted in [53], especially for frequencies below 3 kHz, where a dominance of the leading-
edge noise mechanism was attributed to the high turbulent-kinetic-energy development in such a
loaded blade area.

In Figure 3.14, the comparison between the VKI and UdeS cases continues at higher third-
octave frequency bands, namely at 5, 6.3, and 8 kHz. For all these cases, the acoustic sources are
clearly located at the tip of the blades and, in particular, at the leading edge.

If by comparing the sound maps we can infer the similarity of the source locations for the
VKI and UdeS cases, the integrated spectra in Figure 3.15 (a) show quantitatively the amplitude
levels with respect to the microphone aligned with the center of the fan. The results are obtained
through a summation of the mapped sound pressure levels over the regions where sources with
1.5 dB dynamic range are included. The dynamic range value can be justified by the fact that
spurious sources have to be subtracted in the summation, otherwise, a wrong reconstructed Lp
would be calculated. The summation refers to the squared pressure values since the ROSI method
assumes the sound sources to be incoherent [20]. As expected, for both VKI and UdeS cases, an
erroneous source reconstructed level is found at low frequency. This is due to the poor spatial
resolution of the source region that does not allow for proper separation of the different noise
contributions coming from the blades, as mentioned in Section 3.3.3. Indeed, the presence of
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Figure 3.13: Comparison between sound-localization maps at different frequency bands: (left column)
sound maps calculated at UdeS for the FM at ∆P = 0 Pa, and (right column) sound maps carried out at

VKI for the FM at qm = 1 kg s−1.
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Figure 3.14: Comparison between sound-localization maps at different frequency bands: (left column)
sound maps calculated at UdeS for the FM at ∆P = 0 Pa, and (right column) sound maps carried out at

VKI for the FM at qm = 1 kg s−1.
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overlapping contributions in the integration region leads to an overestimation of the actual sound
level that is inversely proportional to the frequency: the lower the frequency, the poorer the spatial
resolution and the higher the overestimation. However, for higher frequencies, the algorithm is
able to correctly separate the noise contributions and the single-microphone and the ROSI curves
exhibit a fairly good agreement for both VKI and UdeS cases. This trend can be further verified
from Figure 3.15 (b), where the relative differences on the Lp are depicted for the range between
3.15 to 8 kHz. The VKI maps exhibit a good agreement above 4 kHz, with the lowest difference
of about 1 decibel at 6.3 kHz. Although, due to the Rayleigh criterion, UdeS maps still have more
than 5 dB of difference at 6.3 kHz, the same trend of VKI maps is followed showing the best
agreement (less than 1 dB of difference) at 8 kHz.

Figure 3.15: Comparisons between the VKI FM-case operating at qm = 1 kg s−1 and the FM UdeS-case
working at ∆P = 0 Pa. In (a), the integrated spectra (solid lines) and the single-microphone spectra

(dashed lines) are depicted. In (b), the relative differences of the reconstructed Lp by ROSI and the one
recorded by the microphone aligned with the center of the fan.

3.5.4 Sound-source localization maps varying the operating conditions

In Figure 3.16, we illustrate the source distribution maps of the reconstructed SPL for the FA
and FM configurations at three different volumetric flow rates. These maps are obtained at VKI
and for the sake of conciseness, only the ones at 6.3 kHz are shown considering that this is the
third-octave frequency band with the best visualization of the results, as highlighted in the previous
paragraph. The presence of the radiator for the 3 FM operating points allows for the reconstruction
of the acoustic sources, suggesting that the masking effect of the radiator can be neglected. To
the authors’ knowledge, this work is the first attempt to reconstruct the rotating sound sources
through a radiator. To complete the study, the integrated spectra for FA and FM operating under
different conditions are shown in Figure 3.17 along with the relative differences of Lp. For all
the working conditions, the comparison of the integrated spectra against the single-microphone
measurement aligned with the center of the fan is below 5 dB starting from the 5 kHz one-third
frequency band. As mentioned in Section 3.1, there are a handful of studies in the literature
that use sound source maps to identify the dominant sound generation mechanism in a certain
frequency range. Fans with different geometries often lead to a different distribution of sources in
the plane of rotation. In particular, the effect of the blade forward or backward curvature is a major
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Figure 3.16: Sound-localization maps carried out at VKI at 6.3 kHz varying the operating condition in a
full-module (left column) or fan-alone configuration (right column).
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Figure 3.17: The FA and FM integrated spectra (solid lines) and the single-microphone spectra (dashed
lines) are compared varying the operating condition. The circles represent the relative differences of the

reconstructed Lp by ROSI and the one recorded by the microphone aligned with the center of the fan.
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contributor to this difference [26, 34]. Although it is not trivial to make comparisons between fans
with different geometry, Zenger et al. [16] demonstrated with a rotating beamforming technique
that, for a forward-skewed axial fan, sources distribute (at high frequencies) mainly at the tip of the
blades at the leading edge only in the case where the inlet flow conditions are strongly distorted.
In contrast, with clean inlet flow conditions, sources still tend to distribute at the tip of the blade,
where higher relative velocities are reached, but at the trailing edge. This fact, in agreement with
classical studies involving axial fan noise [1, 3], indicates the turbulence-interaction noise as the
dominant one under distorted flow conditions, whereas the self-noise is the dominant one under
clean inlet conditions. In the present case, above 2.5 kHz, the sources are clearly distributed at the
tip of the blade at the leading edge for each tested operating condition, which is also consistent with
the study performed on a forward-swept engine cooling fan by Sanjosé and Moreau [54]. Hence,
the turbulence-interaction noise appears to be the dominant one in this type of axial fan, at least in
the frequency range investigated by the ROSI technique. Nevertheless, as already suggested by the
similarity between the frequency spectra in Figure 3.10, the presence of the radiator has no visible
effect on the position of the sound sources. This leads one to expect that the turbulence produced
downstream of the radiator is either not high or that it is dissipated before interacting with the
blades. As a consequence, most of the turbulence is likely produced within the gap between the
shroud and the fan, rather than directly coming from the radiator. As Herold et al. [48] found,
we can expect a displacement of the sources toward the leading edge of the blade for moderate
air flows. For these operating points, the blades are sufficiently loaded such that the recirculation
flow at the tip becomes significant. In fact, as pointed out in [9], these plastic-made ventilators
can be subjected to significant deformation during rotation that can lead to a flow in the tip regions
of the blade equal to 6 % of the total flow through the fan. This is the case, regardless of the
L-shaped ring geometry, designed in order to reduce the recirculation flow in this area of the
blade [10]. Thus we infer that this secondary flow is crucial to the generation of the noise not only
at low-to-mid frequencies as commonly accepted in the literature but also at high frequencies as
the sound-source maps demonstrate.

3.5.5 Acoustic contribution of each blade

The validation of the previous quantitative results gives the possibility to rely on the quantitative
estimation of specific parts of the sound-source maps. For this reason, an analysis of the acoustic
contribution of each blade is considered in the range of 4 kHz to 8 kHz with the same strategy
adopted for the calculation of the integrated spectrum (Figure 3.17). For each blade, an integration
region with a dynamic range of 1.5 dB is taken into account. All computed integrated spectra
have been compared with a reference one. The latter is computed by dividing the total integrated
spectra retrieved in the previous section by the total number of blades (B = 7). The division is
performed with the squared pressure values.

The relative differences of the integrated spectra between the blades and the reference are
illustrated in Figure 3.18. Since it is not possible to observe a significant difference of noise
emission among the blades (less than ±1 dB for the examined frequencies), it can be concluded
that each blade contributes to the overall radiated noise in a similar way. This is not a foregone
conclusion since the fan blades are not perfectly equally spaced. Furthermore, it would not be
possible to infer such a conclusion with standard microphone measurements.
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Figure 3.18: Relative differences in sound pressure level for each blade with respect to the reference value
Lp,ref(1/3) and the numbered blades of the fan.

3.6 Conclusions

In the automotive industry, the engine cooling module is a major contributor to overall automotive
noise emissions. To fully characterize the latter in a well-controlled environment, sound-pressure
measurements have been performed on the same module in two different anechoic wind tunnels
using arrays of microphones, building a unique experimental database on such systems. At UdeS,
the module has been tested in free-flow conditions providing directivity data at various rotational
speeds. At VKI, measurements on the fan-alone (FA) and on the full module (FM) have further
provided narrow-band spectra at different operating conditions. The former case has allowed for
some scaling analysis, which has clearly stressed the dipolar nature of the sound emitted by the
module and confirmed previous broadband and tip-noise scalings [52]. The latter case has shown
the evolution of the SPL with flow rate: the more loaded the fan is, the more broadband the
spectrum is with a larger contribution at lower frequencies. This is similar to what is observed
in airfoil noise with increasing incidence [55, 56]. This also confirms previously reported sound
power measurements in reverberant wind tunnels [10, 57]. The comparison between the fan-alone
and the module cases shows that the overall bell shape of the broadband component is similar for
the same flow condition, except at lower frequencies around the BPF tones. Indeed, the trend on
the tones with the increasing flow rate is similar but their amplitudes and shapes differ. Some line
broadening occurs on the fan alone, which is reduced on the module, the heat exchanger acting as
a flow straightener or turbulence control screen. For the same free-flow conditions, both facilities
yield comparable narrow-band spectra.

Additionally, source localization has been performed on the same module at the nominal speed
and free-flow condition in both test facilities. Similar spiral microphone arrays have been used, the
VKI one being slightly larger yielding a better resolution at lower frequencies. This joint source
localization study has also allowed investigating the influence that the suction-side radiator has
on the distribution of sound sources and the transmission of acoustic waves passing through it.
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A time-based rotating beamforming technique, ROSI, has been used to localize and quantify the
sound sources generated by the low-speed axial cooling fan. The method has been implemented
and validated on a database featuring synthetic sources rotating at constant or time-varying speeds,
demonstrating in both cases that it can satisfactorily localize and quantify the sources.

In both test facilities, the sound sources are localized at the same position on the module at the
tip blade leading edge, making it possible to distinguish the contribution of each blade from the
3.15 kHz one-third frequency band for the VKI case and 4 kHz for the UdeS case. This demon-
strates the repeatability and robustness of the implemented acoustic technique. Moreover, the
presence of the radiator between the antenna and the fan does not prevent the correct reconstruc-
tion of the sound sources obtained with the ROSI technique.

At VKI, the method has also been applied to the three operating points in both the FM and
FA cases, isolating the sources on the blades from the 3.15 kHz one-third frequency band. In all
cases, the sound sources are always located at the leading edge of the blade tip. Therefore, for this
particular engine cooling module, the turbulence-interaction noise generated by the secondary flow
in the tip region appears to be the dominant broadband noise mechanism that dominates the noise
spectra at all frequencies resolved by ROSI for all studied flow rates. This confirms previously
reported sound power predictions as a function of flow rates on a similar forward-swept ring fan
that had been tested in a reverberant wind tunnel [10]. Note also that, in the present study, tip
noise has primary importance not only at low-to-mid frequencies as generally pointed out in the
literature [3], but also at high frequencies.

Finally, regardless of the different operating conditions, the radiator appears to have a neg-
ligible influence on sound generation and propagation. Therefore, it can be seen as acoustically
transparent with negligible transmission losses as previously shown in LBM simulations.
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[5] Michel Roger and Stéphane Moreau. Broadband self noise from loaded fan blades. AIAA
journal, 42(3):536–544, 2004.

[6] Thomas Carolus. Ventilatoren-Aerodynamischer Entwurf, Schallvorhersage. Konstruktion,
2, 2003.
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4
Aerodynamic investigation of the turbulent flow

past a radiator

4.1 Introduction

The automotive cooling module is typically composed of a low-speed axial fan preceded by a
suction-side radiator, a heat-exchanger used to cool down the car engine (as introduced in Chap-
ter 2). The radiator is composed of flat tubes, where the refrigerant is passing through, and fins
and louvers that increase the heat transfer by having more surface exposed to the flow. They also
trigger the airflow transition to a turbulent state, enhancing the heat exchange [1]. In Chapter 3, we
have shown that the radiator has a low influence on the sound-source localization maps, as well as
on the single-microphone spectra. The noise emissions highly depend on the turbulence produced
upstream and convected toward the fan inlet, as introduced in Chapter 2. Here, we experimentally
investigate the turbulent flow past the radiator with the aim of characterizing the turbulent flow de-
velopment in real conditions so as to have stronger insight into the kind of turbulence produced by
the radiator. If the generated turbulence is supposed to decay downstream of the heat exchanger,
cooling module manufacturers cannot locate the fan too far from the radiator outlet because this
would substantially reduce its cooling efficiency and also because there is not enough space in the
car under-hood compartment. Nevertheless, distancing the ventilators from upstream or down-
stream obstacles is a common and simple way of mitigating acoustic emissions, often employed
in the ventilation industry [2]. As pointed out by Christophe et al. [3], there is a lack of under-
standing about the turbulent features, such as the turbulent kinetic energy (TKE) and the integral
length scales, generated by the heat exchanger fine grid. Most of the scientific work involving
the study of heat exchangers, both numerical [4–6] and experimental [7, 8], has been focused on
the design of the louvers and fins shape in order to optimize the heat transfer and the pressure
drop across it. In numerical investigations involving the coupling between the heat exchanger
and the fan, the former is typically modeled using a porous medium that induces a pressure drop
at the fan inlet [9]. The only relevant previous work regarding the characterization of the flow
evolution past radiators found in literature has been carried out in 2019 by Czwielong et al. [10].
Here, the authors investigate the acoustic interactions between axial fans and suction-side radia-
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(a) (b)

Figure 4.1: (a) Front view of the automotive heat exchanger produced by the French cooling-systems
manufacturer-company Valeo. (b) Adapted from [7], close-up view of the cooling flat tubes, containing the

cooling fluid, and of the fins and louvers that are used to increase the heat-transfer efficiency.

tors with 3D anemometry, showing that the heat exchanger affects the flow field upstream of the
fan by changing its anisotropic level to a more isotropic one. The clean-flow case presented large
vortical structures convected through the casing. Differently, when the 2 radiators with squares
and rectangular cross-sections were installed, these acted as flow straighteners, cutting the vortical
structures and therefore affecting the overall sound emissions. Moreover, the lack of understand-
ing and real conditions testing was pointed out, which needs to be filled up with simulations and
experimental flow visualizations. According to fluid dynamics studies on regular turbulent grid
generators [11–13], the flow past the radiator is expected to be anisotropic and non-homogeneous,
whereas typically, isotropic and homogeneous turbulence models, such as the von Kármán or the
Liepmann model [14, 15], are often employed for turbulence modeling in acoustics. This may
lead to less accurate sound predictions if one intends to use them as inputs for semi-analytical
noise-predicting models, such as the theory of Amiet for leading-edge noise [16].

4.1.1 Objectives

The aim of the present chapter is to characterize the properties of the flow downstream of an
automotive heat exchanger. The latter, provided by the French manufacturing company Valeo, is
shown in Figure 4.1 (a). A sketch of the interior structure of the radiator is shown in Figure 4.1 (b):
the fine mesh composed of cooling tubes and fins (or lamellas, or slats), acts on the flow similarly
to a turbulence-generating grid. Close to the heat exchanger exit a high degree of anisotropy and
non-homogeneity is expected, whereas, farther downstream, the energy contained in the large vor-
tical structures is assumed to be transferred to smaller eddies via the so-called energy cascade [17],
causing the flow to become locally isotropic and homogeneous. Far from the exit, the flow should
reach a condition of isotropy and homogeneity, where the turbulence intensity has to decay fol-
lowing a power law. Therefore, the main objectives of this work are hereafter listed:

• To determine the flow anisotropy and non-homogeneity degrees close to the radiator outlet,
corresponding to the fan location.
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• To define the turbulence creation region and to quantify the experimental turbulence inten-
sity that reaches the fan inlet.

• To assess the applicability of turbulence spectrum models for noise prediction, such as the
von Kármán model upstream of the fan location.

In real working conditions, typically, the maximum temperature around the cooling pipes reaches
100 °C1. The main effect of the temperature gradient is a change of density in the underhood
compartment, even though the Reynolds number based on the fin size is kept within the same
order of magnitude as the cold measurements. Test experience shows that the acoustic emissions
can be properly captured with cold measurements, also carried out to limit the costs. Hence,
the heat exchanger in this work is not operated with coolant liquid and cold measurements will
always be considered. In order to carry out these tasks the Stereo Particle Image Velocimetry (S-
PIV) [18, 19] has been selected as the most suited experimental technique to implement inside the
ALCOVES laboratory at the von Karman Institute for Fluid Dynamics (VKI). The advantage of
this technique is the possibility of determining the 3 velocity components on 2D planes, as well as
the possibility of analyzing 2D velocity fluctuations spectra, as explained in the following.

The work in this chapter is organized as follows: Section 4.2 describes the methods used to
characterize the turbulent flow quantities; in Section 4.3, the S-PIV setup is discussed together with
the experimental campaign phases. The uncertainty quantification analysis on the mean velocity
components is carried out in Section 4.4. The obtained results are presented and discussed in
Section 4.5.

4.2 Turbulence characterization

Most of the fluid flows found in nature or produced in engineering applications are turbulent. The
generation of three-dimensional turbulence relies on the vortex-stretching mechanism, which is
responsible for the so-called turbulent energy cascade [20]. Large vortical structures, or eddies,
are subject to an increase of vorticity in the stretching direction up to a point where the eddie
becomes unstable and breaks down in smaller structures. This highly three-dimensional process
continues until the turbulent scales are so small that their kinetic energy can be directly converted
into heat by viscous effects at a molecular level. This scale is known as the Kolmogorov length
scale, defined as η = (ν3/ε)1/4, where ν is the air kinematic viscosity and ε is the turbulent
kinetic energy dissipation rate. On the other hand, most of the transferring-energy mechanisms
from large-scale structures to smaller ones happen to be essentially inviscid. Turbulent flows
are highly irregular and of chaotic nature; hence, they are typically investigated with a statistical
rather than deterministic approach, based on the average statistics and spectral-energy content of
the turbulent structures.

Following the so-called Reynolds decomposition, any flow field can be divided into a mean-
field and its fluctuating component around the mean value [21]. The instantaneous streamwise
velocity component u(x, t), typically function of time t and the vectorial space position x, can be
expressed as

u(x, t) = U(x, t) + u′(x, t), (4.1)

where U is the mean velocity component and u′ is the fluctuating part. With respect to the in-
vestigated case presented in Section 4.3, v is the in-plane crosswise component, whereas w is the

1Turbochargers and some other parts in the underhood compartment are above, up to 200 °C.
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out-of-plane crosswise component (see Figure 4.8). Hence, the transversal velocity components
can be written as:

v(x, t) = V (x, t) + v′(x, t),
w(x, t) = W (x, t) + w′(x, t).

(4.2)

A statistical mean field can be defined in general, for instance for the streamwise component
U(x, t), starting from the number of independent measurements N of one particular variable as:

U(x, t) = lim
N→∞

1

N

N∑
i=1

u(i)(x, t). (4.3)

The root mean square (r.m.s) of a fluctuating component is defined as:

urms =

√
〈u′2〉 =

√
〈(u− U)2〉, (4.4)

where the 〈·〉 symbol represents the ensemble average given in Eq. (4.4).

4.2.1 Turbulence intensity

By comparing the turbulence intensity evolution occurring past a heat exchanger with the classical
power-law decay past a turbulence-generating grid, we can expect to observe three regions as
shown in [12]. In the first part, really close to the grid, large eddies are expected to be highly
anisotropic and non-homogeneous, with a generation of turbulent kinetic energy (TKE). In the
middle zone, the energy cascade phenomenon transfers the energy to smaller scales, approaching
a condition of local isotropy and near-homogeneity. Farther downstream in the third region, the
flow is completely isotropic and homogeneous and the smaller scales dissipate the energy through
viscous effects. The TKE can be computed by means of the r.m.s. fluctuating velocity components
as:

kt =
1

2

(
u2
rms + v2

rms + w2
rms

)
. (4.5)

Exploiting the local mean absolute velocity |U|, we can write the turbulence intensity as:

Tq =

√
2
3kt

|U|
. (4.6)

4.2.2 Homogeneous and isotropic turbulence

Batchelor [22] defines the homogeneous and isotropic turbulence (HIT) as turbulence with the
same probability density functions (PDFs) of the different fluctuating velocity components. In
general, HIT has the characteristic of having the same statistical properties in each direction and
each spatial position. Thus, it has been found a turbulent flow to be nearly homogeneous and
isotropic when the PDFs have a Gaussian distribution [23]. In order to have a normal distribution
of a statistical quantity α, the skewness of that quantity can be defined as:

Sk(α) =
〈α3〉
〈α2〉3/2

≈ 0, (4.7)
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and the kurtosis, or flatness as:

Kr(α) =
〈α4〉
〈α2〉2

≈ 3. (4.8)

Hearst [23] studied the evolution of these two quantities to infer the homogeneity and isotropy
of a flow past a fractal grid. He found that Sk(urms) ≈ Sk(vrms) ≈ 0, whereas Kr(urms) ≈
Kr(vrms) ≈ 2.95 in the HIT region. These values were confirmed by previous works on classical
grids [12, 24, 25]. In the two following sections, other methods to quantify the non-homogeneity
and the anisotropy of a turbulent flow are detailed.

4.2.2.1 Methods to assess non-homogeneous turbulence

Homogeneity is the property of invariance of some given quantity under spatial translations [13].
For instance, the standard deviation of the streamwise fluctuating velocity component in an homo-
geneous flow has the same value in two separated spatial locations, such that:

urms(x1, y1, z1) = urms(x2, y2, z2).

We are interested in assessing the homogeneity of the flow along the streamwise and transversal
planes with respect to the flow direction. As described in [26] for a flow generated by a fractal tur-
bulence grid, a way to evaluate the transverse homogeneity level is to look at the streamwise mean
velocity U along the transversal y axis, and at the turbulent intensity Tq = 〈q2〉1/2/(31/2|U|),
where 〈q2〉 = u2

rms + v2
rms + w2

rms is twice the TKE kt. These quantities, normalized over
each profile by their mean, should be ideally equal to 1 for transversally homogeneous flows;
nonetheless, in experimental works intended to generate homogeneous turbulence, variations of
1% for the mean velocity and of 2% for the turbulent intensity are accepted to define the flow
as homogeneous (see, for instance, Figure 4 in [24]). To characterize the flow streamwise and
transverse homogeneity character, it is possible [23] to show the absence of TKE transfer among
the transversal fluctuating components. For this to happen the flow has to be shearless and thus,
the ratio w2

rms/v
2
rms must be ideally equal to 1.

4.2.2.2 Methods to assess anisotropic turbulence

Turbulent flows can be considered isotropic if their statistical point-wise properties are invariant to
any axial rotation. The straightforward consequence is that for isotropic turbulence, the standard
deviations of the fluctuating velocities are equal to each others:

urms(x) = vrms(x) = wrms(x).

Thus, one way to establish the anisotropic character of a given turbulent flow is to look at the
ratios of these quantities (urms/vrms, urms/wrms, and vrms/wrms) along the downstream direc-
tion: a value close to 1 results in a fully isotropic flow. Nevertheless, according to Comte-Bellot
and Corrsin [27], typical values in the range of 1.2 to 1.4 for urms/vrms are accepted to infer the
flow isotropy. In classical grid studies [13], to further improve the flow isotropic behavior that
can be obtained experimentally, it is possible to add a flow contraction of rate C ≈ 1.27. This is
done in order to reduce the streamwise fluctuating velocity, always the largest because it is fed by
the average flow around the bars of the grid, by stretching the vortical structures along the flow
direction and thus increasing the crosswise fluctuating components [13].
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Another useful tool to get a better insight on the typology of turbulence dominating a particular
flow region is the invariant map, also called Lumley Triangle [28, 29]. In order to observe isotropic
turbulence, the velocity fluctuations must be invariant to the rotation of the reference axes; in other
words, the Reynolds stresses defined as (σx, σy, σz) = ρ

(
u′u′, v′v′, w′w′

)
, with ρ being the air

density, have to be identical (σx = σy = σz). The non-dimensional form of the anisotropy stress
tensor can be defined as:

aij =
u′iu
′
j

2kt
− 1

3
δij , (4.9)

where δij represents the Kronecker delta, whereas kt is the TKE which is linked to the trace of
the Reynolds’ stress tensor as kt = u′iu

′
i/2. The characteristic equation for any second order

symmetric tensor can be written exploiting the Cayley-Hamilton theorem [30]:

σ3 − Iσ2 + IIσ − III = 0, (4.10)

with σ as the principal stress, whereas I, II, and III are respectively the first, second, and third
invariants of the tensor. These are defined for an incompressible flow as:

I = akk = 0,

II = aijaji/2 = λ2
1 + λ1λ2 + λ2

2,

III = aijajnani/3 = −λ1λ2 (λ1 + λ2) ,

(4.11)

where the eigenvalues of the characteristic equation 4.10 are defined as:

λi =
σi
2kt
− 1

3
, (4.12)

exploiting the equality λ1 + λ2 + λ3 = 0.
It is possible to generate invariant maps using the eigenvalues or, as in Figure 4.2 and in the

following work, to build the invariant map using II and III as coordinates. There are three limiting
states for those eigenvalues which define the corners of the invariant maps. Those states are [31]:

• One component or rod-like turbulence: the fluctuations only exist along one axis. In this
case the invariants are II = − 2

27 and III = −1
3 , whereas the eigenvalues are λi = [2

3 ,−
1
3 ,−

1
3 ].

• Two components axisymmetric or disk-like turbulence: the fluctuations along those two
directions have the same magnitude. The invariants are II = 1

12 and III = − 1
108 , whilst the

eigenvalues are λi = [1
6 ,

1
6 ,−

1
3 ].

• Isotropic or spherical: fluctuations exist on the 3 directions with the same magnitude. All
the three eigenvalues λi are equal to zero, as well as II = III = 0.

The lines that connect the previous limit cases present behaviors that are in between the ones listed
above:

• Two-component turbulence, occurring when the invariants respect the equality II = 3
(

1
27 +

III
)
, whereas the eigenvalues λ1 + λ3 = 1

3 and λ2 = −1
3 .

• Axisymmetric contraction (oblate spheroid), occurring when the invariants are related by
II
3 =

(
− III

2

)2/3, while the eigenvalues are −1
3 < λ1 < 0 and 0 < λ2 = λ3 <

1
6 .

• Axisymmetric expansion (prolate spheroid), occurring when the invariants are related by
II
3 =

( III
2

)2/3, while the eigenvalues are 0 < λ1 <
1
3 and −1

6 < λ2 = λ3 < 0.



AERODYNAMIC INVESTIGATION OF THE TURBULENT FLOW PAST A RADIATOR 4-7

Figure 4.2: Lumley triangle map description. The realizable turbulence states are represented as a
function of the invariants II and III.

4.2.3 Turbulent velocity spectrum

To compare with analytical velocity-fluctuations models, as stated in the objectives of Section
4.1.1, we have first to calculate the two-wavenumbers turbulence spectrum. To do that, as proposed
in [14], we calculate the spatial 2D-FFT of the velocity field and multiply by its complex conjugate.
After that, we obtain the two-dimensional power spectral density by normalizing the result with
respect to the spatial resolution. Similar procedures can also be found in [32, 33].

4.2.3.1 Integral length scales

We define the two-points correlation function calculated over a velocity field as [17, 34]:

Rαα(r1, r2) =
〈α(x, y)α(x+ r1, y + r2)〉

〈α(x, y)2〉
, (4.13)

where α = u′, v′, whereas r1 and r2 respectively indicate a longitudinal and transversal separa-
tions. The integral length scales roughly measure the distances at which the fluctuating velocities
are correlated [35]. In general, we can define the integral length scale as:

Λα,j =

∫ r0

0
Rαα(rj)dr, (4.14)
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with j = 1, 2, whereas r0 is the first zero crossing of the correlation function. Since the extent of
the integration is limited in PIV by the size of the velocity field image, we can use the conventional
estimate of integrating over a distance at which the correlation function drops below 1/e2, which
is consistent with exponential decay and was similarly used by Carter and Coletti [36] (e is the
Euler’s number).

4.2.3.2 von Kármán spectrum model

The von Kármán spectrum model is commonly used in literature assuming homogeneous and
isotropic turbulence [14, 16] to model the turbulent velocity spectrum and it can be written as:

Φww (Kx,Ky) =
4

9π

u2
rms

k2
e

K̄x
2

+ K̄y
2(

1 + K̄x
2

+ K̄y
2
)7/3

, (4.15)

where K̄x = Kx/ke and K̄y = Ky/ke are, respectively, the dimensionless streamwise wavenum-
ber and the dimensionless crosswise wavenumber. The average wavenumber ke of the energy-
containing eddies is defined as:

ke =

√
π

Λ

Γ(5/6)

Γ(1/3)
, (4.16)

where Λ, in isotropic conditions is equal to Λu,1, which is the streamwise integral length scale
retrieved integrating the autocorrelation function of u in the x direction.

4.3 Experimental S-PIV campaign

Particle image velocimetry (PIV) is a non-intrusive technique able to provide instantaneous veloc-
ity fields over a plane immersed in a flow [37]. Unlike single-point measurement techniques, PIV
offers the possibility of investigating continuous spatial structures of the velocity field. Neverthe-
less, standard PIV only accounts for in-plane velocity components exploiting the projection of the
velocity vector and, thus, losing the out-of-plane velocity component information [38]. Especially
for three-dimensional flows, planar PIV is affected by an unrecoverable perspective projection er-
ror due to the fact that the particle will not just move in a plane parallel to the light sheet, having
a velocity component perpendicular to the light-sheet plane. In this work, we do not have a priori
information about the three-dimensionality of the velocity flow features past the heat exchanger;
thus, stereoscopic PIV (or S-PIV) [37–40] is utilized because it yields the three velocity compo-
nents. This is obtained by exploiting a system based on a pair of cameras that obliquely view the
same planar area in the flow region of interest. The second reason that motivates this choice is the
two-dimensional turbulent spectrum study, carried out in Section 4.5, that needs the calculation
of the 3 velocity components. In the following paragraphs, we discuss the implementation of a
stereoscopic PIV setup in the ALCOVES laboratory at VKI (described in Chapter 3), giving details
on the used equipment, the experimental campaign phases, and the treatment of the uncertainty.

4.3.1 Radiator and FOV locations

The radiator has been installed on the partition wall, as shown in Figure 4.3 (a), and the airflow
provided by the extraction fan has been set to a constant value of qm = 0.7 kg s−1, corresponding
to the nominal flow condition utilized in Chapter 3. The downstream side of the radiator has
been painted in matt black to reduce the PIV laser-light reflection. As shown in Figure 4.4 (a),
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(a) (b)

Figure 4.3: (a) Upstream side of the heat exchanger installed on the partition wall of the ALCOVES
laboratory. (b) The circular shape of the fan shroud.

the cooling pipes and the fins are periodically arranged and can be approximated by a grid of
isosceles triangles, repeatedly displayed over the radiator surface. The mesh size is defined to be
equal to the hydraulic diameter [41] of these triangles as M = 4A/P = 1.786 mm, where A is
the triangle area and P its perimeter. Further specifications of the radiator geometry are given in

(a)

Number of coolant pipes 92
Coolant pipe width 1.5 mm
Coolant pipe height 385 mm
Coolant pipe depth 20 mm

Space between pipes 4.5 mm
Fin thickness 0.12 mm

Space between fins 2.5 mm
Heat exchanger width 558 mm
Heat exchanger height 385 mm
Heat exchanger depth 20 mm

(b)

Figure 4.4 & Table 4.1: (a) Close-up view of the radiator grid; the mesh-size is defined as the hydraulic
diameter of the isosceles triangles of base b and height h. (b) Radiator geometrical parameters.

Table 4.4 (b). In real operating conditions, the flow past the radiator is accelerated through the
circular hole of the fan shroud, depicted in Figure 4.3 (b), and this might have an influence on
the flow turbulent features before impinging on the blades. In order to replicate this acceleration
effect, a circularly-holed wood panel, with a radius of 0.17 m, has been fabricated to have the
same open area as the fan shroud. It has been placed at the same downstream distance of 3 cm
from the heat-exchanger outlet as in the cooling module application. Hereafter, two configurations
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(a) (b)

Figure 4.5: Two different configurations for the cases considered: (a) Radiator alone (RA); (b) Radiator
with circularly-holed panel (PR). In each case, the FOV is located in the middle between two following

cooling pipes.

are investigated: the radiator-alone (RA) one, shown in Figure 4.5 (a), and the panel-and-radiator
(PR) in Figure 4.5 (b). For each configuration, two vertical planes aligned with the cooling pipes
are investigated. The first is located at the center of the circular opening of the wood panel, at
z = 0 cm. The second vertical plane has been chosen at z = 10 cm from the first plane, namely
the maximum distance offering view access for the cameras. In each case, the FOV is located in
the middle between two following cooling pipes. We remark that due to the wood panel presence,
it would be geometrically impossible to investigate these flow regions with a planar PIV approach,
where the camera needs to be located perpendicularly to the flow stream.

4.3.2 Stereo-PIV setup

The S-PIV setup data is acquired with a LaVision PIV system [42] composed of a LaVision 7.2
software installed on a computer with an integrated Programmable Timing Unit (PTU 9). Two
Imager Intense digital camera models, shown in Figure 4.6 (a), are utilized to perform double
frame acquisitions. The recordings have an image resolution of 1376 × 1040 px2 and a pixel
size of 6.45 µm, with digitalization or gray-scale of 12 bits. Both cameras are equipped with
105 mm focal length and maximum aperture f/2.8 Nikon Micro-NIKKOR objectives, illustrated
in Figure 4.6 (b). The used aperture is f# = 5.6, in order to have a shallow depth of focus
and to avoid light reflection on the radiator. Perspective-control adapters are used to obtain the
Scheimpflug condition [43–45] needed to have the focus all over the FOV. The used laser system
is a double cavity Nd:YAG laser with an ICE450 power supply and synchronizer integrated within
the computer. The sampling frequency during the acquisition is set to 5 Hz, yielding uncorrelated
instantaneous velocity fields. The optical arrangement generating the laser sheet is composed
of a spherical lens with a 975 mm focal length and a cylindrical one with an opening angle of
11.85°. In addition, a prism of 60 mm is employed to redirect the laser plane toward the region of
interest. As depicted in Figure 4.72, a structure made of aluminum Bosch profiles is designed and
exploited to hold in place the laser generator and the cameras. This setup made it possible to move

2The cameras, laser generator, Scheimpflug adapters, and objectives are unofficial CAD representations drawn with
the 3D design software Sketchup.
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(a) (b)

Figure 4.6: (a) LaVision Imager Intense, (b) Nikon Micro-NIKKOR 105 mm lens.

every piece jointly, without having to realign the optical equipment when changing the FOV. The

Figure 4.7: 3D representation of the S-PIV Setup inside the ALCOVES anechoic chamber.

seeding particles are produced by an alcohol-based Antari Z-1200 fog generator that, exploiting
an upstream buffering area, provides a homogeneous seeding with quasi-constant concentration
at the radiator inlet with 1-2 µm mean particle diameter [46, 47]. The alcohol-based smoke has
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(a) (b)

Figure 4.8: (a) FOV closeup representation over the x− y plane. (b) Top-view sketch of the setup for the
z = 0 cm configuration.

(a) (b)

Figure 4.9: (a) Views of the calibration plate from Camera 1 and Camera 2. (b) Calibration plate installed
in the ALCOVES lab.

been preferred to the oil-based one in order to avoid residues within the radiator onto the fins and
louvers.

4.3.3 Image acquisition and processing

Four sets of Nim = 900 uncorrelated images for each of the 4 cases, described in 4.3.1, are
acquired. The time interval ∆T of the double-frame exposure is fixed to have about 8 pixels
displacement on average. Figures 4.8,(b) show two closeups of the FOV, respectively, from lateral
and top views. The FOV is chosen to have a size of 18×34 mm2. The FOVs are necessarily located
7 mm downstream from the heat exchanger along the x-axis to avoid laser-light reflections from
the metallic grid.

Davis 8.4 calibration procedure [48] of the two cameras has been implemented, with no need
to measure distances or angles. This step is crucial for two reasons: to determine the pixel-to-
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(a) (b)

Figure 4.10: Raw image example, where the radiator outlet is on the right: (a) before background
removal, (b) after background removal.

mm image scale and to allow the stereoscopic reconstruction of the out-of-plane component. In
Figure 4.9a, a calibration plate with an array of black circles is mounted perpendicular to the
radiator on a Plexiglas panel to enable both cameras, located on opposite sides of the panel, to
focus on the calibration plate (see Figure 4.9b). Thanks to a sliding mechanism of cranks, the
S-PIV setup is designed to translate along the Z-axis (refer to Figure 4.8). This ensured that three
views could be acquired, as required by the calibration procedure, each one separated by 0.5 mm
from the other (at z = −0.5, 0, and 0.5 mm, respectively), avoiding moving the plate during
the calibration procedure. Although small rotational errors can be corrected by the self-calibration
procedure (see Section 4.4), care is taken to ensure that the plane of the plate remains perpendicular
to the light sheet. A 3rd order polynomial fitting is used to fit the marks found in each image. The
average deviation to marks obtained is quite good, about 0.3 px for each camera. The obtained
digital resolution is 45.25 px mm−1. As one can observe in Figure 4.10 (a), the traces of the
radiator fins can be noticed in the background, due to the laser-sheet reflections. Hence, the first
image-processing action is to clean up the raw images by removing their average. This procedure
is quite effective because the fins do not move with the flow: the background-less image can be
seen in Figure 4.10 (b). Afterward, the images are processed with a multi-pass cross-correlation
technique [49], with 24 px× 24 px as the interrogation window size of the final step and a 50% of
overlap. Hence, we achieve a spatial resolution of 0.266 mm × 0.266 mm, with a vector spacing
of 0.133 mm × 0.133 mm. An average of 6 to 8 particles per interrogation window is preserved,
as suggested in [50].

4.4 Uncertainty quantification

In stereo-PIV, uncertainty quantification is still a subject of research and development, as shown
by the recent work of Sciacchitano [51]. We can address the study first by distinguishing system-
atic from random sources of uncertainty. In stereo-PIV, the systematic uncertainties to consider
are typically the peak locking, the calibration errors, and the particle-slip error. The random un-
certainties are dominated by the planar-PIV uncertainty and the errors due to the convergence of
the statistical quantities.
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4.4.1 Peak-locking uncertainty

Peak locking is a bias error source in PIV [52] and is the tendency of the measured particle dis-
placement and location to be biased toward integer values. It occurs typically when the produced
particle images have less than one-pixel diameter [53]. To keep this error source to a minimal
level, the particles have 2-3 px diameter in this work. The negligible effect of the peak lock is
further confirmed by keeping the peak-lock indicator below 0.1, as suggested in the Davis 8.4
manual [42].

4.4.2 Calibration uncertainty

As discussed in Section 4.3.3, in stereo-PIV the correctness of the calibration procedure is an
essential prerequisite in order to properly reconstruct the three velocity components. A major dif-
ficulty of this procedure is to perfectly align the calibration plate and the laser sheet. In order to
ensure this, the so-called self-calibration method has been developed by Wieneke [54] and utilized
here. This method has proven to accurately calculate the mapping functions even in cases when the
calibration plate is quite far away or tilted relative to the light sheet. Although in the present case
the calibration procedure shows to be already accurate, the self-calibration scheme is advisable in
any case to check the calibration and improve its accuracy [54]. This self-calibration technique
consists of computing a disparity vector map on the real particle images by cross-correlating the
images from cameras 1 and 2 in order to estimate if the laser-sheet plane coincides with the calibra-
tion plate. This allows eliminating potential bias errors in the vector calculation due to laser-sheet
misalignment. Once the scheme is applied within the Davis 8.4 environment, the negligible re-
maining disparity of 0.05 mm is achieved in all datasets.

4.4.3 Particle-slip uncertainty

Particle-slip error is the systematic tendency of the particle to experience a certain lag with respect
to the velocity changes of the flow [55]. The effectiveness of a seeding particle to behave as a
fluid particle is determined by its smallness and density in relation to the fluid under investigation.
Air particle tracers are usually much heavier than air itself and their Reynolds number is low.
A reasonable simplification for high-density ratios is to consider only the effect of viscosity and
inertia in the particle equation of motion [56]. In such a case, if one wants to study the harmonic
response of a spherical particle subjected to the flow oscillations, the ratio of amplitude oscillation
can be modeled:

Up
Uf

=
1√

1 + 4π2St
2
, (4.17)

where Up is the particle velocity, Uf is the flow velocity, whereas St = τv/tc is the Stokes num-
ber, tc being the characteristic time over which the flow experiences variations. The time lag τv
represents an estimation of the time that the particle needs to adapt its velocity to a sudden change
of the flow velocity. It can be written as:

τv =
ρpd

2
p

18µ
,

where ρp and dp are respectively, the density and the diameter of the particle, whereas µ is the air
viscosity coefficient. We can define the relative error estimation as:

Er(Up/Uf ) =
Up − Uf
Uf

, (4.18)
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(a) (b)

Figure 4.11: (a) Harmonic-oscillating frequency as a function of the modulation error for particles of 1
and 2 µm diameters. (b) Statistical convergence of the turbulent root-mean-square velocity components

against the number of images.

which can be related through Eq. (4.17) to the harmonic-oscillating frequency fh.o. = St/τv. This
quantity is shown in Figure 4.11 (a) as a function of the relative error Er(Up/Uf ) for two-particle
diameters of 1 µm and 2 µm. In this work, we achieve a spatial resolution of 0.266 mm. If this
is transformed into the frequency domain by using Taylor’s hypothesis, with Uc as the convec-
tive velocity, the maximum measured frequency according to the Nyqvist criteria is 5122 Hz. As
a consequence, for 1 µm-diameter particles, we have 1% bias error at the cut-off frequency due
to the particle-slip phenomenon, whereas 6.25% bias error is estimated for 2 µm-diameter parti-
cles. These are reasonably acceptable uncertainty values for this application, considering that the
particles have an average diameter of 1 µm.

4.4.4 Planar-PIV uncertainty

The systematic uncertainties previously discussed are proved to be negligible, and so the instan-
taneous quantities carried out with stereo-PIV are more sensitive to the planar uncertainty esti-
mates [57]. The built-in direct a posteriori method implemented in Davis 8.4 and utilized in this
work for planar PIV uncertainty estimation is the so-called Correlation Statistics method, devel-
oped by Wieneke [58]. Exploiting the reached convergence of the multi-pass PIV algorithm [59],
this method evaluates the contribution of each pixel to the asymmetry of the correlation peak, and
associates such asymmetry with the uncertainty of the measured displacement [51]. Further de-
tails of the implementation and derivation of the method can be found in the original paper [58].
Hence, the instantaneous planar-PIV uncertainties are calculated and propagated in order to ob-
tain the planar-PIV uncertainties of the mean velocity components. This is carried out by divid-
ing the uncertainties by

√
Nim [60]. These uncertainties correspond to ±0.5%U , ±0.4%V , and

±1.9%W .

4.4.5 Statistical convergence uncertainty

For statistical quantities such as the mean velocity components, an additional part of random
uncertainty is due to the lack of statistical convergence caused by the finite number of images. The
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mean flow velocity estimated from Nim images can be written, for instance for the streamwise
component, as U ± zcσU/

√
Nim [61]. Here, σU is the standard deviation of the streamwise

component, whilst zc = 1.96 is the confidence critical value in order to have a confidence level of
95% [62]. Thus, in this work, the uncertainties due to the finite sample size associated with the
mean velocities are ±0.8%U , ±7.8%V , and ±3.6%W . Especially for the crosswise components,
the relatively high uncertainties can be explained by the fact that the actual flow fluctuations are
comparable with the mean component value in amplitude. Typically, when this happens, the
uncertainty of statistical quantities is dominated by the finite sample size rather than the random
instantaneous uncertainties [60]. Nevertheless, we can look at the peak-to-peak variation of the
velocity fluctuations r.m.s. in Figure 4.11 (b), where these are plotted against the number of
samples. For illustrative purposes, only one representative point in a set of images is used to show
convergence of r.m.s. velocities. Utilizing 600 samples instead of 900 leads to a convergence error
always lower than 1.5%. Therefore, the available sample size of 900 images is large enough to
have sufficiently converged statistical quantities.

4.5 Aerodynamic results

In this section, we discuss the aerodynamic results for the 4 FOVs analyzed, respectively, for
the radiator-alone (RA) and panel-and-radiator (PR) cases, as defined in Figure 4.5. A reference
velocity U0 = 2.715 m s−1 is used in the following to scale the velocity and the TKE fields. This
has been defined as U0 = qm

ρA0
, where A0 = 0.215 m2 is the area of the heat exchanger, whereas

the airflow is equal to qm = 0.7 kg s−1, and the density ρ = 1.2 m3 kg−1.

4.5.1 Isocontours of mean quantities

Figure 4.12 shows the average streamwise velocity fields for the 4 analyzed FOVs, normalized
with respect to the reference velocity U0. The stream moves from left to right and the radiator
outlet is located at x/M ≈ −3.9. The circularly-holed panel is located at a downstream distance
of x/M = 12, i.e., in the same position in which the fan is located in the complete cooling system.
In all FOVs, one can see the jets generated by the radiator grid fins downstream. The acceleration
of the airflow in the streamwise direction can be observed in the PR cases, due to the presence
of the panel, which narrows the area through which the flow is forced to pass. In all the studied
cases, the streamwise velocity is always positive, so we can rule out large recirculation areas
where the flow returns to the radiator. We can observe that the jets are affected by the shape of the
radiator fins which, under real application conditions, may have a slightly modified geometry due
to wear and debris of the working environment. The in-plane crosswise velocity fields are shown
in Figure 4.13. The order of magnitude of this average velocity is in all the studied cases much
lower than the average streamwise velocity, remaining below 7.5%U . Indeed, the flow in this
direction seems to oscillate around the null value. However, in the case PR z = 10 cm a general
pattern can be discerned as the presence of the holed panel at distance x/M = 12 causes a rapid
change in the vertical direction of V . Fin jets are also present in the mean fields of the out-of-
plane crosswise velocity, as illustrated in Figure 4.14. Generally, W also exhibits values rather
lower than those of the streamwise velocity and thus we can conclude that the mean velocity
field generated by the radiator is not highly three-dimensional, preserving a strong streamwise
momentum, even immediately after the radiator exit. However, the PR z = 10 cm case is an
exception since the presence of the holed panel deflects the flow toward the center of the radiator,
with a velocity W reaching about 25% of U . This acceleration, as well as for the other two
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Figure 4.12: Streamwise average velocity fields were obtained with stereo-PIV for the radiator-alone (RA)
and the panel-and-radiator (PR) cases. The fan would be located at x/M = 12.

average velocities, appears to cancel out the fin jets. It is interesting to observe in Figure 4.15 that
the areas of turbulent kinetic energy production appear at the fin jets where the velocity is greatest.
Thereafter, the TKE is rapidly attenuated. Finally, it can be noticed that the cases with the panel
present values one order of magnitude higher than the cases with the radiator alone. This indicates
a correlation between higher TKE production and higher flow velocity.

4.5.2 Mean velocity and turbulence intensity horizontal cuts

The mean (time-averaged) streamwise velocity profiles of the investigated FOVs are compared in
Figure 4.16 (a). In the dashed line the horizontal cuts are shown, all of them obtained at y/M = 5.
The horizontal velocity profiles, averaged along the y-axis, are shown in solid lines. It can be seen
that the curves for the two cases without the holed panel, present a linear trend with a slight slope
tending to the reference velocity value U0 farther downstream. The cases with the panel, on the
other hand, present a higher average velocity, as already noted when analyzing the average velocity
fields. The PR z = 0 cm case, after a short acceleration, presents a slightly increasing linear trend,
whereas the PR z = 10 cm case is affected by the proximity of the panel, which accelerates the
streamwise flow to a downstream distance equal to x/M = 8. Similar conclusions can be drawn
by looking at the crosswise components, shown in Figures 4.16 (b) and (c). It is interesting to
observe the strong acceleration that these two components undergo in the case PR z = 10 cm.
Except for this case, the fact that V and W have values particularly close to zero justifies the
relatively high uncertainty values obtained in Section 4.4. In Figure 4.16 (d), we can observe the
evolution of the turbulence intensity Tq as a function of the distance from the radiator. In all the
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Figure 4.13: In-plane crosswise average velocity fields were obtained with stereo-PIV for the
radiator-alone (RA) and the panel-and-radiator (PR) cases. The fan would be located at x/M = 12.

analyzed cases, the zone of maximum production is located at about x/M = 0. Nevertheless,
the turbulence decay is very different in the four analyzed cases. This differentiates the case of
turbulence produced by the radiator from that produced by classical turbulence grids, where it is
instead possible to identify a power law that uniquely predicts the decay rate [21]. We can observe
that at x/M = 0, the maximum peak of turbulence intensity production does not reach 15%. At
the same time, in each analyzed case, Tq < 6% at x/M = 12, the position where the fan would
be located. Hence, the turbulence intensity produced by the radiator does not reach the high levels
found for instance in [63], and this can explain the small influence that the radiator has on the
sound localization maps and noise spectra obtained in Section 3.5.4 3.

4.5.3 Flow isotropy and homogeneity assessment

In the following paragraphs, the checks introduced in Section 4.2.2 in order to assess the flow
anisotropy and non-homogeneity levels are analyzed.

4.5.3.1 Fluctuating velocity ratios evolution

In Figures 4.17 (a), (b), and (c) the ratios of velocity fluctuations as functions of downstream
distance are depicted, respectively, urms/vrms, urms/wrms, and wrms/vrms. Again, the dashed
lines are horizontal cuts at a height of y/M = 5, whereas the solid lines represent the transverse

3This, together with the fact that the tip-leakage noise appears to be the dominant noise mechanism characterizing
the sound maps of Section 3.5.4.
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Figure 4.14: Out-of-plane crosswise average velocity fields were obtained with stereo-PIV for the 4
studied FOVs. The fan would be located at x/M = 12.

average of the horizontal cuts. Recalling that values of the urms/vrms ratio in the range of 1.2
and 1.4 are sufficient in the literature to conclude on the isotropy of the flow [27], we remark a
general tendency of the flow toward an isotropic behavior for all cases considered. We can see
from the evolution of the ratios urms/vrms and urms/wrms that it is the PR cases that show values
closer to unity. Indeed, a classical method of producing isotropic turbulence in the laboratory is
to impose an acceleration of the flow after the turbulence grid via a circular contraction [21]. The
case RA z = 10 cm turns out to be the one furthest from the isotropy condition, reaching average
values near urms/vrms ≈ 1.6. However, although an average trend toward the isotropic state is
noticeable, just by looking at the unaveraged horizontal cuts, it is not possible to conclude on the
achieved isotropy of the flow, as these quantities still exhibit oscillations away from the radiator
outlet. Probably, the isotropy state is reached farther downstream of the radiator.

4.5.3.2 Skewness and kurtosis evolution

As a way to confirm the overall trend toward isotropy, the skewness and kurtosis of urms in the
case RA z = 0 cm are shown in Figures 4.17 (d). Without loss of generality, the skewness and
kurtosis of the other components and for the other FOVs are not reported here since they exhibit
very similar behavior to that shown in Figure 4.17 (d). To have a quasi-normal distribution of the
velocity probability density function, and thus have isotropic flow behavior, Sk(urms) = 0 ± 1
and Kr(urms) = 3 ± 1 [64]. In the case of profiles averaged along the transverse direction,
Sk(urms) = −0.2 and Kr(urms) = 3.2 in the area where the fan would be located. However,
it is possible to compare the values obtained in this work with those achieved in studies with
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Figure 4.15: Average turbulent kinetic energy fields were obtained with stereo-PIV for the radiator-alone
(RA) and the panel-and-radiator (PR) cases. The fan would be located at x/M = 12.

classical [12] or fractal [26] turbulence grids, where a state of full isotropic turbulence is actually
attained. In the first case, values of Sk(urms) = 0.01 are obtained. In the second case, values of
approximately Sk(urms) = 0.02 and Kr(urms) = 2.95 are reached. Hence we can once again
conclude that in the 4 FOVs considered, the flow tends toward the isotropic turbulent state, without
having yet fully reached it in the region where the fan inlet would be located.

4.5.3.3 Invariant maps

To more accurately describe the type of turbulence produced by the radiator, Lumley triangles [65]
are illustrated in Figure 4.18 for the two cases at z = 0 cm. Three vertical positions along the
direction of flow are chosen, respectively at x/M = 0.58, 8.45, and 16.75. For each position, 30
measuring points populate the invariant maps. Regardless of the presence of the panel, moving
away from the radiator we observe a migration from the central area of the invariant maps toward
the two states of axisymmetric and isotropic turbulence. In particular, in the case with the panel,
the measurement points away from the radiator outlet cluster markedly toward the isotropic zone.
In the two cases at z = 10 cm shown in Figure 4.19, the measurement points move notably toward
the rod-like axisymmetric turbulence zone to the right of the invariant map. In this area, the
fluctuation magnitude in one spatial direction is larger than in the other two spatial directions. A
similar result is obtained by Czwielong et al. [10]. Again, the effect of the presence of the panel is
to reduce the importance of the dominant fluctuating component, moving the measurement points
toward the isotropic turbulence state.
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Figure 4.16: Horizontal cuts of the mean streamwise velocity (a), of the in-plane crosswise mean velocity
(b), of the out-of-plane crosswise mean velocity (c), and of the turbulence intensity (d). Dashed lines are

the horizontal cuts at y/M = 5, whereas solid lines are the vertical mean of all horizontal cuts.

4.5.3.4 Transverse velocity and turbulent-intensity profiles

Without loss of generality, in Figure 4.20, we study the non-homogeneous character of the turbu-
lence produced by the radiator alone at z = 0 cm. The other FOVs are not reported since they
yield similar values to the case under study. In particular, the presence of the panel does not
appear to have an ameliorative effect on the turbulence homogeneity state. Figure 4.20 (a), re-
ports the streamwise average velocity profile U(y) on three vertical cuts, respectively at x/M =
0, 8, and 16, each normalized with respect to its own vertical average velocity Uva. At x/M = 16,
the jets produced by the radiator fins are clearly visible, creating a sinusoidal-like pattern. Far-
ther downstream, the peak-to-peak distance is about ±10% relative to Uva. Similarly, in Fig-
ure 4.20 (b), 3 vertical cuts of the turbulence intensity are shown, each normalized with respect to
its average vertical value T va

q . The difference in turbulence intensity at a distance of x/M = 16,
with respect to the average vertical value, reaches 30%T va

q . These values are far from being able
to consider the flow homogeneous in the transverse direction. In fact, looking at studies made
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Figure 4.17: The root-mean-square velocity ratios are reported for the 4 studied FOVs in (a), (b), and (c).
Dashed lines are the horizontal cuts at y/M = 5, whereas solid lines are the vertical mean of all

horizontal cuts. In (d), the skewness and kurtosis of urms are reported for the RA z = 0 cm case. The
triangles represent the horizontal cut values at y/M = 5, whereas the circles depict the mean of all the

horizontal cuts.

on fractal turbulence grids [26], the flow becomes homogeneous only over 20 times the mesh
size, where we have U(y) constant within ±1%, whereas Tq(y) reaches values of ±3.5%. We
can therefore conclude that although the flow may be reaching a transversely homogeneous state
farther downstream, at a distance of x/M = 12, it is still transversely inhomogeneous.

4.5.4 Autocorrelations and integral length scales

We report a snapshot of the out-of-plane velocity in Figure 4.21 (a) in order to show the square
area in the black dashed line that is chosen to conduct the analysis concerning the two-dimensional
turbulence spectra. For each of the four investigated FOVs, this square area is always centered in
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Figure 4.18: Three vertical locations at x/M = 0.58, 8.45, and 16.75 are chosen moving downstream
from the radiator. The measuring points represented by circular symbols in black, red, and blue, are

utilized to build the invariant maps on the right, for the cases at z = 0 cm.

x/M = 12, y/M = 5, and has a size of 4M . This area is chosen in order to conduct the analysis
at a distance from the radiator around which the fan is located. In the following analysis regarding
the autocorrelation functions, we only show the RA z = 0 cm case although similar studies and
considerations have been made for the other 3 FOVs. The contour map of the autocorrelation
function of the streamwise velocity Ruu is shown in Figure 4.21 (c). We can observe that the
autocorrelation peak is well defined in the center of the map by the concentric ellipsoidal shapes.
We can confirm the degree of anisotropy of the flow since, in a fully isotropic case, the ellipsoids
must have the longest side aligned with the ξ/M axis and an aspect ratio equal to 2. Similarly, it
can be noted that the autocorrelation function of the in-plane crosswise velocity Rvv also exhibits
an anisotropic state since the ellipsoids are not aligned along the ν/M axis. In Figure 4.21 (b),
cuts of the autocorrelation functions are performed along ξ/M = 0 and ν/M = 0. We note that
Ruu(ν = 0) is the only cut that does not reach zero before the spatial limit of the square area
defined in Figure 4.21 (a). This motivates defining the integral length scales with an integration
up to the value r0 corresponding to the potential decay 1/e2, as defined in Section 4.2.3.1. This
approach, defined in [36], yielded negligible errors on the computation of the integral length scales
reaching r0 and allows for the estimation of Λu,1. In this case of relevant anisotropy, Carter and
Coletti [36] pointed out that it is ambiguous to define the streamwise integral length scale simply as
the integration ofRuu along ν/M = 0. They rather suggest defining the streamwise length scale as
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Figure 4.19: Three vertical locations at x/M = 0.58, 8.45, and 16.75 are chosen moving downstream
from the radiator. The measuring points represented by circular symbols in black, red, and blue, are

utilized to build the invariant maps on the right, for the cases at z = 10 cm.

Λu =
√

Λu,1Λu,2. This solution is also used in this work to define the in-plane crosswise velocity
Λv =

√
Λv,1Λv,2. Ultimately, we define the integral length scale to be used in the calculation of

the von Kármán spectrum in Eq. (4.15) as proposed for example by Hearst [23]: Λ = (Λu+Λv)/2.

4.5.5 Comparison with the von Kármán turbulence model

In this section, we intend to study the applicability of the von Kármán turbulence model on the
studied FOVs. In Figure 4.22, the comparison between the two-dimensional experimental tur-
bulence spectra and the von Kármán turbulence model defined in Eq. (4.15) is presented for the
four FOVs analyzed. The agreement in the RA z = 0, 10 cm and PR z = 0 cm cases is rea-
sonable at low wavenumbers, where the highest energy content is found. The PR z = 10 cm
case presents an underestimation of the von Kármán model with respect to the experimental spec-
trum ΦExp

ww (Kx,Ky) at low wavenumbers (see Figure 4.22 (d)). This can be explained by the
considerable acceleration that the out-of-plane crosswise component receives as a result of the
proximity of the holed panel. In order to improve the match at high frequencies, an exponential
correction to the turbulence model is proposed, following the work of Moreau and Roger [66].
This correction is needed for physical consistency, as explained by Pao [67]. For this reason,
this will be referred to as the von Kármán-Pao model. Dealing with two-dimensional turbulence
spectra, we multiply the von Kármán spectrum given in Eq. (4.15) by the exponential correc-
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Figure 4.20: Three vertical locations are chosen at x/M = 0, 8, and 16 to plot the mean streamwise
velocity U(y) and the turbulence intensity Tq(y) against the y-axis. These quantities are normalized by

the vertical mean of each profile.

tion exp
(
−βcK̄x

)
· exp

(
−βcK̄y

)
, where the coefficient βc = 12 · 10−3 has been tuned in the

considered case to match the experimental spectrum decay. In Figure 4.23 (a) it can be ob-
served for the RA z = 0 cm case that Pao’s correction improves the high-wavenumber matching4.
This is further noticeable by performing 3 cuts along the transversal wavenumber, respectively
at Ky = 408, 2042, 8170 rad m−1, as shown in Figure 4.23 (b). Here, we can remark both the
acceptable approximation of the von Kármán at low frequencies and the improvement that the
Pao’s correction allows at high frequencies. Hence, the von Kármán model seems to fairly well
approximate the two-dimensional turbulence spectra considered, despite the fact that the flow ex-
hibits a non-negligible degree of anisotropy and transversal non-homogeneity. Nevertheless, as
far as acoustic modeling is concerned, this approximation is acceptable only if it yields small dis-
crepancies when the model is used as input to predict the far-field noise. For this reason, in the
following section, these discrepancies between the modeled and the measured turbulent spectra
are estimated.

4.5.6 Error evaluation related to the von Kármán model use

In this section, the aim is to estimate the error made in using the corrected von Kármán-Pao model
instead of the turbulence spectrum measured in Section 4.5.5. This is done in order to make
explicit what influence the modeling of the turbulence spectrum has on the acoustic prediction.
For this purpose, we rewrite Eq. 2.19 that models the turbulence-interaction noise according to
Amiet’s theory [16]:

SLEpp (x, ω) =

(
ρ0kacz

2S2
0

)2

πU0
L

2

∣∣LLE (x,Kx,Ky)
∣∣2 Φww (Kx,Ky) . (4.19)

4The other cases are not shown, but present a similar response to the 2D spectrum correction.
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Figure 4.21: (a) Out-of-plane crosswise velocity snapshot with the square box (dashed black line) where
the 2D analysis is carried out. (b) Autocorrelations Ruu and Rvv cuts along the normalized axes ξ/M

and ν/M . (c) and (d): autocorrelation functions contour maps for Ruu and Rvv , respectively.

First, it can be noted that it is not possible to apply this equation directly to the case under in-
vestigation since rotating FOVs would be required to provide the upwash velocity fluctuations
upstream of the blade leading edge and along the blade curvature (see the strip approach used in
Chapter 5 for more details). However, the only FOVs on which the turbulence spectrum has been
measured are those shown in Figure 4.5. Nevertheless, a linear dependence can be seen in Eq. 4.19
between the far-field noise SLEpp and the 2D turbulence spectrum Φww. In fact, the other terms on
the right-hand side of Eq. 4.19 depend on listener position, blade geometry, and flow velocity, but
are all independent of the turbulence spectrum. Assuming invariance with respect to the rotation
of the latter, it is possible to study the difference in sound pressure level expressed as:

∆Lp = 10 log10(ΦPao
ww /Φ

Exp
ww ), (4.20)
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Figure 4.22: 2D experimental turbulent spectra compared with the von Kármán turbulence model for the 4
analyzed FOVs.

where ΦPao
ww represents the von Kármán model to which the exponential correction of Pao has been

applied, as indicated in Section 4.5.5.

In Figure 4.24 (a), the RA z = 0 cm case is illustrated5 by defining three cuts along the
transversal wavenumber, respectively at Ky = 408, 2042, 8170 rad m−1.
It can be observed that up to Kx = 7000 rad m−1, the two curves at lower wavenumbers are
contained in the range ∆Lp = ± 3 dB. Only the case Ky = 8170 rad m−1 diverges earlier
at medium frequencies. Thus, we can state that the von Kármán-Pao model approximates the
measured turbulence spectrum fairly well (± 3 dB) at low and medium frequencies, i.e., in the case

5The cases at RA z = 10 cm and PR z = 0cm are not reported since analogous considerations can be drawn from
the one under consideration in Figure 4.24 (a).
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Figure 4.23: (a) Pao’s correction applied to the two-wavenumber von Kármán spectrum. (b) 2D turbulent
spectrum compared with the von Kármán model for 3 constant longitudinal wavenumbers.

where the wavenumbers are below about 7000 rad m−1. In addition, we can see in Figure 4.24 (b)
the PR case z = 10 cm, i.e., where the FOV is in the vicinity of the circularly-holed panel. Here,
even the lowest wavenumber curve Ky = 408 rad m−1, which represents the part of the spectrum
with the highest energy content (as can be noticed in Figure 4.22), shows a difference of −5 dB at
Kx = 400 rad m−1, which becomes worse at medium frequencies. Consequently, in this specific
case where the flow undergoes high shear with non-negligible acceleration along the out-of-plane
direction, as illustrated in Figure 4.14 (d), the von Kármán model must be applied with caution.

4.6 Conclusions

In this chapter, we employed the stereo-PIV technique in order to analyze the airflow develop-
ing downstream of an automotive radiator. This was done in order to characterize the type of
turbulence produced, quantify the turbulence intensity level at the fan inlet, and also verify the ap-
plicability of the von Kármán turbulence model frequently used in leading-edge noise prediction
models. The stereo-PIV experimental campaign was carried out in the ALCOVES laboratory of
the VKI, where the radiator was mounted and the airflow through it was provided by an external
fan [68]. A circularly-holed panel was manufactured in order to replicate the area contraction
caused by the fan casing past the radiator, which forces the flow to accelerate. Four FOVs of size
18 × 34 mm2 were analyzed at two positions with (PR) or without (RA) the holed panel: at the
center of the radiator, i.e. z = 0 cm, and laterally, up to where optical access was possible for the
PIV cameras, i.e. z = 10 cm. The uncertainty analysis concerning the mean velocities calculated
by stereo-PIV was conducted by splitting the uncertainty due to systematic and random errors, the
latter dominating over the former. These, for the three mean velocity components, are equal to
±1.3%U , ±8.2%V , and ±5.5%W .
The averaged velocity field analysis showed that the radiator fins create jets that often reach the
downstream location where the fan would be. In addition, the flow is essentially streamwise and
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Figure 4.24: Difference of Lp due to the use of the von Kármán-Pao model with respect to the measured
turbulence spectrum. Three Ky cuts are chosen for the RA z = 0 cm case (a), and for the PR z = 10 cm

case (b).

there are no areas of significant recirculation. An exception is made by the case with the holed
panel at z = 10 cm. Here the flow is deflected toward the center of the radiator due to the presence
of the panel while maintaining strong momentum along the x-axis. It can be seen that the areas of
higher TKE production are located at the fastest jets of the radiator. However, they dissipate very
quickly. We found that the turbulence intensity produced immediately downstream of the radiator
never exceeds 15% and is never greater than 6% at a distance of x/M = 12. Thus, we can affirm
that the turbulence produced by the radiator does not reach very high levels (as found in [63]) and
dissipates farther at the fan inlet. This can justify the little influence that the radiator has on the
far-field noise, as discussed in Chapter 3. By analyzing the relationships between the root-mean-
square velocity fluctuations, as well as the study of skewness and kurtosis, we can conclude that
although there is a tendency of the flow toward isotropy, this is not achieved at a downstream dis-
tance of x/M = 12. In particular, the study of invariant maps yields information about the type of
turbulence to be found. In fact, moving away from the radiator outlet, the turbulence evolves to-
ward the axisymmetric (especially the rod-like one, similarly to what is found in [10]) and isotropic
states. We can also observe that the presence of the panel accelerates the shift toward isotropy.
Regarding the transverse direction, from the study carried out on the mean velocity and vertical
turbulence intensity profiles, it can be concluded that the flow remains quite non-homogeneous.
It is also interesting to investigate the applicability of the von Kármán model, which is widely
used in the study of turbulence-interaction noise [69], by comparing it with the two-wavenumber
turbulence spectrum experimentally obtained from the velocity fluctuation fields. The results indi-
cate that although the flow is not completely isotropic and homogeneous, the von Kármán model
describes the spatial turbulence spectrum quite well, especially at low wavenumbers, where there
is the largest energy contribution. Moreover, applying the exponential Pao’s correction improved
the approximation at high wavenumbers [66]. However, the approximation gets worse in the case
where the flow experiences acceleration and high shear. In such cases, the model must be applied
cautiously. Future investigations should be aimed at studying turbulence with the presence of ro-
tating blades, which may lead to an installation effect with the radiator that was neglected in this
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study. Also, since the airflow analyzed here is cold, it would be interesting to investigate the effect
of the thermal gradient due to engine heat dissipation on the flow past the radiator.
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5
Sweep-angle effect on low-order acoustic

prediction

5.1 Introduction

In the automotive field, tier 1 suppliers are interested in including the acoustic study within the
pre-design optimization cycles of the future cooling modules. To this end, hybrid low-order ap-
proaches are typically preferred for two reasons: firstly, they are less time-consuming with respect
to high-order techniques; secondly, they do not require detailed geometries, often unknown in
the early industrial development phases. The aim of this chapter is to develop a low-order noise
prediction methodology, coupling inexpensive CFD techniques, such as steady RANS, in order to
determine the source field, with semi-analytical methods to propagate the sound waves to the far-
field [1]. The second goal of this work is to assess the importance of the blade sweep angle for the
proposed prediction methodology. In fact, utilizing curved (or swept) blades is considered a clas-
sical technique in order to mitigate the far-field emissions as well as to enhance the aerodynamic
efficiency [2]; for this reason, backward-swept and forward-swept propellers are often employed
in the field [3]. Several noise-generating mechanisms of tonal and broadband nature occur in this
application [4] and among the most influencing ones, we distinguish the turbulence-interaction
or leading-edge noise and the trailing-edge or self-noise mechanism [5]. Following the semi-
analytical works carried out in [1, 6–8] for the previous two broadband mechanisms, we intend
to implement semi-analytical methods, based on Amiet’s airfoil noise theory [9, 10], able to take
into account the effect of having swept leading- and trailing-edges. Although these methodologies
were already proven to accurately model the noise emitted by static swept airfoils, no application
to low-speed rotating blades has been carried out so far including sweep, in order to predict the
overall emitted broadband sound. Nevertheless, the work of Roger et al. [7] aimed at modeling
tonal noise emissions by Contra-Rotating Open Rotors (CRORs) and was instrumental in deriving
the set of equations hereafter adapted to model the leading-edge noise for low-speed cooling fans.
The third goal of this chapter is to carry out a sensitivity study in order to understand better the
influence of some of the several parameters characterizing the application of Amiet’s theory for
trailing- and leading-edge noise prediction. In order to model the former, several semi-empirical
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wall-pressure models have been proposed in the literature [11], but few studies were carried out
to assess their validity for rotating blades’ sound emissions, especially in automotive low-speed
fans [1, 12]. Moreover, for these applications, the Corcos’ model [13] is generally employed [14]
to estimate the spanwise integral length scale ly. Nevertheless, as pointed out in [6], having skewed
blade edges may lead to a different redistribution of the spectral energy over the chordwise and
spanwise wavenumbers, ultimately yielding a wrong estimation of ly. To overcome this problem,
the Generalized Corcos’ Model proposed by Caiazzo et al. [15] is implemented following the
work of Grasso et al. [6], and several combinations of the Butterworth-filter order coefficients are
examined in Section 5.5.4. Regarding the turbulent impingement noise, no guidelines are present
in literature about the upstream location at which one has to collect the CFD information to feed
Amiet’s airfoil theory: a location is chosen in this work by examining the overall emitted sound as
a function of the leading-edge upstream distance.

The limitations of the methodology proposed hereafter mainly consist in the lack of modeling
of sound-source mechanisms governed by large vortical structures that are relevant sources in the
low-frequency range and that require higher-order CFD methods to be simulated. For these cool-
ing modules, in fact, the secondary flow passing through the gap between the ring and the shroud
can reach 6% of the nominal flow rate [16]. As shown by an unsteady detached-eddy compu-
tation of the same fan depicted in Figure 5.1, the Q-criterion technique depicts complex vortical
structures developing all around the rotating ring. This suggests the presence of large coherent ed-
dies that are not captured by steady calculations and that are probably responsible for the typical
subharmonic humps characterizing the low-frequency spectrum, as discussed in [17, 18]. Other
secondary structures can be localized at the blade cusp regions near the hub, as shown in [19].
This work remains focused on the turbulence impingement and self-noise which are contributing
to most of the broadband content from the middle to high frequencies. The chapter is organized as
follows: Section 5.2 presents the experimental setup where acoustic measurements were acquired
at the von Karman Institute for Fluid Dynamics, as described in [12], as well as the installed au-
tomotive fan with its geometry and characteristics; in Section 5.3 the numerical simulation, based
on steady RANS, is detailed with a focus on the extraction parameters needed to feed the acoustic
methodology; the latter is discussed in Section 5.4, describing the strip-theory approach followed
by the inclusion of the sweep angle in Amiet’s airfoil theory; finally, Section 5.5 illustrates the
far-field acoustic results, involving a parametric study and highlighting the importance of taking
into account the sweep-angle effects.

5.2 Experimental setup

The cooling module has been mounted in the ALCOVES anechoic chamber in a fan-alone con-
figuration, as depicted in Figure 5.2 (a), and its far-field sound spectrum has been measured for
the fan nominal working condition at a one-meter distance, aligned with the center of the fan.
The laboratory has been designed by Bilka et al. [20] to have a low turbulence level at the inlet
and an acoustic cut-off frequency of 150 Hz. Further details regarding the ALCOVES laboratory
are given in Chapter 3.

The fan has 7-unequally-spaced blades that are forward skewed, with high sweep-angle values
particularly at the tip of the blades. The sweep angle, defined as the angle between the radius and
the local tangent to the blade curvature, at the leading edge, reaches very high values of about
70 degrees at the tip of the blade. A slower increase of up to about 50 degrees is attained by the
trailing-edge curvature at the blade tip. The hub diameter is 142 mm, whereas the total diameter
consists of 380 mm. The operating condition of this rotor is a rotational speed of 3400 rpm with
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Figure 5.1: The relative velocity is plotted for an unsteady DES computation onto the isosurface obtained
with the Q-criterion technique; large vortical structures are depicted in particular close to the ring and in

the trailing-edge recirculating region near the hub (the fan rotation is clockwise).

(a) (b)

Figure 5.2: (a) ALCOVES anechoic chamber: upstream room with fan-alone configuration. (b)
Suction-side 3D CAD model of the Valeo forward-skewed fan employed in the steady RANS simulation.

a volumetric flow rate of 3400 m3 h−1. The Reynolds number based on the chord at the tip of the
blade is 2.45× 105, stating that the fan is working in the laminar-turbulent transition region [21].
The Mach number at the tip, related to a rotational speed of 3400 rpm, is 0.19, and thus, the
incompressible regime can be considered.

5.3 Numerical simulation of the low-speed fan

CFD computations are carried out with STAR-CCM+ Version 15.04. As illustrated in Figure 5.3,
three computational domains are considered: the mass flow inlet, the moving reference frame
(MRF) with a rotational velocity of 3400 rpm defined where the fan is settled, and the pressure
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outlet.

Figure 5.3: The 3 regions of the computational domain are represented on the left, whereas a close-up of
the moving reference frame (MRF) where the fan is located as shown on the right.

Both inlet and outlet regions are conceived large enough to have fairly low influence on the
MRF region, as well as to allow free-field atmospheric conditions as outlet boundary conditions.
A polyhedral mesh of approximately 25 million cells has been created similar to what has been
done by Henner et al. [22]. A section of the mesh over the plane normal to the Y axis is shown in
Figure 5.4: the wake refinements are remarked in the outlet region on the right.

Figure 5.4: Polyhedral mesh section over the plane normal to the Y axis.

Figure 5.5 shows a close-up of the meshed area of the MRF region: small cells are visible
especially around the blades. A mesh independence study has been performed varying the re-
finements over the fan surfaces, as well as in the wake region. Steady RANS are considered in
this work as an acceptable compromise between computational cost and accuracy in describing
the flow features. As in [16], the SST k − ω turbulence model has been chosen in order to re-
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Figure 5.5: Close-up visualization over the fine polyhedral mesh of the MRF region.

solve the boundary-layer features close to the walls: y+ ≈ 1 values are obtained in every region.
A similar simulation strategy, despite the use of an unsteady approach, in that case, can be found
in [16] where the analyzed forward-skewed fan is a slightly bigger sample of the same rotor family
produced by Valeo.

The seven blades present similar aerodynamic properties, where at the tip the highest values
of mean velocities are observed in Figure 5.6 (a). Moreover, the pressure load on the fan suc-
tion side presents similar distribution over the blades, with higher values at their leading-edge tip,
as Figure 5.6 (b) shows. For these reasons, only one blade has been used for the following acoustic
results. This assumption could not be done in advance because the blades are not equally spaced.
The typical radial development of the wake at nominal conditions, consistently with [16], is shown
in Figure 5.7 (a), whereas the cylindrical cut in Figure 5.7 (b) confirms the azimuthal axial sym-
metry of the wake. The relative-velocity scalar field around iso-radius cuts of the blades is also
displayed in Figure 5.8. In each case, at the hub, mid-span, and tip regions, the flow appears to be
fairly attached along the airfoil suction line, allowing the use of the semi-empirical wall-pressure
models explained in Section 5.4, not suited when the flow is highly separated.

5.3.1 Inlet turbulence

In order to feed the leading-edge noise formulation with the RANS-based parameters (turbulence
kinetic energy kt, specific rate of dissipation ωt, and mean relative or entrainment velocity U0),
point-wise locations upstream of the blade leading-edge line are defined. Two quantities are re-
lated to the turbulent kt − ωt STT model parameters, illustrated by defining the radial normalized
distance y/LB: the turbulent length scale Λf in Figure 5.9 (a) and the mean square of the veloc-
ity fluctuations u2, in Figure 5.9 (b). The former influences the slopes and the roll-off frequency
location of the turbulent velocity fluctuations spectrum and is defined as:

Λf =
Btk

1/2
t

ωtCµ
, (5.1)
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(a) (b)

Figure 5.6: The RANS-based numerical results show similar azimuthal features over the
7 non-equally-distributed fan blades, making it possible to deal with them separately: in (a), the relative
velocity is illustrated on a plane normal to the fan rotating axis, showing higher velocities at the blade
trailing-edge tips; in (b), the distribution of pressure indicates that the most loaded zones are the blade

leading-edge tips.

(a) (b)

Figure 5.7: Scalar field of the velocity magnitude obtained with RANS simulation: (a) Planar section
showing the MRF region with its radial wake. (b) The cylindrical section along the Z-axis.

with the empirical constant Bt = 0.4 given in [23] and Cµ = 0.09 given in [24]. The amplitude
of the spectrum of the velocity fluctuations (see Section 5.4.2) is mostly affected by u2, directly
linked to the turbulent kinetic energy as u2 = 2

3kt. In Figure 5.9 (a), it is worth noticing that
u2 reaches a peak in the range 0.15 < y/LB < 0.45 and then it starts to grow again while
approaching the tip of the blade. Similar trends have been found in the RMS velocity components
of Figure 10 in [19].
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Figure 5.8: Relative velocity at 3 iso-radial cuts along the blade span.
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Figure 5.9: Inlet turbulence parameters are extracted from the steady-RANS computation upstream of the
blade leading-edge line (at 12% of the chord, as motivated in Section 5.5.2) and depicted as functions of

the spanwise normalized distance y/LB: in (a), the mean square of the velocity fluctuations u2 is
depicted; in (b), the characteristic length scale of the turbulent eddies Λf is illustrated.

5.3.2 Boundary-layer parameters

The steady-RANS simulation provides a statistically converged solution of the velocity field around
the fan blades. We are interested in extracting the trailing-edge velocity boundary layers at sev-
eral spanwise locations in order to implement the strip-theory approach presented in Section 5.4.
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Figure 5.10: Three isoradial cuts are plotted at 3 spanwise locations y/LB: (a) the boundary-layer
velocity profiles are depicted as functions of the non-dimensional boundary-layer distance yc/c with the

red dots corresponding to the boundary layer thickness δ; (b) the negative pressure coefficient Cp is
plotted as a function of the chordwise nondimensional coordinate xc/c.

By so doing, it is possible to estimate the boundary-layer parameters to model the trailing-edge
wall-pressure spectra. For automotive forward-skewed fans as the one considered in this work, it is
not trivial to define an external boundary-layer velocity Ue because secondary flows, especially at
the blade tip and hub regions as well as flow separation zones can easily occur. For three spanwise
locations illustrated in Figure 5.10 (a), the boundary-layer thickness δ (shown with red dots) has
been defined at the location normal to the blade corresponding to (Ue). The external velocity has
been calculated with two methods, the first one consisting of using the boundary-layer maximum
velocity, such that Ue = 0.99Umax. To ensure the validity of the previous assumption, the total
pressure boundary-layer profiles are calculated so that Ue is found at the location where the total
pressure reaches its maximum, similarly to what has been done in [1]. The previous methods
lead to the same external velocity values and thus, the latter has been used in the following in-
vestigations. We define the displacement and momentum thicknesses, respectively as δ∗ and θ,
by integrating the velocity over the boundary-layer thickness:

δ∗ =

∫ δ

0

(
1− U(y)

Ue

)
dy, (5.2)

θ =

∫ δ

0

U(y)

Ue

(
1− U(y)

Ue

)
dy. (5.3)

The pressure coefficient Cp at three spanwise locations is plotted as a function of the chordwise
coordinate (where xc/c = 0 at the leading-edge point) and is defined as:

Cp =
p− p∞
1
2ρ∞U

2
0

, (5.4)

with U0 = rΩ as the local entrainment velocity, whereas p∞ and ρ∞ are the laboratory pressure
and air density, respectively. One can notice that we are in the presence of adverse pressure
gradients on the blade suction side in the trailing-edge regions (xc/c > 0.8) and therefore semi-
empirical wall-pressure models that take them into account are implemented and discussed in
Section 5.4.5.
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5.4 Noise prediction methodology

An extension of Amiet’s theory to rotating blades, initially developed by Schlinker and Amiet [25]
and subsequently by Rozenberg et al. [8], is firstly proposed in order to take into account leading-
edge and trailing-edge noise mechanisms. Following the work of Sanjosé and Moreau [1], the two
sound-mechanism models present consistent similarities but will be treated separately when im-
plementing Amiet’s airfoil theory with or without taking into account the sweep-angle effect.

5.4.1 Noise emitted by rotating blades

To deal with spanwise-varying conditions, the fan blade is subdivided into strips (or segments)
through isoradial cuts such that each strip encounters its own flow condition. The overall radiated
fan noise is calculated as the sum of the sounds individually emitted by each strip to which the
single-airfoil theory is applied, assuming that the circular motion can be approximated by an
equivalent local translation. The relative motion between the listener and the source is afterward
considered by including a Doppler frequency-shift factor and taking into account all the azimuthal
blade locations as shown in Figure 5.11 (a) and expressed by Eq. (5.5). For a given listener angular
frequency ω, the fan radiated noise is calculated as:

Spp(x, ω) =
B

2π

∫ 2π

0

(ωe(Ψ)

ω

)2
SΨ
pp (y, ωe) dΨ, (5.5)

where x is the vectorial listener’s position, whereas y is the source location;B represents the num-
ber of the blades, ωe(Ψ) is the source emitted frequency for a given azimuthal position expressed
by the angle Ψ = Ωt, as depicted in Figure 5.11 (a). The Doppler factor has to be squared as
proven by Sinayoko et al. [26] and for low-Mach number is given by the relation:

ωe(Ψ)

ω
= 1 +Mr sin Ψ sin Θ, (5.6)

in which Mr is the Mach number of the source relative to the fluid. The term SΨ
pp(y, ωe) of

Eq. (5.6) is obtained from the single-airfoil theory as the sum of the trailing-edge and leading-
edge noise contributions such that SΨ

pp = STEpp + SLEpp , discussed in the next paragraphs.

5.4.2 Leading-edge noise formulation

Based on the classical Amiet’s analytical gust-airfoil interaction noise model [9], Roger et al. [7]
extended the formulation to account for swept blades in order to predict tonal noise emitted by
CRORs. In the following work, these developments are used to predict broadband sound sources
as carried out for an isolated airfoil in the work of Giez et al. [27]. The sweep angle is defined as the
angle between the fan radius line and the line locally tangent to the edge of the blade, as depicted
in Figure 5.11 (b). A local reference frame (x, y, z) is defined, with the x axis parallel to the flow
direction U0 = ΩR (with the fan angular rotation Ω), the z axis perpendicular to the blade-strip
plane and the y axis orthogonal to the previous two, pointing at the center of rotation. A second
local reference frame (x′, y′, z) is obtained with a clockwise rotation around the z axis by the
sweep angle ψ; the y′ axis is now laying on the leading edge of the blade segment. We specify that
Figure 5.11 (b) depicts the case where the reference frames are centered on the trailing-edge, valid
for the TE noise formulation discussed later. For the LE formulation, the only difference is that the
reference frames are located at the center of the strip, as Figure 5.12 illustrates. The chord c and
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Figure 5.11: (a) From [8], rotating local airfoil reference frame. The fixed reference frame x = (X,Y, Z)
defines the observer’s position. (b) Sweep-angle definition over the leading edge of the fan blade; the

rotated local reference frame (x′, y′, z) is determined.

span L of the blade segment are equivalently indicated in the same figure, as well as the rotated
chord c′ = c cos(ψ), parallel to x′, and the rotated span L′ = L/ cos(ψ), parallel to y′. To have
further information about the following formulation, the interested reader can refer to [7, 28, 29].
We define the acoustic wavenumber ka = ω

c0
and the observer corrected distance S0 to take into

account the convection effects as:

S2
0 = β2

yX
2
o + β2

xY
2
o + β2

0Z
2
o , where βy,x,0 =

√
1−

(
Uy,x,0
c0

)2

, (5.7)

where (Xo, Yo, Zo) must refer to the rotated reference frame (x′, y′, z). Eq. (5.7) introduces the
velocity component Ux = U0

cosψ perpendicular to the swept leading edge and the one parallel to it
Uy = U0

sinψ . The turbulence is assumed to be isotropic, frozen, and expanded into harmonics gusts.
We write the power-spectral density (PSD) of the far-field acoustic pressure for a fluid with the
speed of sound c0 and the density ρ0, with the assumption of large aspect ratio on the full blade
span. This not only yields a simpler mathematical expression of the PSD reported in Eq. (5.8),
but it is the only one that converges with the number of the strips. This was discussed in the Ph.D.
thesis of Rozenberg (see Section 4.4.5 in [30]) and confirmed by Christophe et al. [31]. We write
the PSD of the far-field sound as:

SLEpp (x, ω) =

(
ρ0ωb

′Zo
c0S2

0

)2

2πUx
L′

2
Φww

(
K ′x,K

′
y

) ∣∣LLE (Xo,K
′
x,K

′
y

)∣∣2 , (5.8)

where b′ = c′/2 andK ′y is the only involved gust, which can be verified to be always supercritical,
as stated in [28], and is expressed as [6, 27]:

K ′y =
ka
β2

0

(
β2
xYo
S0
− Uy
c0

)
. (5.9)
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Given the dispersion equation U0 ·K = UxK
′
x + UyK

′
y, the x′-wavenumber is defined as:

K ′x =
ω −K ′yUy

Ux
. (5.10)

The mathematically-derived aeroacoustic wavenumber term LLE does not consider the contri-
bution of the trailing-edge back-scattering derived in [14], which is typically much smaller if
compared to the main contribution:

LLE = −e
−iΘ2

π

√
2(

K ′x + β2
xκ
)

Θ1

E [2Θ1] . (5.11)

We define the parameter κ as:

κ2 = µ2 −
K ′y

2

β2
x

, with µ =
K ′xUx
c0β2

x

,

where K ′x and K ′y are the dimensionless wavenumbers; E[−] is the Fresnel integral, whereas Θ1

and Θ2 can be can be written [7, 27, 29]:

Θ1 =
(
κ−M2

xK
′
x/β

2
x

)
+ b

{
tanψK ′y −

ka
β2

0S0

[
β2
yXo − S0

Ux
c0

+ tanψ

(
β2
xYo − S0

Uy
c0

)]}
,

Θ2 = Θ1 +

(
U2

1K
′
x

c2
0β

2
x

− κ
)
− π/4.

The von Kármán’s and Liepmann’s spectrum models, assuming homogeneous isotropic tur-
bulence, are used to calculate the two-wavenumber spectrum Φww(K ′x,K

′
y), analogously to what

has been done in [1, 32]. Starting off from the steady RANS extracted data of Section 5.3, we can
write the von Kármán’s model spectrum as:

ΦV K
ww

(
K ′x,K

′
y

)
=

4

9π

u2

k2
e

K̂ ′x
2

+ K̂ ′y
2(

1 + K̂ ′x
2

+ K̂ ′y
2
)7/3

, (5.12)

whereas, using the Liepmann’s model spectrum:

ΦLM
ww

(
K ′x,K

′
y

)
=

3u2Λ4
f

(
K ′x

2 +K ′y
2
)

4π
(

1 + Λ2
f

(
K ′x

2 +K ′y
2
))5/2

, (5.13)

with u2 as the mean square of the velocity fluctuations, which is directly related to the RANS
scalar turbulent kinetic energy kt as: u2 = 2

3kt.
The average wavenumber of the energy-containing eddies ke in Eq. (5.14) is defined as:

ke =

√
π

Λf

Γ(5/6)

Γ(1/3)
, (5.14)

where the turbulent length scales Λf has been defined in Eq. (5.1).
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5.4.3 Trailing-edge noise formulation

According to the original derivation by Amiet [10], afterward extended by Roger and Moreau
in [14], the inclusion of the sweep-angle effect for the trailing-edge noise modeling, in this work,
followed the recent work of Grasso et al. [6]. The PSD of the far-field noise for the large aspect
ratio is given as:

STEpp (x, ω) =

(
ω cosψb′Zo

2πc0S2
0

)2

πL′
∣∣∣L(K ′c,K ′y)∣∣∣2 Π0

(
ω,K

′
y

)
. (5.15)

Consistently with the leading-edge formulation in the previous section, the main contribution of
the aeroacoustic transfer function is written:

LTE = −e2iC/cosψ

iC

{
(1 + i)e−2iC/cosψ

√
2B

cosψ
ES∗

[
2(B − C)

cosψ

]
+

− (1 + i)E∗
[

2B

cosψ

]
+ 1− e−2iC/ cosψ

}
, (5.16)

where the mathematical expressions of the functionsE∗[−] and ES[−], both closely related to the
Fresnel integral, are given for instance in [6]. The parameters B and C can be written as:

B =

(
αK

′
c + µ

Ux
c0

+ κ

)
cosψ,

C = αK
′
x cosψ +K

′
y sinψ − ka

β2
0

(
β2
yXo cosψ

S0
+
β2
xYo sinψ

S0
− U0

c0

)
.

TheK ′y term is given by Eq. (5.9), whilst the rotated convective wavenumber is shown in Eq. (5.17):

K ′c =
ω

Uc cosψ
−K ′y tanψ, (5.17)

assuming the frozen turbulence hypothesis can be applied such that the convective velocity is de-
termined as Uc = U0/α, with α = 1.43. In order to compare with far-field experimental
results, as described in the original work of Amiet [10], Eq. (5.8) and Eq. (5.15) have to be mul-
tiplied by a factor bw = 2π needed to convert to a 1 Hz bandwidth. As indicated by [33], there
is no need to multiply Eq. (5.15) by 2 to convert to a single-sided frequency spectrum, as done
in [14], because all the wall-pressure models hereafter utilized are already single-sided. Nonethe-
less, Eq. (5.15) is further multiplied by 2 in order to account for the pressure and suction sides.
According to [10], this factor of 2 should be used only for cases where two identical boundary
layers are encountered on the pressure and suction sides. Even though with control diffusion air-
foils the suction side is typically radiating more than the pressure side [1], the latter cannot be
neglected in advance in view of the similar boundary-layer thicknesses. Nonetheless, no semi-
empirical wall-spectrum model has been conceived to account specifically for favorable pressure
gradients that we notice on the pressure-side trailing-edge region, as illustrated in Figure 5.4 (b).
Hence, this 2 factor is used to be conservative about the emitted trailing-edge noise, yielding to a
global multiplication factor of 4π.



SWEEP-ANGLE EFFECT ON LOW-ORDER ACOUSTIC PREDICTION 5-13

5.4.4 Generalized Corcos’ model

In Amiet’s classical formulation, the separation of frequency and wavenumber variables of the
Corcos’ model [13] is assumed in order to write the wall-pressure PSD Π0(ω,Ky) of Eq. (5.15)
as:

Π0 (ω,Ky) =

∫ +∞

−∞
Π (kx,Ky, ω) dkx =

1

π
ϕpp(ω)ly (ω/Uc,Ky) , (5.18)

where the complete frequency-wavenumbers wall-pressure power-spectral density
Π(kx,Ky, ω) is given by:

Π (kx, ky, ω) = ϕpp(ω)
1

παω

1 +
(
kx−kω
αω

)2

1
πβω

1 +
(
ky
βω

)2 , (5.19)

with kω = ω/Uc, αω = αxω/Uc and βω = βyω/Uc. The coefficients αx = 0.1 and
βy = 1/1.47 are chosen within intervals suited for smooth rigid walls [15]. The spanwise
correlation length ly(ω/Uc,Ky) in Eq. (5.18) is obtained after integrating over kx as in [14]:

ly(ω,Ky) =
kω/bc

K2
y + (kω/bc)2

, (5.20)

with bc as a constant. Even though the mathematical simplicity of Eq. (5.20) is appealing, taking
into account a skewed gust may lead to a wrong estimation of the spectral energy distribution on
the streamwise and spanwise rotated wavenumbers. To overcome this problem, Grasso et al. [6]
implemented the Generalized Corcos’ model firstly developed in [15]. As introduced in the latter
work, the Lorentzian functions originally utilized in the Corcos’ model to describe the two spatial
correlation lengths, are interpreted as Butterworth filters of orders m = 1 and n = 1. Thus, in the
general case, Eq. (5.19) can be modified as:

Π (kx, ky, ω) = ϕpp(ω)

n sin(π/2n)
παω

1 +
(
kx−kω
αω

)2n

m sin(π/2m)
πβω

1 +
(
ky
βω

)2m . (5.21)

Caiazzo et al. [15] intended this generalization to correct the low-wavenumber behavior that is
causing the original Corcos’ model to overestimate the contribution of the subconvective stream-
wise wavenumber range to a given angular frequency ω. The filter order coefficients m and n
can be seen as free parameters to be adjusted in order to better approximate the experimental
wall-pressure spectrum. When introducing the rotated streamwise and spanwise wavenumbers,
a coupling between the coherence lengths appears:

Π
(
k′x, k

′
y, ω
)

= ϕpp(ω)

n sin(π/2n)
παω

1 +
(
k′x cosψ+k′y sinψ−kω

αω

)2n

m sin(π/2m)
πβω

1 +
(
−k′x sinψ+k′y cosψ

βω

)2m . (5.22)

Nevertheless, the analytical integration over k′x is still possible, but rather cumbersome, and it was
performed by Grasso et al. [6] for a combination set of m and n order coefficients, by using the
open-access software named Sage Math. The aim was to calculate a different spanwise correlation
length ly for each couple of m and n with the limit case of Eq. (5.19) when m = 1, n = 1.
These derivations have been implemented in the following methodology in order to clarify their
influence on the far-field radiated sound.
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5.4.5 Semi-empirical wall-pressure models

As a closure to Eq. (5.15), semi-empirical models have been implemented to calculate the frequency-
dependent part of the wall-pressure spectrum (WPS) φ(ω). Originally proposed by Lee [11] and
based on the work of Goody [34], a universal formulation can be used to describe the shape of
φ(ω) and expressed as:

φpp
φ∗

=
a(ω∗)b

[i(ω∗)c + d]e + [fRgTω
∗]h

, (5.23)

where the parameters a−h are set to modify the shape of the spectra according to the chosen model
(more details on the effect of each coefficient can be found in [11, 35]), the rescaled wall-pressure
spectrum and the circular frequency φ∗ and ω∗, respectively; finally, RT is the time-scale ratio
which accounts for Reynolds number effects. Three different models will be considered hereafter,
Goody’s model that is suited to zero-pressure gradient profiles, Rozenberg’s model that is tuned to
take into account adverse-pressure gradient profiles, and Lee’s model that is based on the previous
two and can be applied in both cases.

5.4.5.1 Goody’s model

Goody’s model is based on the work of Chase [36] and Howe [37] and it is often taken as a
reference model to compare with more recent ones [11]. The overlap region was extended by
introducing the time-scale ratio, defined as the ratio of the outer time scale to the inner time scale
as:

RT = (δ/Ue)/(ν/u
2
τ ), (5.24)

with the kinematic viscosity ν and the friction velocity uτ . The angular frequency is scaled by
ω∗ = δ/Ue, whereas the wall-pressure spectrum model is scaled by φ∗ = τ2

wδ/Ue, with τw
as the wall-shear stress (directly related to the friction velocity as uτ =

√
τw/ρ∞), which

is estimated in the following sections applying the general method proposed by Bradshaw and
Ferriss in [38]. The coefficients given in Eq. (5.23) for the Goody’s model are a = 3.0, b = 2,
c = 0.75, d = 0.5, e = 3.7, f = 1.1, g = −0.57, h = 7.0, and i = 1.0.

5.4.5.2 Rozenberg’s model

In order to account for adverse pressure gradient flows, Rozenberg et al. [39] developed a model
basing it on Goody’s. The frequency is scaled by ω∗ = δ∗/Ue, whereas the wall-pressure spec-
trum normalization is defined as φ∗ = τ2

maxδ
∗/Ue, where the boundary-layer maximum wall-

shear stress was introduced. Nevertheless, in this work τw has been employed instead, as suggested
by Lee [11]. Other three parameters are determined to characterize the effect of the adverse pres-
sure gradient: Zagarola-Smits’ parameter ∆∗ = δ/δ∗ [40], Clauser’s equilibrium parameter [41]
βc = (θ/τw) (dp/dx), and Coles’ wake parameter [42] Π. The latter is estimated using the empir-
ical formula given by Durbin and Reif in [43], Π = 0.8(βc + 0.5)3/4. The other parameters in
section 5.4.5 are defined as:

• a = [2.82∆2
∗
(
6.13∆−0.75

∗ + d
)e

] [4.2 (Π/∆∗) + 1],

• b = 2.0,

• c = 0.75,

• d = 4.76 (1.4/∆∗)
0.75 [0.375e− 1],
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• e = 3.7 + 1.5βc,

• f = 8.8,

• g = −0.57,

• h = min
(
3, 19/

√
RT
)

+ 7,

• i = 4.76.

One may notice that here, unlike Goody’s model, the parameters have to be determined as
functions of the pressure gradient dp/dx, which is directly provided by the RANS computation at
the blade wall and it is rotated to follow the isoradial curvature of the blade suction side.

5.4.5.3 Lee’s model

Lee [11] recently proposed a model to extend the validity of Rozenberg’s model to low and
high-pressure gradient flows, as well as to higher βc values, for extensive applications. Most
of the parameters used for Rozenberg’s model are kept the same with some exceptions discussed
hereafter. First, the spectrum is scaled by the wall-shear stress τw, rather than using the maxi-
mum shear stress τmax over the boundary-layer length. To correct the higher amplitudes for low
and middle frequencies predicted by Rozenberg’s model in low-pressure gradient flows, the pa-
rameter d is modified as d = max(1.0, 1.5d) if βc < 0.5. The parameter a is adjusted as
a = max(1, (0.25βc − 0.52)a). To compensate for the rapid decay rate encountered in Rozen-
berg’s model for zero and low-pressure gradient flows, the parameter h is modified as follows:

h = min
(

5.35, 0.139 + 3.1043βc, 19/
√
RT

)
+ 7, (5.25)

whereas the following expression has to be used if h = 12.35:

h = min
(

3, 19/
√
RT

)
+ 7. (5.26)

5.5 Acoustic far-field results

The implementation of the single-airfoil Amiet’s analytical formulations including the sweep-
angle effect has been compared and validated with the work of Giez et al. [27] for the LE noise
case, and with the work of Grasso et al. [6] for the TE noise case. The strip-theory approach is
illustrated in Figure 5.12 (a) for the LE noise case, where 10 blade strips have been generated
together with their local reference frames at the center of the segments performing equidistant
cuts along the radius line. An improvement taking into account the sweep angle is shown in
Figure 5.12 (b), where the leading-edges of the blade planes are now locally parallel to the forward-
skewed curvature of the blade. A similar approach has been implemented to carry out the blade
segments for the TE formulation as shown in Figure 5.13. Nevertheless, for this specific case,
the blade segments are obtained by subdividing the TE line into equidistant cuts. In fact, when the
blade is divided into evenly distributed segments over the radius, a systematic underestimation of
about 2 dB in the far-field noise is observed due to the fact that the strips would have a too-short
span. On the contrary, one can notice in Figure 5.13 (b) that the trailing-edge line is completely
covered using this distribution of the isoradial strips. A convergence study was carried out in order
to establish the minimum number of strips to acceptably discretize the noise emissions along the
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(a) (b)

Figure 5.12: For the leading-edge case, the blade is divided into 10 segments: in (a), a classical unswept
leading-edge formulation can be used; in (b), the effect of the sweep is evaluated with blade strips which

have locally parallel leading-edges, following the blade forward-skewed curvature.

(a) (b)

Figure 5.13: For the trailing-edge case, the blade is divided into 10 segments: in (a), a classical unswept
trailing-edge formulation can be used; in (b), the effect of the sweep is evaluated with blade strips which

have locally parallel trailing-edges, following the blade forward-skewed curvature.
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Figure 5.14: Convergence study on the number of strips to use in order to acceptably discretize the noise
sources on the blade span: (a) leading-edge noise prediction case, (b) trailing-edge noise prediction case.

blade span. For both sound mechanisms, the blade is finally cut in 16 strips: this value is kept
throughout the study. While for the LE case, illustrated in Figure 5.14 (a), the convergence is quite
fast, for the TE case in Figure 5.14 (b) small differences up to about 1 dB are depicted between the
16 and 22 strips cases. This is due to the 3D discretization of the blade as well as to the distribution
of the strips over the most emitting areas.

5.5.1 Noise distribution over the strips

For the two noise mechanisms, the unswept classical Amiet’s formulations [9, 10] are retrieved as
a limit case where ψ = 0. In Figure 5.15, the LE and TE noise methodologies are compared with
respect to the unswept Amiet’s formulation. Three strips are reported with a respective distance
from the hub of y/LB . In Figure 5.15, one can generally notice that closer to the tip, the far-field
sound predicted by the unswept approach is higher, due to the radial linear increase of the relative
velocity. The effect of the sweep is to reduce, mainly in amplitude, the PSD of each strip. We
mention that at y/LB = 0.22, the local blade sweep is near 0, and therefore the unswept (UN) and
swept (SW) formulations give very close results.

For the LE case, depicted in Figure 5.15 (a), the unswept formulation shows higher PSD
values nearer the tip and beyond 1.9 kHz. Nevertheless, for the swept formulation, the strip at
y/LB = 0.22 is seen to be louder than the one at y/LB = 0.59 throughout all frequencies.
For low to middle frequencies, this can be explained by the high values of u2, which are found
in the range 0.15 < y/LB < 0.45, as depicted in Figure 5.9 (a). In fact, the mean square of the
velocity fluctuations is directly linked to the turbulent kinetic energy content found in the RANS
simulation and depicted in Figure 5.16 (a). This increase of kt has been found in other studies
with similar fans, as Figure 9 in [19] illustrates. Particularly at the tip of the blade, where the
curvature reaches around 70 degrees, considering the sweep angle leads to a substantial decrease
of the emitted noise and, therefore, the strip at y/LB = 0.22 turns out to be the dominant one.
This is an important result because it shows that we cannot assume in advance that the tip of the
blade is the most emitting one just in view of the higher relative velocities. Thus, only considering
the unswept classical Amiet’s formulation can lead to this erroneous conclusion. Analogously for
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Figure 5.15: Far-field sound power-spectral density (PSD) distribution over the blade span. The dashed
curves represent the classical Amiet’s theory, whilst the solid ones take into account the varying

sweep-angle: (a) leading-edge noise prediction case, (b) trailing-edge noise prediction case.
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Figure 5.16: The turbulent kinetic energy content is shown in (a); colored concentric circles represent the
isoradial locations at which the blade is cut in order to study the overall SPL of the strips shown in (b).

Here, the overall SPL is depicted against the upstream chord distance from the leading-edge point.

the TE noise, the most emitting strip is at y/LB = 0.22, in the range where the Cp reaches its
peak, as depicted in Figure 5.10 (b).
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5.5.2 Leading-edge upstream extraction location

It is not trivial to define the upstream chord distance at which the RANS data u2 and Λf should
be extracted in order to feed the turbulence models. In Figure 5.16 (b), six strips are used for the
SW LE sound case. On the x-axis the upstream chord percentage distance from the LE is defined,
whereas, on the y-axis, the overall SPL has been calculated as the integral of the strip PSD over
the frequency spectrum. Once again, one can notice that the most emitting strips are the ones in
the 0.15 < y/LB < 0.45 interval, whilst the overall SPL curve of the strip closer to the tip is
substantially reduced by the local high sweep angle. Except for the least emitting strip near the
fan hub, the overall SPL of the remaining curves converges to a plateau between 10% and 15% of
the chord upstream. For this reason, a value of 12% is used for the following results. On the other
hand, for the TE formulation case, the boundary layers are extracted at 85% of the chord, as done
in [1].

5.5.3 LE and TE noise comparison with experimental PSD

The acoustic far-field predicted results are compared in Figure 5.17 with the measured spectrum
of the fan at its nominal operating condition. The sound has been measured at 1 m distance from
the fan suction side (in the upstream anechoic chamber), with the microphone aligned with the
fan center of rotation. The experimental sound curve presents tonal contributions, particularly
at the blade-passing frequency (around 400 Hz) and its harmonics not accounted for in the pre-
diction methodology. When including the sweep-angle effect, the LE noise mechanism appears
to be relevant throughout the whole frequency spectrum, while still being comparable to the
TE noise around 3.75 kHz and at very high frequencies. This is in agreement with the rotating
beamforming result, on the same automotive fan, at the same working condition investigated by
Amoiridis et al. [44] (see Figure 13), as well as with the results of Herold et al. [3]. The unswept
behavior is fairly similar to the one computed in Figure 10 by Sanjose and Moreau in [1], on a
similar but less forward-skewed automotive fan (H380EC1). We can affirm that the sum of the LE
and TE sound mechanisms for the swept formulation is in fairly good agreement with the experi-
mental curve, especially at high frequency, resulting in a better description of the noise emission
with respect to the unswept classical Amiet’s formulation. The unswept case overpredicts the ra-
diated noise in this frequency range. As expected, the methodology is not suited to model the
sound spectrum for very low frequencies; in this region, most of the radiated sound is generated
by subharmonic coherent vortical structures convected upstream within the gap between the fan
shroud and the rotating ring [17, 18]. Secondary flows with more broadband behavior as well as
recirculation bubbles under the trailing-edge pressure side of the blade can also take place in the
tip and near the hub regions [19], but their modeling would require higher-order CFD inputs to
feed the semi-analytical models.

5.5.4 Sensitivity study

In Figure 5.17, the von Kármán’s model, Lee’s model, and the original Corcos’ model with m =
1 and n = 1 have been used to delineate the far-field results. Nevertheless, it is interesting
to investigate which of the models proposed in Section 5.4 provides the best comparison with
respect to the experimental far-field acoustics. Figure 5.18 (a) shows that among the three semi-
empirical wall-pressure models, Lee’s and Rozenberg’s better compare with respect to Goody’s,
the latter giving a PSD reduction of up to 3 dB. This is expected as Goody’s model does not
account for the effect of adverse pressure gradients developing on the blades, and consequently
underpredicts the low frequencies. This is consistent with the results reported by Sanjose and
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Figure 5.17: PSD of the far-field emitted sound by the fan at its nominal working point: the solid red line
representing the sum of trailing-edge (TE) and leading-edge (LE) noise contributions for the swept case
(SW) is in fairly good agreement with the experimental curve in solid blue, especially at high frequency,

resulting into a better description of the noise emission with respect to the unswept (UN) classical Amiet’s
formulation shown in dashed line. In this plot, Lee’s model and Corcos’ model with m = 1 and n = 1 are
employed for the TE noise prediction, whilst the von Kármán’s model is used for the LE noise prediction.

Moreau on the H380EC1 fan [1]. A negligible shift in frequency is encountered when employing
von Kármán’s or Liepmann’s models for the LE noise prediction, also in agreement with [1, 45].
Several combinations of Butterworth-filter orders have been tested in Figure 5.18 (b), appearing
to have a negligible effect on the TE noise prediction, with a relative difference of less than 1 dB.

5.6 Conclusions

We implemented a semi-analytical methodology, based on Amiet’s theory, to predict the leading-
edge and the trailing-edge noise mechanisms for an automotive fan with forward-skewed blades.
The aim of the present work was to extend the low-order noise prediction methodology developed
in [12], exploiting the same near-field steady RANS computation and comparing the results with
the experimental ones. The blades have been divided into strips through isoradius cuts where the
single-airfoil Amiet’s theory has been implemented, taking into account the local sweep angles for
the leading and trailing edges separately.

The overall effect of considering swept blades with respect to the classical Amiet’s formula-
tions is a reduction of the predicted noise for both sound mechanisms and throughout the entire
frequency spectrum. This mitigating effect is particularly efficient at the blade tip, where the high-
est values of local sweep angles are reached. In fact, the most emitting strips are found to be the
ones within the interval 0.15 < y/LB < 0.45. A crucial consideration is that neglecting sweep
effects can lead to the erroneous conclusion that the dominant strips are the ones at the tip of the
blade, due to higher relative velocities, whereas in that area the forward curvature mitigates sub-
stantially the noise emission. Considering the sweep-angle effects also allows us to discern the
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Figure 5.18: A parametric study is proposed for the SW case by comparing the predicted results with the
measured ones: in (a), 3 semi-empirical wall-pressure models Lee’s, Rozenberg’s, and Goody’s are

compared for the TE case; 2 turbulence velocity fluctuations models: von Kármán’s and Liepmann’s are
compared for the LE case. In (b), several combinations of the Corcos’ order coefficients m and n are

tested out.

relative importance between the LE and TE noise mechanisms, the former being globally dom-
inant but comparable to the latter around 3.75 kHz and at very high frequencies, in agreement
with [1, 3, 44].

A sensitivity analysis complements this work by studying three of the modeling key param-
eters. Firstly, the correct location at which one has to extract the CFD information to feed the
LE noise model is proposed to be at 12% of the chord, upstream of the leading-edge location.
Secondly, the semi-empirical models that account for adverse pressure gradient flows are the best
at comparing with the experimental results in agreement with [19]; specifically, Lee’s model ex-
hibits the best trend. Thirdly, the relatively new Generalized Corcos’s model was implemented
to calculate the spanwise integral length scale with a formulation that accounts for the coupled
influence of the skewed wavenumbers on the spectral energy. Even though further investigations
are required, the Butterworth-filter order coefficients seem to have a negligible influence on the
far-field noise prediction.
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6
General conclusions

The work presented in this manuscript is aimed at studying the noise emitted by automotive cool-
ing modules, which are among the vehicle components with the loudest noise emissions under
conditions such as stopping at traffic lights or due to rush hour traffic. Several experimental, nu-
merical, and analytical techniques were employed in order to isolate, quantify, and simulate the
dominant broadband sound generation mechanisms. The whole study involved a cooling module
manufactured by the French company Valeo, consisting of a radiator or heat exchanger clamped to
the suction side of a low-speed axial fan. The first is constituted of a dense core of cooling pipes,
with fins and louvers that increase the heat exchange between the vehicle engine and the surround-
ing environment. The second is composed of 7 unevenly spaced blades, curved or swept in the
direction of rotation and joined together by a spinning L-shaped ring. This automotive module,
which continues to be widely used on the road, was chosen because we were interested in study-
ing a case as close as possible to real working conditions. In particular, we directed our interest
toward the effect that the presence of the radiator plays on the sound sources occurring on the fan
blades. In fact, in the literature, it was noted that there was no clarity on this installation effect,
since in some studies the presence of the radiator increases the sound emissions with respect to
the fan-alone case (as a result of the turbulence produced and the onset of turbulence-interaction
noise), whereas in other investigations the radiator seems to reduce the noise produced (as a re-
sult of the chopping of large eddies that reach the fan-alone case). To this end, two experimental
campaigns in two different anechoic laboratories were conducted: at the von Karman Institute for
Fluid Dynamics, in Belgium, and at the Université de Sherbrooke, in Canada. After implement-
ing and validating a time-based beamforming algorithm for rotational sound source identification
(ROSI), we applied it to the study of three working conditions (low, nominal, and high-flow rate)
of the cooling module, with and without the radiator, in the ALCOVES lab at VKI. Instead, in the
Canadian laboratory, we repeated the study of the ROSI algorithm in the conditions at ∆P = 0
(very similar to the high-flow rate studied at VKI), complementing it with directivity and velocity-
scaling analysis of the SPL. The results clearly showed that, for the frequencies where ROSI can
distinguish the contribution of each blade (above the limit imposed by the Rayleigh criterion) on
the sound-localization maps, the sources are always located at the tip of the blades at the leading
edge, regardless of the fan operating condition and whether the upstream radiator is present or
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not. Consequently, the dominant mechanism of sound production does not appear to be originat-
ing from the turbulent flow generated by the radiator. The latter also allows the reconstruction of
sound sources despite being located between the fan and the microphone array, demonstrating neg-
ligible transmission loss, even at high frequencies. The present evidence leads one to believe that
it is in the tip gap between the rotating ring and the fan casing where the turbulent flow responsi-
ble for the dominant sound sources is originated. This validates existing high-fidelity LBM/VLES
studies that have simulated the far-field noise with and without the radiator, albeit the geometry
of the latter has always been modeled by porous media to limit the computational cost. The two
experimental campaigns mentioned above have also confirmed the use of rotating beamforming
algorithms as a valuable tool for acoustic source analysis in these applications and have allowed
for the creation of a database that includes fan studies under various conditions, which may be
useful for tier-one suppliers during their design phases and for validating high-fidelity aeroacous-
tic simulations.

The research described so far, however, prevents investigating the characteristics of the turbu-
lent flow that is produced downstream of the radiator. Hence, a second experimental campaign
based on stereo-PIV was carried out at VKI to assess the turbulence intensity production and dis-
sipation, as well as the non-homogeneity and anisotropy levels of the flow past the radiator. To
reproduce the effect of the contraction of the flow streamlines due to the fan casing, a circularly-
holed wood panel was mounted downstream of the heat exchanger. For both instances, with and
without the panel (RA and PR, respectively), two fields of view were studied, namely at the center
of the heat exchanger (z = 0 cm) and laterally (z = 10 cm), near the circular hole. Several meth-
ods to quantify the level of non-homogeneity and anisotropy were used. The findings indicate that,
in the region where the downstream fan would be located (x/M = 12), the flow is far from being
homogeneous in the transverse direction. This is caused by the wakes of the radiator fins that can
extend to large distances downstream (beyond the FOV studied). The flow in this region does not
yet exhibit isotropic behavior although an evolution towards this state is clear, particularly when,
due to the presence of the panel, the flow is accelerated. When observing the turbulence inten-
sity trend downstream of the radiator, we can distinguish a generation zone followed by a decay.
This does not follow a specific power law as widely documented in studies of turbulence decay
produced by classical turbulence grids. However, the turbulence intensity decreases below 6%
at x/M = 12, for each velocity field under examination. Comparing these values with previous
studies, we noticed that the upstream conditions of the fan have to attain much higher turbulence
intensities to have a notable impact on the noise spectrum. This occurs especially in cases where
radiators have larger gaps between their cooling pipes, in contrast to the dense core of the radiator
under investigation, which rather acts as a chopper of large vortical structures. However, as the tur-
bulence produced by the radiator arriving at the fan inlet is not negligible, we verified whether the
von Kármán turbulence model, which assumes isotropy and homogeneity, was still applicable in
the present case (which we recall being fairly inhomogeneous and anisotropic). This comparison
is made possible because, by means of the three velocity components computed with stereo-PIV,
one can calculate the experimental two-dimensional turbulent spectrum and compare it with the
von Kármán model. The latter is based on the experimental integral length scale obtained from the
two-dimensional correlation functions. The results show that the von Kármán model approximates
the experimental turbulence spectrum reasonably well but care must be taken to apply it when the
flow undergoes a rapid acceleration such as that due to the contraction imposed by the panel.

The last part of the manuscript is devoted to the low-order simulation of the noise emitted by
the fan alone. A computational domain reproducing the nominal working condition of the fan was
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created, replicating the real labyrinth gap geometry. The purpose of this work was to investigate
the effect of blade sweep on noise generation. This was done by appropriately extending and
implementing Amiet’s theory in order to model leading-edge and trailing-edge noise. The results
indicate that the effect of the sweep angle is to mitigate noise emissions considerably, especially
at the blade tip where the relative velocity is greater as is the sweep angle. This proved to be a key
parameter that should be taken into account if the low-order methodology is to be included in pre-
design industrial optimization phases. Despite the simulation presenting a clean inflow condition,
in agreement with the experimental results obtained from the experimental sound localization
maps discussed above, the leading edge of the blade is shown to be the area with the highest
sound emissions. The effect of the analytical sweep model, however, is to show as dominant the
blade section at about one-third of the blade span from the hub (especially at frequencies around
1000 Hz). Although the contribution of the blade tip becomes relevant also for the analytical
results at higher frequencies, the experimental maps clearly show that at those frequencies the
blade tip is the most dominant region. This apparent inconsistency is still being investigated but
is likely due to the three factors listed here. The CFD approach used is steady and, although the
turbulent kinetic energy increase is modeled within the ring gap region, it does not account for the
large periodic turbulent eddies that develop here. In fact, previous studies have shown that smaller
structures that are re-ingested by the impeller come to form precisely from the ripping of the larger
ones. Secondly, the sweep considered is the geometric one; however, the streamlines at the blade
tip might present radial components that can vary the aerodynamic angle between the flow and
the blade curvature, yielding a diverse mitigation effect induced by the sweep angle. Finally, the
simulation does not take into account the significant deformation to which the fan is subject when
the blades are loaded (umbrella effect). Because of this, the gap widens and favors the production
of turbulent structures, as well documented in previous studies.

6.1 Perspectives

• The experimental study involving the implementation of the rotating beamforming algo-
rithm has only considered one forward-skewed fan. It would be interesting to extend the
database to backward-skewed and un-skewed ones to verify if the position of the sound
sources moves to the trailing edge when increasing the airflow. At the same time, testing a
less dense heat exchanger could modify substantially the locations of the sources.

• More advance frequency-based rotating beamforming techniques could be implemented in
order to access acceptable resolution, i.e., having a clear separation of the sources, even at
lower frequencies. In fact, in this case, it would be possible to apply frequency-based de-
convolution or inverse methods to extend the dynamic range and resolution of the resulting
sound map. Nevertheless, from preliminary studies, we observed that around 2000 Hz the
sound sources appear to cluster around a region in the middle of the blade. This would be
in agreement with the low-order prediction methodology from which a clear contribution of
this region was simulated when accounting for the sweep effect.

• An unsteady low-order approach could be attempted to capture the large periodic eddies that
wrap around the fan blade. This could be used as an input for a rotating dipole formulation
based on the Ffowcs-Williams and Hawkings analogy, in order to capture the discrete fre-
quency peaks. Nevertheless, most of the energy content produced within the gap would be
still unknown. Likely, before modeling analytically this unsteady three-dimensional flow,
one should investigate experimentally (for instance with phase-locked PIV), and numer-
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ically with high-fidelity methods, the temporal and spatial evolution of these geometry-
dependent vortical structures.

• During the stereo-PIV campaign concerning the characterization of the turbulent flow past
the radiator, only cold measurements have been performed, neglecting the effect of the
temperature gradient of the cooling pipes when operated to refrigerate the car engine. It
would be of interest to operate the heat exchanger in a hot environment to analyze the
temperature effects on the fin wakes and on their dissipation.

• Passive mitigation methodologies could be applied to the fan and its environment in order
to reduce the noise emissions. In particular, to minimize the ring gap, a second non-rotating
ring could be installed on the fan inlet to prevent the eddies to be convected upstream and re-
ingested. To break the coherence of the recirculating zone around the fan tip, it would be also
possible to install fins on the ring. Another promising mitigation technique, that was already
proven to work very efficiently on steady airfoils and on wind turbines, is the installation
of serrated edges. This could be local, involving for instance the leading edge of the blade
tip, after tuning the serrations according to the turbulent eddies that originate within the ring
gap. Finally, micro-perforated plates may be included in the core of the radiator. In this
case, the noise emitted by the fan would be absorbed along its propagation path through the
radiator. A multi-physical analysis would be the first step in order to investigate also the
perforation ability to dissipate heat and likely an optimized solution would need to be found
to cool the engine and mitigate the sound. To this end, the fundamentals of MPPs modeling
are given in appendix A.



A
Micro-perforated plates modeling review

This section is aimed at describing the modeling of the micro-perforated plates (MPPs) employed
as a sound-absorbing material. This work was part of an early literature analysis aimed at under-
standing the sound mitigation properties offered by the micro-perforated plates. An example of
their implementation is given by the work of Allam and Åbom [1] regarding the noise reduction
of an automotive radiator cooling fan achieved with the use of MPPs, showing the potential of this
technology when applied to rotational cooling machinery. In the following sections, the MPPs will
be firstly described from their physical point of view and then, the classical modeling methodolo-
gies will be discussed along with the main problems which are still subject to investigation.

A.1 MPPs physical description

Perforated plates are plates on the surface of which orifices of generic shape, typically slits or cir-
cular holes, are engraved. As in porous or fibrous materials, the aim is to convert acoustic energy
into heat. This is carried out by the friction between the oscillating air particles against the internal
and external parts of the holes, as well as by exploiting the resonance properties of the backing
cavity [2]. Therefore, to employ them as useful sound-absorbing materials, the oscillating viscous
boundary layers (Stokes layers) have to fill up almost completely the volume of the holes. This
is obtained by keeping the dimensionless Shear number k approximately equal to 1. To define
k, a relation between the hole characteristic dimension d/2 with respect to the viscous bound-
ary layer thickness

√
ν/ω can be written as k = d

√
ω/4ν, where the kinematic viscosity of the

acoustic medium ν and the angular frequency of the sound excitation ω are present. Hence, micro-
perforated plates with tens of thousands of sub-millimeter orifices are required and they need to
have a porosity σ, defined as the open area with respect to the plate surface ratio, in the order of
1%. This is instrumental in increasing the particle velocity level within the orifice, in order to have
a more efficient viscous dissipation. Generally, the thickness t of an MPP is normally chosen so
that the ratio t/d is kept in the order of 1.
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A.2 MPPs modeling

As Maa stated in [3], an MPP is defined as a surface with controlled complex impedance ZMPP

where the real part, called resistance RMPP , has to be constant (frequency-independent), whereas
the imaginary part, the reactance MMPP , has to be small enough such that:

ZMPP = RMPP + jωMMPP ≈ ρc,

being ρc the characteristic impedance of the air, with the density ρ and the speed of sound c.
The viscous effects are represented by the acoustic resistance, whereas the reactance represents
the air inertia to be moved by the acoustic waves. The absorption peak is therefore perfectly
retrieved when the imaginary part is ideally equal to zero, whereas the resistance is equal to the
air characteristic impedance, at that particular frequency. This is required so that the maximum
amount of acoustical energy can enter the orifice without encountering a jump of impedance. To
control at which frequency the absorption peak appears, it is possible to tune the air cavity depth
Lc, such that behavior similar to a Helmholtz resonator is achieved. Nevertheless, a classical
resonator reaches good sound mitigation only at its resonance frequency, since the viscous effects
are negligible. Instead, for the MPPs, the absorption range has a broadband spectrum due to the
dissipation mechanisms within and near the orifices. To further enlarge the absorption range, one
may consider adopting multi-layer MPPs, as well as subdivide the backed air cavity, for instance,
with honey-combs, in order to increase the local reaction to the acoustic waves [4]. Nevertheless,
only single-layer with air cavity are considered hereafter.

A.3 Dissipation mechanisms

When one considers the acoustical impedance of a micro-perforated plate, different dissipation
mechanisms have to be taken into account: the thermal effects, the radiation, the viscosity, the
flow interaction, and the non-linearity due to high sound levels. The first two can be neglected as
stated in [2] and later confirmed [5]. Hereafter, we introduce the remaining ones.

A.4 Internal viscous contribution

The contributions given by viscosity to the MPP transfer impedance can be separately considered
as internal and external parts. The first one is due to the oscillating viscous boundary layers inside
the orifice volume. From the theory of sound propagation in tubes, developed by Rayleigh [6] and
simplified by Crandall [7] for short tubes, the equation of air motion inside a single cylindrical
orifice is given by:

jωρu− ν

r

∂

∂r

(
r
∂

∂r
u

)
=

∆p

t
, (A.1)

being ∆p the sound pressure difference between the ends of the tube, u the particle velocity, and
r the hole radius. The solution can be written defining the single-hole impedance Z1 as the ratio
between ∆u and the cross-sectional averaged velocity u as:

Z1 =
∆p

u
= jωρt

[
1− 2

k
√
−j

J1(k
√
−j)

J0(k
√
−j)

]−1

, (A.2)

where J0 and J1 are the Bessel functions of the first kind of zero and first order respectively.
Eq. (A.2) can be easily normalized by the air characteristic impedance and extended to the MPPs
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relative acoustic impedance by dividing it by the porosity:

zin =
jωt

σc

[
1− 2

k
√
−j

J1(k
√
−j)

J0(k
√
−j)

]−1

, (A.3)

being zin the relative acoustic impedance due to internal viscous effects. A similar solution for
slit-shaped perforated plates has been derived by Allard [8], but it is not here reported, for the sake
of simplicity. For circular-shaped holes, Maa [2] derived the following expression for the internal
resistance rin of an orifice invested by a perpendicularly incident sound wave:

rin =
32ν

σρc

t

d2

√
1 +

k2

32
,

whereas the reactance part can be written as:

min =
t

σc

1 +
1√

1 + k2

2

 . (A.4)

A.5 External viscous contribution

Since thin plates are studied, the external shape-dependent viscous dissipation developing on the
orifice ends has to be modeled. Ingard [9] suggested that from the power dissipation occurring to
oscillating air motion on an infinite plane surface S, approximately given by:

Wν =
1

2

∫
S
RS |US |2 dS, (A.5)

with US as the tangential velocity amplitude, the “surface resistance” can be expressed as:

RS =
1

2
(2µρω)

1
2 , (A.6)

being µ the dynamic viscosity. A motion of air mass occurs next to the orifice edges and therefore,
a contribution to the reactance has been theoretically calculated by Crandall [7] and Sivian for
circular holes [10] as δ = 8d/3π. Globally, the external contribution to the relative impedance for
an MPP can be written as:

zex =
α2RS
σρc

+ j
δω

σc
, (A.7)

where α = 2 for rounded orifice ends and α = 4 for sharp ones [11]. Nevertheless, as Ingard
based his end-correction coefficient derivation on plane surfaces when the curvature radius of the
perforation edge is small, this formulation should be corrected. To solve this, a numerical model
in 2D axisymmetric coordinates has been developed by Bolton and Kim [12] and generalized, for
circular perforations in the linear regime, by Muttalip et al. [13]. In that work, different circular
edge profiles were studied such as square, chamfered, inverse-chamfered, and their linear combi-
nations. It is shown that, while the plate thickness has a negligible effect on the end-correction
coefficients, α and δ strongly depend on the edge profile and on the k number, thus they are
frequency-dependent. For instance, for the square-edge profile case, which is comparable to the-
ory, asymptotic values are found with increasing k as α = 1.70 and δ = 1.54. For chamfered
profile, both α and k have higher values since the internal-hole friction region is reduced, consid-
ering the same plate thickness. Therefore, according to [13], the two coefficients can be expressed
as functions of k and the edge-profile by fitting the experimental results.
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A.6 Non-linear contribution

Non-linear dissipation effects occur when the acoustic particle velocity within the orifice reaches
high values due to moderate to high sound intensity levels [14]. In this condition, flow separation
and vortices appear on the hole edges in a free-jet configuration, becoming a relevant part of the
acoustic resistance. In fact, the developed vorticity is alimented by converting the acoustic field
energy. Even the reactance is decreased and, although this process is not fully understood [11, 15],
this is likely due to the turbulent-jet breaking apart the slug of mass present in and around the
orifice region. An interesting conclusion is reported in the work of Leung et al. [16], since they
noticed how the vortices are typically shed upstream and downstream of the orifice, but they are
shed only downstream when a bias flow is present. To understand when the non-linear formation
of vortices starts, the study can be based on the Strouhal number [17]:

Sr =
ωd

|u|
. (A.8)

If Sr � 1, the vortices do not normally appear since the particle displacement is smaller than the
hole diameter and thus, the system is linear and no other contribution is added to the impedance.
If Sr � 1, the non-linear turbulent jet is totally developed; for this case, Cummings and Ev-
ersman [18], assuming quasi-steady behavior, derived the particle velocity from the Bernoulli
equation. With the assumption of negligible downstream pressure past the orifice, the upstream
acoustic pressure amplitude is given by:

|pup| ≈ ρ |uh|2
1− σ2C2

ν

2C2
ν

, (A.9)

where |uh| is the amplitude peak of the velocity within the hole, whereas Cν is the vena-contracta
factor, which is geometry-dependent and, for sharp edges, is Cν ≈ 0.7. Moreover, due to MPPs
low porosity levels, the term σ2C2

ν ≈ 0. For these reasons, the initially proposed formula by Ingard
and Ising [19] is applicable to sharp-edges, leading to the resistance non-linear contribution:

rn−l =
|uh|
σc

. (A.10)

For the reactance part, an empirical formula has been proposed by Maa [14] to be multiplied to the
end correction term: δ (1 + rn−l)

−1. Nevertheless, these relations are valid when the behavior is
fully non-linear, i.e., Sr � 1. To fulfill the transition regime between linearity and non-linearity,
Temiz et al. [17] provided correction functions for resistance and reactance, which are strongly
dependent on the Shear and the Strouhal numbers and can be used for practical MPPs design. It
is important to highlight though, that these terms are dependent also on the kind of perforation.
In fact, as shown by Temiz et al. [20], for the chamfer-edge profiles the non-linear resistance
contribution is decreased by around 50% compared to square-edge profiles.

A.7 Flow-interaction contribution

For rotational machinery applications, it is also important to take into account the impedance
contribution due to the presence of a tangential flow parallel to the MPP plane referred to as
grazing flow. The acoustic resistance, according to the work of Åbom and Allam [21], a term
proportional to the Mach number M of the grazing flow has to be added: βM/σ, being β = 0.15
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for MPPs with circular holes. Guo et al. [11] showed that it depends on the slit orientation for
slit-edge perforations. Furthermore, the presence of the flow blows away the air mass at the orifice
ends; for this reason, the mass end correction has to be corrected. The relation between the mass
end correction with no flow δ and the one with the grazing flow δg is given by Rice [22] as:

δg =
δ

1 + αgM3
, (A.11)

being αg = 305, although further analysis showed that a factor of 6-7 has to be multiplied to ag
for the tested MPPs [12].

A.8 MPP absorbing coefficient and cavity-length depth

For normal acoustic incidence, the absorption coefficient αMPP of a micro-perforated plate with
a backed cavity, is given in [2] as:

αMPP =
4r

(1 + r)2 + (ωm− cot (ωLc/c))
2 , (A.12)

where the relative acoustic resistance of the cavity is− cot(ωl/c) . The maximum value of αMPP

is − cot(ωl/c), occurring at the resonance frequency f0 for which:

ω0m− cot

(
ω0Lc
c

)
= 0, (A.13)

with f0 = ω0
2π . In a practical application context, from the solution of Eq. (A.13), the cavity length

Lc can be deduced in order to tune the MPP at the resonance frequency:

Lc
λ0

=
1

2π
cot−1 (ω0m) , (A.14)

where λ0 = c/f0 is wavelength corresponding to the resonance frequency. The resistance r and
reactance m parts of the relative transfer acoustic impedance of an MPP with circular square-edge
orifices, can be finally written collecting the previously derived contributions of viscous, flow-
interaction, and non-linear effects, as:

r =
1

ρσc

(
32ν

t

d2

√
1 +

k2

32
+ 2αRS + |uh| ρ+ βMρσc

)
,

m =
t

σc

t
1 +

1√
1 + k2

2

+
δω (1 + rn−l)

−1

1 + αgM3

 .


(A.15)

A.9 Conclusions

The micro-perforated plates have been studied because they are a promising sound mitigation
technology to be applied to automotive low-speed cooling fans. In fact, within the hood of cars,
for instance, clean, durable, not-cumbersome, temperature, and moist resistant solutions are desir-
able. The dissipation effects, including viscosity, flow interaction, and non-linearity occurring on
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MPPs have been analyzed and modeled. Hence, guidelines have been traced for designing a new
MPP prototype tuned to absorb parts of a typical sound spectrum emitted by low-speed cooling
fans. Nevertheless, many parameters contribute to the calculation of the MPP transfer acoustic
impedance, as well as the absorption coefficient. For this reason, an optimization technique will
be likely needed to find the most suitable solution.
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