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Thesis Abstracts

Autonomous control and navigation of mobile robots received a lot of attention due to the
ability of robots to carry out sophisticated tasks in a complex environment with a high
level of precision and efficiency. Classical control problems related to mobile robots involved
go-to-goal, object tracking, and path following consist a target with pre-defined behavior.
As such, the control design does not take into account the future behavior of the target. In
surveillance, interception, pursuit-evasion problems, the future behavior of the target must
be taken into consideration. These problems where the player (control system) engages an
adversary are best tackled using game theory which provides the best strategy for winning.
However, game-theoretic algorithms required a lot of information on the opponent to take
into account the optimal strategy of the opponent, which is the worst-case scenario from
the perspective of the player. This information requirement often restricts the application
of game theory on mobile robots. Also, majority of the works found in the literature
proposed offline solutions which are applicable to holonomic systems only. This PhD thesis
proposed three different solutions to non-cooperative game problems based on the opponent’s
information available to each player. The proposed solutions are online in nature with the
ability to incorporate obstacles avoidance. Also, the controllers designed are applied on
nonholonomic mobile robots first in a simulation then validated experimentally in a similar
environment. In the first part of the work, the point-stabilization problem in a complex
environment was handled using Nonlinear Model Predictive Control (NMPC) with Static
and dynamic obstacles avoidance which revolves around the target position. Secondly, the
problem was modified to involve a moving target that has a conflicting objective to form a
pursuit-evasion game. The problem was solved using Nonlinear Model Predictive Control
where two stabilizing approaches are compared. The NMPC method works such that only
the current states of the opponent are known to each player. Game-theoretic algorithms
are then proposed to solve the same problem. The first method requires all the information
of the opponent while the other requires only the current position of the opponent. The
methods are compared in terms of capture time, computation time, ability to incorporate
obstacle avoidance, and robustness to noise and disturbance. A new problem that lies at the
intersection between the point stabilization and pursuit-evasion problem was formulated and
solved using game-theoretic model predictive control. The problem is called the Differential
Game of Target Defense (DGTD) which involves interception of a moving object before
reaching a static target. Finally, all the proposed controllers are validated experimentally
using two mobile robots and the Motion Capture platform of the laboratory.

Keywords: Nonlinear Model Predictive Control, Game-theory, Autonomous systems,
Nonholonomic mobile robots, Obstacles avoidance,Real-time experimental validation.
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Résume de Thèse(French)

Le contrôle et la navigation autonomes des robots mobiles ont reçu beaucoup d’attention en
raison de la capacité des robots à effectuer des tâches sophistiquées dans un environnement
complexe avec un haut niveau de précision et d’efficacité. Les problèmes de commande clas-
siques liés aux robots mobiles concernent la poursuite d’un objectif, le suivi d’un objet et le
suivi d’une trajectoire consistant en une cible au comportement prédéfini. En tant que telle,
la conception du contrôle ne tient pas compte du comportement futur de la cible. Dans les
problèmes de surveillance, d’interception, de poursuite-évasion, le comportement futur de la
cible doit être pris en considération. Ces problèmes où le joueur (système de contrôle) en-
gage un adversaire sont mieux abordés en utilisant la théorie des jeux qui fournit la meilleure
stratégie pour gagner. Cependant, les algorithmes de la théorie des jeux nécessitent beaucoup
d’informations sur l’adversaire pour prendre en compte la stratégie optimale de l’adversaire,
qui est le pire scénario du point de vue du joueur. Cette exigence d’information limite sou-
vent l’application de la théorie des jeux aux robots mobiles. De plus, la majorité des travaux
trouvés dans la littérature ont proposé des solutions hors ligne qui ne sont applicables qu’aux
systèmes holonomiques. Cette thèse de doctorat a proposé trois solutions différentes aux
problèmes de jeux non-coopératifs basées sur l’information de l’adversaire disponible pour
chaque joueur. Les solutions proposées sont en ligne par nature et ont la capacité d’incorporer
l’évitement des obstacles. De plus, les contrôleurs conçus sont appliqués sur des robots mobiles
nonholonomes d’abord dans une simulation puis validés expérimentalement dans un environ-
nement similaire. Dans la première partie du travail, le problème de la stabilisation du point
dans un environnement complexe a été traité à l’aide d’une commande prédictive de modèle
non linéaire (NMPC) avec évitement statique et dynamique des obstacles qui tourne autour
de la position cible. Ensuite, le problème a été modifié pour impliquer une cible mobile qui
a un objectif conflictuel pour former un jeu de poursuite-évasion. Le problème a été résolu à
l’aide d’une commande prédictive par modèle non linéaire où deux approches de stabilisation
sont comparées. La méthode NMPC fonctionne de telle sorte que seuls les états actuels de
l’adversaire sont connus de chaque joueur. Des algorithmes de la théorie des jeux sont ensuite
proposés pour résoudre le même problème. La première méthode requiert toutes les infor-
mations de l’adversaire tandis que l’autre ne requiert que la position actuelle de l’adversaire.
Les méthodes sont comparées en termes de temps de capture, de temps de calcul, de capac-
ité à intégrer l’évitement des obstacles et de robustesse au bruit et aux perturbations. Un
nouveau problème qui se situe à l’intersection entre le problème de stabilisation ponctuelle et
le problème de poursuite-évasion a été formulé et résolu à l’aide de la commande prédictive
de modèle en théorie des jeux. Le problème est appelé le jeu différentiel de défense de cible
(DGTD) qui implique l’interception d’un objet mobile avant d’atteindre une cible statique.
Enfin, tous les contrôleurs proposés sont validés expérimentalement en utilisant deux robots
mobiles et la plateforme de capture de mouvement du laboratoire.

Mots clés: Contrôle prédictif de modèle non linéaire, théorie des jeux, systèmes au-
tonomes, robots mobiles nonholonomes, évitement d’obstacles, expériences physiques.
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Chapter 1

General Introduction

This chapter presents the overall picture of this thesis by highlighting the motivations, control
challenges addressed, solution methodologies employed, and the contribution of the thesis.

1.1 Motivation

As our world becomes more robotic as a result of human curiosity and the ability of machines
to perform sophisticated tasks in industries, military, and civilian applications, autonomous
control of mobile robots is an area whose significance cannot be overstated. Autonomous
systems can be programmed to perform a wide range of tasks in a complex environment where
humans are at risk. They include exploration, interception of dangerous objects, surveillance,
and many others. The inherent efficiency of machines and robots allows for a high level of
accuracy and dependability for mission execution. Autonomy of a robot or any moving object
cannot be completed without the ability to avoid obstacles and some adversaries. As a result,
it is essential to investigate control techniques that can autonomously navigate mobile robots
to carry out complex missions. These control techniques should be capable of driving the
system away from any obstacles it may encounter.

Furthermore, the recent commencement of Roborace, an international competition where
autonomous vehicles are programmed to engage in autonomous racing. All the participating
vehicles are electrically powered with the same chassis and powertrain, but each team must
develop its real-time computing algorithms and artificial intelligence technologies. Due to
the competitive nature of this game, as each team strives to win the race against their co-
participants, the computing algorithms must take into account the strategies and actions of
the opponent. This interesting competition motivated my research interest to delve into game
theory with a strong desire to integrate it into the control of nonholonomic mobile robots in
a complex environment.

1.2 Autonomous systems considered in the thesis

Autonomous robots are grouped into numerous categories, including wheeled and legged;
aerial, ground, and underwater; holonomic (omnidirectional) and nonholonomic robots; ho-
mogeneous multi-robot systems and heterogeneous; and large scale, macro, and micro robots;
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(a) (b)

Figure 1.1: Holonomic Mobile Robots [Lynch and Park 2017]

see [Jualin 2015; Lynch and Park 2017] for more details. While a lot of works on holonomic
mobile robots have been presented in the literature, the scope of this thesis includes nonholo-
nomic wheeled mobile robots. To better understand the difference between the two, here is a
brief explanation.

Holonomic mobile robots are robots that are capable of moving in any direction without
changing their orientation. Figure 1.1 shows two holonomic mobile robots, one with three
onmiwheels and the other with four mecanum wheels (often called Swedish wheels). An om-
niwheel is a typical wheel augmented with rolls on its outer circumference. These rollers spin
freely about axes in the plane of the wheel and tangential to the wheel’s outer circumference
and they allow sideways sliding while the wheel drives forward or backward without slipping
in that direction. Mecanum wheels are similar, except that the spin axes of the circumferential
rollers are not in the plane of the wheel. The sideways sliding allowed by omniwheels and
mecanum wheels ensures that there are no velocity constraints on the robot’s chassis.

Nonholonomic mobile robots, on the other hand, have limited degrees of freedom, as they
have to change their orientation in order to move in some directions because the dimension
of its admissible velocity space is smaller than the dimension of the configuration space.
They can be described as a class of mobile robots that possess differential constraints (also
called nonholonomic or velocity constraints). Nonholonomic wheeled mobile robots employes
conventional wheels that do not allow sideways sliding (drift) i.e the robot can only move
in the direction normal to the axis of the driving wheels. It is pertinent to note that some
underwater and aerial robots are nonholonomic.

There are four different types of nonholonomic wheeled mobile robots as depicted in fig-
ure 1.2. The unicycle type in figure 1.2a has two controlled wheels at the left and right side as
well as one omnidirectional freewheel at the front side of the robot. The bicycle-type in figure
1.2b has one controlled wheel at the back and one steerable wheel at the front. In figure 1.2c,
a tricycle type of nonholonomic wheeled mobile robot was depicted. The difference between
the unicycle and the tricycle is that the tricycle has one steerable wheel at the front instead of
an omnidirectional wheel as in the case of the unicycle. Lastly, the car-like type presented in
figure 1.2d possessed two controlled wheels at the back and two steerable wheels at the front.
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(a) Unicycle (b) Bicycle

(c) Tricycle (d) Car-like

Figure 1.2: Nonholonomic Mobile Robots [Lynch and Park 2017]

The interest in employing nonholonomic mobile robots in this thesis arises due to the
theoretical and practical motivations. From the theoretical point of view, the nonholonomic
robots have limited number of control inputs, in other words, they are under-actuated. This
feature imposes a controllability issue that is directly linked to the point-stabilization task
which cannot be accomplished with a pure feedback control [Mehrez 2017]. Brockett’s condi-
tion implies that the linearised nonholonomic model is not stabilizable [Brockett 1983b]. With
fewer control actuators, they are found in a wide range of applications such as surveillance,
planetary exploration, transportation, human-machine interface for people with disabilities,
military target tracking/attack, and so on.

Although the control algorithms developed in this thesis are applied on the wheeled non-
holonomic mobile robots, the algorithms can be applied to aerial systems with slight modifi-
cations.

1.3 Control problems considered in the thesis

The basic tasks in the robotic application include but are not limited to mapping, localization,
planning, and control [Morin and Samson 2008]. In most cases, mapping and localization take
place at the same time to localize themselves once the mapping of the given environment
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is known, thus a widely known technique is called simultaneous mapping and localization
(SLAM). After localization, the next task is the trajectory/path planning or control where
an algorithms are developed to control the robots. In this thesis, three control problems are
addressed sequentially. They are dynamic obstacles avoidance by a single stabilizing mobile
robot, pursuit-evasion game, and the differential game of static target defense. These problems
are formulated and solved in both numerical simulations and real-time experiments.

1.3.1 Dynamic obstacles avoidance by a single stabilizing mobile robot

The first problem tackled in this thesis is the dynamic obstacles avoidance by a single stabi-
lizing nonholonomic mobile robot. The goal is to develop a control algorithm that could steer
a mobile robot autonomously from a random starting position to a final position and orien-
tation while avoiding both static and dynamic obstacles whose speeds are unknown. Control
problem related to reference point stabilization was integrated with dynamic obstacle avoid-
ance. When the obstacle occurs along the path of the moving obstacle, the proposed control
algorithm autonomously navigate the robot away for the obstacle by calculating the minimal
distance from which the avoidance maneuver starts. However, unlike in the state-of-the-art
techniques, the speed of the dynamic obstacle is unknown to the controller.

1.3.2 Pursuit-evasion game problem

The second control problem addressed in this thesis is the so-called pursuit-evasion game
problem. In this problem, there are two players with conflicting objectives such that the
pursuer aimed to capture the evader while the evader tries to dodge. To capture the evader,
the pursuer’s controller has the task of minimizing the relative distance between the two-
player. Defending the physical property and the strategy employed, the capture time is the
main parameter for evaluating the performance of the pursuer’s controller. On the other
hand, the evader’s controller maximizes the relative distance between the players. In the
worst situation of guaranteed capture, the evader may tend to maximize the capture time
instead.

The success or the winning possibility of each player in the context of the pursuit-evasion
game depends on the level of information each player has on the opponent. This level of
information is critical to the choice of strategy by each player which eventually leads to
winning or losing the game. We have investigated different variants of pursuit-evasion problems
presented by Isaacs in his book called The differential games [Isaacs 1956] based on complete
and incomplete information on the opponents.

1.3.3 Differential game of target defense

The differential game of target defense problem is considered to strike a balance between the
point-stabilization and classical pursuit-evasion problems. Three players exist in this problem
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namely, attacker, defender, and the target such that the attacker aims to reach the target and
avoid the defender concurrently. The defender aims to capture the attacker as well as protect
the target. Static target is considered here so as to mimic the game of guarding a target
proposed by Issac. The defender must strive alone to prevent the attacker from reaching the
target without any cooperative support from the target. This problem is also integrated with
obstacles avoidance.

1.4 Proposed solution methods

In this thesis, the first control problem considered is the dynamic obstacles avoidance by a
single nonholonomic mobile robot moving from its initial position to the goal position. A
novel method was employed based on the nonlinear model predictive control technique to
solve the problem. The novelty in the proposed controller was the ability to simultaneously
navigate the robot from its initial pose to the final pose and to steer the robot away from
dynamic obstacles without the need to measure the speed of the obstacles which require more
sensors. The method also does not require any additional computation which could increase
the computation time. The stability of the proposed controller was achieved using the classical
terminal cost inclusion.

The problem was then reformulated to involve a moving target that is controlled by an
independent conflicting controller. The pursuit-evasion problem was solved by two different
nonlinear model predictive controllers formulated in a converse way. The pursuer’s controller
solves minimization cost function while the evader’s controller solves maximization cost func-
tion. The stability of these controllers was achieved using two methods; the first one includes
terminal cost while the second one includes a monotonically increasing weight profile in the
cost function, excluding the terminal cost. The controllers worked based on the availability of
the deterministic information on the state of each system. Therefore, this approach does not
require the need to use state observers.

Next, the game-theoretic approach was then developed formulated to improve the intelli-
gence and to provide strategic advantage to the players. Firstly, a game-theoretic technique
was proposed under the assumption of knowledge of complete information on the opponent was
proposed. The method that tackled the pursuit-evasion game worked in such a way that each
payer firstly predicts the optimal future move of the opponent and then computes its Nash
equilibrium strategy. Then, the method was improved to predict more optimal steps of the op-
ponent in advance under the same assumption. Secondly, another game-theoretic method was
proposed which considers incomplete information on the opponent. The method was termed
limited information model predictive control dealt with the burden of high computation time
and the requirement of additional sensors. These proposed game-theoretic methods have the
capability to avoid static and dynamic obstacles.

Finally, a novel method termed game-theoretic nonlinear model predictive control was
proposed to deal with the game of guarding a static target with a single defending agent when
both the attacker and the defender have the same speed and are equidistant from the target.
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A parameter is designed to provide a trade-off between pursuing and the defending objectives
of the defender. The proposed method was stabilized by adding a terminal cost and can avoid
obstacles.

1.5 Thesis outlines

Three different control problems for nonholonomic mobile robots are considered in this thesis.
The general introduction was given in chapter 1 while the concluding chapter was given in
chapter 7. The contributing chapters of the thesis are 2, 3, 4, 5 and 6. The outline of the
thesis are as follows:

• Chapter 1: General introduction was given in this chapter. It comprises the motivation of
the thesis, the autonomous systems considered, the control problems and their proposed
solution methods as well as the outline of the thesis.

• Chapter 2: In this chapter, discrete-time formulation of NMPC was presented to stabi-
lize a single nonholonomic mobile robot to the desired posture while avoiding static and
dynamic obstacles. Several numerical experiments were carried out to verify the pro-
posed controller. The content of this chapter was published in [Sani, Robu, and Hably
2021a]

– Mukhtar Sani, Bogdan Robu and Ahmad Hably, "Dynamic Obstacles Avoidance
Using Nonlinear Model Predictive Control" in the proceedings of the 47th An-
nual Conference of the IEEE Industrial Electronic Society (IECON’2021), Toronto,
Canada (2021).

• Chapter 3: This chapter builds on the previous chapter by employing a moving target
to form Pursuit-evasion Games. The problem was solved using NMPC.

• Chapter 4: This chapter builds on the previous chapter by employing a game-theoretic
approaches to deal with pursuit-evasion game based on the available information of the
opponent. The content of this chapter appears in the following publications [Sani, Robu,
and Hably 2020; Sani, Robu, and Hably 2021c; Sani, Robu, and Hably 2021b]

– Mukhtar Sani, Bogdan Robu and Ahmad Hably, "Pursuit-evasion games for Non-
holonomic mobile Robots with Obstacles Avoidance Using Nonlinear Model Predic-
tive Control" in the proceedings of the 28th Mediterranian Conference on Control
and Automation (MED’2020), St Raphael, France (2020).

– Mukhtar Sani, Bogdan Robu and Ahmad Hably, "Pursuit-evasion Games Based on
Game-theoretic and Model Predictive Control Algorithms" in the proceedings of the
5th International Conference on Control, Automation and Diagnosis (ICCAD’2021),
Grenoble, France (2021).

– Mukhtar Sani, Bogdan Robu and Ahmad Hably, "Limited Information Model Pre-
dictive Control for Pursuit-evasion Games" in the proceedings of the 60th IEEE
Conference on Decision and Control (CDC’2021), Texas, USA (2021).
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• Chapter 5: This chapter presents a game of guarding target as a differential game of
target defense. We used game-theoretic model predictive control for the problem in the
presence and absence of obstacles. The content of this chapter was submitted to the
Asian Journal of Control.

• Chapter 6: In this chapter, experimental results were presented. The experimental setup
comprising of the camera systems for localization, and the communication systems are
explained in detail.

• Chapter 7: This chapter summarizes and analyses the findings of the thesis and then
draws the related conclusions. In addition, future perspectives are outlined.
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Chapter 2

Dynamic Obstacles Avoidance Using
Nonlinear Model Predictive Control

This chapter deals with dynamic and static obstacle avoidance by a nonholonomic wheeled
mobile robots moving on a plane. The control algorithms are based on real-time nonlinear
model predictive control technique where an optimization problem is solved at every time
instant. Control problem related to reference point stabilization is integrated with dynamic
and static obstacles avoidance. When the obstacle occurs along the path of the moving
obstacle, the controller autonomously navigate the robot away for the obstacle by calculating
the minimal distance from which the avoidance maneuver starts. However, unlike in the
state-of-the-art techniques, the speed of the dynamic obstacle is unknown to the controller.
Measurements of the full states of the robot and the obstacles are deterministic, thus exclude
the need of an observer. Several simulation results are presented to show the performance of
the proposed method.

2.1 Introduction

Due to the rapid technological development in the twenty-first century, a wide range of ap-
plications for mobile robots in various sectors have attracted great interest from researchers.
Unmanned vehicles comprising of aerial, ground, and underwater vehicles have been utilized
for many applications such as mine clearance [Portugal, Marques, and Armada 2014], pa-
trolling mission [Portugal and Rocha 2011], surveillance [Acevedo et al. 2013], search & rescue
mission [Bernard et al. 2011] and educational research purposes [Arai, Pagello, and Parker
2002]. However, several unmanned vehicles in use today are not fully autonomous because
of the presence of human-in-the-loop. The human’s natural intelligence and skills are being
utilized to pilot the robot’s navigation. The problem of human-in-the-loop systems is the re-
liability of the communication system between the robots and the human in the base station.
Problems such as delay, bandwidth limitation, jamming, and loss of signals are critical to
the reliability of communication systems. To remove the human from the loop, the systems
should be converted to partial or fully autonomous to solve or minimize the effects of the
communication issues and also to automatically avoid obstacles and hazardous conditions. A
suitable automatic control algorithm would then be employed to pilot the robot.

Several approaches for autonomous control of mobile robots are presented in the literature.
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They include dynamic feedback linearization [Oriolo, De Luca, and Vendittelli 2002], Lya-
punov control [Indiveri 1999; Castillo, Dzul, and Lozano 2004], smooth time-varying control
[M’Closkey and Murray 1997] and piece-wise continuous feedback control [Wit and Sordalen
1991]. However, these approaches do not incorporate constraints on the mobile robots states
which are pertinent for obstacles avoidance.

Therefore, the natural candidate for the control of autonomous systems is the Model
Predictive Control due to its flexibility, its ability to handle both soft and hard constraints
as well as its ability to compute optimal control inputs for nonlinear systems. Several works
such as [Gu and Hu 2005; Kuhne, Lages, and Silva 2005; Worthmann et al. 2016] have dealt
with stabilization problems for nonholonomic mobile robots. Others such as [Gu and Hu
2006; Lim et al. 2008a; Faulwasser, Kern, and Findeisen 2009; Raffo et al. 2009; Taktak-
Meziou et al. 2014] solve trajectory tracking and path following problems using MPC. Many
others such as [Mehrez, Mann, and Gosine 2013; Xie and Fierro 2008; Mehrez, Mann, and
Gosine 2015] consider solving point stabilization and tracking problems simultaneously without
incorporating obstacles avoidance.

On the other hand, safety has become the eternal theme of autonomous vehicles [Rosolia,
De Bruyne, and Alleyne 2017]. Active collision avoidance system has become a research hot-
spot in the field of automotive due to its ability to effectively improve traffic safety [Li et al.
2019]. Static obstacles avoidance have been dealt with in [Lim et al. 2008b; Abbas, Milman,
and Eklund 2017] for tracking problems, in [Sani, Robu, and Hably 2020] for pursuit-evasion
games, in [Garimella et al. 2018] for point-stabilization and in [Rosolia, De Bruyne, and Al-
leyne 2017; Zhang et al. 2020] for path following problems. Dynamic collision avoidance among
multiple mobile robots has been considered in [Mikumo and Ichihara 2017]. The literature in
[Castillo-Lopez et al. 2018] dealt with dynamic obstacle avoidance for an Unmanned Aerial
Vehicles (UAV) while [Li et al. 2019] presented dynamic trajectory planning and tracking with
dynamic obstacles for an Unmanned Ground Vehicle (UGV). However, these works assumed
full knowledge of the obstacle speed and size, which were either obtained by measurement or
additional computation. While measurement requires embedding an additional sensor, compu-
tation increased the computation time. Following these drawbacks, it is therefore interesting
to work on another obstacle avoidance method that would not require measuring or predicting
the movement of the obstacles.

In this work, an NMPC based dynamic obstacles avoidance algorithm that only needs
the instantaneous position of the obstacles for a point-stabilization problem was developed.
Different from the work in [Li et al. 2019], the algorithm does not require additional compu-
tation for predicting the speed of the obstacles which could lead to higher computation time
and wrong prediction in the case of intelligent obstacles. This method incorporates obstacle
avoidance as a constraint to be considered while solving the optimal control problem. The
second contribution of this chapter is that the proposed approach could be used to simulta-
neously handle both static and dynamic obstacles avoidance. Finally, the performance of two
discretization methods, the 4th order Runge-Kutta and the Euler method are compared.
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2.2 Preliminaries

In this section, the control problems for nonholonomic mobile robots as well as the solution
methods are discussed, the kinematic model of a nonholonomic mobile robot, the discretization
methods and the obstacles avoidance techniques.

2.2.1 Control problems and solution methods for nonholonomic robots

There are three types of feedback control problems for nonholonomic mobile robots namely
point stabilization or regulation, trajectory tracking and path following/tracking [Lynch and
Park 2017; Mehrez 2017; Faulwasser 2012; Feng 2004]. For the purpose of differentiating these
control problems, lets consider the discrete model of a system (2.1) where x ∈ Rn is the state
vector of the system, u ∈ Rm is the control inputs of the system, f ∈ Rn × Rm → Rn is the
nonlinear mapping and k is the current sampling time.{

x(k + 1) = f(x(k),u(k))

x(0) = x0

(2.1)

Point stabilization problem or regulation is required to design a feedback control law of the
form u = µ(x(k)) such that for a given desired set-point xr which is a constant reference,
the solution of (2.1) converges to the desired set-point. i.e the controller drives the error
(xr − x(k)) to zero as time goes to infinity.

lim
k→∞

||xr − x(k)|| = 0 (2.2)

For trajectory tracking problem, the desired reference set-point is time-varying xr(k), therefore
the problem is to design a feedback control law u = µ(x(k)) such that the solution of (2.1)
converges to the desired time-varying set-points. i.e the controller drives the error (xr(k) −
x(k)) to zero as time goes to infinity.

lim
k→∞

||xr(k)− x(k)|| = 0 (2.3)

In the case of path tracking or following problem, it is required to follow a geometric path
without regard to the time of the motion. This gives the controller more degrees of freedom
than the trajectory tracking problem. To reduce the tracking error, we can choose the speed
of the reference configuration along the path [Lynch and Park 2017].

It’s worth noting that the point stabilization problem is a special class of trajectory tracking
problem. According to Brockett’s theorem [Brockett 1983a], the linearized model of nonholo-
nomic mobile robots loses stabilizability, thus there is no time-invariant feedback law that is
continuous in the state variables that can stabilize a configuration for a nonholonomic mobile
robot. For this trajectory tracking and path tracking problems are simpler than the point sta-
bilization problems since there exist continuous time-invariant feedback laws that can stabilize
the desired motions.
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There are several solution methods to the point stabilization problem of nonholonomic
robots in the literature as reported in [Mehrez 2017] and [Feng 2004]. They include dynamic
feedback linearization [Oriolo, De Luca, and Vendittelli 2002], Lyapunov control [Indiveri
1999], smooth time-varying control [M’Closkey and Murray 1997] and piece-wise continuous
feedback control [Wit and Sordalen 1991]. However, these approaches do not incorporate con-
straints on the mobile robots states which are pertinent especially for obstacles avoidance. For
this, Model Predictive Control approaches have been developed to handle point stabilization
problems for nonholonomic mobile robots in [Gu and Hu 2005; Kuhne, Lages, and Silva 2005;
Worthmann et al. 2016; Worthmann et al. 2015].

The trajectory tracking problems have been dealt with using many approaches such as
dynamic feedback linearization in [Oriolo, De Luca, and Vendittelli 2002], sliding mode con-
trol in [Chwa 2004] and backstepping in [Jiang-Dagger and Nijmeijer 1997]. The drawback of
these approaches is that tracking can be achieved only by imposing constraints on the refer-
ence velocity. An MPC-based approach which is take into consideration such constraints on
the reference velocity was proposed to handle trajectory tracking problems for nonholonomic
mobile robots in [Gu and Hu 2006; Lim et al. 2008a; Prodan et al. 2013b; Prodan et al. 2013a].

Some control approaches can simultaneously handle point stabilization and trajectory
tracking problem. They include feedback linearization method [Oriolo, De Luca, and Ven-
dittelli 2002] and differential kinematic control [Dixon et al. 2000]. However, it was argued
by [Mehrez 2017] that these approaches do not provide a single controller architecture that
is capable of handling both point stabilization and trajectory tracking problem without the
need to switch between two control modes. This issue was resolved using vector field ori-
entation feedback control [Michalek and Kozlowski 2010], even though it doesn’t consider
actuator saturation constraint, and saturation feedback controller [Lee et al. 2001]. However,
the process of selecting a suitable tuning parameter is difficult. Thus, MPC approaches have
been proposed to handle the above drawbacks in [Mehrez, Mann, and Gosine 2013; Xie and
Fierro 2008; Mehrez, Mann, and Gosine 2015]. Path-following feedback control problems for
nonholonomic robots have been pursued in the literature using various approaches such as
transverse feedback linearization in [Nielsen, Fulford, and Maggiore 2010], backstepping in
[Aguiar, Hespanha, and Kokotović 2008]. However, it is difficult to impose states and inputs
constraints using these approaches. Therefore MPC approaches were proposed in [Faulwasser,
Kern, and Findeisen 2009; Raffo et al. 2009; Backman, Oksanen, and Visala 2012; Faulwasser
2012].

2.2.2 Kinematic model of nonholonomic mobile robots

A kinematic model of a mobile robot governs how wheel speeds map to robot velocities, while
a dynamic model governs how the torques map to robot acceleration. We will focus on the
kinematic model and ignore the dynamic model. The kinematic model of the nonholonomic
wheeled mobile robot of unicycle type in Figure 2.1 can be represented in (2.4). The details
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Figure 2.1: Schematic diagram of differential drive robot

can be obtained from [Lynch and Park 2017; Jualin 2015].
ẋ(t) = v(t) cos θ(t)

ẏ(t) = v(t) sin θ(t)

θ̇(t) = ω(t)

(2.4)

where the state variable x = [x, y, θ]T (m,m, rad)T represent the position of the robot in
chassis frame of reference and the orientation of the robot. The control variable u =

[v, ω]T (m/s, rad/s), where v and ω stands for the linear speed and the angular speed of
the robot, respectively.

The kinematic models are said to be nonholonomic because with slight manipulation we
can obtain a differential constraint in (2.5):

ẋ sin θ − ẏ cos θ = 0 (2.5)

Since linear approximations are usually regarded as the first step for the analysis and control
design of a nonlinear system. Thus if the linearized system is controllable, then the original
nonlinear system is at least locally controllable and feedback stabilizable. However, the lin-
earized model is not controllable, because the rank of the controllability matrix is less than
the number of its states; See [Feng 2004] for a detailed explanation.

The driftless form of nonholonomic robots (2.6) was investigated for weaker controllability
(sufficient) conditions from nonlinear systems theory. Eventually, it was proved using Brock-
ett’s theorem [Brockett 1983b] that the system 2.4 is small-time locally controllable [Bloch
2003; Feng 2004] ẋẏ

θ̇

 = v

cos θ

sin θ

0

+ ω

0

0

1

 (2.6)
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2.2.3 Controllability and stability of nonholonomic robots

Controllability refers to the ability to drive a system from one state to another through the
control input. Stability on the other hand is related to the properties of system trajectories
around an equilibrium point. An equilibrium point is a vector xe such that f(xe) = 0.

The kinematic model of nonholonomic robot is non-linear of the form ẋ = f(x,u), where
x ∈ Rn and u ∈ Rm. By linearizing the kinematic model around an equilibrium points
xe = 0,ue = 0, cos(θ) = 1 and sin(θ) = 0. Therefore, the linearized model (in the form
ẋ = Ax +Bu) will be: ẋẏ

θ̇

 =

0 0 0

0 0 0

0 0 0

xy
θ

+

1 0

0 0

0 1

[v
ω

]
(2.7)

Literarily, A system is said to be Linearly Controllable if the Kalman Rank condition is
satisfied. Mathematically,

rank(C) = rank([B AB A2B...An−1B]) = n. (2.8)

Therefore, the controllability matrix of (2.7), C =

1 0

0 0

0 1


rank(C) < n. (2.9)

Therefore nonholonomic robots are not linearly controllable. Despite that, they may satisfy
weaker controllability (sufficient) conditions from non-linear control theory. The Lie bracket
of vector fields was usually employed to test whether the nonlinear system is small-time locally
controllable.

Let O be a non empty open subset of Rn and let xe ∈ O. Assumimg some vector fields
f1, ..., fm : O → Rn. For a driftless system

ẋ = f(x,u) =

m∑
i=1

fi(x)ui, ∀(x,u) ∈ O × Rm (2.10)

The control system ẋ = f(x,u) is small-time locally controllable at (xe, 0) ∈ Rn × Rm if and
only if

h(xe);h ∈ Lie{f1, ..., fm} = Rn (2.11)

The kinematic model of non-holonomic robot (2.4) can be represented in the Canonical form:

ẋ = f1(x)u1 + f2(x)u2ẋẏ
θ̇

 = v

cos θ

sin θ

0

+ ω

0

0

1

 (2.12)
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where f1(x) = [cos θ, sin θ, 0]T and f2(x) = [0, 0, 1]T are the control vector fields.
The Lie bracket of f1 and f2 can be obtained from the relation:

[f1, f2](x) =
∂f2
∂x

f1 −
∂f1
∂x

f2 =

 sin θ

− cos θ

0

 (2.13)

At xe = [0, 0, 0]T , f1(xe) = [1, 0, 0]T , f2(xe) = [0, 0, 1]T and [f1, f2](xe) = [0,−1, 0]T .

rank{f1, f2, [f1, f2](xe)} = 3. (2.14)

This means that h(xe) = R3. Therefore the control system (non-holonomic robot) is small-
time locally controllabe at (xe, 0).

However, even though the nonlinear model of a nonholonomic robot is controllable, it
doesn’t mean it can be stabilized by a smooth time-invariant control policy. Therefore we
have to verify its stabilizability.

The problem is state feedback stabilization for a smooth time invariant system concerns
about finding a state feedback law of the form u = k(x), where k(x) is a smooth function of
x such that the closed-loop system ẋ = f(x, k) = f(x∗) is asymptotically stable.

Brockett’s theorem [Brockett 1983a; Bloch 2003] provides a general condition for smooth
feedback stabilization of a nonlinear system. However, Brockett’s condition was not satisfied,
and thus the linearised model of nonholonomic is not stabilizable.

2.2.4 Discretization methods

The exact discrete time dynamic of nonholonomic mobile robot was derived using direct
integration in [Thrun, Burgard, and Fox 2005]. Considering a piecewise control inputs on
each interval [kTs, (k + 1)Ts], k ∈ N , with sampling period of Ts seconds, the exact discrete
model is given by: 

xk+1 = xk + vk
ωk

(sin(θk + Tsωk)− sin θk)

yk+1 = yk + vk
ωk

(cos θk − cos(θk + Tsωk))

θk+1 = θk + Ts(ωk)

(2.15)

Here, the kinematic model of a nonholonomic mobile robot will be discretized using two
methods. The performance comparison of these two method would be present in the results
section.

2.2.4.1 Euler method

Several works involving discrete NMPC for controlling nonholonomic robots utilized the Euler
method also called Euler forward method [Sani, Robu, and Hably 2020; Lim et al. 2008b].
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The discrete model form of any system that was discretized using Euler method is given in
(2.16).

xk+1 = xk + Tsf(xk) (2.16)

Where xk+1 is the approximate next state of the system after one discrete instant, xk is the
current state, while Ts is the sampling time. Therefore the correcponding discrete model of
nonholonomic mobile robot would be given as:

xk+1 = xk + Ts(vk cos θk)

yk+1 = yk + Ts(vk sin θk)

θk+1 = θk + Ts(ωk)

(2.17)

However, the Euler method does not give good approximate solutions of nonlinear ordinary
differential equations for a larger sampling time (Ts) because it only uses one slope. It is
reasonable to assume that using more estimates of slopes at the mid-point and the end of the
interval would result in more accuracy, see [Lin et al. 2010] for more details.

2.2.4.2 Runge-Kutta 4th order method

Runge-Kutta 4th order method (RK4) is the most widely known member of the Runge-Kutta
family. The RK4 approximation of x(tk+1) is xk+1 which depends on the current value xk
and some weighted average of four increments as depicted in figure 2.2. Each increment is a
function of the sampling time and an estimated slope specified by a function of the right-hand
side of the differential equation. By representing the ordinary differential equation of a system
as an initial value problem, we have (2.18).

Figure 2.2: Runge-Kutta Discretization

{
ẋ = f(t,x)

x(t0) = x0

(2.18)

The mathematical representation of RK4 is given as:

xk+1 =
1

6
Ts(s1 + 2s2 + 2s3 + s4) (2.19)
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Such that: 
s1 = f(tk,xk)

s2 = f(tk + Ts
2 ,xk + Ts

s1
2 )

s3 = f(tk + Ts
2 ,xk + Ts

s2
2 )

s4 = f(tk + Ts,xk + Tss3)

(2.20)

The first slope s1 is at the beginning of the interval (this is Euler’s method). The slopes s2
and s3 are both at the mid-point of the interval while the s4 is at the end of the interval.

Consequently, the corresponding discrete model of nonholonomic mobile robot would be
given as:

xk+1 = xk +
1

6
Ts(s1 + 2s2 + 2s3 + s4) (2.21)

where s1 = vk cos θk; s2 = f(xk + Ts
2 s1) ; s3 = f(xk + Ts

2 s2) ; s4 = f(xk + Tss3).

yk+1 = yk +
1

6
Ts(s1 + 2s2 + 2s3 + s4) (2.22)

where s1 = vk sin θk; s2 = f(yk + Ts
2 s1) ; s3 = f(yk + Ts

2 s2) ; s4 = f(yk + Tss3).

θk+1 = θk +
1

6
Ts(s1 + 2s2 + 2s3 + s4) (2.23)

where s1 = ωk; s2 = f(θk + Ts
2 s1) ; s3 = f(θk + Ts

2 s2) ; s4 = f(θk + Tss3).

2.2.5 Obstacle’s detection and avoidance

Unmmaned vehicles are used increasingly in complex environment to carryout suffisticated
tasks autonomously, obstacles detection and avoidance is unavoidable in control design. Path
and motion planning method was sparingly used to navigate mobile systems, for example
[Margraff, Stéphant, and Labbani-Igbida 2020; Fuseiller et al. 2018], in many cases, mobile
robots operating in a dynamic environment had to be enhanced with obstacle avoidance tech-
niques for the safety of the objects around and that of the robot. In this thesis, the second
approach of integrating obstacles avoidance with the control design was used. Some of the
widely accepted obstacle avoidance techniques are summerized in [Bhavesh 2015]:

• Bug Algorithms: These are the simplest algorithms [Bhavesh 2015]. The robot moves
on the shortest path from its current position towards the goal until it comes across
an obstacle. The algorithm forces the robot to move tangentially around the obstacle’s
surface until it returns to its original path. The primitive bug algorithms make the robot
circumnavigate the whole obstacle before returning to its original path.

• Artificial Potential Field (APF) Methods: In APF methods, the robot, obstacle, and
the goal are considered as electric charges such that the robot and the obstacle have
the same polarity so that repulsive force is created while the goal is assumed to have
opposite polarity with the robot so that attractive force will be created [Lumelsky and
Skewis 1990].
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• Bubble Band Technique: In these methods as firstly proposed in [Borenstein and Koren
1988], the robot is surrounded by a "bubble" containing the maximum available free
space which the robot can pass in any direction without collision.

• Vector Field Histogram: This method was firstly proposed in [Quinlan and Khatib 1993]
to deal with the issue of sensor noise through constructing a polar histogram using the
most recent readings of the sensor. In the histogram, a probability of an obstacle’s
presence in a particular direction is plotted against the angle associated with the sonar
sensor readings. A local occupancy grid map of the environment around the robot is
created to compute the probabilities.

The polar histograms are used to determine all the passages large enough to avoid
collision with the obstacle. The passage to be followed by the robot is selected by
evaluating the cost function defined for each passage which is a function of the alignment
of the robot’s path with the goal and the difference between the current wheel orientation
and the new direction. The passage has a minimum cost function is selected.

In this work, bug-type algorithm is selected due to its simplicity. The obstacles are assumed to
be spherical with radius Robs and each being positioned in a point described by its Cartesian
coordinates (xobs, yobs). Collision with the obstacles is avoided by including the following
function as an inequality constraint in the NMPC formulation.√

(xrob − xobs)2 + (yrob − yobs)2 ≥ (Robs +Rrob) (2.24)

where xrob and yrob are the position of the robot (pursuer or evader) in x-y plane.

Detection of the obstacles can be achieved using sensors to give in real-time the size and
the positions of the obstacles. In mobile robotics, LIDAR (acronyms for light detection and
ranging) sensor is usually employed to detect the position and the size of an obstacle as in
[Catapang and Ramos 2016]. Also, a set of camera system can be used for localization and
detection of robots and obstacles.

2.3 Model predictive control

Model predictive control (MPC) is a feedback implementation of optimal control using finite
prediction horizon and online optimization. MPC is also known as receding horizon control
(RHC) where a future control sequence minimizing an objective function is minimized over a
finite horizon. The advantages of MPC comprise its ability to control multi-variable coupled
dynamical systems, handle constraints on the states, handle constraints on control inputs,
handle nonlinearities in the systems model conceptually. In addition, MPC has a systematic
design approach and has well-understood tuning parameters, i.e prediction horizon length,
and weighting matrices. [Wang 2009; Alamir 2006; Rawlings, Mayne, and Diehl 2019].

The system model is central to the design of MPC, thus if a linear model is used in the
design, it’s regarded as Linear Model Predictive Control (LMPC); otherwise called Nonlinear
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Model Predictive Control if a nonlinear model is used. It should also be pertinent to know
that MPC can be formulated using continuous or discrete-time.

MPC has a wide area of application in both industrial and research community. For exam-
ple, MPC was employed in power electronic devices in [Cortes et al. 2008; Kouro et al. 2009],
heating systems in [Široký et al. 2011], process control in [Bartee et al. 2009; Mhaskar 2006],
wind turbines in [Lio, Rossiter, and Jones 2014], marine surface vessels in [Fahimi 2007; Oh
and Sun 2010], unmanned aerial vehicles in [Alexis, Nikolakopoulos, and Tzes 2011; Dalam-
agkidis, Valavanis, and Piegl 2011; Alexis et al. 2011; Bouffard, Aswani, and Tomlin 2012;
Kang and Hedrick 2009; Eklund, Sprinkle, and Sastry 2012; Chemori and Marchand 2008],
projectiles and missiles guidance in [Gross and Costello 2014; Oza and Padhi 2012], parallel
robots in [Vivas and Poignet 2005], holonomic robots in [Kanjanawanishkul and Zell 2009]
and nonholonomic robots with point-stabilization in [Gu and Hu 2005; Kuhne, Lages, and
Silva 2005; Worthmann et al. 2016; Worthmann et al. 2015], trajectory tracking in [Mehrez,
Mann, and Gosine 2013; Xie and Fierro 2008; Mehrez, Mann, and Gosine 2015; Dixon et al.
2000; Michalek and Kozlowski 2010; Lee et al. 2001] and path following prblems in [Aguiar,
Hespanha, and Kokotović 2008; Nielsen, Fulford, and Maggiore 2010].

2.3.1 Mathematical formulation of MPC

In this section, the mathematical formulation of MPC was presented. As highlighted in the
previous section, MPC can be formulated as LMPC or NMPC. To formulate LMPC, we
consider a discrete linear time-invariant system of the form:

x(k + 1) = Ax(k) +Bu(k) (2.25)

where k is the discrete time instant, x ∈ Rn is the state, u ∈ Rm is the control input of the
system. A ∈ Rn×n and B ∈ Rn×m are the state and input matrices of the system respectively.

The LMPC can be implemented by solving the following open loop optimal control prob-
lem(OCP):

min
u∈Rnu×N

JN (x0,u) (2.26)

Subject to 
x(0) = x0,

x(k + 1) = Ax(k) +Bu(k); k ∈ {0, 1, ...N − 1},
xmin ≤ x(k) ≤ xmax k ∈ {1, 2, ...N},
umin ≤ u(k) ≤ umax k ∈ {0, 1, ...N − 1},

(2.27)

The objective function JN (x0,u) is generally defined by:

JN (x0,u) =
N−1∑
k=0

V (x(k),u(k)) +W (x(N)) (2.28)
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The term V (x(k),u(k)) is called the running cost which can be computed by penalizing the
deviation of the system’s state x(k) and control input u(k) from the reference state xr(k) and
reference control input ur(k) respectively. Generally, the running cost are defined as:

V (x(k),u(k)) = ||x(k)− xr(k)||2Q + ||u(k)− ur(k)||2R (2.29)

Where Q ∈ Rn×n and R ∈ Rm×m are positive definite symmetric weighting matrices. N
is the prediction horizon assuming that the length of the prediction and control horizon is the
same. As previously explained, in point stabilization problem, the state reference xr(k) is a
fixed value, thus the control, reference ur(k) = 0. In the case of trajectory tracking problem,
the state reference xr(k) is time-varying, therefore the deviation of control input from the
reference can be penalized due to computational advantages such as rendering the optimal
control problem easier, avoiding control values with expensive energy [Mehrez 2017].

The term W (x(N)) are referred to as terminal cost which is used for stability purpose. It
can be computed by penalizing the last entry from the state prediction x(N) from its reference
xr(N). Terminal cost can be defined as:

W (x(N)) = ||x(N)− xr(N)||2P (2.30)

Where P ∈ Rn×n is a positive definite weighting matrix. The solution of the optimal control
problem 2.26 is the optimal control sequence of the form:

u∗ = (u∗(0),u∗(1), ...,u∗(N − 1)) (2.31)

On the other hand, the formulation of NPMC uses nonlinear systems dynamics of the form

x(k + 1) = f(x(k),u(k)) (2.32)

The NMPC can be implemented by solving the following open loop optimal control problem
(OCP):

min
u∈Rnu×N

JN (x0,u) (2.33)

Subject to 
x(0) = x0,

x(k + 1) = f(x(k),u(k)); k ∈ {0, 1, ...N − 1},
xmin ≤ x(k) ≤ xmax k ∈ {1, 2, ...N},
umin ≤ u(k) ≤ umax k ∈ {0, 1, ...N − 1}

(2.34)

2.4 Control design and implementation

In this section, the mathematical formulation of NMPC, the solution, and coding approach,
and the simulation environment for implementing the controller was presented. The control
system architecture is depicted in Figure 2.3.
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Figure 2.3: Control system architecture

2.4.1 Point stabilization with static obstacles avoidance using NMPC

To stabilize a nonholonomic mobile robot to a particular reference state xr =

[xr, yr, θr]
T (m,m, rad)T , from a given initial state x0 = [x0, y0, θ0]

T (m,m, rad)T , while avoid-
ing static obstacles with parameters[xobs, yobs, dobs]T (m,m,m)T , using NMPC, the following
opttimal control problem will be formulated:

min
u
J = ||x(N)− xr(N)||2QN

+
N−1∑
k=0

||x(k)− xr(k)||2Q + ||u(k)||2R (2.35)

subject to:
x(0) = x0 (2.36a)

x(k + 1) = f(x(k),u(k)), k = 0, 1, ..N − 1 (2.36b)√
(x(k)− xobs(k))2 + (y(k)− yobs(k))2 ≥ (dobs + drob)

2
, obs = 1, . . . ,M (2.36c)

xmin ≤ x(k) ≤ xmax (2.36d)

ymin ≤ y(k) ≤ ymax (2.36e)

vmin ≤ v(k) ≤ vmax (2.36f)

ωmin ≤ ω(k) ≤ ωmax (2.36g)

where M is the number of obstacles, drob represents the diameter of the robot. The first part
of the cost function is added for stabilizing the controller while the second part is the quadratic
running cost with ur = 0 because we are tracking a static reference. The constraint in (2.36a)
represents the initialization with a new measurement or estimate after every sampling time.

2.4.2 Point stabilization with dynamic obstacles avoidance using NMPC

For dynamic obstacles with a time-varying parameter [xobs(t), yobs(t), dobs(t)]
T (m,m,m)T , The

controller can be designed to solve the following optimal control problem:

min
u
J = ||x(N)− xr(N)||2QN

+
N−1∑
k=0

||x(k)− xr(k)||2Q + ||u(k)||2R (2.37)
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subject to:
x(0) = x0 (2.38a)

x(k + 1) = f(x(k),u(k)), k = 0, 1, ..N − 1 (2.38b)√
(x(k)− xobs(t))2 + (y(k)− yobs(t))2 ≥

(dobs(t) + drob)

2
(2.38c)

xmin ≤ x(k) ≤ xmax (2.38d)

ymin ≤ y(k) ≤ ymax (2.38e)

vmin ≤ v(k) ≤ vmax (2.38f)

ωmin ≤ ω(k) ≤ ωmax (2.38g)

Similarly, M is the number of obstacles, drob represents the diameter of the robot. The first part
of the cost function is added for stabilizing the controller while the second part is the quadratic
running cost with ur = 0 because we are tracking a static reference. The constraint in (2.38a)
represents the initialization with a new measurement or estimate after every sampling time.

The weight matrices are tuned and the best values that stabilize the controller are chosen.
The Q and R matrices are found to be diagonal matrices with diagonal elements defined as
(1, 1, 0.001) and (1, 1) respectively. The weight on the terminal penalty cost is found to be
1000 ∗Q.

2.5 Numerical simulations

In this work, the algorithm was implemented in a MATLAB/Simulink environment. The op-
timal control problem was converted to a nonlinear programming problem using a multiple
shooting approach (where both the states and the control variables are considered as opti-
mization parameters). An open-source symbolic framework for algorithmic differentiation and
nonlinear optimization known as CasADi [Andersson et al. 2019] was interfaced for the com-
putations. The output of the controller is sent to the system for an update whereas the state
measurement, the reference position, and the obstacles parameters are feed to the controller
at each sampling instant for re-computation of the new control strategy.

2.5.1 Discretization method performance comparison

The result using the Euler discretization method is presented in Figure 2.4. Although the
controller was able to move from its initial pose to the goal position, it should be noted
that the controller’s output was not smooth with the Euler method, which is not suitable
for physical implementation on robots. We then perform the same experiment with the RK4
discretization method. The result is presented in Figure 2.5 and shows a smooth trajectory
of the control profiles much better than the Euler method.

22



Figure 2.4: Euler Discretization

Figure 2.5: Runge-Kutta 4th Order Discretization
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2.5.2 Static obstacles avoidance

To achieve point stabilization with static obstacles avoidance using discrete NMPC, the robot
starts from an initial pose x0 = [−1m,−1m,−π

4 rad] and aimed to reach a goal pose xg =

[1m, 1m, π4 rad] encountering two static obstacles at (0m, 0m) and (0.8m, 0.6m). The diameter
of each obstacle is 0.3m while the diameter of the robot is 0.04m. The sampling time is
chosen to be 0.1sec and a prediction horizons of lengths N = [5, 10, 20] were selected leading
to prediction horizon times of T = [0.5, 1, 2]secs, respectively. The robot’s actuator saturation
limits are selected randomly such that the linear velocity v ranges from 0 to 0.04m/s and the
angular velocity ω ranges from −π

8 rad/s to π
8 rad/s.

To examine the effects of prediction horizons on the computation time, we compare the
results in Figures 2.6, 2.7 and 2.8. The controller was able to move the robot from its initial
state to the final state while avoiding obstacles as we can see in the robot trajectories and
state error vector of each figure. The difference was only visible on the control action profiles.
The longer the prediction horizon, the smoother the control action profile. In Figure 2.9, the
average computation time was displayed on boxplot for the three prediction horizons. It can
be seen that the longer the prediction horizon the higher the computation time and vice-versa.

Figure 2.6: Runge-Kutta 4th Order Discretization Method, N=5
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Figure 2.7: Runge-Kutta 4th Order Discretization Method, N=10

Figure 2.8: Runge-Kutta 4th Order Discretization Method, N=20
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Figure 2.9: Computation time

2.5.3 Dynamic obstacles avoidance

Simulation results of dynamic obstacles avoidance for mobile robots are presented in two
scenarios. The first scenario with one single dynamic obstacle is depicted in Figure 2.10 where
the robot autonomously moved from its initial pose [−1m,−1m, 0rad] and aimed to reach
its goal pose [1, 1, 0rad] while encountering a dynamic obstacle moving in a counter-clockwise
direction between the start and the goal positions. The obstacle was approximated as a circle
with a radius of 0.2m.

The trajectory of the robot and the obstacles at four-time instances are depicted in Figure
2.10a. At t = 0, the initial posture of the robot and the obstacles as well as the initial position
and the goal position are marked. After t = 20secs, the robot moved from its initial position
and encountered the obstacle at around 0.15m, 0.18m mark, i.e the obstacle has moved from
its initial position to the current position. It should be noted here that the obstacle is moving
in a counter-clockwise direction with a speed of 0.04m/s and a turning rate of π/20 rad/s.
The robot avoided collision with the obstacle even though the controller does not know the
information about the movement of the obstacle and then moved towards its goal.

The control profiles are presented in Figure 2.10a showed that the controller respected the
actuator saturation as the limits on both linear speed and angular speed are within the range.
Also, it can be noticed that some slight oscillations occurred at around 22secs because the
controller struggled to respect the constraints for obstacles avoidance as the robot approached
the moving obstacle.
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Figure 2.10: Simulation: Dynamic Obstacles Avoidance

27



The second scenario, a bit complex, was composed so that the robot must avoid static
and dynamic obstacles moving circularly around the goal point. In Figure 2.11, dynamic
obstacles avoidance was presented for a prediction horizon of 10. The initial pose of the
robot is [−4m,−4m, 0rad], the goal position is [3m, 3m, π2 rad], the static obstacle parameter
is [−1m,−1m] with a radius of 1m, while the initial position of the dynamic obstacle is
[3m, 1m] with a radius of 1m. The robot’s state trajectory was displayed at four different
instances in Figure 2.11a. At t = 0, the initial positions of the robot marked Start, the goal
position marked Goal, and the obstacles are at their initial positions marked, [−1m,−1m] and
[3m, 1m], respectively. After 7secs, the robot encountered the static obstacle, encircled it, and
moved towards the goal point. After 15secs, the robot encountered the moving obstacle and
then moved away from it and continue towards the goal point. The robot finally reaches its
target and stabilizes at the required orientation.

The scenario was repeated in Figures 2.12 and 2.13 with a prediction horizon of 20 and
30, respectively. It can be observed that with a higher prediction horizon, detection of the
obstacle came faster and thus avoidance starts early.

In Figure 2.14, the comparison of prediction horizons was presented and their effects on
the computation time was observed. With the prediction horizon of length 10, the average
computation time is 0.035secs. When the prediction horizon is increased to 20, the average
computation time was found to be 0.04secs, while when the prediction horizon is increased to
30, the average computation time was found to be 0.043secs.
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Figure 2.11: Dynamic Obstacles Avoidance, Circular movement, N =10
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Figure 2.12: Dynamic Obstacles Avoidance, Circular movement, N =20
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Figure 2.13: Dynamic Obstacles Avoidance, Circular movement, N =30
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Figure 2.14: Computation time

2.6 Conclusion

This chapter dealt with static and dynamic obstacles avoidance for point stabilization problems
using discrete NMPC. Two discretization methods are compared the Euler and RK4 method,
the latter achieved better performance than the former, especially for a larger sampling time.
The obstacle avoidance was integrated as an inequality constraint during the formulation of
the NMPC. Stability was achieved using terminal cost inclusion. The effect of a long prediction
horizon on the controller computation time was analyzed, showing that a higher prediction
horizon leads to higher computation costs. The results obtained showed that the proposed
approach can be used to handle both static and dynamic obstacles moving with unknown
velocities without the need for measurement or additional computation.
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Chapter 3

Pursuit-Evasion Games Using
Nonlinear Model Predictive Control

This chapter extends the results of the previous chapter by involving a moving target. Rather
than stabilizing the robot to point, the robot was made to pursue another robot that is
controlled by a conflicting objective. This scenario is called the pursuit-evasion problem
and has differed from the conventional trajectory tracking problems where a mobile robot
follows a moving target whose behavior is known. The two-player pursuit-evasion game is
tackled such that the objective of the pursuer is to capture the evader by minimizing the
distance and orientation between them. The objective of the evader on the other hand is to
escape from the pursuer by maximizing the distance and orientation between them. Nonlinear
model predictive control approach is used to solve the problem assuming the states of each
player can be measured or estimated by the opponent. The stability of the controllers is
achieved by including a stabilizing cost function in the formulation. The stability method is
compared with a recent method that involve adding monotonically increasing weight in the cost
function instead of a stabilizing cost function or constraints. Various numerical simulations are
conducted in the presence and absence of obstacles as well as in the presence of measurement
noise. It was shown that the proposed control approach was effective for solving the problem.

3.1 Overview of pursuit-evasion games

The pursuit-evasion game is a problem where an autonomous agent or group of agents en-
gages another agent or group of agents that have conflicting objectives. The game has received
attention in both the cooperative and non-cooperative control literature. It provides a gen-
eral framework that mathematically formalizes important applications in different areas such
as navigation, surveillance, analysis of biological behaviors, conflict, and combat operations
[Marden and Shamma 2018; Weintraub, Pachter, and Garcia 2020]. The goal is to determine
a strategy that enables an autonomous agent to perform a set of actions against the oppo-
nent. For example, the pursuer aims at determining a strategy that will result in capture or
interception of the evader, while the evader aims to find a strategy that could make it escape
or maximize the time of capture. Both teams are therefore playing their best strategies which
is the worst-case scenario from the opponent’s point of view.

Pursuit-evasion differential game was discovered in [Isaacs 1956] as a result of an aspiration

33



to design the best strategies which optimize a certain objective against the worst possible
behaviors of the opponent and also provide robustness with respect to all possible behavior
of the opponent. The underlying assumption was that each player is well-informed about
the opponent’s behavior. The level of information each player has on the opponent is very
important in determining its best strategy. This information on the opponent can be full,
partial, deterministic, or stochastic. Therefore this would be the pivotal focus of this thesis.

Broadly, the pursuit-evasion game can be categorized into two classes. The most popular
category is the zero-sum game which is the case of a pursuit-evasion problem between two
autonomous players; the pursuer and the evader playing against each other. The second
category is the case of a multiple-player pursuit-evasion game in which a team of pursuers
plays against the team of evaders.

3.1.1 Two player pursuit-evasion games

In a two-player pursuit-evasion game, a single pursuer plays against a single evader to capture
the latter. The goal of the evader is to avoid being captured by the pursuer. The payoff, cost,
or utility of this game is time-of-capture or time-to-capture can be formulated as a common
performance functional shared by the two players. The resulting problem is known as min-max
or a zero-sum game. The optimal solution for the performance function is one in which the
strategy of the pursuer seeks to minimize it while the strategy of the evader is to maximize
it. The dynamics of all players is regarded as a constraint that can be linear or nonlinear.
In [Isaacs 1956], the concepts of game theory, control theory, and calculus of variations were
employed to solve a dynamic conflict between autonomous players. The optimal strategy pair
is the Nash equilibrium of the game, the value function of the payoff is the value of the game
which is used to determine the winning player. It was argued in [Ho, Bryson, and Baron
1965] that the min-max solution proposed by Isaac did not make extensive use of classical
variational technique, thus describing the work to resemble a dynamic programming approach
to optimization problems. Thus the paper shows that variational techniques can be applied
to solve differential games. In [Tolwinski 1989], the author solved zero-sum differential games
by approximating the dynamic programming equation using a sequence of finite-state Markov
games. The approach called the modified policy iteration method was employed to solve a
combat problem related to the two-car game of Isaacs.

The reachable set-based approach was employed to find the optimal solutions of pursuit-
evasion differential game e.g in [Mitchell, Bayen, and Tomlin 2005], where an algorithm was
presented for numerically computing the backward reachable set for a two-player, nonlinear
differential game with a general target set. The algorithm is based on the formulation of
reachability in terms of the viscosity solution of a time-dependent Hamilton Jacobi Isaacs
Partial Differential Equation. The authors in [Sun et al. 2017] employed a reachability-based
approach to solving pursuit-evasion games between two players in the presence of dynamic
environmental disturbances such as winds, sea currents, etc. Termination of the game was
achieved by including reachable sets. In [Dong, Zhang, and Jia 2012], an improved artificial
potential field method is used to solve pursuit-evasion game problems in the presence of static
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obstacles. A hybrid algorithm based on the differential game and an improved potential field
is developed to allow for flexibility depending on the environment of the game. Proportional
navigation guidance-based method was borrowed from the missile navigation and target track-
ing to compare the performance of pursuer-centric against evader-centric strategies for wheeled
holonomic mobile robot applications in [Kumar and Ojha 2019].

Predictive control-based approaches have also been proposed to solve pursuit-evasion
games. In [Eklund, Sprinkle, and Sastry 2012], the nonlinear model predictive control ap-
proach was used to solve the pursuit-evasion game in 3-D space between two homogeneous,
fixed-wing aircrafts such that each aircraft predicts both its optimal trajectory and that of
its opponent. The approach takes into consideration the hard constraints on the linear and
angular velocity of each player. The game is said to be symmetric such that a pursuer can
become an evader and vice-versa, and have assumed that each player has full information
of the game. The authors in [Tzannetos, Marantos, and Kyriakopoulos 2016] dealt with a
pursuit-evasion game between two heterogeneous players; the unmanned aerial vehicle and
the unmanned ground vehicle using nonlinear model predictive control. Full information was
assumed, and each player predicted its opponent’s strategy before determining its optimal
strategy. The paper considered the relative distance between the two players as the states
of the game and thus it cannot incorporate states and inputs constraint as well as obstacles
avoidance.

3.1.2 Multi-player pursuit-evasion

Multi-player pursuit-evasion games can be categorized according to the number of players
in each team. The general category is the multiple pursuers against multiple evaders while
particular categories involve multiple pursuers against a single evader and a single pursuer
against multiple evaders. Safe reachable area minimization method where multiple pursuers
cooperate to capture a single evader was proposed in [Huang et al. 2011; Zhou et al. 2016],
where a decentralized control scheme was presented based on the Voronoi partition of domain
of the game, such that the pursuers jointly minimize the area of evader’s Voronoi cell. The
approach was applied to both holonomic and non-holonomic mobile robots in [Kothari, Man-
athara, and Postlethwaite 2014; Kothari, Manathara, and Postlethwaite 2017]. In [Bakolas
and Tsiotras 2010] Voronoi partition approach was also applied for multiple evader pursuit-
evasion problems. The complexity of computing the Voronoi cells especially for nonholonomic
systems opens the door for another approach for handling cooperative pursuit problems. In
[Garcia et al. 2017], a game of two pursuers against a single evader was proposed based on
the Hamiltonian formulation and based on the geometric properties of the game. Cooperation
in this method occurs only when none of the two pursuers have the geometric advantage to
capture the evader alone, thus they cooperate by finding the point of intersection between
two Apollonian circles. Other works by the same authors on the same holonomic system are
presented in [Garcia et al. 2019; Von Moll et al. 2018]. Cooperative defense strategy against
predator by two evaders has been presented in [Fuchs, Khargonekar, and Evers 2010] while
strategies for capturing multiple evaders by multiple pursuers has been presented in [Pier-
son, Wang, and Schwager 2017; Souza et al. 2021]. However, apart from the computational
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complexity and applicability of this method to holonomic systems only, constraints on the
states and inputs of the systems cannot be imposed and thus obstacles avoidance was not
incorporated.

In this chapter, the pursuit-evasion game will be handled using NMPC approaches for both
players such that each player can measure the states of the opponent. We will investigate
the stability of the controllers with terminal cost inclusion and compare it with a recent
stabilizing method that employs monotonically increasing cost function instead of terminal
cost. The robustness of the controller would be verified by adding some measurement noise
and obstacles.

The remaining parts of this chapter are as follows: The problem statement would be
presented in section 3.2. Controllers design using NMPC technique with stabilizing costs and
weights would be discussed in section 3.3. Numerical results would be presented in section 3.4
while conclusions would be made in section 3.5.

3.2 Problem statement

Consider a pursuit-evasion game between two non-holonomic unicycle robots, where the game
is to be conducted inside the polytope, Ω in the presence and absence of obstacles. The aim
of the pursuer is to capture the evader in the shortest possible time by moving towards the
evader while the aim of the evader is to maximize the capture time. Both players must be
able to avoid obstacles in the environment. The kinematic model of each player is given in
(3.1). 

ẋi = vi cos θi

ẏi = vi sin θi

θ̇i = ωi

(3.1)

where the subscript i stands for ith player such that i ∈ {p, e} denotes pursuer and evader
respectively. The states (xi, yi) ∈ Ω and θi are the position and orientation of ith player
respectively, while (vi, ωi) ∈ Ui represents the linear and the angular speeds respectively,
which acts as a control inputs for the ith player. Ui denotes the set of feasible control inputs
for the ith player and is assumed to be constrained.

Each player repeatedly computes its optimal strategy against the opponent until the game
is terminated. The termination of the game occurs either when the game time elapses (meaning
that the evader escaped) or when the evader has been captured. The capture condition is
defined by computing the relative distance between the two players at every time instant
using (3.2).

D(t) =
√

(xp(t)− xe(t))2 + (yp(t)− ye(t))2 (3.2)

The instataneous distance is compared with a threshold distance which is defined to the sum
of the radii of the two robots, where Rp and Re denotes the radius of the pursuer and the
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evader respectively.
Dth = Rp +Re (3.3)

The capture condition, which is winning from the pursuer’s point of view and lost from the
evader’s point of view is defined in (3.4).

D(t) ≤ Dth, for t ≥ 0 (3.4)

The time at which the capture condition holds is defined as the capture time. The pursuit
problem can be defined as:

Assuming full state feedback of both players are deterministic, design an online control
algorithm that could move the pursuer towards the evader while avoiding obstacles such that
constraints on states and control variables are respected, assuming that the evader is playing
its best strategy.

Conversely, the evasion problem can similarly be defined as:

Assuming full state feedback of both players are deterministic, design an online control
algorithm that could move the evader away from the pursuer while avoiding obstacles such that
constraints on states and control variables are respected, assuming that the pursuer is playing
its best strategy.

3.3 Nonlinear model predictive control

Since each player in pursuit-evasion game changes strategy at every decision instant to defeat
its opponent, MPC technique can be a good candidate to solve the problem. In this context,
the pursuer will solve the minimization problem while the evader will solve the maximization
problem. The ability of MPC to predict the future behavior of the system using its model
and make it possible to detect the presence of an obstacle and to avoid it as a constraint.
However, the length of the prediction horizon to be selected must consider the property of the
localization system.

The pursuer’s NMPC is thus an online optimizing controller which takes in the evader’s
trajectory (current states at every decision time) xe = [xe, ye, θe]

T (m,m, rad)T and the
pursuer’s initial state xp = [xp, yp, θp]

T (m,m, rad)T as well as obstacles parameters
[xobs, yobs, dobs]

T (m,m,m)T to provide an optimal sequence of control actions over a finite
horizon window. Only the first part of the sequence would be applied to the systems while
the remaining values would be discarded. The procedure would then be repeated at the next
decision time which takes in the updated measure of the variables. In essence, the pursuer
would solve the following optimal control problem:

min
up

J =

N−1∑
k=0

||xp(k)− xe(k)||2Q + ||up(k)||2R (3.5)
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subject to:
xp(0) = xp (3.6a)

xp(k + 1) = fp(xp(k),up(k)), k = 0, 1, ..N − 1 (3.6b)√
(xp(k)− xobs)2 + (yp(k)− yobs)2 ≥ Rp +Robs, obs = 1, . . . ,M (3.6c)

xmin ≤ xp(k) ≤ xmax (3.6d)

ymin ≤ yp(k) ≤ ymax (3.6e)

vmin ≤ vp(k) ≤ vmax (3.6f)

ωmin ≤ ωp(k) ≤ ωmax (3.6g)

where M is the number of obstacles, Rp represent the radius of the pursuer. The resulting
optimal control action would be up = [up(0),up(1), ...,up(N − 1)] and only up(0) would be
applied to the pursuer.

The evader’s controller on the other hand, will be a similar online optimizing con-
troller which takes in the pursuer’s trajectory (current states at every decision time) xp =

[xp, yp, θp]
T (m,m, rad)T and the evader’s initial state xe = [xe, ye, θe]

T (m,m, rad)T as well
as obstacles parameters [xobs, yobs, dobs]

T (m,m,m)T to provide an optimal sequence of control
actions over a finite horizon window. Also, the first part of the sequence would be applied
to the systems while the remaining values would be discarded. The procedure would then
be repeated at the next decision time which takes in the updated measure of the variables.
Consequently, the pursuer would solve the following optimal control problem:

max
ue

J =
N−1∑
k=0

||xe(k)− xp(k)||2Q + ||ue(k)||2R (3.7)

subject to:
xe(0) = xe (3.8a)

xe(k + 1) = fe(xe(k),ue(k)), k = 0, 1, ..N − 1 (3.8b)√
(xe(k)− xobs)2 + (ye(k)− yobs)2 ≥ Re +Robs, obs = 1, . . . ,M (3.8c)

xmin ≤ xe(k) ≤ xmax (3.8d)

ymin ≤ ye(k) ≤ ymax (3.8e)

vmin ≤ ve(k) ≤ vmax (3.8f)

ωmin ≤ ωe(k) ≤ ωmax (3.8g)

M is the number of obstacles, Re represent the radius of the evader. The resulting optimal
control action would be ue = [ue(0),ue(1), ...,ue(N − 1)] and only ue(0) would be applied to
the evader.
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3.3.1 Stability of NMPC

Even though the formulation of NMPC seems to be quite intuitive, the stability is not au-
tomatically guaranteed since the control sequence is obtained from a finite optimal control
problem [Feng 2004]. The formulated NMPC problems in (3.5) and (3.7) could lead to diver-
gent responses. The literature is rich with so many methods for stabilizing an MPC controller.
Lyapunov stability is a tool used to analyze the stability of an MPC problem based on the
monotonic property of the cost function. It was historically established that the value function
of a finite horizon optimal control problem is universally accepted as a natural Lyapunov func-
tion for stability analysis when a terminal equality constraint is employed [Mayne et al. 2000].
Thus the cost function is employed as a Lyapunov function. Therefore, to guarantee stability,
a global optimum must be found at each time step. The optimization problem with terminal
equality constraint can be solved, but the computation time for finding the global optimum
is very expensive. Thus, even if a feasible solution exists, convergence to that solution is not
guaranteed. Later, proposals were made to modify the open-loop optimal control problem by
including terminal cost or terminal constraint set to tackle both global optimality and feasi-
bility problem. In this work, we will compare the two stability methods which comprise the
terminal cost function and a contraction-based method.

3.3.1.1 Stabilizing terminal cost

One of the preliminary proposal for modifying open-loop optimal control problem to ensure
closed-loop stability was the addition of a terminal cost funtion. In the context of MPC,
the terminal cost function is non-trivial and has no terminal constraint [Mayne et al. 2000].
This method was proposed in 90’s by [Mosca 1991] for predictive control of unconstrained
linear system. The appropriate terminal cost function selected was F (x) = 1

2x
TQfx where

the matrix Qf is selected so that the sequence of Pi obtained by solving the Riccati difference
equation in reverse time (i is time-to-go) with terminal condition Q0 = Qf is monotonically
non-increasing, that is (Qi+1 ≤ Qi, ∀i ≥ 0). The authors proved that this choice yeilds a value
function V 0

N = 1
2xQNx and a receding horizon controller KN = KMPCx that is stabilizing.

This interesting method of establishing stability can be extended to nonlinear systems.
In the context of our PEG which employed NMPC, the pursuer’s OCP formulated in (3.5)
can be modified to include stabilizing terminal cost function as:

min
up

J = ||xp(N)− xe(N)||2QN
+

N−1∑
k=0

||xp(k)− xe(k)||2Q + ||up(k)||2R (3.9)

Similarly, the evader’s OCP (3.7) can be reformulated to include the stabilizing terminal cost
cost funtion as:

max
ue

J = ||xe(N)− xp(N)||2QN
+
N−1∑
k=0

||xe(k)− xp(k)||2Q + ||ue(k)||2R (3.10)
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3.3.1.2 Stability of NMPC without stabilizing constraints or cost

Due to the feasibility issues related to the terminal constraints which generally require long
prediction horizons to be used in the Model Predictive Control formulations. In addition,
the presence of this constraint makes the computation more complex. Many researchers are
now reluctant to include stability-related constraints in MPC formulation. In [Alamir and
Bornard 1995], it was proved that stability can be achieved without terminal stability-related
constraints or cost by using a sufficiently long prediction horizon. However, the underlying
argument was that with a sufficiently long prediction horizon, the optimal decisions necessarily
lead to open-loop trajectories with terminal appropriate properties. It is therefore an interest-
ing task to employ formulations that involve short prediction horizons with no stability-related
constraints or cost.

A contractive MPC formulation in which a constraint is added to the MPC formulation to
force both the actual and the predicted state to contract to achieve stability. The contractive
stability approach was proposed and proved in [Oliveira Kothare and Morari 2000]. However,
the inclusion of contraction constraint in the definition of the optimization problem often
leads to non-standard features, such as a need for the multi-step open-loop application of
control sequences or the use of a multi-step memorization level. This can cause unfeasibility
in the presence of uncertain disturbances. Thus, the author [Alamir 2017] proposed a new
contraction based approach which does not involve the inclusion of contraction constraint.

A simple novel approach for stabilizing nonlinear systems using monotonically increasing
weighting profiles without the addition of any stability-related cost or constraints was proposed
in [Alamir 2018] and proven under some mild assumptions. For a given nonlinear system of the
form x(k+1) = f(x(k),u(k)), Lets denote the control profiles as u = [u(0),u(1), ...,u(N−1)]

defined over a prediction horizon of length N and xu(k) to represent the corresponding state
trajectory.

Based on the trajectories u and xu, the following cost function can be formulated.

Jm(u) =

N∑
k=1

(
k

N
)ml(xu(x(k))) (3.11)

For some integer m, it proven that x = 0 is an asymptotically stable equilibrium for the
closed-loop system given by x(k + 1) = f(x(k),u∗(k)).
We wish to investigate this stability approach by applying it to the pursuit-evasion problem.
The Pursuer’s OCP in (3.5) can be reformulated to include the monotonically increasing
function.

min
up

J =
N−1∑
k=0

(k/N)m||xp(k)− xe(k)||2Q + ||up(k)||2R (3.12)

And the corresponding evader’s OCP can be reformulated as

max
ue

J =

N−1∑
k=0

(k/N)m||xe(k)− xp(k)||2Q + ||ue(k)||2R (3.13)
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3.4 Numerical simulations

The game was set up and implemented in MATLAB/Simulink environment. The controllers
were coded using CasADi software, an open-source symbolic framework for automatic differ-
entiation and optimal control [Andersson et al. 2019]. The game is played in the presence
and absence of an obstacle. In each game, the relative distance between the two players are
computed at every time instant as in (3.2), while the capture time is when (3.4) is satisfied.

The diameter of each robot is drob = 20cm, the constraints on the pursuer’s control
variables are |vp| = 0.4m/s, |ωp| = π/3 while the constraints on the evader’s control variables
are |ve| = 0.4m/s, |ωe| = π/4. The prediction horizon N = 10 while the sampling time
Ts = 0.1. The states constraints are the dimension of the polytope 10m by 10m, therefore the
constraints on both x− axis and y − axis from −5m to +5m and is applied to both players.

(a) Without any penalty (b) Pursuer’s orientation penalised

(c) Evader’s orientation penalised (d) Pursuer’s and Evader’s orientation penalised

Figure 3.1: Penalizing the orientation angle in PEG

To show the effect of penalizing the weighting matrices in the NMPC formulation, the
pursuit-evasion game was played without any stabilizing constraints, cost, or function in Figure
3.1, the letter ‘P’ represents the pursuer while the letter ‘E’ represents the evader. When
the weighting matrices for each player was selected as an identity matrix (R = diag([1; 1]),
Q = diag([1; 1; 1]), the game behave as shown in Figure 3.1a. It can be seen that both players
respond to changes in the opponent’s orientation even if they are far apart. Therefore there
is a need to reduce the weight on the orientation angle. The best value selected after many
trails is (R = diag([1; 1]), Q = diag([1; 1; 0.001]). In Figure 3.1b, the pursuer’s orientation
was penalized and it can be seen that the pursuer does not respond to slight changes in the
evader’s orientation which explains why it captured the evader in a shorter time.
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Conversely, in Figure 3.1c, only the evaders’ orientation was penalized, thus this created
an advantage over the pursuer that ultimately leads to non-capture in the game. When the
orientation of both the pursuer and the evader is penalized, it can be observed in Figure 3.1d
there is an improvement in the game trajectory.

3.4.1 PEG with stabilizing terminal cost function

The approach was improved by adding a stabilizing cost function to the NMPC formulation so
as to enhance the pursuit-evasion game. The terminal penalty, (QN = 1000 ∗Q) was selected
after several trails to stabilize the controllers. The effect of adding the stabilizing cost function
with an appropriate penalty was shown in Figure 3.2.

(a) Without stabilizing cost (b) Pursuer alone with terminal cost

(c) Evader alone with terminal cost (d) Pursuer and Evader with terminal cost

Figure 3.2: PEG with stabilizing terminal cost

Figure 3.2a depicts the game trajectory when no stabilizing cost was added to any player.
However, when the terminal cost was added to the pursuer, Figure 3.2b shows the game tra-
jectory and the subsequent capture of the evader infinite time. A contrary situation happened
in Figure 3.2c where only the evader’s NMPC included the stabilizing terminal cost function.
It can be observed that the evader escaped capture by the pursuer. In Figure 3.2d, the con-
trollers of both players included the stabilizing terminal cost function, and that the pursuer
eventually captured the evader.
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3.4.2 PEG with monotonically increasing weight profile

In this method, we exclude the stabilizing terminal cost function in our formulation but add
monotonically increasing weighting profiles that depend on an integerm. The selected value of
this parameter after many trials was m = 3. Thus for a prediction horizon of length N = 10,
the stage cost function has been multiplied by a factor between 0 and 1. The result was for this

(a) Without stabilizing weighting profile (b) Pursuer alone with stabilizing weight

(c) Evader alone with stabilizing weight (d) Pursuer and Evader with stabilizing weight

Figure 3.3: PEG with stabilizing weight

method is presented in Figure 3.3 which comprises the case in Figure 3.3a where no stabilizing
cost or weight was added to the players. When the pursuer’s controller was formulated to
include the stabilizing weight, the game trajectory as shown in Figure 3.3b. The inference
was the eventual capture of the evader, which does not include any stabilizing cost or weight,
as in the previous case. Conversely, when only the evader’s controller included the stabilizing
weight, the result in Figure 3.3c shows opposite behaviors and there is no capture in finite time.
Figure 3.3d shows the situation when the controllers of both players included the stabilizing
weight.

3.4.3 Comparison of the performance of the two stabilizing methods

The performance of these two stabilizing methods is compared in terms of computation time,
robustness to the presence of noise, and ability to avoid obstacles. The comparison is done
from the perspective of the pursuer.

In Figure 3.4, the computation time spent by the pursuer’s controller is presented when
three games are played. As it can be seen, the average time spend when the pursuer employed
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the stabilizing cost was found to be 0.019 secs while the time spent with the stabilizing weight
method was 0.022 secs. The conventional methods of using terminal cost have outperformed
the new method in this regard.

Without any Stabilizing Terminal Cost Stabilizing weight

Stability Method
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Figure 3.4: Computation time comparison

The game was played with the addition of some noise on the measurement and the result
was depicted in Figure 3.5. Similar performance was observed as each method was seen to be
robust to the measurement noise.

Finally, some obstacles were added to the game environment at strategic locations so that
each player must encounter at least one obstacle during the game. Both methods are seen to
be able to avoid obstacles in Figure 3.6.
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(a) Pursuer with stabilizing terminal cost

(b) Pursuer with stabilizing weight

Figure 3.5: Effect of noise of PEG using NMPC
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(a) Pursuer with stabilizing terminal cost

(b) Pursuer with stabilizing weight

Figure 3.6: PEG with obstacles avoidance using NMPC

3.5 Conclusion

In this chapter, the work of the previous chapter which consists of control of a single robot
to a desired set-points was extended. The desired set-point in this chapter is a moving
object which is also controlled by an adversarial effect. The resulting pursuit-evasion game
was solved using nonlinear model predictive control and applied on nonholonomic mobile
robots for the first time. To stabilizing methods of the nonlinear model predictive control
formulation, namely; stabilizing terminal cost and a monotonically increasing stabilizing
weight are discussed and compared. The performance of the two stabilizing methods is
compared in terms of the computation time, robustness to measurement noise, and avoidance
of obstacles. It was shown using numerical simulations that the conventional method has
outperformed the new method in terms of computational resources required to find an
optimal control sequence. It can also be concluded that the new method can be implemented
in pursuit-evasion problems with the nonlinear system. Finally, it can also be concluded that
the pursuit-evasion game can be solved using the nonlinear model predictive control approach
with good performance.

46



Chapter 4

Pursuit-Evasion Games Using
Game-theoretic Approaches

In this chapter, a variant of Isaacs’ Homicidal Chauffeur problem was posed and solved using
game-theoretic techniques where systems are modeled as intelligent rational decision-makers.
Each player considers the best strategy of the opponent before deciding its strategy. The
problem posed involved a pursuit-evasion game between two nonholonomic mobile robots
with the same agility but different speed. The pursuer is said to be faster than the evader
to terminate the game. Two game-theoretic solutions are proposed depending on the level of
information on the opponent. The first method where each payer has complete information on
the opponent uses a double optimization approach to predict the opponent’s best strategy in
advance before computing its best strategy. Due to the high computation time required, the
second method was proposed so that each player has incomplete information on the opponent.
These game-theoretic approaches are compared with the state-based NMPC approach used in
the previous chapter. The performance of the two methods is evaluated in terms of capture
time rate, computation time through rigorous simulations in the presence and absence of
obstacles.

4.1 Overview of game-theory

Game theory is a mathematical tool for studying strategic interactions among intelligent
decision-making entities, known as players or agents, whose individual decisions jointly de-
termine the overall outcome. In other words, game theory mathematically models situations
of conflict and cooperation between intelligent rational entities. Due to numerous situations
of interactions among decision entities in the real world, game theory found application in
several fields such as social science, biology, economics, computer science, and engineering.

The game theory dates back to 1921, when Emile Borel, a French mathematician, envi-
sioned it being used in military and economic fields. Borel’s ultimate goal was to determine
whether the best strategy for a given game existed and to find it, which led to the publication
of several papers on "la Theorie du jeu". However, Borel did not pursue his ideas very far,
which is why many historians regard John Von Neumann, who published his first paper in
1928, as the founder of game theory (seven years after Borel). Von Neumann’s article "Theory
of Parlor Games" made significant contributions to the mathematical respectability of game
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theory [Maestre 2010]. The book "Theory of Games and Economic Behaviour" [Von Neumann
and Morgenstern 1947], later became an influential and pioneering work of game theory to
economics. To better understand the consequence of conflict and cooperation among play-
ers, let us recall a popular game in the social domain, "the prisoner’s dilemma" which was
presented in [Poundstone 1992].

Two criminal gang members are apprehended and imprisoned. Each prisoner is in solitary
confinement and has no way of communicating or exchanging messages with the other. The
cops admit they don’t have enough evidence to convict the couple on the main charge. On a
lesser charge, they intend to sentence both to a year in prison. At the same time, the police
present each prisoner with a Faustian bargain. If he testifies against his partner, he will be
released, while the partner will be sentenced to three years in prison on the main charge. Oh!
but there’s a catch... Both prisoners will be sentenced to two years in prison if they testify
against each other.

Players (A and B) A rejects the deal A accepts the deal
B rejects the deal 1 year, 1 year 3 years, 0 year
B accepts the deal 0 year, 3 years 2 years, 2 years

Table 4.1: Prisoner’s Dilemma

This game has four possible outcomes, as illustrated in the table 4.1. Each player has two
options: accept or reject the offer. At first glance, it may appear that rejecting the deal for a
one-year prison sentence is a good idea. The major issue, however, is the fear of serving the
maximum sentence of three years in prison if the other player accepts the deal. Because the
game is symmetric, only one of the two outcomes in the diagonal will be the game’s outcome
if both players are intelligent and rational.

4.1.1 Elements of game theory

Some terms acquire special meaning in the context of game theory, even if they are still close
to their common meaning. A game can be modeled if the following elements are defined.

1. Players: these are individual agents or systems that participate in the game by making
rational and/or intelligent decisions that can be accomplished by optimizing its objective
function. The rationality feature motivates the player to always seek the best decision
that maximizes profit or minimizes cost. As a result, it is important to recognize that
individual rationality is not the same as group rationality. A finite set of players can be
represented mathematically as:

I = {1, 2, ...I} (4.1)

2. Strategies are a player’s entire plan of action for the game. This means that a strategy
determines which action the player must take at any given decision point. A strategy
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profile is a collection of possible strategies for a specific player. For each player, i ∈ I,
there is a a strategy profile, Ui. The strategy profile of other players, not i is denoted
as U−i. Thus the joint strategy set for all players in the game can be represented as:

U = (Ui,U−i) (4.2)

3. Payoff: This is the reward a player receives after executing (playing) a specific strategy.
It is modeled as a utility function (to be maximized) or cost function (to be minimized)
that reflects the player’s preference for joint strategies.
The payoff of a player i can be represented in terms of utility function as:

Ji = f(Ui,U−i) (4.3)

For any two joint strategy sets U ,U ′ , a player i would strictly prefers U instead of U ′ if
and only if

Ji(U) > Ji(U
′
) (4.4)

Also, the payoff of a player can be expressed in terms of cost function as:

Ji = f(Ui,U−i) (4.5)

A player i would strictly prefers U instead of U ′ if and only if

Ji(U) < Ji(U
′
) (4.6)

Hence a game can be described by either of the following tuples:

G = {I,U , J} (4.7a)

G = {I,U ,J } (4.7b)

4.2 Game theory and control

Although game theory has been studied primarily as a modeling paradigm in the mathematical
and social sciences, there is a strong link to control systems in that a controller can be viewed
as a decision-making entity. As a result, game theory is useful in situations involving multiple
interacting controllers. This section provides an overview of two specific control theory topics
in which game theory has played a significant role.

4.2.1 Cooperative games

Cooperative game theory studies situations of mutual interaction between a set of agents
which can negotiate among themselves to follow common binding strategies. As a result of
the bargaining process, the set of agents might be divided into several subsets that are called
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a coalition. The role of game theory in this field is to investigate which coalitions of agents
should be formed and to analyze how the cost or benefit of cooperation should be distributed
among coalition members. It is worth noting that the existence of a communication channel
is critical to this branch of game theory [Maestre 2010].

A cooperative game is defined in its most basic form by two elements: a set of different
players and a function that assigns a value to each of the possible coalitions of players. At this
point, it is worth noting that the coalition’s value represents the cost of achieving the common
goal without the assistance of agents who are not members of the coalition. The study of
network influence in cooperative game theory began decades ago with the work of Myerson
in [Myerson 1977]. Any two agents can communicate and thus cooperate if they are at least
indirectly connected by the network, that is, if there is a path of active links connecting them.
Furthermore, a cooperative game can account for the costs of communication. Therefore, it is
reasonable to assume that the existence of each link has a fixed cost associated with its use.

4.2.2 Non-cooperative games

A non-cooperative game is one in which two individuals compete against each other. Unlike
in cooperative games, the players cannot form a coalition or reach a binding agreement. It is
also known as a zero-sum game because the benefit of one player is at the expense of the other.
The simplest example of non-cooperative games from the control point of view is to regard
the controller as a player and environmental uncertainty as another player since the driving
motivation for feedback control system is to assure satisfactory performance of a controller in
the face of uncertainties. Non-cooperative games can also be played as a two-player pursuit-
evasion game where two players or teams play against each other in a conflicting scenario.
Several examples and variants of pursuit-evasion differential games are outlined below:

4.2.2.1 Homicidal chauffeur problem

This is a classic 1-pursuer-1-evader problem that is used in military applications. It was
proposed by Isaac in his seminal text [Isaacs 1956] where a hypothetical slow but highly
maneuverable holonomic pedestrian is pitted against a driver of a faster but less maneuverable
motor vehicle (Dubin’s Car). The driver attempts to run over the pedestrian in this somewhat
horrific scenario. The question to be answered is: Under what conditions, and with what
strategy, can the driver of the car guarantee that he will always catch the pedestrian, or
conversely, can the pedestrian guarantee that he will always elude the car, [Isaacs 1956].
And, if the pedestrian’s capture is unavoidable, what is the chauffeur’s optimal strategy for
minimizing the pedestrian’s time-to-capture, and what is the latter’s strategy for maximizing
his time.

Merz’s Ph.D. thesis [Merz 1971] is a major work on the Homicidal Chauffeur Differential
Game. The work gives great detail and insight into the problem and also proposes several
optimal solutions to the Homicidal Chauffeur game. Together with his supervisor, Breakwell,
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they presented a complete solution of the game at a conference in [Merz 1974]. Similarly, the
Homicidal Chauffeur probe was described and solved using Pontryagin’s Minimum Principle
in [Marchal 1975].

4.2.2.2 The two car differential games

The "Two Cars" Differential Game is a variation of the Homicidal Chauffeur Differential
Game, in which two players compete in a pursuit-evasion game, each driving a car with
the smallest turning radius. The author [Meier 1969], studied the problem of two cars in
his early work, in which both players had the same minimum turn radius, the pursuer was
slower than the evader, and the capture was defined by coming inside the Evader’s range.
In [Getz and Pachter 1981c; Getz and Pachter 1981b], another investigation into the Two-
Car problem was conducted in which capture, escape, and the barrier surfaces between those
regions were discussed. Both agents in [Getz and Pachter 1981c] have sector-based capture
regions, which is typical of an aerial dogfight; however, in [Getz and Pachter 1981b], the
capture regions were different, describing a heterogeneous model of onboard weapon systems.
Similarly, the author in [Greenfeld 1987] investigated the two-car problem, endowing the
pursuer with a surveillance capability of range, l. The goal was to escape the surveillance
region in the shortest amount of time. In [Lewin and Breakwell 1975], a similar problem
known as the "Surveillance-Evasion" Differential Game was investigated where the evader
wants to get out of the pursuer’s detection circle as soon as possible, whereas the pursuer
wants the opposite. A complete analysis performed in [Bera, Makkapati, and Kothari 2017]
goes into detail of games of kind and degree, with studies on different agent’s speeds, capture
radius, and maneuverability constraints where a three-dimensional plot of the state space,
highlighting the barrier and switching surfaces for the various scenarios was created.

4.2.2.3 Pursuit-evasion game in a constrained environment

To consider differential games more realistically, the introduction of state boundaries and
constraints allows for finite spaces and regions to be included in the formulation of the game.
The pursuit-evasion differential game can be restricted to a bounded area or obstacles can be
used by imposing limitations on physical states. A two-player differential pursuit-evasion game
in which an obstacle is added to delay the pursuer or prevent capture entirely was proposed in
[Fisac and Sastry 2015]. Also, [Oyler 2016] considered pursuit-evasion games in the presence
of obstacles in the form of polygons, line segments, and asymmetric objects that impede the
movement of the players. The authors in [Fuchs and Khargonekar 2016] motivated the use of
escort regions by manipulating the performance functional to handle pursuer evasion games
in the presence of obstacles, while in [Dong, Zhang, and Jia 2012] pursuit-evasion games with
obstacles avoidance was handled using artificial potential field methods.
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4.2.2.4 Pursuit-evasion with incomplete information

When one or more agents do not have complete information about the state of the game,
the problem is referred to as "Differential Games of Incomplete Information." Isaacs stated
in his seminal work [Isaacs 1956] that "the ability to pose problems that limited information
to individual players appears to be the most vital area for future research." A stochastic
approach for modeling partial information that one agent may have relative to another was
proposed in [Roxin and Tsokos 1970]. A differential game in which one of the agents is
given incomplete information was proposed in [Chernousko and Melikyan 1975] to account for
information delays or gaps in gameplay. The authors in [Yavin 1986] proposed an incomplete
information pursuit-evasion differential game in which the pursuer’s bearing information was
limited while the evader had perfect information in the game. In [Giovannangeli et al. 2010]
pursuit problem in the presence of convex obstacles was solved using Apollonius circles to
provide paths in which the pursuer’s visibility of the evader is guaranteed throughout the
engagement. A problem where a parameter is unavailable to only one player at the start
of the game, and the other has a probability density function describing that parameter
was considered in [Hexner 1979]. [Pachter and Yavin 1981] investigated the effects of noise
on the Homicidal Chauffeur problem by incorporating stochastics into the pursuit-evasion
differential game dynamics. [Basimanebotlhe and Xue 2014] investigated a differential game
with a nonlinear stochastic equation in which two players are subjected to noisy measurements.

4.2.2.5 Aerial pursuit-evasion problems

The use of pursuit-evasion differential games in tactical air-to-air applications has been inves-
tigated. In [Shinar and Gutman 1979] a closed-form solution to a three-dimensional missile-
aircraft pursuit-evasion game was presented. The same authors also used variational methods
to investigate a realistic pursuit-evasion engagement involving a missile engaged on an air-
craft and air-to-air scenarios [Shinar 1980]. In terms of naval applications, the two-player
engagement was framed as a homicidal chauffeur differential game that takes ship dynamics
into account in [Pachter 1987]. A realistic 3-dimensional differential game by modeling fighter
aircraft was created in [Greenwood 1992] where barrier analysis was included in the dynamics
of two fighter aircraft in space, as well as firing envelopes. In [Imado and Kuroda 2005] a dif-
ferential game involving a pursuit-evasion engagement between a missile and an aircraft was
proposed such that a nonlinear miss-distance was used as a payoff functional in the game for-
mulation. The authors in [Shinar, Glizer, and Turetsky 2009b] investigated a pursuit-evasion
game in which the dynamics of the pursuer can be changed a finite number of times during
the pursuit. In [Shinar, Glizer, and Turetsky 2009a], the evader has a limited number of times
during the engagement to change their dynamics. The problem of pursuit or evasion selection
when both agents had capture sets but no prior assignment was implemented was investigated
in [Merz 1985]. The author’s interest in dogfights and aerial combat was in role assignment
in pursuit-evasion differential games, as well as the outcome.
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4.2.2.6 Other pursuit evasion games with two players

The work in [Leitmann 1968] is another example of posing the pursuit-evasion problems using
simple motion kinematics in a differential game. A simple differential game between a pursuer
and an evader was proposed in this paper, and variational techniques were used to determine
game outcomes where terminal miss distance was used as the payoff/cost functional. The
authors in [Calise and Yu 1985] developed a game involving the pursuit-evasion of two aircraft
at medium to long-range using simple motion kinematics and expanded control energy. The
authors can find trajectories similar to the minimum time intercept using only four states
to model the encounter using a reduced-order model with control energy. "Lion and the
Man" differential game is a pursuit-evasion differential game in which the lion pursues a man
proposed in [Meyers 2012]. The lion and the man are free to change their velocity direction at
any time, but the intensity with which they do so is limited. Because the lion is faster than
man, the areas of escape and capture are of interest and numerically determined.

4.3 Game-theoretic approaches for solving pursuit-evasion
problems

Von Neumann and Morgenstern’s works were limited to two-player zero-sum games until a
famous US mathematician, John F. Nash, extended the works to N-players in [Nash 1950].
The game-theoretic solution is the Nash equilibrium which is a set of strategy pairs where no
player has an incentive to deviate. Thus, it is regarded as the best response by each player.

Since game theory modeled systems as an intelligent rational decision-maker where an
agent considers the opponent’s strategy before deciding his strategy, the predicted opponent’s
best response is the worst case from the agent’s point of view. In this thesis, we considered the
two-player pursuit-evasion problem between two autonomous ground vehicles of nonholonomic
type. The goal of the pursuer is to capture the evader while the evader is doing the opposite.
The game would be played in a bounded area in the presence and absence of obstacles.

In [Marden and Shamma 2018], pursuit-evasion game was formulated as a zero-sum game
with two players, the pursuer and the evader in which the strategy sets [Up, Ue] and the cost
functions [Jp, Je] satisfy the zero-sum property.

Jp(Up, Ue) + Je(Up, Ue) = 0 ∀Up ∈ Up, Ue ∈ Ue (4.8)

This property depicts the situation in which an increase in the cost of one player results in
a corresponding decrease in the cost of the other player. Because of this unique structure,
zero-sum games are commonly expressed in terms of a single objective function φ(Up, Ue), that
is the cost function of the pursuer (the minimizer) and the cost function of the evader (the
maximizer).

φ(Up, Ue) = Jp(Up, Ue) = −Je(Up, Ue) (4.9)
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Two quantities can be defined:

φ = min
Up

max
Ue

φ(Up, Ue) (4.10a)

φ = max
Ue

min
Up

φ(Up, Ue) (4.10b)

The quantity φ represents the best guaranteed cost for the pursuer in the worst case sce-
nario of its strategy,Up, being known to the evader, while the quantity φ has an analogous
interpretation for the evader. Zero-sum game have a value:

φ∗ = φ = φ (4.11)

The Nash equilibrium of a zero-sum game is characterized by the following saddle-point con-
dition. The pair of strategies U∗p and U∗e is a Nash equilibrium if:

φ(U∗p , U
′
e) ≤ φ(U∗p , U

∗
e ) ≤ φ(U

′
p, U

∗
e ) ∀U ′p ∈ Up, U

′
e ∈ Ue (4.12)

The inequality indicates that U∗p is the best response for the pursuer to U∗e and vice versa. If
a zero-sum game has a Nash equilibrium, then it has a value:

φ∗ = φ(Up
∗
, U e

∗
) (4.13)

In this chapter, three game-theoretic algorithms (GTA) are proposed to solve two payer
pursuit-evasion game problem.

4.3.1 Game-theoretic algorithm with complete information (GTA-1)

This method solves the pursuit-evasion problem in the context of game theory where each
player considers the optimal strategy of the opponent based on the assumption that the player
knows full information about the opponent. The solution was based on double optimization
such that each player must first compute the worst-case strategy of the opponent, then compute
its own strategy based on it. The solution was formulated using two NMPC solving point
stabilization problems. The opponent optimal move predicted would be taken as a reference
by each player. The computation times for each MPC block are summed at each instant.

4.3.1.1 Pursuer’s game-theoretic algorithm (GTA-1)

The pursuer’s controller is obtained by solving its min-max problem. This could be achieved
in two steps:
Step 1: Computing the evader’s best move x∗e by solving the following cost function:

max
ue

J = ||xe(N)− xp||2QN
+
N−1∑
k=0

||xe(k)− xp(k)||2Q + ||ue(k)||2R (4.14)
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subject to: 
xe(k + 1) = fe(xe(k),ue(k)), k = 0, 1, ..N − 1√

(xe(k)− xobs)2 + (ye(k)− yobs)2 ≥ (Re +Robs)

xemin ≤ xe(k) ≤ xemax

uemin ≤ ue(k) ≤ uemax

(4.15)

The output of this block is a vector of predicted states of the evader x∗e, which is taken as a
reference.
Step 2: Compute the pursuer’s strategy by the solving the following cost function:

min
up

J = ||xp(N)− x∗e||2QN
+
N−1∑
k=0

||xp(k)− x∗e||2Q + ||up(k)||2R (4.16)

subject to: 
xp(k + 1) = fp(xp(k),up(k)), k = 0, 1, ..N − 1√

(xp(k)− xobs)2 + (yp(k)− yobs)2 ≥ (Rp +Robs)

xpmin ≤ xp(k) ≤ xpmax

upmin ≤ up(k) ≤ upmax

(4.17)

The output of this block is the pursuer’s Nash equilibrium strategy, i.e. u∗p = [v;ω]T which
stands for the linear and angular speeds respectively.

4.3.1.2 Evader’s game-theoretic algorithm (GTA-1)

In this case the evader first predict the optimal strategy and next move of the pursuer by
solving minimization problem and then use the first block outputs to compute its optimal
strategy by solving maximization cost function with its dynamics. Similarly, the solution is
in two steps:
Step 1: Predict pursuer’s next move by solving the following cost function:

min
up

J = ||xp(N)− xe||2QN
+
N−1∑
k=0

||xp(k)− xe||2Q + ||up(k)||2R (4.18)

subject to: 
xp(k + 1) = fp(xp(k),up(k)), k = 0, 1, ..N − 1√

(xp(k)− xobs)2 + (yp(k)− yobs)2 ≥ (Rp +Robs)

xpmin ≤ xp(k + 1) ≤ xpmax

upmin ≤ up(k + 1) ≤ upmax

(4.19)

The output of this block is a vector of predicted states of the pursuer, x∗p which is taken as a
reference.
Step 2: Then compute the evader’s strategy by the solving the following cost function:

max
ue

J = ||xe(N)− x∗p||2QN
+
N−1∑
k=0

||xe(k)− x∗p||2Q + ||xe(k)||2R (4.20)
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subject to: 
xe(k + 1) = fe(xe(k),ue(k)), k = 0, 1, ..N − 1√

(xe(k)− xobs)2 + (ye(k)− yobs)2 ≥ (Re +Robs)

xemin ≤ xe(k) ≤ xemax

uemin ≤ ue(k) ≤ uemax

(4.21)

The output of this block is the evader’s Nash equilibrium strategy, i.e. u∗e = [v;ω]T which
stands for the linear and angular speeds respectively.

4.3.2 Improved game-theoretic algorithm with complete information
(GTA-2)

In this algorithm, the problem was formulated as a Model Predictive Tracking problem instead
of a point stabilization problem. Each player firstly predicts a sequence of the opponent’s state
and control trajectories over a finite horizon window using a multiple shooting procedure and
then uses them as a state and control reference.

4.3.2.1 Pursuer’s game-theortic algorithm (GTA-2)

Step 1: Predict the evader’s next move by solving the following cost function:

max
ue

J = ||xe(N)− xp||2QN
+

N−1∑
k=0

||xe(k)− xp||2Q + ||ue(k)||2R (4.22)

subject to: 
Xe(k + 1) = fe(Xe(k), Ue(k)), k = 0, 1, ..N − 1√

(xe(k)− xobs)2 + (ye(k)− yobs)2 ≥ (Re +Robs)

xemin ≤ xe(k) ≤ xemax

uemin ≤ ue(k) ≤ uemax

(4.23)

The output of this block is a vector of predicted sequence of optimal states and controls of
the evader [x∗e(k);u∗e(k)].
Step 2: Compute the pursuer’s strategy by the solving the following tracking problem:

min
up

J = ||xp(N)− x∗e(N)||2QN
+

N−1∑
k=0

||xp(k)− x∗e(k)||2Q + ||up(k)− u∗e(k)||2R (4.24)

subject to: 
xp(k + 1) = fp(xp(k),up(k)), k = 0, 1, ..N − 1√

(xp(k)− xobs)2 + (yp(k)− yobs)2 ≥ (Rp +Robs)

xpmin ≤ xp(k) ≤ xpmax

upmin ≤ up(k + 1) ≤ upmax

(4.25)

The output of this block is the pursuer’s Nash equilibrium strategy, i.e. u∗p = [v;ω]T which
stands for the linear and angular speeds respectively.
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4.3.2.2 Evader’s game-theoretic algorithm (GTA-2)

Similarly, full information of the pursuer is assumed and the solution is in two steps:
Step 1: Predict pursuer’s next move by solving the following cost function:

min
up

J = ||xp(N)− xe||2QN
+

N−1∑
k=0

||xp(k)− xe||2Q + ||up(k)||2R (4.26)

subject to: 
xp(k + 1) = fp(xp(k),up(k)), k = 0, 1, ..N − 1√

(xp(k)− xobs)2 + (yp(k)− yobs)2 ≥ (Rp +Robs)

xpmin ≤ xp(k) ≤ xpmax

upmin ≤ up(k) ≤ upmax

(4.27)

The output of this block is a vector of predicted sequence of optimal states and controls
of the pursuer [x∗p(k);u∗p(k)].
Step 2: Then compute the evader’s strategy by the solving the following tracking problem:

max
ue

J = ||xe(N)− x∗p(N)||2QN
+
N−1∑
k=0

||xe(k)− x∗p(k)||2Q + ||ue(k)− u∗p(k)||2R (4.28)

subject to: 
xe(k + 1) = fe(xe(k),ue(k)), k = 0, 1, ..N − 1√

(xe(k)− xobs)2 + (ye(k)− yobs)2 ≥ (Re +Robs)

xemin ≤ xe(k) ≤ xemax

uemin ≤ ue(k) ≤ uemax

(4.29)

The output of this block is the evader’s Nash equilibrium strategy, i.e. u∗e = [v;ω]T which
stands for the linear and angular speeds respectively.

4.3.3 Game-theoretic algorithm with incomplete information (GTA-3)

Due to the complications arising from the double optimizations in terms of huge computation
time and unrealistic assumption of knowing full information on the opponent, we investigated
a situation when each player can only measure the current position (incomplete states) of the
opponent. We proposed a limited information model predictive control to tackle the problem.
To use a deterministic formulation of a discrete MPC, full states of the game are required.
However, the opponent’s heading angle is unavailable since each player can only measure the
opponent’s position. Therefore the heading angle of the opponent needs to be predicted by
each player.
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4.3.3.1 Prediction of opponent’s heading angle

To obtain the heading angle of the opponent of each player, which is not available a priori, we
can use the current position of the players to compute the optimal heading of the opponent. For
this, we employ the optimal strategies for computing the heading angle of a player as presented
in [Kothari, Manathara, and Postlethwaite 2014; Garcia et al. 2017]. The method proposes
pursuit and evasion strategies for holonomic systems where the heading angle is considered
as a control variable. The paper uses two different approaches to solve a cooperative pursuit
problem with two or more players cooperating to capture an evader. The former uses the
concept of Voronoi partitions while the latter uses a geometric approach.

The methods consider a game with two pursuers (P1 and P2) and one evader (E), either
P1 or P2 alone can engage the evader if it is guaranteed to capture the evader faster than the
other. The optimal heading angle of the pursuer (optimal pursuit strategy) and the optimal
heading angle of the evader are derived as:

θ∗i = arctan(
ye − yi
xe − xi

) (4.30a)

θ∗e = π + arctan(
ye − yi
xe − xi

) (4.30b)

In a situation where none of the two pursuers can capture the evader faster than the other,
cooperative strategies are proposed. The center of the shared boundary (yci, xci) can be
obtained either by finding the point of intersection of two Apollonian circles as described in
[Garcia et al. 2017] or using a Vonoroi partition as described in [Kothari, Manathara, and
Postlethwaite 2014].

The optimal heading angle of the pursuer (optimal pursuit strategy) and the optimal
heading angle of the evader are derived as:

θ∗i = arctan(
yci − yi
xci − xi

) (4.31a)

θ∗e = π + arctan(
yci − ye
xci − xe

) (4.31b)

4.3.3.2 Pursuer’s game-theoretic algorithm (GTA-3)

The pursuer’s controller can be designed to solve the pursuit problem using NMPC techniques.
Since the states of the pursuer and the position of the evader can be measured at every decision
instant, the pursuer can predict the optimal heading angle of the evader.

θ∗e = π + arctan(
ye − yp
xe − xp

) (4.32)

The optimal control inputs can obtained by solving the following minimization cost function:

min
up

J = ||xp(N)− x∗e||2QN
+
N−1∑
k=0

||xp(k)− x∗e||2Q + ||xp(k)||2R (4.33)
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Subject to:
xp(k + 1) = fp(xp(k),up(k)), k = 0, 1, ..N (4.34a)√

(xp(k)− xobs)2 + (yp(k)− yobs)2 ≥ (Rp +Robs) (4.34b)

xpmin ≤ xp(k) ≤ xpmax (4.34c)

upmin ≤ up(k) ≤ upmax (4.34d)

where x∗e is a vector that concatenates the evader’s measured position and its predicted ori-
entation that is computed by the pursuer using (4.32). The first segment of the cost function
(4.33) was added to stabilize the controller by tuning the weighting matrix QN . The con-
straint (4.34a) is the pursuer’s predicted trajectory over the prediction horizon, (4.34b) is the
obstacle avoidance constraint which depends on the position and radius of both the pursuer
and the obstacle, respectively, while (4.34c) and (4.34d) are the pursuer’s states and input
constraints, respectively.

4.3.3.3 Evader’s game-theoretic algorithm (GTA-3)

Conversely, the evader’s control strategy can be obtained by firstly predicting the pursuer’s
optimal heading angle.

θ∗p = arctan(
yp − ye
xp − xe

) (4.35)

Then compute the optimal control inputs by solving the following maximization cost function:

max
ue

J = ||xe(N)− xp||2QN
+
N−1∑
k=0

||xe(k)− xp||2Q + ||xe(k)||2R (4.36)

Subject to:
xe(k + 1) = fe(xe(k),xe(k)), k = 0, 1, ..N (4.37a)√

(xe(k)− xobs)2 + (ye(k)− yobs)2 ≥ (Re +Robs) (4.37b)

xemin ≤ xe(k) ≤ xemax (4.37c)

uemin ≤ ue(k) ≤ uemax (4.37d)

where x∗p is a vector that concatenates the pursuer’s measured position and its predicted
orientation that is computed by the evader using (4.35). Similarly, the first part of the cost
function (4.36) was added to stabilize the controller by tuning the weighting matrix QN . The
constraint (4.37a) is the evader’s predicted trajectory over the prediction horizon, (4.37b)
is the obstacle avoidance constraint which depends on the position and radius of both the
evader and the obstacle, respectively while (4.37c) and (4.37d) are the evader’s states and
input constraints, respectively.
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4.4 Numerical simulations

The game was set up and implemented in MATLAB/Simulink environment. The controllers
were coded using CasADi software, an open-source symbolic framework for automatic dif-
ferentiation and optimal control [Andersson et al. 2019]. The performance of the developed
game-theoretic algorithims are presented in the following sections.

4.4.1 Simulation results of PEG using GTA-1
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(b) Pursuer more agile

Figure 4.1: Comparing agility effect in pursuit-evasion game

As detailed in section (4.3.1), each player predicts a single optimal step of its opponent
before computing its optimal strategy. The prediction horizon of length N = 10 was selected
after tuning by trial and error, while the sampling time Ts = 0.1 to be coherent with the
previous chapters. The states constraints are the dimension of the polytope 10m by 10m,
therefore the constraints on both x−axis and y−axis from−5m to +5m and is applied to both
players. Actuator saturation produces constraints on the control inputs. For nonholonomic
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mobile robots, the speed and agility of the robot are proportional to the rotational speed of
the left and right wheel.

Figure 4.1 presents some of the preliminary results obtained with this method where the
game was played in the presence of three obstacles. In figure 4.1a, both the pursuer and the
evader have the same speed and agility while in figure 4.1b the pursuer is more agile. Due
to the agility difference between the two figures, the pursuer takes 14.8 seconds to capture
the evader in the first case and only 5.4 seconds in the second case. However, the weighting
matrices of the controllers that produce these results are not tuned.

When the weighting matrices of the controllers are tuned, the results of the GTA-1 are
compared with an NMPC strategy proposed in the previous chapter where each player makes
use of the current states of the opponent that is developed in section (3.3). The pursuer has
higher speed and maneuverability for terminating the game in a finite time. The constraints
on the pursuer’s control variable are |vp| = 1m/s, |ωp| = π/3 while the constraints on the
evader’s control variables are |ve| = 0.6m/s, |ωe| = π/4.
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(b) Pursuer using GTA-1, Evader using NMPC
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(c) Pursuer using NMPC, Evader using GTA-1
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(d) Both players Using NMPC

Figure 4.2: PEG with GTA-1 and NMPC in an obstacles free environment, the pursuer marked
‘P’ is green while the evader marked ‘E’ is red

In Figure 4.2, PEG is played in a bounded environment that is free of obstacles, with the
initial conditions of the pursuer as (1, 1, 0) while the initial condition of the evader is (3, 3, π/2).
These initial conditions are used for all the games in this scenario. In all the games, the left
figure is the trajectory of the game while the figure at the right is the game pay-off. The
capture time in all the cases is obtained at the point of intersection of the relative distance
rr.d between the two players and the constant threshold distance (sum of the radii of the two
robots) rth = 0.16. Both players employed GTA-1 in 4.2a, the capture time is 5.5 secs. Despite

61



that the pursuer deviates from Nash equilibrium by using the NMPC algorithm in 4.2b, the
capture time is 5.5secs still. In Figure 4.2c, the evader deviated from the Nash equilibrium and
used the NMPC algorithm, but still, the capture time is 5.5 secs. Also in the figure 4.2d, both
payers deviated from the Nash equilibrium by employing the NMPC algorithm and still, the
capture time is 5.5 secs. Several simulations were conducted using several initial conditions
but with the pursuer behind the evader in each case. In all the simulations conducted, the
capture time used to be approximately the same for all four games.
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(b) Pursuer using GTA-1, Evader using NMPC
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(c) Pursuer using NMPC, Evader using GTA-1
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(d) Both players Using NMPC

Figure 4.3: PEG with GTA-1 and NMPC in the presence of obstacles, the pursuer marked
‘P’ is green while the evader marked ‘E’ is red

To improve the game condition to a more realistic situation, an obstacle avoidance capa-
bility was incorporated. A big spherical obstacle with 2 meters in diameter is placed at the
center of the game field (0,0). The players are placed in a strategic position so that the evader
must encounter the obstacle before the end of the game. The results are presented in Figure
4.3. The initial conditions of the pursuer is (−4.5,−4.5, 0) while the initial condition of the
evader is (−2,−2, π/4). These initial conditions are used for all the games in this scenario.
In all the games, the left figure is the trajectory of the game while the figure at the right is
the game pay-off. The capture time in all the cases is obtained at the point of intersection of
the relative distance rr.d between the two players and the constant threshold distance (sum
of the radii of the two robots) rth = 0.16. Both players used GTA-1 in 4.3a, the capture
time is 6.3 secs. Despite that the pursuer deviates from Nash equilibrium by using the NMPC
algorithm in 4.3b, the capture time is 6.3secs still. In Figure 4.3c, the evader deviated from
the Nash equilibrium and used the NMPC algorithm but still, the capture time is 6.3 secs.
Also in the figure 4.3d, both payers deviated from the Nash equilibrium by employing the
NMPC algorithm and still, the capture time is 6.3 secs.
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These surprising results show that predicting only one optimal step of the opponent is not
enough to increase the chance of winning of any player. This could be explained due to the
closeness of the current state and the predicted state at each time instant. On the other hand,
this could be seen as a plus to the NMPC approach due to its ability to change strategy at
each time instant (via online optimization).

4.4.2 Simulation results of PEG using GTA-2

As detailed in section (4.3.2), each player predicts N optimal steps and their corresponding
optimal controls of its opponent before computing its optimal strategy. The results of the
GTA-2 are compared with an NMPC strategy where each player makes use of the current
states of the opponent that is developed in section (3.3).

The diameter of each robot is 20cm, the constraints on the pursuer’s control variables
are |vp| = 0.6m/s, |ωp| = π/3 while the constraints on the evader’s control variables are
|ve| = 0.4m/s, |ωe| = π/4. A faster pursuer is selected to ensure that the game terminates
in final time. The prediction horizon N = 10 while the sampling time Ts = 0.1. The states
constraints are the dimension of the polytope 10m by 10m, therefore the constraints on both
x− axis and y − axis from −5m to +5m and is applied to both players.

(a) P → GTA-2, E → NMPC (b) P→ NMPC, E→ NMPC

Figure 4.4: Comparing the performance of GTA-2 and NMPC in the absence of obstacles, the
pursuer marked ‘P’ is green while the evader marked ‘E’ is red

In figure 4.4, the performance of the GTA-2 was shown compared to NMPC by playing
the pursuit-evasion game for nonholonomic mobile robots in a plane environment. On the left
side of 4.4a, the game trajectory was shown where the pursuer employs the GTA-2 while the
evader employed the NMPC base evasion. The figure on the right of 4.4a shows the evolution
of relative distance between the player until it coincides with the threshold, the capture time
was 12.5secs. The game was played again under the same initial condition with the pursuer
employing NMPC-based pure pursuit while the evader using NMPC evasion in figure 4.4b.
The game trajectory was shown on the left and the evolution of the relative distance between
the players was shown on the right. It can be seen that the capture time is 27 seconds which
is higher than when the pursuer uses GTA-2.
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(a) P→ GTA-2, E→ NMPC (b) P→ NMPC, E→ NMPC

Figure 4.5: Comparing the performance of GTA-2 and NMPC in the presence of obstacles,
the pursuer marked ‘P’ is green while the evader marked ‘E’ is red and the blue circles are the
obstacles

Similarly, the scenario was replayed in an environment that contains obstacles in Figure
4.5. The parameters of the obstacles are deterministic and can be measured by both players.
The first obstacle was placed at (-1m,-1m) the second obstacle was placed at (4m,1m) and the
third obstacle was placed at (4m,4m). The obstacle positions are selected and placed along the
game trajectory so that the players must encounter them during the play. The diameter of all
the obstacles was chosen as 1m. On the left side of 4.5a, the game trajectory was shown where
the pursuer employs the GTA-2 while the evader employed the NMPC base evasion. Both the
pursuer and the evader avoided the first obstacle before the pursuer captures the evader. The
figure on the right of 4.5a shows the evolution of relative distance between the player until it
coincides with the threshold, the capture time was 12secs. The game was played again under
the same initial condition with the pursuer employing NMPC-based pure pursuit while the
evader using NMPC evasion in figure 4.5b. It can be seen that both players avoided all the
three obstacles before the pursuer eventually captures the evader. The game trajectory was
shown on the left and the evolution of the relative distance between the players was shown
on the right. It can be seen that the capture time is 52secs which is higher than when the
pursuer uses GTA-2. The consistency in these results shows that the proposed approach can
avoid obstacles and shortens the capture time of the pursuer.

4.4.3 Simulation results of PEG using GTA-3

The solution approach for PEG problem using game-theoretic algorithm with incomplete
information (GTA-3) was detailed in section (4.3.3). The diameter of each robot is 20cm,
the constraints on the pursuer’s control variables are |vp| = 0.6m/s, |ωp| = π/3 while the
constraints on the evader’s control variables are |ve| = 0.4m/s, |ωe| = π/3. A faster pursuer
is selected to ensure that the game terminates in final time. The prediction horizon N = 10

while the sampling time Ts = 0.1. The states constraints are the dimension of the polytope
10m by 10m, therefore the constraints on both x− axis and y− axis from −5m to +5m and
is applied to both players.
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Figure 4.6 presented the results of the PEG where the proposed GTA-3 was compared
with NMPC from the perspective of the pursuer. The game trajectory and the corresponding
capture time were depicted in figure 4.6a when the pursuer employs NMPC, the capture
time was found to be 52secs. In contrast, figure 4.6b shows the game trajectory and the
corresponding capture time was shown when the pursuer employs GTA-3, The capture time
was found to be 13.9secs much lower than with NMPC.

(a) Pursuer using NMPC, Evader using GTA-3.

(b) Pursuer using NMPC, Evader using GTA-3

Figure 4.6: Comapring the performance of GTA-3 and NMPC

To verify the robustness of the proposed approach, a measurement noise with a power of
0.001dB was added to the evader’s signal in figure 4.7. The game trajectory is presented in
4.7a while the noisy evader states is presented in figure 4.7b. The addition of the noise affected
the capture time increases to 16, 5secs. When the noise power is multiplied by 10(0.01dB) in
figure 4.7, the game trajectory is presented in 4.8a while the noisy evader states is presented
in figure 4.8b. It can be noticed that a higher value of the measurement noise affected the
capture time which increases to 32secs.
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(a) PEG and termination
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Figure 4.7: PEG with noisy measurements (noise power = 0.001)

(a) PEG and termination

0 10 20 30 40 50 60

time [s]

-6

-4

-2

0

2

4

6

st
at

es
 t

ra
je

ct
o

ry

States trajectory
x[m]
y[m]
[rad]

(b) states trajectory

Figure 4.8: PEG with noisy measurements (noise power = 0.01)

4.5 Conclusion

This chapter builds on the previous chapter by implementing several game-theoretic algorithms
to solve the pursuit-evasion of the game for nonholonomic mobile robots. These approaches
are compared after rigorously revisiting different classes of the pursuit-evasion differential
game. Information on the opponent is the key to choosing a game-theoretic strategy. The
first method, (GTA-1) assumed that each player knows all the information about the oppo-
nent and then employs NMPC to predict the future optimal move of the opponent using point
stabilization formulation. The performance of this method resembles the case in the previ-
ous chapter when each player has stated information about the opponent only. The second
method (GTA-2) computes future trajectories of the opponent in advance before computing
its optimal strategy using nonlinear model predictive tracking control. The capture time sig-
nificantly improved as the pursuer was able to capture the evader in a shorter time. However,
the approach results in a very large computation time especially when obstacles avoidance
was incorporated. Finally, the third method, (GTA-3) with incomplete information on the
opponent was proposed. With only the positions of the opponent known, the heading angle of
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the opponent was computed (predicted) in advance by each player using a holonomic optimal
strategy. The computation time of this approach is smaller than the previous methods. Table
4.2 presents the comparative analysis of the three game-theoretic approaches to solving the
pursuit-evasion game in the presence and absence of obstacles.

GTA-1 GTA-2 GTA-3 Winner
Capture time poor X average GTA-2

Obstacles avoidance X X X all
Computation time 0.08secs 0.098secs 0.032secs GTA-3

Information requirement × × X GTA-3
Robustness to noise poor poor poor none

Table 4.2: Comparative analysis
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Chapter 5

Differential Game of Static Target
Defense

This chapter studied the differential game of static target defense which comprises three play-
ers; the attacker, the defender, and the target. In a differential game of active defense, the
objective of the defender is to intercept an attacker before reaching a target, while the objec-
tive of the attacker is to reach the target while avoiding the defender and the objective of the
target is to cooperate with the defender to avoid the attacker. This game resembles Issac’s
game of guarding a target in his book ‘The Differential games’. Several solutions to this game
are proposed in the literature but suffer huge drawbacks due to their restriction to holonomic
robots with simple equations of motions only and are not inherently compatible with obstacle
avoidance. In this chapter, a novel approach called game-theoretic model predictive control
was developed to deal with the differential game of static target defense for nonholonomic
mobile robots. A single defender is made to pursue the attacker that has the same speed and
is equidistant from the target. We have conducted several simulations in the presence and
the absence of obstacles. A comparative analysis is conducted using a conventional nonlinear
model predictive control approach. Results show that the proposed approach is sufficient and
effective in handling differential games of static target defense in complex environments and
situations.

5.1 Introduction

The research community has recently shown a keen interest in how autonomous robots can
interact and collaborate to complete a given task. This is due to the increasing use of un-
manned systems in both civil and military applications. Pursuit-evasion differential games
present both interesting and challenging problems in many military applications. As a result,
researchers concentrate on studies of pursuer strategies aimed at chasing and capturing the
evader in the shortest amount of time. Cooperative pursuit of a single evader by multiple
pursuers was proposed using safe-reachable area minimization in [Kothari, Manathara, and
Postlethwaite 2017; Zhou et al. 2016; Bakolas and Tsiotras 2010; Pierson, Wang, and Schwa-
ger 2017]. The evader’s safe-reachable area is computed using the Voronoi partition and then
a cooperative strategy would be designed to minimize the safe-reachable area of the evader
until it is captured. In [Garcia et al. 2017; Garcia et al. 2019; Von Moll et al. 2018], the
cooperative pursuit problem was tacked using a geometric approach. The geometric location
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of the players plays a significant role in utilizing either pure pursuit or cooperative pursuit.
The method works in such a way that any pursuer that is closer to the evader will be the one
to pursue the evader while the other remains stationary. When both players are equidistant
from the evader, a cooperative strategy using an Apollonian circle would be employed so that
both pursuers will pursue the evader concurrently.

It is pertinent to note in the classic cooperative pursuit problem, the evader is only in-
terested to escape and has no goal or a target location to reach. This is also the same for
a two-player pursuit-evasion game as presented in [Dong, Zhang, and Jia 2012; Tzannetos,
Marantos, and Kyriakopoulos 2016; Sani, Robu, and Hably 2020]. However, incorporating a
target whether as a player (dynamic) or as a goal in the conventional pursuit-evasion prob-
lems leads to the formation of a differential game of target defense also known as the game
of guarding target. In this case, two pursuit-evasion games are coupled to produce three
players (defender, attacker, and target). The objective of the defender is to intercept an at-
tacker before reaching a target, while the objective of the attacker is to reach the target while
avoiding the defender and the objective of the target is to cooperate with the defender to
avoid the attacker. This scenario is presented as an active target defense differential game
in [Liang et al. 2017]. Also, in [Garcia, Casbeer, and Pachter 2019], the closed-form solution
differential game of active defense is presented for aircraft and missile applications. A team
of slower target aircraft and defender missiles cooperate to intercept a faster attacker missile.
The paper also presented the players’ optimal strategies and verification of the closed-loop
solution using Hamilton-Jacobi-Bellman equations. Other works on the design of cooperative
strategy to enable the target to help the defending system to intercept the attacking mis-
sile are presented in [Getz and Leitmann 1979; Getz and Pachter 1981a]. These approaches
are limited to holonomic robots with simple equations of motion only and did not consider
obstacles avoidance.

In this chapter, the deferential game of static target defense is studied which was firstly
explained by the famous US scientist, Rufus Isaac in his book [Isaacs 1956] as a special case of
the differential game of active target defense. The problem involves one defender(D) whose aim
is to intercept an attacker(A) and to defend the static target (T). The attacker, on the other
hand, is trying to reach the target while avoiding the defender. Both the defender and the
attacker know their positions and that of the target. We consider a situation where the speed
limits of the players are the same and the distance between each player and the target is equal.
This scenario improves our previous work in [Sani, Robu, and Hably 2020] and the works of
[Tzannetos, Marantos, and Kyriakopoulos 2016; Dong, Zhang, and Jia 2012] in the sense that
the defender’s objective is not limited to the pursuit of the opponent but as well includes
the protection of the target. Also, the attacker’s objective is more specific. We propose a
novel approach we termed game-theoretic model predictive control (GTMPC) to handle the
differential game of static target defense (DGSTD) in both simple and complex environments.
From the perspective of the defender, GTMPC contains a parameter that makes a trade-off
between the attacker’s interception and the target defense. GTMPC method is compared with
the NMPC-based tracking method and simulation results are presented.

The contribution of this chapter is that it provides an intelligent solution to Isaac’s problem
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of guarding a target that could work for both holonomic and nonholonomic robots. The
method is robust to the presence of obstacles. Finally and most importantly, our method can
achieve interception in a situation that requires multiple pursuers with a single one.

5.2 The differential game of static target defense

As briefed in the previous section, the DGSTD consist of a static target which could be
considered as a position area closest point of a particular area. The objective of the defender
is to pursue the attacker while protecting the target and the objective of the attacker, on
the other hand, is to reach the target while avoiding the defender. From the perspective of
the defender, the DGSTD control system is to employs a single defense system to protect
the target against a malicious attacker in a bounded complex environment. To define the
termination of the DGSTD, we need to revisit the notions of a game of kind and a game of
degree. game of kind has two finite outcomes depending on whether or not the player can
achieve its objective. For example, in a pursuit game, the objective might be capture and in
a battle game, the objective could be the destruction of the opponent. Game of degree on the
other hand has a continuum of possible payoffs. The players then try to maximize or minimize
the established pay-off.
Consider a given DGSTD where the initial condition is in a part of the state space where
a strategy for the defender exists such that, under optimal play, the defender intercepts the
attacker, i.e the attacker was not able to reach the target, then the DGSTD game of degree
is played where the attacker tries to minimize the terminal distance between the attacker and
the target while the defender tries to maximize it. When our interest lies on whether the
defender can capture the attacker or whether the attacker reaches the target, that way, we
are dealing with a game of kind. To end our game, we used the concept of a game of kind,
which gives birth to two termination criteria. The first condition is when the attacker was
intercepted by the defender. This happens when the distance between the defender and the
attacker is equal to some threshold value as given in (5.1).

C1 :
√

(xA − xD)2 + (yA − yD)2) = l1 (5.1)

Where l1 = RA +RD.

The second termination condition is when the attacker captures the target. This occurs
when the attacker eventually reaches the target without being intercepted by the defender as
given in (5.2).

C2 :
√

(xT − xA)2 + (yT − yA)2 = l2 (5.2)

Where l2 = RT +RA.

Therefore, the termination condition of the game can be defined as (5.3) which is the
combination of the two conditions (5.1) and (5.2).

C = C1

⋃
C2 (5.3)
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5.3 Game-theoretic model predictive control

Since the defender is interested in intercepting the attacker before it reaches the target, it is
can be postulated that capturing the attacker and protecting the target are two goals that are
linked together. This problem can be solve by combining the notions of game theory ad model
predictive control. Game theory is applied when the attacker’s intent is known. As a result,
to catch the attacker, the defender must track the attacker’s location, whereas, to protect the
target, the defender must track the target’s position. To satisfy both objectives concurrently,
the defender is made to track a reference that depends on the parameter α which made a
trade-off between the attacker’s and the target’s positions. This parameter is designed and
tuned discretely until optimal value is found.

Consequently, the defender’s control is formulated such that at every sampling time, the
following OCP is solved:

min
uD

J = ||xD(N)− xR||2QN
+

N−1∑
k=0

||xD(k)− xR||2Q + ||uA(k)||2R (5.4)

where,
xR = (1− α)xA + αxT (5.5a)

α ∈ (0, 1) (5.5b)

Subject to:
xD(k + 1) = fD(xD(k),uD(k)), k = 0, 1, ..N (5.6a)√
(xD(k)− xobs)2 + (yD(k)− yobs)2 ≥ (RD +Robs) (5.6b)

xDmin ≤ xD(k) ≤ xDmax (5.6c)

uDmin ≤ uD(k) ≤ uDmax (5.6d)

The cost function depends on the parameter α which varies from 0 to 1. As the parameter
increases from 0 towards 1, we are giving more weight to protecting the target than pursuing
the attacker. The converse is also true. We have included some constraints in the formulation
which comprises the defender’s model, obstacles’ avoidance, states, and input constraints.

On the other hand, the attacker is interested in reaching the target as quickly as possible
while avoiding the defender, the problem can be formulated using conventional NMPC such
that the target’s state is regarded as the reference signal while the defender is taken as a
dynamic obstacle. Therefore, the attacker will be solving the following OCP at every time
instant.

min
uA

J = ||xA(N)− xT ||2QN
+
N−1∑
k=0

||xA(k)− xT ||2Q + ||uA(k)||2R (5.7)

Subject to:
xA(k + 1) = fA(xA(k),uA(k)), k = 0, 1, ..N (5.8a)√

(xA(k + 1)− xD)2 + (yA(k + 1)− yD)2 ≥ (RA +RD) (5.8b)
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√
(xA(k)− xobs)2 + (yA(k)− yobs)2 ≥ (RD +Robs) (5.8c)

xAmin ≤ xA(k) ≤ xAmax (5.8d)

uAmin ≤ uA(k) ≤ uAmax (5.8e)

This cost function (5.7) comprises the running cost which is the sum of stages predicted
over the prediction horizon and the terminal cost for stabilizing the controller. xA and uA
respectively denote the states and control variables of the attacker whereas xT represents the
position of the target taken as a reference to go. The constraint given by equation (5.8a)
represents the nonlinear model of the robot. Two obstacle avoidance constraints are added to
the formulation. The constraint (5.8b) is employed to make the attacker avoid the defender
as a dynamic obstacle, while the second constraint (5.8c) is employed to avoid static obstacles
that might be encountered. The weight matrices are tuned and the best values that stabilize
the controller are chosen. The Q and R matrices are found to be diagonal matrices with
diagonal elements obtained as (1, 1, 0.001) and (1, 1) respectively. The weight on the terminal
penalty cost is found to be 1000 ∗Q.

5.4 Simulation results

Simulations of several scenarios of the differential games of static target defense are imple-
mented in a Matlab/Simulink environment. An open-source symbolic framework for automatic
differentiation and optimal control software, CasADi [Andersson et al. 2019] is employed to
code the algorithms using a multiple shooting approach to convert optimal control problems
into a nonlinear programming problem. The nonlinear model of a nonholonomic robot is used
to implement the control where the initial conditions are selected randomly such that both
the defender and the attacker are at the same distance from the Target. Also, the speed limits
are the same. We have conducted the simulations with and without obstacles and in each
case, the GTMPC result was compared with the NMPC approach.

The first set of simulation experiments is conducted without any obstacles in the game
environment. Several values of the parameter ranging from (α = 0.10, 0.25, 0.50, 0.75 and
0.90) are tested so as to find the best value that guaranteed capture. In Figure 5.1, the
defender (green player) employed GTMPC with α = 0.10 tried to intercept the attacker (blue
player) that is using a conventional NMPC, before it reaches the target (red). The game
trajectory presented in Figure 5.1a shows that the defender’s attempt was unsuccessful as the
attacker reached the target in 31secs. As it can be seen at the top Figure 5.1b, the game
was terminated using the termination conditions presented in (5.1). The control profile of the
defender is presented in Figure 5.1c.

Similarly, in Figure 5.2, the defender(green player) employed GTMPC with α = 0.25 tried
to intercept the attacker (blue player) that is using a conventional NMPC, before it reaches the
target (red). The game trajectory presented in Figure 5.2a shows that the defender’s attempt
was unsuccessful as the attacker has reached the target also in 31secs. As it can be seen at
the top Figure 5.2b, the game was terminated using the termination conditions presented in
(5.1). The control profile of the defender is presented in Figure 5.2c.
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The same thing happened in Figure 5.3 when the defender(green player) employed GTMPC
with α = 0.50 tried to intercept the attacker(blue player) that is using a conventional NMPC
before it reaches the target(red). The game trajectory presented in Figure 5.3a shows that
the defender’s attempt was unsuccessful as the attacker has reached the target also in 31secs.
As it can be seen at the top Figure 5.3b, the game was terminated using the termination
conditions presented in (5.1). The control profile of the defender is presented in Figure 5.3c.

However, in Figure 5.4, the defender(green player) employed GTMPC with α = 0.75 tried
to intercept the attacker(blue player) that is using a conventional NMPC, before it reaches the
target(red). The game trajectory presented in Figure 5.4a shows that the defender’s attempt
was successful this time as the defender captured the attacker in 28.5secs. As it can be seen
at the top Figure 5.4b, the game was terminated using the termination conditions presented
in (5.1). The control profile of the defender is presented in Figure 5.4c.

Finally, in Figure 5.5, the defender(green player) employed GTMPC with α = 0.90 tried
to intercept the attacker(blue player) that is using a conventional NMPC, before it reaches the
target(red). The game trajectory presented in Figure 5.5a shows that the defender’s attempt
was successful this time also as the defender captured the attacker in 28.5secs. As it can
be seen at the top Figure 5.5b, the game was terminated using the termination conditions
presented in (5.1). The control profile of the defender is presented in Figure 5.5c.
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Figure 5.1: Attacker-defender-taget game using GT-NMPC, α = 0.10
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Figure 5.2: Attacker-defender-taget game using GT-NMPC, α = 0.25
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Figure 5.3: Attacker-defender-taget game using GT-NMPC, α = 0.5
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Figure 5.4: Attacker-defender-taget game using GT-NMPC, α = 0.75
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Figure 5.5: Attacker-defender-taget game using GT-NMPC, α = 0.90
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Figure 5.6: Differential game of static target defense using NMPC

The results in Figures 5.4 and 5.5 means that the optimal value of alpha ranges from 0.75

to 0.90, thus it is compared with the situation when the defender employed the NMPC in
Figure 5.6. The game trajectory presented in Figure 5.6a show that the defender’s attempt
was unsuccessful as the attacker reached the target in 31secs. As it can be seen at the top
Figure5.6b, the game was terminated using the termination conditions presented in (5.1). The
control profile of the defender is presented in Figure 5.6c.

The second set of simulation experiments are conducted with some obstacles in the game
environment. The same value of the parameter α = 0.90 is used as in the first scenario.
Similarly, in Figure 5.2, the defender employed GTMPC to intercept the attacker before it
reaches the target. The game trajectory is presented in Figure 5.7a in which the attacker (blue
player) aimed at the target while the defender (green player) pursued the attacker wisely and
was able to capture it before reaching the target (red) in the presence of three obstacles
(black). The termination conditions are presented in Figure 5.7b which also shows that the
second condition given by equation (5.2) holds and the capture time is 17 seconds. The control
profile of the defender was presented in Figure 5.7c.
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Figure 5.7: Differential game of static target defense with obstacles avoidance using GTMPC,
α = 0.75

Similarly, the result in Figure 5.7 is compared with the one in Figure 5.8 which employed
the NMPC. Figure 5.7a shows the game trajectory in which we can see that the attacker was
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Figure 5.8: Differential game of static target defense with obstacles avoidance using NMPC

able to reach the target without the defender preventing it. This is because the defender’s
NMPC strategy is just a tracking problem, and it would follow the attacker blindly. Also, the
first condition given by equation (5.1) holds to terminate the game at around 28 seconds as
presented in Figure 5.8b. Also, the defender’s control profile based on NMPC is presented in
Figure 5.8c.

5.5 Conclusion

This chapter studied differential games under the context of static target defense and proposed
a novel solution using the combination of nonlinear model predictive control and game theory.
The game involves a defender whose objective is to intercept an attacker before reaching a
target, the attacker’s objective is to reach the target while avoiding the defender. A parameter
α which provides a trade-off between pursuing objective and the defending objective of the
defender was defined and tuned. The best value of the parameter that makes it possible for a
single defender to intercept the attacker before reaching the target even if both have the same
speed was obtained. The proposed game-theoretic model predictive control was compared
with a conventional NMPC technique and applied on a nonholonomic mobile robot. Several
simulations in the presence and the absence of obstacles are conducted. It can be concluded
that the proposed approach was found to be very effective in handling differential games of
static target defense.
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Chapter 6

Real-time Experimental Validations

6.1 Introduction

This chapter presents the real-time experimental validations of all the control algorithms
proposed in this thesis. The controllers are tested on nonholonomic autonomous ground
robots with two controlled wheels. The first experiment was about the control of a single
robot in the presence and absence of obstacles, the second was about pursuit-evasion games
with two robots and the third experiment was about the differential game of static target
defense.

6.2 Experimental set-up

Two nonholonomic mobile robots (uni-cycle type) depicted in Figures 6.1a and 6.1b are fab-
ricated at Gipsa-lab and named Robot 1 and Robot 2 respectively. Each robot consists of
two controlled wheels on the left and right sides of the robot and a freewheel at the front to
support the robot. Two continuous rotation servo motors are coupled to the left and right
wheels. Each motor takes in the speed command signal (ωr or ωl) which commands the robot
how fast to rotate and in which direction (forward or backward). The speed commands of
each servo-motors of each robot are simultaneously received wirelessly from the IRC board in
Figure 6.1d which communicates with the robot’s Spectrum DSMX receiver. The communi-
cation between the Simulink and the IRC board is done via the UDP-protocol block in the
Simulink.

On the other hand, the motion capture system used for this work was depicted in Figure
6.1c. It is comprised of 8 Miqus M3 cameras from Qualisys company which is used as a sensor
to track the movement of the robots. The cameras are synchronized using an integrated
Qualisys software which communicates with a Raspberry-pi board. The board contains a
python code for converting the quaternions to Euler angles. The states of both robots are
then sent to the Simulink in real-time via UDP protocol.

The controllers then use the states and other information to compute the control inputs v
and ω which are converted to the angular speeds of the left (ωl) and right (ωr) wheels of the
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robot by the following equation: {
ωr = (2v + ωRrob)/2r

ωl = (2v − ωRrob)/2r
(6.1)

where Rrob is the length of the robot’s base from the center and r is the radius of the robot’s
wheels.

(a) Robot 1 (b) Robot 2

(c) Motion capture system (d) IRC Communication system

Figure 6.1: Robots, communication and motion capture systems.

6.3 Control of single robot with obstacles avoidance

The set-point stabilization problem of a single robot was tackled using nonlinear model pre-
dictive control in chapter 2. The experiment was performed so that a robot moves from an
initial state and is stabilized at the referent posture. The goal position (1; 1; 0) was given to
the controller by the operator while the current state of the robot is obtained by the feedback
mechanism explained. The cost function was defined inside the NMPC block and then give
the optimal control variables as an output.

Figure 6.2 presents the results in an obstacles-free environment. The robot makes a turn
and heads towards the goal point and stabilized as seen in the figure on the top-left, while the
state’s error trajectory goes to zero asymptotically in the top-right figure. The two figures at
the bottom presented a comparison between the commanded control and the actual controls.
The actual linear speed at the bottom-left seems to alight with the commanded linear speed
well after 10 secs due to system delays. Similarly, the actual angular speed matches the
commanded angular speed at the bottom-right corner.
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Figure 6.2: Point stabilization using NMPC in an obstacles free-environment

In Figure 6.3, the robot was commanded to go from its initial pose and stabilize at the
same set-point while avoiding a static virtual obstacle. The obstacle was approximated by a
circle(blue) and positioned along the path of the robot. The controller was able to steer the
robot to reach the goal without collision with an obstacle. Similarly, the robot’s trajectory and
the obstacle are depicted on the top-left side while the state’s error trajectory was depicted on
the top-right side. The actual and the commanded optimal control inputs (linear and angular
speed) are presented at the bottom of the figure.

To implement dynamic obstacles avoidance, we make use of the other robot and approxi-
mate it as a circular obstacle. The obstacle was made to rotate between the start and the goal
position. Figure 6.4 presents the results of dynamic obstacles avoidance using NMPC with a
prediction horizon of length 10. The robot’s trajectory was taken at three different instants
as depicted at the top part of the figure. The states error trajectory and the comparison of
the control inputs are depicted at the bottom. The experiment was repeated with a predic-
tion horizon of lengths 20 and 30 in figure 6.5 and 6.6 respectively. It can be seen that the
performance of the NMPC with a prediction horizon of length 30 (prediction time = 3 secs)
is better than the NMPC with a prediction horizon of length 20 (prediction time = 2 secs)
and 10 (prediction time = 1 secs). This reveals the importance of high prediction horizons.
However, care must be taken because the computation time is directly proportional to the
prediction horizon.
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Figure 6.3: Static obstacles avoidance using NMPC

Figure 6.4: Dynamic obstacles avoidance using NMPC, N = 10
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Figure 6.5: Dynamic obstacles avoidance using NMPC, N = 20

Figure 6.6: Dynamic obstacles avoidance using NMPC, N =30
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6.4 Pursuit-evasion games

Pursuit-evasion game is played experimentally in a constrained environment whose dimension
is 3m by 3m. The pursuer tries to capture the evader, while the evader tries to escape. The
pursuer is placed behind the evader in each play. To ensure game termination in finite time,
the bounds on the pursuer’s speed were selected to be higher than that of the evader. The
linear speed bounds of the pursuer are −0.064 to 0.064 m/s while the linear speed bounds for
the evader are −0.04 to 0.04 m/s. The game was played with Model Predictive Control based
technique and a game-theoretic-based technique.

6.4.1 Pursuit-evasion games using nonlinear model predictive controls

In this section, each player localizes itself and measures the states information of the opponent
using the camera systems and then solves its corresponding optimization problem. The pur-
suer solves the minimization problem using discrete NMPC with a sampling time of 0.1secs,
prediction horizon of length 10(i.e for a sampling time of 0.1secs, the prediction time is 1

sec), and cost function which depends on the tuning parameters Q and R. The evader on the
other hand solves the maximization problem using discrete NMPC with similar properties.
Figure 6.7 presents a pursuit-evasion game using NMPC in an environment that contains no
obstacles. The game trajectory in Figure 6.7a shows that the pursuer optimally tracked the
evader while the evader optimally avoided the pursuer until the former captures the latter at
44sces as can be seen in Figure 6.7b. The relative distance between the two players coincides
with the threshold distance (0.2m) which is defined as the sum of the radius of the pursuer
(0.1m) and the radius of the evader (0.1m). The control actions of the pursuer in Figure 6.7c
depict the comparisons between the commanded controls and the actual controls from the real
data. Similarly, the control actions of the evader were presented in Figure 6.7d.

The game was repeated in the presence of virtual obstacles placed at the strategic locations.
Figure 6.8 shows that each player pursued its objective and also avoided obstacles. The black
circles in Figure 6.8a represent the obstacles and their positions while the green and the red
circles represent the pursuer and the evader respectively. The capture time of the game as
can be seen in Figure 6.8b was smaller due to the presence of the obstacles which makes
the evader strive to avoid them at the beginning of the game, thus giving the pursuer an
advantage. The strategy profiles of the pursuer and the evader are shown in the Figures 6.8c
and 6.8d respectively.
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Figure 6.7: PEG using NMPC in an obstacles free environment
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Figure 6.8: PEG using NMPC in the presence of obstacles
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6.4.2 Game-theoretic method with incomplete information

In this section, a game-theoretic approach with incomplete information of the opponent is
employed to tackle the pursuit-evasion problem experimentally. As described in chapter 4,
each player can measure only the position information of the opponent and predict the optimal
orientation angle in advance.
Figure 6.9 presents the results of the pursuit-evasion game in a free bound environment where
the pursuer employed the game-theoretic method with limited information and the evader
employed the NMPC. The game trajectory depicted in 6.9a shows that the pursuer captured
the evader in a short time 39 secs as it can be seen in 6.9b. The comparison between the actual
speed and the commanded control profile is for the pursuer and the evader is respectively
shown in 6.9c and 6.9d. However, with the incorporation of virtual obstacles (represented by
the black circles in 6.10a), the pursuer captured the evader in 31 secs as shown in Figure 6.10.

The experiment was repeated with both players using the game-theoretic method with
limited information on the opponent. Figure 6.11 shows the result of the pursuit-evasion
game in a bounded environment free of obstacles. The game terminates a bit longer (53secs)
because the evader uses a better approach as seen in 6.11b. The strategy profile of each player
is shown in figures 6.11c and 6.11d. Similarly, with the incorporation of virtual obstacles,
both players avoided the obstacles and pursued their goal as shown in Figure 6.12. The game
terminated in 48 secs as seen in 6.12d.
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Figure 6.9: PEG with pursuer using LI-NMPC, evader using NMPC in a free-bounded space
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Figure 6.10: PEG with pursuer using LI-NMPC, evader using NMPC in an environment
containing obstacles
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Figure 6.11: PEG with both players using LI-NMPC in a free-bounded space
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Figure 6.12: PEG with both players using LI-NMPC in an environment containing obstacles
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6.5 Differential game of target defense

Experimental validation of the controllers dealing with the differential game of static target
defense was presented in this section. The game was played by the two robots called a defender
and an attacker in the presence and the absence of obstacles. The performance of the proposed
controller, GTMPC was compared with the NMPC from the perspective of the defender.

Each experiment can terminate in three ways, i.e when the attacker reaches the target or
when the defender captured the attacker, or when the game time elapses (120 secs) which
happened when the defender prevented the attacker from reaching the target. Also, the initial
positions of each game were selected so that the players are equidistant from the target.

6.5.1 Experimental results of DGSTD in obstacles free environment

GTMPC was implemented on the defender in Figure 6.13 in a bounded-free environment. The
game trajectory in figure 6.13a shows that the defender prevented the attacker from reaching
the target until the game terminated. The relative distance between the defender and the
attacker in figure 6.13b could not intercept the threshold because the defender combined two
objectives of pursuing the attacker and protecting the target from attackers inversion. The
attacker also considers the defender as a dynamic obstacle, that is why it moves away from the
defender to avoid capture. The strategy profiles of the defender and the attacker are shown
in figures 6.13c and 6.13d respectively.

To show the advantage of the proposed controller, the scenario was repeated with the
defender employing the conventional NMPC in figure 6.14. The game trajectory in figure
6.14a shows that the defender tracks the attacker but could not intercept or prevent the
attacker from reaching the target. This means that the defender blindly tracks the attacker
without any form of intelligence, thus unless with speed advantage, the defender can never
intercept the attacker in this scenario. The game terminated after 120 secs and the relative
distance between the players depicted in figure 6.14b shows that the defender stopped tracking
the attacker because the attacker have already reached the target. The control strategy profiles
of the defender and the attacker are respectively shown in figures 6.14c and 6.14d.
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Figure 6.13: Differential game of static target defense using GT-NMPC

6.5.2 Experimental results of DGSTD in an environment with obstacle

Obstacles avoidance was incorporated in the formulation of the proposed controller. Three
virtual obstacles are placed at strategic positions within the game environment as shown in
Figure 6.15. The trajectories of the robots in figure 6.15a show that the defender intercepted
the attacker before it reaches the target. The game terminated when the relative distance
between the players coincides with the threshold value at around 36 secs in figure 6.15b. The
strategy profiles of the players are shown in figures 6.15c and 6.15d.
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Figure 6.14: Differential game of static target defense using NMPC

However, when the game was repeated with the defender using NMPC in figure 6.16, the
game trajectory in figure 6.16a shows that the defender could not intercept the attacker. The
relative distance between the players could not coincide with the threshold as seen in figure
6.16b and the game terminated at 120 secs. The strategy profiles of both players are presented
in figures 6.16c and 6.16d respectively.
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Figure 6.15: Differential game of static target defense using GTMPC

6.6 Conclusion

This chapter presented the experimental validations of all the proposed controllers developed
in this thesis. The first set of experiments presents the results of dynamic obstacles avoidance
using NMPC. A robot was approximated as a circular obstacle that must be avoided by
the other robot whose objective was to reach a particular set-point blocked by the obstacle.
Our proposed NMPC controller was seen to be capable of steering the robot to stabilize at
the referent pose while avoiding dynamic obstacles with unknown (or unmeasured velocity).
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Figure 6.16: Differential game of static target defense using NMPC

The second set of experiments is conducted in the context of 2 player pursuit-evasion game.
The game was tackled when each player uses the NMPC algorithm and compared it with
a proposed game-theoretic method that uses limited information from the opponent. The
result of the proposed method outperformed the NMPC-based approach. Finally, the last set
of experiments is performed in the context of the differential game of static target defense.
A proposed controller, known as the GTMPC was applied to the defender to prevent an
attacker from reaching a target. The results presented show that the proposed controller has
outperformed the NMPC.
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Chapter 7

Summary and Outlooks

In this chapter, a summary of the thesis’s main contributions and suggestions for some possible
extensions to the work are presented.

The main focus of this research study was to develop game-theoretic solutions for non-
cooperative control problems and to validate the controllers on a physical robot. The game-
theoretic solutions were based on an online optimization method that incorporates obstacles
avoidance, state, and input constraints. The online optimization-based solutions developed
are the nonlinear model predictive control, the game-theoretic algorithm with complete infor-
mation, the game-theoretic algorithm with incomplete (limited) information, and the game-
theoretic model predictive control.

This PhD thesis research has five key objectives:

Objective I: To design a novel NMPC controller for dealing with the problem of dynamic
obstacles avoidance, with unknown speed for a nonholonomic mobile robot.

Objective II: To design two conflicting NMPC controllers for a two-player pursuit-evasion
game in the presence of obstacles.

Objective III: To design novel game-theoretic controllers for two-player pursuit-evasion
games based on complete and incomplete information about the opponent.

Objective IV: To design a novel game-theoretic model predictive control scheme for tackling
differential game of static target defense.

Objective V: To Implement all the controllers on the physical robots for experimental
validations.
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7.1 Research summary based on objective I

The first objective considered the dynamic obstacle avoidance by a single nonholonomic mobile
robot using NMPC. After an extensive literature review, it has been observed state-of-the-art
controllers for the dynamic obstacles avoidance take into account the velocity of the obstacle
apart from the position and the size. This consideration of the speed of the obstacle introduces
additional computations and the need for an additional sensor during physical implementation.
Therefore, in this study, we design an NMPC-based controller that steers the robot away from
a moving obstacle without the knowledge of the obstacle’s speed. This approach depends only
on the measurement of the instantaneous position and the size of the obstacle. To this end, a
safe distance was added to the sum of the radii of the robot and the obstacle to ensure that the
robot was repelled from the obstacle from a far distance. The proposed method reduced the
computation time of the MPC which is critical to the physical implementation. The success
of this method was verified by both simulations and laboratory experiments. The results show
that the proposed controller steers the robot from its initial pose to the reference posture and
avoided dynamic obstacles.

It is pertinent to mention here that two discretizing methods for formulating the dis-
crete NMPC are compared. The 4th order Runge-Kutta method has outperformed the Euler
method, thus it is used throughout the research.

7.2 Research summary based on objective II

The second objective considered in this thesis was to extend the application of the controller
designed in the first objective to handle the pursuit-evasion game between two nonholonomic
mobile robots. An extensive literature review on the pursuit-evasion game reveals several
offline solutions to the problem where the system was holonomic with simple equations of
motions. The methods also do not take into account constraints on the state, inputs, and
obstacles avoidance. The few online techniques use double optimization based on unrealistic
assumptions. In addition to the resulting large computation time, the approaches also were
not implemented on physical systems. In this study, we designed an online solution using
NMPC based on the full states information of the opponent only. The pursuer’s controller
was formulated to minimize cost function subject to its dynamic model, state constraints,
input constraints, and obstacle avoidance constraints. The evader’s controller was formulated
to solve the maximization cost function subject to its dynamic constraints, states constraints,
inputs constraints, and obstacle avoidance. The proposed NMPC controllers worked very
well in making the pursuer capture the evader that is optimally controlled by a conflicting
controller. A new method of stabilizing NMPC without any stabilizing cost or constraint was
tested and compared with the conventional approach of utilizing terminal cost. The latter
method worked better and was adopted throughout the research.
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7.3 Research summary based objective III

The third objective of this thesis is to propose a more intelligent method of solving the pursuit-
evasion problem. Game theory was employed from the social sciences so that each player
takes into account the strategy of the opponent. Two approaches are then proposed based
on the level of opponent information available to each player. The first method considers a
situation where each player knows complete information about the opponent and solves the
pursuit-evasion problem using double optimization. Each player predicts a sequence of optimal
strategies of the opponent and then computes his strategy. When the pursuer employed this
method, it captured the evader in a shorter time compared to when it uses the previous states-
based NMPC. Due to the double optimization used, the method suffered high computation
time which affects the physical implementation. To deal with the problem of computation time,
a second method was proposed based on incomplete information from the opponent. Since
only the position information of the opponent is known to each player, the optimal heading
angle of the opponent is predicted in advance by each player to compute their strategy using
Limited Information Model Predictive Control. The method integrated the game-theoretic
paradigm with a Model Predictive control technique and has tackled the pursuit-evasion game
intelligently in the presence of obstacles. The computation time of the second method is much
lower than that of the first method and hence solves the problem of physical implementation.

7.4 Research summary based on objective IV

The fourth objective lies at the intersection of objectives II and III. A differential game of
static target defense by a single defender was solved using a novel method called game-theoretic
model predictive control. The problem of the differential game of static target defense resem-
bled the game of guarding target discussed in Isaac’s book of differential games. A Defender
strives to intercept an attacker before it reaches the target, while the attacker tries to reach
the target and avoid the defender. While several offline solutions to the problem are presented
in the literature for holonomic systems with simple equations of motion. Others considered
cooperative strategies between the defender and the target to defeat the attacker, the problem
considered in this thesis is for nonholonomic mobile robots in the presence of obstacles where
a single defender unilaterally players against the attacker. The solution approach proposed in
this thesis is online that combines the concepts of NMPC and game theory as per objectives II
and III respectively. The defender uses the knowledge of the attacker’s intention to integrate
a game-theoretic paradigm by incorporating a trade-off parameter in the control design. The
parameter was regarded as a virtual reference that combines the tracking and the intercepting
objectives. With the tuned value of the coefficient of parameter, a single defender was able to
protect the target from the attacker despite having the same speed limits and being equidis-
tant from each other. The proposed method was compared with other approaches to show its
effectiveness.
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7.5 Research summary based on objective V

The final objective of this thesis is to implement all the proposed controllers on a physical
system for validation. Most of the works on game-theory stop at simulation, both numerical
and virtual. The dynamic obstacles avoidance for a set-point stabilization problem was imple-
mented using an NMPC controller which was designed on a remote PC and communicated the
optimal strategy to the robot wirelessly. The feedback to the controller was captured using
a set of cameras whereas another robot was regarded as a dynamic obstacle. The problem
was extended from a point-stabilization problem to a pursuit of an evading robot. The evader
is also controlled remotely by a controller whose objective conflicts with the objective of the
pursuer. The game was played in a bounded environment with virtual obstacles positioned
in strategic locations. Game-theoretic control approaches are then implemented on the two
robots based on the level of information of the opponent on each player. The computation
time and the capture time played an important role in selecting the strategy. Finally, game-
theoretic model predictive control was implemented to handle the differential game of static
target defense.

7.6 Summary of contributions

Precisely, the following are the key contributions of the thesis objectives in using online opti-
mization and game-theoretic approaches in solving control problems for nonholonomic mobile
robots.

• Contributions from objective I:

– Developed a novel implementation of NMPC for dynamic obstacles avoidance.

– Compared the performance of discretization methods for future users of discrete
NMPC.

• Contributions from objective II:

– Developed a novel implementation of NMPC for pursuit-evasion games.

– Compared the performance of stabilizing methods for future users of NMPC.

• Contributions from objective III:

– Developed novel game-theoretic methods for solving pursuit-evasion games.

– Compared the performances of game-theoretic methods based on their advantages,
limitations, and implementability.

• Contributions from objective IV:

– Developed a novel implementation of game-theoretic model predictive control for
the differential game of static target defense.
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• Contributions from objective V:

– Experimental validation of the developed NMPC algorithm for dynamic obstacles
avoidance.

– Experimental validation of the developed NMPC algorithms for pursuit-evasion
problems.

– Experimental validation of the developed game-theoretic algorithms for solving
pursuit-evasion games.

– Experimental validation of the developed game-theoretic model predictive control

7.6.1 Lists of publications

The following is the list of scientific papers published as a result of the research conducted in
this thesis.

• Mukhtar Sani, Bogdan Robu, and Ahmad Hably, "Dynamic Obstacles Avoidance Using
Nonlinear Model Predictive Control" in the proceedings of the 47th Annual Conference
of the IEEE Industrial Electronics Society (IECON’2021), Toronto, Canada (2021).

• Mukhtar Sani, Bogdan Robu and Ahmad Hably, "Pursuit-evasion games for Nonholo-
nomic Mobile Robots with Obstacles Avoidance Using Nonlinear Model Predictive Con-
trol" in the proceedings of the 28th Mediterranian Conference on Control and Automa-
tion (MED’2020), St Raphael, France (2020).

• Mukhtar Sani, Bogdan Robu, and Ahmad Hably, "Pursuit-evasion Games Based on
Game-theoretic and Model Predictive Control Algorithms" in the proceedings of the 5th

International Conference on Control, Automation and Diagnosis (ICCAD’2021), Greno-
ble, France (2021).

• Mukhtar Sani, Bogdan Robu, and Ahmad Hably, "Limited Information Model Predictive
Control for Pursuit-evasion Games" in the proceedings of the 60th IEEE Conference on
Decision and Control(CDC’2021), Texas, USA (2021).

7.7 Future research directions

The research work presented in this thesis has some possible future extensions for improving
the works:

• Control of a single mobile robot with dynamic obstacles avoidance using NMPC can be
extended by:

1. Considering the dynamic model and include disturbances.
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2. Considering stochastic NMPC as a possible solution approach.

3. Considering learning-based NMPC instead of optimization based NMPC

4. Implementing the algorithms on aerial and underwater systems.

• Pursuit-evasion game problem can be extended by:

1. Considering cooperative pursuit and cooperative evasion problems.

2. Considering robust MPC as a possible solution.

• Differential game static target defense problem can be improved by:

1. Considering an active target, so that cooperation between the defender and the
moving target could defeat the attacker easily.

2. Considering dynamic trade-off parameter α.

• Implementation of the controllers on the physical system can be improved by:

1. Embedding the controllers on the robots so that computations can be done on it.

2. Using on-board cameras and sensors to provide feedback and detect obstacles.
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