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Chapter 1

Introduction

1.1 Context

Spectrum Sensing is used in a wide range of modern applications. In Cognitive Radio, in

order to optimize the frequency spectrum utilization, awareness of the occupancy of different

transmission bands is crucial [Ejaz18]. As shown in Fig. 1.1, hopping from frequency band

to another depending on the availability of those bands optimizes transmission and improves

quality of service (QoS).

Spectrum sensing is used also in medical applications, to study the side effects of RF

electromagnetic field (EMF) exposure on health. Fig. 1.2a shows the geographical density

of cellular towers and WiFi networks in 2003. That density was dramatically increased by

2017, as shown in Fig. 1.2b.
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Fig. 1.1: Spectrum Sensing can be used in Wireless Communication to optimize spectrum

utilization [Ashley06]

1.2 Thesis Structure

The thesis is organized as follows:

• The motivation and the state of the art related to this thesis’ work are reviewed in

Chapter 2.

• Chapter 3 presents the system-level design of a tunable bandpass Delta-Sigma ADC.

• A spectrum sensing architecture based on tunable bandpass ∆Σ ADC is presented in

Chapter 4. The effect of nonlinearity on the performance is studied.

• A conventional transceiver system is calibrated and tested for spectrum sensing applica-

tion performance in chapter 6. The effect of I/Q imbalance on the performance is shown

by hardware measurement results.

• Neonates exposure to RF-EMF and its effect on their physiological parameters is studied

in chapter 7.
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(a) Geographical Density of Cellular Towers and WiFi Networks in 2003

(b) Geographical Density of Cellular Towers and WiFi Networks in 2017

Fig. 1.2: Evolution of Geographical Density of Cellular Towers and WiFi Networks

[Pineault17]
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Fig. 1.3: Graphic Illustration of the Thesis Structure

• Finally, chapter 8 conclude the thesis.

Fig. 1.3 illustrates the thesis structure graphically.
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Chapter 2

Thesis Contribution and Related

Work

2.1 Introduction

This chapter presents the thesis contributions and their positioning with respect to the state

of the art. Section 2.2, illustrates the different aspects of spectrum sensing. The order of

remaining sections is made same as the thesis chapters. The proposed RF front-end of the

proposed spectrum sensing receiver architecture is presented in section 2.3. Section 2.4 dis-

cusses the complete receiver architecture, the energy-detection spectrum sensing technique,

and the effect of circuit nonlinearity on the spectrum sensing performance. The spectrum

sensing receiver implementation is presented in section 2.5. The work related to the impact

of I/Q imbalance on the performance of conventional spectrum sensing receivers is reviewed

in section 2.6. Section 2.7 discusses spectrum sensing in medical applications. Finally, sec-

tion 2.8 summarizes the contributions of this thesis.

2.2 Spectrum Sensing

There are many aspects of spectrum sensing, as shown in Fig. 2.1 [Yucek09b]. Some stan-

dards inherently utilizes spectrum sensing in the operation [Bluetooth10, ISO12, IEE19].
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Fig. 2.1: Spectrum Sensing Aspects [Yucek09b]

The spectrum sensing can be either reactive or proactive. In reactive spectrum sensing, the

system has only one receiver which switches between signal reception and sensing the spec-

trum. In a proactive system, there are two receivers, one dedicated for sensing the spectrum

and the other is dedicated for signal reception. Proactive sensing system is preferred because

the availability of different bands will be ready as soon as the system needs it, despite that

it consumes additional power and area for the extra receiver.

The evaluation metrics for a spectrum sensing receiver depend mainly on two probabilities.

The first is the probability of detection, PD, which characterize how much of the busy bands

are actually detected as busy by the algorithm. The second is probability of false-alarm,

PFA, which characterize how much available bands are detected as busy bands. Normally,

two curves are plotted to evaluate the performance, first is PD versus Signal-to-Noise-Ratio

(SNR) and secondly and more importantly the receiver operating characteristics (ROC)

which shows PFA versus PD.

One of the main challenges in spectrum sensing is the sensing frequency, duration, and resolu-

tion. Some legacy systems constraint how frequently the sensing process happens. As soon as

the secondary user started using a specific band, the frequency of sensing should be increase

in order not to interfere with the primary user. Sensing duration is crucial to the secondary

device itself, as the faster sensing is done the faster the secondary device can establish com-
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Table 2.1: Spectrum Sensing Techniques

Feature Energy Detection
Cyclostationary

Feature Detection
Matched Filter

Prior Signal

Knowledge
None Preferred Fully Required

Complexity Very Low Moderate Very High

Modulation

Type Dependent
No Yes Yes

Latency Low high Low

Immunity to

Noise Uncertainty
Low Moderate High

munication. Finally, sensing resolution increase the awareness of the spectrum under study,

because having a low sensing resolution (one sensing decision for a wide frequency band)

may waste a chance of finding available channels that can be used for transmission.

There are many algorithms for spectrum sensing, the most used ones are: Energy Detec-

tion [Alom17,Ramı́rez18,Nasrallah17,Chhagan18,Medina18,Karimi19], Cyclostationary Fea-

ture Detection [Cohen17, Tani15, Liu19, Mathew19], and Matched Filtering [Surampudi16,

Lv15]. Table 2.1 summarizes the properties of those three algorithms. Also there are hy-

brid systems that combines Energy Detection with Cyclostationary Feature Detection [Sen-

gupta19, Ivanov18, Ishwerya17].

In this thesis, Energy Detection Spectrum Sensing is chosen mainly for its suitability for

hardware implementation and more importantly its independence on the prior knowledge of

the transmitted signals.

2.3 Spectrum Sensing Receiver RF Front-end Architecture

The receiver RF front-end architecture used in all spectrum sensing publications contains

many analog building blocks with a baseband ADC as shown in Fig. 2.2. For software defined

radio, this architecture has high power consumption, and suffers from many nonidealities,
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such as DC offset, frequency dependent amplifier gain, nonlinearity, I/Q mismatch.

Using a highly digitized receiver architecture, as shown in Fig. 2.3, would be beneficial

in many ways for Spectrum Sensing. It would alleviate the issue of I/Q mismatch, and

decrease the overall effect of other nonidealities (DC Offset, Nonlinearity, ...). One efficient

implementation of highly digitized receiver is based on bandpass ∆Σ ADC [Haghighitalab18,

Belfort17, Ashry13, Martens12, Beilleau09]. Bandpass ∆Σ based receivers have a relatively

narrowband and are not suitable for wideband spectrum sensing applications. In order to

cover a wide frequency range, a tunable bandpass ∆Σ ADC based receiver is required. In

many reports of tunable bandpass ∆Σ ADC based receiver [Shibata12,Kent III07,Gupta12],

the receiver suffers from rather complex tuning system and resulting in a relatively high power

consumption.

Fig. 2.2: Conventional RF Receiver

Fig. 2.3: Proposed Highly Digitized Receiver based on an RF ∆Σ ADC.
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In this thesis, we present the system-level design of a wide-range low-complexity low-power

tunable bandpass ∆Σ ADC in chapter 3.

2.4 Complete Spectrum Sensing System Design

Based on the Analog front-end presented in chapter 3, we propose a complete spectrum

sensing receiver architecture in chapter 4, as shown also in Fig. 2.3.

In the Energy Detection Spectrum Sensing, the setting of energy threshold, at which the

busy/available decision is taken, is shown to have a great impact on the performance. It

has been demonstrated in [Umar13], that many previous energy detection publications set

their threshold based on insufficient number of parameters. Also, several publication propose

techniques to render the threshold immune to noise uncertainty and the assumed channel

model [Mahendru19,Chatziantoniou15,Yu11].

In chapter 4, a test methodology for threshold setting, based on sufficient parameters, is pro-

posed. Also a number of energy calculation samples is chosen with a compromise between

the calculation accuracy and sensing duration.

An RF impairment, circuit nonlinearity, highly affects the receiver operation by producing

intermodulation distortion components [Razavi11]. Some reports studied the effect of cir-

cuit nonlinearity on the performance of spectrum sensing analytically [Boulogeorgos16, Re-

beiz15, Taparugssanagorn14, Rebeiz13]. One publication [Safatly14], presented a mitigation

technique and evaluated the introduced improvement using a commercial SDR platform.

Those papers depended on the conventional receiver architecture for spectrum sensing. A

study of the effect of circuit nonlinearity on the proposed ∆Σ based spectrum sensing ar-

chitecture performance is also presented in chapter 4. The transmission scenarios to achieve

that study were chosen to exploit nonlinearity effect on the performance.

2.5 Spectrum Sensing Circuit Design and Implementation

In most of the published work, the authors only build their chosen spectrum sensing algo-

rithm, in other words only a part of the digital backend of the receiver, and they report
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the performance based on simulating or testing that module with MATLAB generated

baseband input data, that mimics the output of the conventional RF receiver architec-

ture [Teguig18, Ambede17, Ambede17, Kumar17, Fouda17, Das15]. Only a few publications

presented the results and performance of a complete spectrum sensing receiver with a com-

mercial RF front-end, as shown in Fig. 2.4, and their own implemented spectrum sensing

module [Wang17, Imana17].

In chapter 5, we present an FPGA implementation and validation of the digital backend

of the proposed spectrum sensing receiver, including the energy detection processor. As il-

lustrated in Fig. 2.5, the proposed digital backend is suitable for the BP ∆Σ RF front-end

presented in section 2.3 (chapter 3).

Fig. 2.4: Conventional Receiver Architecture based Spectrum Sensing, using a Commercial

RF Front-end. Their contribution was only in the Spectrum Sensing Module [Wang17]
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Fig. 2.5: Complete Proposed Architecture for Spectrum Sensing, including RF Front-end,

Digital Backend and Spectrum Sensing Processor. Blocks in Blue are covered in this Thesis.

2.6 Impact of I/Q Imbalance on the Spectrum Sensing

Performance

The Software Defined Radio (SDR) receiver responsible for spectrum sensing should be

able to properly detect which bands are occupied by a primary user (PU) and which band

can be used by a secondary user (SU). Fabrication process variations in the RF analog

front-end (AFE) of a quadrature receiver lead to mismatch between the in-phase branch

(I) and the quadrature branch (Q), as shown in Fig. 2.6. This impairment, known as I/Q

Imbalance, reduces image rejection and significantly degrades the performance of the radio

communication system [Razavi11].

Other papers have developed methods that can address the effects of I/Q imbalance

in wireless communications [Rodriguez-Avila14, Valkama01, Diaz-Rizo18]. In the spectrum

sensing context, the impact of I/Q imbalance was studied analytically in [Gokceoglu14,

Imana17]. In these papers, only simulation results were used to study the impact of I/Q

Imbalance on Spectrum Sensing metrics such as Probability of Detection, PD, Probability of

False Alarm, PFA, and Receiver Operating Characteristics, RoC. In [Wang17], the authors

presented interesting hardware measurement based RoC but they did not consider the effect

of the RF analog front-end non-idealities on the energy detection performance.
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Fig. 2.6: The RF analog front-end of a Software Defined Radio Transceiver including gain

and phase I/Q mismatch, DC-offset and frequency dependent gains.

In chapter 6, we perform hardware measurements to study the impact of I/Q imbalance on

spectrum sensing algorithm based on energy detection using a conventional SDR platform.

A conventional SDR is used because the proposed system in chapter 4 does not suffer from

I/Q imbalance. The transmission scenarios to achieve that study were chosen to exploit the

impact of I/Q imbalance on the performance.

2.7 Study of the RF-EMF Exposure Effect on the Physiological

Parameters of Neonates

Spectrum Sensing can be used for numerous applications: Spectrum awareness and optimiza-

tion of frequency bands utilization [Khalid19,Sun16,Rawat16,So15,Lai13], Vehicular Ad-Hoc
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Networks (VANETs) [Liu17,Anushiya18], and Communication standards coexistence [Li17].

Also it is used in the field of security [Qing18, Elanagai17], Electronic Warfare [Orduyil-

maz19], and in the medical field [Calvente17]

In chapter 7, we present the first study of the Radio Frequency ElectroMagnetic Field (RF-

EMF) exposure effect on neonates. In this work, we performed simultaneous measurement

of RF signals and the physiological parameters of neonates, as shown in Fig. 2.7

2.8 Contribution Summary

The main contributions of this thesis are:

• Chapter 3 [Aboushady20]:

– System-Level Design of a low-power wide frequency range Tunable Bandpass∆Σ ADC.

Fig. 2.7: Simultaneous Measurement of RF signals and the Physiological Parameters of

Neonates.
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• Chapter 4 [Badran20a]:

– Energy Detection Spectrum Sensing Threshold Setting Methodology.

– New Highly-Digitized Architecture for Spectrum Sensing Receivers with immunity to

I/Q Imbalance.

– Study of the Effect of Nonlinearity in the proposed architecture on the Spectrum

Sensing Performance.

– Proposing Testing Scenarios to Emphasize the Effect of Circuit Nonlinearity on the

Spectrum Sensing Performance.

• Chapter 5 [Badran16,Badran20c]:

– Implementation and Validation of the Digital Backend of the Proposed Spectrum Sens-

ing Receiver Architecture.

• Chapter 6 [Badran20b]:

– Wideband Calibration of a Commercial SDR Platform to perform Spectrum Sensing

Measurements.

– Study the I/Q Imbalance Effect on the Spectrum Sensing Performance in a Conven-

tional SDR Platform.

– Proposing Testing Scenarios to Emphasize the Effect of Circuit I/Q Imbalance, on the

Spectrum Sensing Performance.

• Chapter 7:

– First Study of the Effect of RF-EMF Exposure on the Physiological Parameters of

Neonates.

2.9 Conclusions

In this chapter we explained the different aspects of spectrum sensing. The state of the art

and the contribution of each chapter of the thesis were presented in sections 2.3 to 2.7. The

major contributions of the thesis were also summarized in section 2.8.
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Chapter 3

Spectrum Sensing Receiver RF

Front-end Architecture

3.1 Introduction

In this chapter, we present an efficient realization of a tunable RF band-pass ∆Σ ADC

with a wide tuning range (several gigahetrz). The proposed RF band-pass ∆Σ ADC has an

LC resonator with a single-bit quantizer and a minimum number of feedback coefficients.

Section 3.2 presents the architecture of bandpass ADC based receivers. The conventional

tunable band-pass ∆Σ ADCs architectures are discussed in section 3.3. Section 3.4 presents

the architecture and system-level design of the proposed tunable band-pass ∆Σ ADCs.

Finally, Section 3.5 concludes the chapter.

3.2 Band-pass ∆Σ ADC Based Receivers

The conventional receiver architecture consists of mainly analog building blocks as shown

in Fig. 3.1. This architecture suffers from high power consumption, high nonlinearity, mis-

match, and high complexity. A highly digitized receiver architecure, as shown in Fig. 3.2, is

easily programmable, alleviates the mismatch problem, and reduces nonlinearity and com-

plexity. In order to build such architecure, a bandpass ∆Σ Analog-to-Digital Converter
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Fig. 3.1: Conventional RF Receiver

Fig. 3.2: Proposed Bandpass RF Receiver

(ADC) is required. As the ADC is now processing the signal at the carrier frequency, the

down-conversion mixer is a digital one. Also because the ∆Σ ADC utilizes oversampling, a

decimation filter is required. Having the in-phase and quadrature branches implemented in

digital domain, alleviates nonidealities such as I/Q imbalance in phase and gain.

3.3 Conventional Tunable Band-Pass ∆Σ ADCs

The band-pass ∆Σ ADC aims to cover a frequency band around a certain center frequency

f0. However, the performance of this type of ADC is not sufficient, for the wide frequency

range required for multi-standard applications. One way to increase the frequency range of
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Fig. 3.3: Conventional Architecture using variable ∆Σ ADC Coefficients (Variable Normal-

ized Loop Delay (td/Ts), Variable Normalized Center Frequency f0/fs)).

∆Σ ADC is the use of tunable band-pass filter as loop filter. The solution to achieve tunable

∆Σ ADC mainly relies on changing the coefficients and adjusting the parameters to get sta-

ble modulator with the same Signal Transfer Function (STF) and Noise Transfer Function

(NTF) for each tuning center Frequency f0, as shown in Fig. 3.3.

The main drawback of the aforementioned modulator is that all the feedback and feed

forward coefficients of these ∆Σ modulators have to be tuned with the center frequency.

This makes these architectures rather complex which leads to a limited tuning range and a

significant increase in the power consumption. As shown in Fig. 3.3, in the work presented

in [Shibata12] and [Kent III07], the∆Σ coefficients have to be tuned for each center frequency

for the following reasons:

• The sampling frequency fs = 1/Ts is variable leading to a variable normalized Loop delay

(td/Ts). The ∆Σ coefficients are function of the normalized Loop delay.

• The normalized sampling frequency f0/fs is variable, as shown in Fig. 3.4, which also

leads to a different set of coefficients for each center frequency.
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Fig. 3.4: Output Power Spectral Density (PSD) of Conventional Tunable Bandpass ∆Σ

ADCs

In the work presented in [Gupta12], the sampling frequency is fixed in order to avoid any

variation in the normalized loop delay (td/Ts), but since the normalized center frequency

f0/fs is still variable. This architecture also requires tuning of the ∆Σ coefficients for each

center frequency.

It is clear that tuning of the band-pass ∆Σ ADC center frequency, f0, usually requires

a corresponding tuning of feedback or feed forward coefficients of the ∆Σ ADC. Tuning

feed forward, feedback or Finite-Impulse Response Digital-to-Analog-Converter (FIRDAC)

coefficients in a continuous-Time ∆Σ ADC loop is rather difficult. It usually leads to a

more complex architecture, a higher power consumption and a limited tuning range. Fur-

thermore, using a normalized center frequency f0/fs ratio different than 1/4 or 3/4 leads

to have complex and high power Digital Down Conversion (DDC) mixer and decimation

filter [Schreier05].
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Fig. 3.5: Proposed Architecture using Constant ∆Σ ADC Coefficients (Constant Normalized

Loop Delay (td/Ts), Constant Normalized Center Frequency f0/fs)).

3.4 Proposed Tunable ∆Σ ADC

Fig. 3.5 shows the proposed tunable ∆Σ ADC architecture [Aboushady20]. The proposed

tunable∆Σ has a constant set of coefficients based on loop delay variation control techniques.

In addition to exhibiting better performance in terms of tunable operating frequency. It also

has constant f0/fs = 1/4or3/4, as shown in Fig. 3.6, to have simple and low power of digital

mixer and decimation filters.

By varying the sampling frequency, fs = 1/Ts, the major problem is that the normalized

loop delay td/Ts of the modulator changes. This normalized loop delay variation affects the

performance of modulator, as shown in Fig. 3.7. It can be seen that the ∆Σ ADC with a

1.5Ts loop delay does not suffer from from SNR degradation for loop delay in the range from

1.2Ts to 1.7Ts. Moreover, the Noise and Signal Transfer Functions are still the same for loop

delay within this acceptable range. Thus, we propose a technique to maintain the normalized

loop delay for all sampling frequencies to be within the acceptable range. This loop delay

control technique is discussed in detail in section 3.4.2.
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Fig. 3.6: Output Power Spectral Density (PSD) of Proposed Tunable Bandpass ∆Σ ADC

Fig. 3.7: SNR with Loop Delay Variation(Sampling Frequency 9.0GHz).
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Fig. 3.8: Architecture of the 2nd Order Tunable Band-Pass ∆Σ ADC.

3.4.1 Architecture of the 1.5-to-3.0GHz Tunable RF ∆Σ ADC

The system level design of this architecture is based on the equivalence between the Dis-

crete Time (DT) to Continuous Time (CT) with feedback FIRDAC using the modified Z

-transform technique as in [Aboushady02]. The single-bit DT ∆Σ modulators can be design

using MATLAB R© Schreier toolbox [Schreier99].

The ADC is designed for tunable input signal from 1.5 to 3.0GHz and, it is clocked at 4

or 4/3 times these frequencies for oversampling and subsampling respectively. This simpli-

fies the down-conversion of the ADC output, as the LO sinusoidal signal becomes a series

of {1, 0,−1, 0} [Cherry00]. As illustrated in Fig. 3.8, the ∆Σ ADC is based on a 2nd order

band-pass filter, single-bit quantizer and Non-Return to Zero digital to analog converter

(NRZ DAC).

The ADC specifications can be summarized in the following points:

• Type: 2nd order band-pass LC-based ∆Σ ADC.

• Center frequency: fo = 1.5− to− 3.0GHz.

• Sampling frequency: fs = 4 fo = 6.0− to− 12.0GHz for oversampling.

fs = 4/3 fo = 2.0− to− 4.0GHz for subsampling.
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• Oversampling Ratio: OSR = 64.

• Bandwidth:BW = fs/(2OSR) = 47− to− 93MHz for oversampling.

BW = fs/(2OSR) = 16− to− 31MHz for subsampling.

• Loop delay: td = 1.5Ts.

3.4.2 Proposed Comparator with Loop Delay Control

The classical comparator composed of 4 cascaded latches has ideally, 1.5Ts delay, as illus-

trated in Fig. 3.9. It can be seen that each two cascaded latches are toggled, i.e. the latch

is in the holding phase when the succeeding latch is in the tracking phase and vice-versa.

The delay of each two cascaded latches is a half clock cycle (Ts/2) in case of τreg < 0.5Ts as

shown in Fig. 3.10. Thus, the ideal loop delay of classical comparator compose of N toggled

latches.

td = (N − 1)Ts/2 (3.1)

After circuit implementation, it was found that the actual loop delay exceeds the value

predicted by Equation 3.1 by tlatch, as illustrated in Fig. 3.10. The practical loop delay can

be defined by the following Equation.

td = (N − 1)Ts/2 + tlatch (3.2)

tlatch = τlast latch + tinverter + tDAC

Fig. 3.9: Classical Comparator Block Diagram.
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Fig. 3.10: Ideal Comparator Waveforms.
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Table 3.1: Normalized Loop Delay (td/Ts) versus Number of Toggled Latches.

Normalized loop delay (td/Ts)

Sampling Frequency (GHz) 2 Latches 3 Latches 4 Latches

2.0 0.7 1.2 1.7

3.0 0.8 1.3 1.8

4.0 0.9 1.4 1.9

5.0 1.0 1.5 2.0

6.0 1.1 1.6 2.1

7.0 1.2 1.7 2.2

8.0 1.3 1.8 2.3

9.0 1.4 1.9 2.4

10.0 1.5 2.0 2.5

11.0 1.6 2.1 2.6

12.0 1.7 2.2 2.7

where τlast latch is the regeneration time of the last latch, tinverter is the time delay due to

inverter of the comparator, tDAC is the time delay due to DAC.

The first part of the loop delay i (N−1)Ts/2 is well-defined, constant and independent of

sampling period (TS). However, the second part tlatch is generally uncontrollable, undesirable

and strongly dependent on process parameters. Moreover, this tlatch is not constant with

respect to the variable sampling period ratio (tlatch/TS is not constant). Where, tlatch is

varies from 0.2TS to 1.2TS when the sampling frequency change from 2.0GHz to 12.0GHz.

As illustrated in Fig. 3.7, circuit level simulations for an OSR of 64, there is little SNR

degradation when the normalized loop delay is between 1.2Ts and 1.7Ts. Thus, we should

have techniques to compensate the normalized loop delay variation and maintain it within

this acceptable range for all sampling frequencies. However, by varying the sampling fre-

quency from 2.0 to 12.0GHz, the normalized loop delay changes from 1.7Ts to 2.7Ts when

we have 4 toggled latches in the comparator, while it varies from 1.2Ts to 2.2Ts when we

have 3 latches in the comparator, it varies from 0.7Ts to 1.7Ts when we have 2 latches in the

comparator, as shown in Table 3.1. It is clear that there is no fixed number of latches that
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satisfies the acceptable loop delay variation range.

Fig. 3.11: Proposed Comparator Block Diagram.

We propose the loop delay control technique shown in Fig. 3.11. The last two latches are

programmable which means that we can change the clock polarity for this two latches. Thus,

we can have variable number of toggled latch 2,3, or 4.

In this ADC, we use a programmable loop delay by using 4 latches in the comparator when

fs is equal to 2.0GHz, 3 latches when fs is less than of equal to 7.0GHz and 2 latches when

fs is higher than 7.0GHz. The delay provided by each toggled latch is Ts/2.

3.4.3 Front-end Implementation in CMOS 65nm

The proposed tunable bandpass delta-sigma ADC was fabricated in CMOS 65nm [Sayed16],

as shown in Fig. 3.12. The chip measured performance proved to be attractive for spectrum

sensing:

• Center frequency, Fo Tuning Range: 1.5 – 3.0 GHz

• Sampling Frequency, Fs : 6.0 – 12.0 GHz

• Effective Number of Bits (ENOB): 8.2 Bits

• Bandwidth: 5 MHz

• Low Power: 26 ∼ 33 mW
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Fig. 3.12: Micrograph of the Fabricated Chip in CMOS 65nm [Sayed16].

• Small Area: 0.3 mm2

3.5 Conclusions

In this chapter, we presented an efficient realization of a tunable RF band-pass ∆Σ ADC

with wide tuning range. Bandpass RF ADC based architectures were introduced. A tunable

band-pass ∆Σ ADCs architecture was proposed. The proposed architecture was fabricated

and the measured performance are well suited for spectrum sensing applications.
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Chapter 4

Complete Spectrum Sensing System

4.1 Introduction

In this chapter, section 4.2 explain important parameters and metrics for energy detection

spectrum sensing. Section 4.3 illustrates the response of a nonlinear system to a multi-channel

input. The testing scenarios and hypotheses for available and busy cases are described in

section 4.4. The threshold setting methodology is explained in section 4.5. Impact of cir-

cuit nonlinearity on the energy detection performance is shown by simulation results in

section 4.6. Section 4.7 concludes the chapter.

4.2 Energy Detection Spectrum Sensing

In spectrum sensing, a decision should be taken regarding the availability of a specific fre-

quency band. It’s a likelihood problem following Neyman-Pearson test of two hypotheses H0

and H1 [Neyman33]. The decision is made to reject H0 in favor to H1 if the test resulted

in a result higher than a specific threshold value. Energy detection spectrum sensing takes

decision based on the energy contained within the band of interest. The available hypothesis

H0 is the case when only noise is received in the band of interest, whether the busy hypoth-

esis H1 is the case when primary user and noise are received. Equation 4.1 and Figure 4.1

describe these hypotheses mathematically and graphically.
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Fig. 4.1: Spectrum Example under Hypotheses H0 and H1

x(k) =

n(k), H0

n(k) + s(k), H1

(4.1)

Two important probabilities are defined for spectrum sensing performance evaluation.

First, probability of detection, which is the probability of deciding that the band of interest

is unavailable under hypothesis H1, Equation 4.2. This probability is desired to be as high

as possible. Second, probability of false alarm, which is the probability of deciding that the

band of interest is unavailable under hypothesis H0, Equation 4.3. This probability is desired

to be as low as possible. Note that, given the two different conditions, the two probabilities

are not complementary.

PD = prob
(
Ê ≤ λE|H1

)
(4.2)

where Ê is the energy received within the band of interest, and λE is the energy test

threshold.

PFA = prob
(
Ê ≤ λE|H0

)
(4.3)

The probability of false alarm is affected directly by the energy threshold, λE. The energy

threshold in return is affected by the noise floor and distribution within the band of interest,

and the number of samples contributing to the calculation of received energy. The reason

that the number of samples is crucial is that it affects the distribution profile of the noise
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energy. In this work, a additive white Gaussian noise channel is assumed. Hence, the noise

energy distribution is the result of summation of squared Gaussian distributed variables.

That resulting distribution known as chi-squared, χ2
N , where N is the number of samples

contributing to received energy calculation. According to central limit theorem, as N in-

creases the chi-squared distribution can be approximated to a Gaussian distribution. This

really simplifies the analytical solution of the performance evaluation.

The probability of detection is not only affected by the energy threshold, but more in-

fluenced by the signal-to-noise-ratio (SNR) of the signal received. It is desirable to have

acceptable probability of detection even under stringently low primary users SNR environ-

ment.

To evaluate the performance of spectrum sensing system graphically, curves are normally

plotted. The receiver operation characteristics (ROC) curve, and the probability of detection

curve. The ROC is a graph showing the probability of false alarm against the probability

of detection plotted at a specific SNR. The other set is a graph of probability of detection

against SNR plotted for a specific PFA.

4.3 Non-Linear System Response to Multi-Channel Input

Having a multi channel received by a nonlinear system results in intermodulation harmonics

components at center frequencies that depends on how much those multi channels are sepa-

rated. Those extra components highly affects the performance of spectrum sensing receiver.

They may cause the sensing decision to be incorrectly busy and increase the false alarm

probability. If the false alarm probability to be held fixed at a specific value, then the extra

components will cause the detection probability to drop.

A general differential low-noise-amplifier (LNA), which is the main nonlinearity source in

an RF ∆Σ based receiver as shown in Fig. 4.2, have this input-output relationship:

y = a1x+ a3x
3 (4.4)

where y is the LNA output, x is the LNA input, a1 is the DC gain, only the third harmonic

is considered (because the LNA has differential output and second harmonic is negligible),
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Fig. 4.2: Receiver Model for Simulation with Nonlinear LNA to study its effect on the

Performance.

and a3 is related to a1 via:

a3 =
4a1

3V 2
IIP3

(4.5)

where VIIP3 = 10(IIP3/20)

Now, we will check the output of the LNA in two cases, three channel input and four

channel input. In case of 3 channel input, as shown in Fig. 4.3, A is the input amplitude,

fc is the center frequency of the band, and ∆f is the frequency deviation between different

channels, we will have

x = A (sin(2πfct) + sin(2π(fc +∆f)t) + sin(2π(fc + 2∆f)t)) (4.6)

y = 0.75a3A
3sin(2π(fc − 2∆f)t) + 2.25a3A

3sin(2π(fc −∆f)t)

+ (a1A+ 4.5a3A
3)sin(2πfct) + (a1A+ 5.25a3A

3)sin(2π(fc +∆f)t)

+ (a1A+ 4.5a3A
3)sin(2π(fc + 2∆f)t) + 2.25a3A

3sin(2π(fc + 3∆f)t)

+ 0.75a3A
3sin(2π(fc + 4∆f)t)

(4.7)

In case of 4 channel input, as shown in Fig. 4.4, we will have
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(a) Three Generalized Signals Input to a

Non-Linear System

(b) Three Generalized Signals Output from a Non-Linear System

Fig. 4.3: Nonlinearity Effect on a Three Channel Input

x = A (sin(2πfct) + sin(2π(fc +∆f)t) + sin(2π(fc + 2∆f)t) + sin(2π(fc + 3∆f)t)) (4.8)

y = 0.75a3A
3sin(2π(fc − 3∆f)t) + 2.25a3A

3sin(2π(fc − 2∆f)t)

+ 4.5a3A
3sin(2π(fc −∆f)t) + (a1A+ 7.5a3A

3)sin(2πfct)

+ (a1A+ 9a3A
3)sin(2π(fc +∆f)t) + (a1A+ 9a3A

3)sin(2π(fc + 2∆f)t)

+ (a1A+ 7.5a3A
3)sin(2π(fc + 3∆f)t) + 4.5a3A

3sin(2π(fc + 4∆f)t)

+ 2.25a3A
3sin(2π(fc + 5∆f)t) + 0.75a3A

3sin(2π(fc + 6∆f)t)

(4.9)

The significance of that results is to show the severity of the nonlinearity effect, the number

of extra intermodulation distortion components, the frequency position of those components,
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(a) Four Generalized Signals Input to a Non-Linear System

(b) Four Generalized Signals Output from a Non-Linear System

Fig. 4.4: Nonlinearity Effect on a Four Channel Input

and more importantly the amplitude of those components as it will directly affect the energy

calculated with the sensed channel or band.

4.4 Testing Hypotheses and Scenarios

As mentioned before, there are two main scenarios. The available scenario; where the band

is considered available to be utilized, and the busy scenario; where the band is left unused.

Referring to Fig. 4.2, our assumptions are as follows: a band of 30MHz around fc = 1GHz

is assumed to be the band of interest. The nonlinearity of the low-noise amplifiers is chosen

IIP3 = −22dBm. The second-order Delta-Sigma ADC is clocked at fs = 4f0 = 4GHz,

oversampling ratio OSR = 64, means that OSR=64 is assumed for the ∆Σ modulator and
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sampling frequency, fs = 4GHz). The spectrum is shown by fast-fourier transform with 219

points and with normalized amplitude. The transmitted signal to establish hypothesis 0, H0,

consists of three adjacent channels and the sensed channel is the first band adjacent to those

three occupied channels, as shown in Fig. 4.5. In this way, in a nonlinear system we will have

an intermodulation harmonic component that will either increase PFA or decrease PD. To

establish hypothesis 1, H1, the transmitted signal consists of four channels, and the sensed

channel lies onto one of those channels.

Fig. 4.6 and Fig. 4.7 show the simulation results of the spectrum at the ∆Σ ADC input.

The results are in accordance with equations 4.7 and 4.9 for the mentioned two scenarios

with nonlinear LNA response.

4.5 Threshold Setting Methodology

An energy threshold should be set to decide whether the desired frequency band is busy

or available. Fig. 4.8 shows a flow chart of the threshold setting along with plotting the

Fig. 4.5: Available and Busy Scenarios to Exploit Nonlinearity Effect.
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Fig. 4.6: Example of Available Scenario at ∆Σ Modulator input. Number of FFT points is

219, Nonlinear LNA, IIP3 = −22dBm.

Fig. 4.7: Example of Busy Scenario at ∆Σ Modulator input. Number of FFT points is 219,

Nonlinear LNA, IIP3 = −22dBm.

two evaluation curves. The input parameters, which should be prior to evaluation are: the

SNR range, the assumed channel noise level, the assumed nonlinearity specifications, and

the desired probability of false alarm. Two sets of acquisition has to be done. One set of

acquisition under scenario H0 that contribute to PFA choice and threshold setting. The other

set is under scenario H1 and contributes to determine the detection probability. The number

of acquisitions, L, in every set will determine the resolution, 1/L, of the determined proba-
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bility. So for 1% resolution every set has, at least, 100 different acquisition. The procedure is

highly affected by the number of samples acquired and taken into account for energy calcu-

lation [Umar14]. In this work, for each channel, the number of samples is at least 128. The

set of acquisition under H0 is first processed to calculate the energy. Those energy values are

sorted in ascending order, ENs. PFA expresses the ratio of those values to be found higher

than the threshold - and hence assumed to be busy band and cause a false alarm. So if the

number of energy values is L, then the energy value with an index of (1 − PFA) ∗ L in the

sorted values should be taken as the threshold. Fig. 4.9 shows an example of calculating

probability of detection, we start from the required PFA = 10%, which make the energy

value with index 90 chosen to be the energy threshold. then the sorted energy values of the

acquisitions under H1, EU , is searched for the nearest value, energy with index 8 in this

example. Finally, we calculate the PD = 100 − 8 = 92%. In order to plot PD vs. SNR, the

set of acquisitions under H1 is repeated for each SNR value. For the ROC, we sweep PFA

and for each value the threshold is reset and a new PD value is calculated. In order to show

more clearly the impact of circuit nonlinearity, a third metric is plotted. That metric show

the change of PFA with different values of blocker signal SNR. For each value of blocker SNR

the set of acquisitions under H0 is repeated.
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Fig. 4.9: Example showing the calculation of detection probability starting from a specific

PFA.

4.6 Simulation Results

4.6.1 PD vs. SNR

The PD vs. SNR curve is plotted for a fixed false alarm probability. For each single value of

SNR, the system is simulated with at least L = 100 input stream under each one of the two

hypotheses. Hence, the simulations required for this curve is highly time-consuming. Due

to the modeled nonlinearity, the existence of extra components in the spectrum results in

increasing the chosen energy threshold. This increase in the threshold, in turn, results in

requiring higher SNR of the received PU signal to get the same probability of detection. As

shown in Figure 4.10 the nonlinear system (in magenta) shows worse performance.

4.6.2 PFA vs. SNR of Blocker Signals

This curve is introduced only with the study of RF Impairments on Spectrum Sensing. The

extra component that affected the performance were the result of adjacent channels. In this

graph, the false alarm probability is plotted against the power level of those causing channels

(blockers). The nonlinear curve (in magenta), Figure 4.11 shows that the PFA is 22% at the

same blocker level that caused the linear system to have 10% of PFA.

4.6.3 ROC

we mentioned before that the usual requirements of a spectrum sensing system is to have

higher than 90% of detection probability while having less than 10% of false alarm prob-
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Fig. 4.10: PD vs SNR (dB) of PU for Linear and Nonlinear Systems. LNA IIP3 = −22dBm

The SNR of the blocker is fixed and the desired PFA = 10%.

Fig. 4.11: Nonlinearity Effect on PFA when a blocker signal is presented. Fix PD = 90%.

LNA IIP3 = −22dBm
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Fig. 4.12: ROC of Ideal and Nonlinear Systems, SNR fix to 5 dB. LNA IIP3 = −22dBm

ability. Figure 4.12 shows that the linear system performance is achieving that while the

nonlinear system curve (in magenta) get an unacceptable 56% of detection probability at

10% of false alarm probability.

4.7 Conclusions

In this chapter, the system design of the proposed energy detection spectrum sensing is

presented. Energy detection hypotheses and metrics were introduced. The nonlinear system

response was discussed. A suitable testing scenarios that emphasize the nonlinearity effect

on the performance were chosen. We explained a threshold setting methodology. And finally

simulation results shown the impact of circuit nonlinearity on the performance, evaluated

by three curves.
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Chapter 5

Spectrum Sensing Circuit Design and

Implementation

5.1 Introduction

In chapter 3, we mentioned that the analog RF front end (AFE) of a tunable bandpass

Σ∆ ADC based receiver has been implemented in a 65nm CMOS technology. In order to

implement a complete spectrum sensing receiver with the architecture proposed in chapter 4,

a digital backend (DBE) needs to be implemented and process the output of the AFE chip.

In this chapter, we present the implementation of the DBE of spectrum sensing receiver

on FPGA. The chapter is organized as follows: section 5.2 presents the architecture of the

implemented DBE, The down-conversion mixer and decimation filter implementation and

validation is discussed in section 5.3. Section 5.4 presents the spectrum sensing processor

implemented on the FPGA. Design optimizations were made in section 5.5. A test scenario

for spectrum monitoring is presented in section 5.6, and finally section 5.7 concludes the

chapter.
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5.2 Architecture

The architecture for a bandpass Σ∆ ADC based spectrum sensing receiver is shown in

Fig. 5.1a. The targeted implementation of that architecture is as shown in Fig. 5.1b. In

this work, we present the standalone implementation of the DBE on FPGA and validation

of its functionality. In order to achieve that standalone implementation properly, the AFE

chip is operated at the desired sampling (clock) and center (input) frequencies and the chip

output is saved by a digital oscilloscope. Also, to show that the implemented digital backend

does not reduce the SNR, an ideal front-end output is generated using MATLAB and saved.

The output data saved is then loaded into the FPGA’s ROM as shown in Fig. 5.2. This

ROM feeds the implemented DBE which consists of Digital Down Conversion Mixer, Digital

Decimation Filter, Fast Fourier Transform, and finally Energy Detection and Decision.

(a) Diagram of the Receiver Architecture

(b) Targeted Implementation of the Receiver, AFE Chip

[Sayed16], FPGA [Intel]

Fig. 5.1: Spectrum Sensing Receiver
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Fig. 5.2: Standalone Implementation of the Digital Backend on FPGA

5.3 Digital Down Converting Mixer and Decimation Filter

5.3.1 Implementation

We mentioned in chapter 3 that the sampling frequency, fs, is set to be equal to 4fc, 4fc/3, ...,

where fc is the center frequency. In this implementation, we have fs = 4fc/3, this setting

results in having the carrier signal samples at {1, 0,−1, 0}, which enables subsampling the

input data to the mixer, as shown in Fig. 5.4, by two without loss of information. The

extra subsampling reduces the speed, and hence power consumption, requirements. On more

important gain of that setting of sampling frequency, is that now the mixer multiplies either

by 1 or −1 and this can be simplified by building an XOR gate instead of a full multiplier.

The decimation filter designed [Haghighitalab18] for this digital backend is shown in

Fig. ??. The decimation factor ig 64 and carried out through three stages, 16, 2, and 2. The

first stage is a comb filter, and the two following stages are HalfBand Filters (HBF). In order

to estimate the maximum word length of each stage, the DDC mixer output is assumed to

be a bitstream of ’1’. In this way, the output of the first stage is is the summation of all of

the coefficient values, 8192, so that word length is assumed to be 14 bits. Following the first
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Fig. 5.3: Simplified Implementation of Digital Down Converting Mixer [Haghighitalab18],

with Example of RF front-end output at fs = 3.2GHz, which corresponds to fc = 2.4GHz

Fig. 5.4: Implementation of Decimation Filter [Haghighitalab18], with Example of RF front-

end output at fs = 3.2GHz, which corresponds to fc = 2.4GHz and baseband signal band-

width of 25MHz

stage, each of the HBF’s adds, in maximum, 7 bits to that word length. The maximum final

output length is 28 bits.

The complete digital backend implementation is shown in fig. 5.5. The implemented design

is composed of a ROM, a splitter, digital down conversion (DDC) mixer, and a decimation

filter. The data stored in the ROM is an output of the AFE chip and it is stored in 32 bit

wide words. The ROM is read by an address counter clocked by a frequency of fs/32, where

fs is sampling frequency of the corresponding AFE chip output. The splitter is to divide the
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Fig. 5.5: Digital Down Converting Mixer and Decimation Filter FPGA Implementation Ar-

chitecture

32 bits words into two 16 bits words for I and Q branches. One of the two 16 bits words

consists of the odd-numbered bits in the original 32 bits words and the other consists of the

even-numbered bits. The DDC mixer is, as discussed in chapter 3, an array of XOR gates.

The decimation filter used here is of decimation factor 64. It’s composed of three stages,

decimation by 16, by 2, and by 2 one more time. The clock frequencies required to operate

the filter are: fs/32, fs/64 and fs/128.

5.3.2 Dynamic Frequency Unit for Frequency Sweeping

A block for sweeping the frequency dynamically [Turk17] is added and integrated with the

design shown in Fig. 5.5. The circuit architecture is shown in Fig. 5.6.

This block helps:

- Accelerate the validation process by changing the frequency without the need of recompiling

nor re-synthesizing.

- Emulate the frequency sweeping in a spectrum sensing receiver.

The frequency sweep block provides 7 different frequencies (2, 2.18, 2.4, 2.66, 3, 3.4 and

4 GHz)/32 which correspond to the sampling frequency. It has three outputs: clk (fs/32),

clk/2 (fs/64), and clk/4 (fs/128). The number of frequencies is a limitation from the FPGA.

The frequency selection can be controlled using a finite state machine or by direct input to
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Fig. 5.6: Clock Multiplexing Based Frequency Sweeping with the Clock Dividers

Fig. 5.7: Frequency Sweeping Implemented Circuit Simulation

the multiplexer. The functionality is validated using simulation and the result is presented in

Fig. 5.7. The different frequencies are shown in the simulation and the period of each clock

frequency is verified. We can see the selection is ”001” which corresponds the clk1, so the

outputs are clk1, (clk1)/2 and (clk1)/4.

5.3.3 Validation of the Digital Down-Conversion Mixer

In this work, to validate the FPGA implementation, Altera SignalTab Logic Analyzer soft-

ware tool was used to implement a logic analyzer onto the FPGA in order to probe and
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Fig. 5.8: Bandpass Σ∆ ADC Output (fc=1.5 GHz)

acquire the data at specific nodes for a defined acquisition clock and duration. The func-

tionality of the implemented down converting mixer is verified using MATLAB simulation

by comparing the output result from the FPGA to the Simulink model mixer output and

calculating the Signal to Noise Ratio (SNR) value. It was chosen to use an ideal system

model whose output SNR can reach 70 dB instead of the chip output with an SNR of about

35 dB. The signal used is a sinusoidal and the input to the mixer is registered in a ROM and

originally comes from an ideal bandpass Σ∆ output generated by a Simulink model. The

Power Spectral Density (PSD) of the output data for a center frequency (fc) of 1.5 GHz and

fs = 4 ∗ fc/3 of 2 GHz is shown in Fig. 5.8. The down converted ouput from the mixer is

shown in Fig. 5.9.

5.3.4 Validation of the Decimation Filter

The output is at a frequency equal to fs/128 where fs is the sampling frequency and equals

to 4/3fc. We want to validate the functionality of the filter over the entire range of sampling
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Fig. 5.9: Digital Down Converting Mixer Output

frequencies from 2 to 4 GHz. The dynamic frequency unit is used to accelerate this validation

by changing the operating frequency and acquiring data from the output and compare it to

the Simulink model result. The SNR of both Simulink and FPGA must be nearly equal.

Fig. 5.10 shows the output of the decimation filter of the I-branch for fs = 2 and 4GHz

along with their SNR value with the same sinusoidal used before. The x-axis is shown in log

scale for a better view of the signal and noise levels. The SNR value at the decimation filter

output in the Simulink model is equal to 70.26 dB. The result from the FPGA acquisition

almost matches the system model with nearly same SNR.

The different SNR results at different sampling frequencies are summarized in Table 5.1.

The PSD at the filter’s output for the rest of frequencies is shown in Fig. 5.11.

5.4 Spectrum Sensing Baseband DSP Processor

Our spectrum sensing processor is based on frequency domain energy detection. The archi-

tecture is presented in Fig. 5.12. It is composed of three main building blocks: an FFT (Fast
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Fig. 5.10: Decimation Filter Output (fs=2 and 4 GHz)

Fourier Transform), an energy calculation block and a decision taking and monitoring block.

Each block will be discussed in the following subsections.
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Table 5.1: SNR Values at the Decimation Filter Output

fs (GHz) SNR (dB)

2 70.2015

2.18 70.1407

2.4 70.1761

2.66 70.1294

3 70.1631

3.4 70.1318

4 70.1506

Fig. 5.11: Decimation Filter Output (fs=2.18, 2.4, 2.66, 3 and 3.4 GHz)

5.4.1 FFT Block

The FFT IP from Altera is used. It is the 16K variable streaming FFT. This FFT has an

option to change its number of points dynamically during its operation. The FFT block with
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Fig. 5.12: Frequency Domain Energy Detection Spectrum Sensing Processor Architecture

Fig. 5.13: FFT IP Block Inputs and Outputs

its inputs and outputs is presented in Fig. 5.13. It has two inputs which will be connected

to the I and Q branches coming from the two decimation filters. The output of the FFT

has two branches as well, a real and an imaginary. The block has many control signals that

are responsible for the flow of the input data and the operation of the FFT. A controller

is designed to provide these signals via finite state machine (FSM). The control is done as

follows: we deassert the system reset, the data source asserts sink valid to indicate to the

FFT function that valid data is available for input. Then we assert both the sink valid and

the sink ready for a successful data transfer. The control flow signals are shown in Fig. 5.14.
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Fig. 5.14: FFT Streaming Input Data Flow Control

The FFT and its controller are then integrated with the previously shown blocks of the

design with its input coming from the decimation filter output. The operating frequency of

the block is fs/128. The correct functionality of the FFT is verified by comparing the acquired

output from the FFT on the FPGA with the FFT performed by MATLAB using the same

test signal. The verification was done using two different signals, the usual sinusoidal one and

QPSK (Quadrature Phase Shift Keying) one. QPSK is a type of modulation that has four

symbols. Each symbol has two bits and is represented by a different phase. The validation

results with both of the above mentioned signals are presented in Fig. 5.15.
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Fig. 5.15: FFT Validation Results Using (a) a Sinusoidal Signal (b) a QPSK Signal
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Fig. 5.16: Energy Calculation Circuit

5.4.2 Energy Calculation

The FFT is followed by the energy calculation block. The mathematical formula of the energy

calculation is:

E =
N−1∑
k=0

|X(k)|2

=
N−1∑
k=0

(√
(Re(X(k)))2 + (Im(X(k)))2

)2
=

N−1∑
k=0

(Re(X(k)))2 +
N−1∑
k=0

(Im(X(k)))2

(5.1)

where X is a complex signal composed of the real and imaginary outputs from the FFT.

The above formula can be realized with the circuit shown in Fig. 5.16.
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This circuit has two multipliers, two accumulators and an adder. It’s validated by com-

paring the calculation done on the FPGA with MATLAB results and it was found that they

are equal.

5.4.3 Decision Taking and Monitoring

The last block in the spectrum sensing processor is for comparing the energy value with a

certain threshold and takes a decision whether a channel or a whole band is occupied or not.

To evaluate the performance of the algorithm and get some useful information, we need

to plot an evaluation curve of PD and SNR. To plot, we need to determine a value for

PFA, so we decided to follow the standard IEEE 802.22 for Wireless Regional Area Network

(WRAN) which defines a maximum PFA of 10 %. Then, we run a set of simulation with a

lot of different signals where some are noise only and some signal with noise together. The

output will PD in function of SNR and the number of points of the FFT and the threshold

in function of the same previous parameters. The evaluation curve is shown in Fig. 5.17.

Fig. 5.17: Pd vs. SNR for PFA=10% and different N-Point FFT

CONFIDENTIAL - - CONFIDENTIAL - - CONFIDENTIAL



Chapter 5 Spectrum Sensing Circuit Design and Implementation 56

PD is plotted against SNR. Negative SNR values mean that the noise level is higher than

the signal itself. Our objective is have PD reaches 1 when the SNR is equal to 0. This means

that we can detect the signal when the noise level and the signal level are the same. For N

from 64 to 256, this did not occur but from 512 to 4096, PD reaches 1 even with a negative

SNR. This result indicates to use a 512-point FFT. We can see that the 4 curves representing

N from 512 to 4K are very close, so we can use the least of them to reduce complexity and

latency.

5.5 Design Optimization

We begin here a phase of optimization to enhance the overall design in terms of area, power

consumption and speed.

5.5.1 Reducing the Number of Bits at the Decimation Filter Output

The objective of this optimization is to reduce the number of bits at the decimation filter

output because it will increase after passing by the FFT block and then all the multiplication,

the accumulation and addition. The theoretical required number of bits is 28, the dedicated

multipliers in the FPGA used are 18 by 18 multipliers. The truncation effect will be shown

in Fig. 5.18 by calculating the SNR while truncating the number of bits.

The above plot shows the SNR against the number of bits from 1 bit up to the complete

28-bit output we are using. The result shows that starting from 18 bits, the SNR start to

stabilizes at 70 dB. Fig. 5.19 shows the PSD of the decimation filter output with 28, 18, 16,

and 12 bits words. No difference can be noticed between 28 bits and 18 bits but for 16 and

12 bits, we can observe that the noise level begins to increase a lot. These results do validate

our choice of truncating the decimation filter output and using only 18 bits.

5.5.2 Custom 512-Point FFT

The Altera FFT IP has a significant drawback. It can only be used with the FPGA and the

Quartus II software. This means that it will not be suitable for a future ASIC implementation.
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Fig. 5.18: Number of Bits vs. SNR

Table 5.2: FPGA Utilization

Number of Adaptive Look-Up Tables (ALUT) 9459

Number of DSP Blocks 15

# of Dedicated Logic Registers 13517

HDL coder tool from MATLAB is used to generate the VHDL files of an optimized 512-point

FFT. This tool can convert some simulinks blocks to HDL files. To start using the tool, we

need at the beginning to build a system that contains the block to be converted which is the

FFT. Fig. 5.20 presents the Simulink model that was built and used.

For a successful conversion from SIMULINK to FPGA, many configurations have to be

made such as using fixed point instead of floating point representation, well defined sampling

time, etc. After getting the VHDL files from tool, we replaced the FFT IP and the validation

process was repeated successfully. This FFT has also a controller that is somehow similar to

the previously used. A great advantage from this FFT is the latency. It has a lower latency

than the IP one (1078 vs. 1102 clock cycles). The utilization results of the optimized design

are summarized in Table 5.2.
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Fig. 5.19: Result of Reducing the Number of bits at the Decimation Filter Output on a

QPSK Signal

5.6 Test Scenario

Finally, we will demonstrate a test scenario for the whole design on the FPGA. Fig. 5.21

presents a spectrum from 1.5 to 3 GHz which corresponds to fs from 2 to 4 GHz. At seven

different frequencies there are seven different signals, sinusoidal and QPSK. Each signal is

stored on a ROM and we change the frequency using the dynamic frequency sweeping unit.
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Fig. 5.20: Simulink Fixed-Point FFT Model

Fig. 5.21: A Frequency Spectrum from 1.5 to 3 GHz with 7 Different Signals

We chose the signal at fc=1.8 GHz to be our test signal. It is shown in Fig. 5.22 and

we can see that it has 2 different QPSK signals. The sampling frequency fs is 2.4 GHz, the

bandwidth is 18.75 MHz. It is also channelized into 8 sub-bands.

The acquisition result from the FPGA is shown in Fig. 5.23. We have the FFT real and

imaginary outputs, the frequency selection which is 2 and it corresponds to fs=2.4 GHz. We

have also the calculated energy, the different sub-bands or channels and the occupied flag.

The numbering of the channels starts by 5 because the normally, the first N/2 outputs of
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Fig. 5.22: QPSK Test Signal, 8 subbands (channels) centered around f0 = 1.8GHz, data is

transmitted on channels 5, 6, and 8

the FFT represents the positive frequencies and the other represent the negative frequencies.

The occupied flag is asserted for sub-bands 5, 6 and 8 as expected.

Fig. 5.23: Test Scenario FPGA Acquisition Result. The circuit is capable of detecting that

channels 5, 6, and 8 are busy.
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5.7 Conclusions

In this chapter the digital back end (DBE) of the proposed architecture in chapter 4 is

implemented to process the output of the AFE chip presented in chapter 3. We presented

the architecture of the implemented DBE. The down-conversion mixer and decimation filter

implementation and validation was discussed. We also showed the spectrum sensing proces-

sor implementation. Design optimizations were made. Finally, a test scenario of spectrum

monitoring was presented to validate the implementation.
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Chapter 6

Impact of I/Q Imbalance on the

Spectrum Sensing Performance

6.1 Introduction

In this chapter, we perform hardware measurements to study the impact of I/Q imbalance

on spectrum sensing algorithm based on energy detection. The organization is as follows:

in Section 6.2.1, we present the scenarios and assumptions for spectrum occupation used

to develop this work. The measurement setup as well as calibrations of the AFE and its

relative mismatch are presented in section 6.3 . Section 6.4 discusses the measurements

results. Conclusions are presented in Section 6.5.

6.2 Scenarios and Assumptions for Spectrum Occupation

6.2.1 Spectrum Sensing Technique

Energy detection can be made in time-domain or frequency-domain. In this work, frequency-

domain energy detection is favored for its higher decision resolution [Yucek09a]. The Spectrum-

to-be-Sensed is divided to several multi-channel bands and sub-bands as illustrated in Fig.6.1.



Chapter 6 Impact of I/Q Imbalance on the Spectrum Sensing Performance 64

Fig. 6.1: The Spectrum-to-be-Sensed is divided into n multi-channel bands. Each band con-

tains k sub-bands. Energy estimation is performed using an N-point FFT per band and is

used to detect the spectrum occupation of each sub-band.

The frequency-domain energy estimation procedure used in this study can be summarized

in the following steps:

• Split the Spectrum-to-be-Sensed to n multi-channel bands, each having a bandwidth, Bb.

• Down-convert sequentially each multi-channel band.

• Perform an N-Point FFT of each band to obtain an estimation of the Power Spectral

Density (PSD):

Sb(f) = |F{x(t)}|2, (6.1)

where x(t) is the sampled time-domain signal.

• Split Sb(f) into ksb sub-bands, each having a bandwidth, Bsb = Bb/ksb.

• Sum the PSD frequency bins of sub-band number i, in order to obtain an estimation of

the energy, Êsbi , in this sub-band:

Êsbi =
∑
N/ksb

Ssbi(f), (6.2)

where Ssbi(f) is the PSD of sub-band number i. Note that i is the index of the sensed

sub-band and in the range {0..ksb − 1}.

In frequency-domain energy-detection, there are three metrics to be considered:
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• Sensing-Resolution: In order to increase the sensing-resolution, the number of sub-

bands, ksb, should be high. The highest sensing-resolution is achieved when the number

of sub-bands, ksb, is equal to the number of transmitted channels, kch, in the band.

• Sensing-Accuracy: According to the central limit theory [Umar14], to assume a Gaus-

sian distribution of energy, the number of bins per channel, N/ksb, should be high. This

is an important parameter for an accurate energy detection.

• Sensing-Time: As shown in Fig.6.2, assuming the acquisition, FFT and energy calcu-

lation operations are pipelined, it can be shown that the total Spectrum-Sensing time,

Tsense, is equal to:

Tsense = (n− 1) max(Tacq, TFFT , TEC) (6.3)

+ Tacq + TFFT + TEC ,

where TAcq is the multi-channel band acquisition-time, TFFT is the duration of the N-point

FFT computation and TEC is the duration of the energy calculation.

From the aforementioned, it is clear that we need an FFT with a large N in order to achieve

a high decision-resolution. On the other hand, a large N would lead to a long sensing-time.

In this work, we have chosen to perform the calculations on a relatively narrow-band in order

to achieve a reasonable sensing-time.

In the following, we summarize all the parameters we used in this spectrum-sensing energy-

detection procedure:

• Spectrum-to-be-Sensed: StbS = 0.3 - 3 = 2.7 GHz

• Multi-channel Band bandwidth: Bb = 20 MHz

• Number of Bands: n = StbS/Bb = 135

• Number of transmitted channels per band: kch = 8

• Number of sub-bands: ksb = 8

• Number of FFT-points: N = 1024

• Sampling frequency: Fs = 40 MHz

• Multi-channel band acquisition duration,

TAcq = N/Fs = 25.6 µs,
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Fig. 6.2: The total Spectrum-Sensing time is equal to the sum of all multi-channel bands

acquisition-time, nTAcq, the duration of the N-point FFT computation TFFT and the duration

of the energy calculation TEC .

• FFT computation duration, TFFT = 8.2 µs,

• Energy calculation duration, TEC = 7.6 µs,

• Multi-channel band Sensing-Time, Tsenseband
= 41.4 µs,

• Total Sensing Time, Tsense = 3.47 ms.

6.2.2 Test Hypotheses

In order to evaluate the Spectrum Sensing metrics, PD, PFA and RoC, for the targeted

SDR receiver, we need to define two hypotheses. One hypothesis, denoted H0, for the case

where the sensed channel is unoccupied by a PU and another hypothesis, denoted H1, for

the case where the sensed channel is occupied by a PU. The probability of detection, PD, is

the probability of deciding that a channel is occupied by a PU given that H1 is true. PD can

then be described as follows:

PD = P (Êsb ≥ λE|H1) (6.4)

where λE is the threshold energy value. On the other hand, the probability of false alarm,

PFA, is the probability of deciding that a channel is occupied by a PU given that H0 is true.

PFA can then be described as follows:

PFA = P (Êsb ≥ λE|H0) (6.5)
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Fig. 6.3: Spectral representation of a) H0 scenario, where the signal at Ch.1 is a PU blocker

signal to the channel to be sensed at Ch.6 because of its I/Q Imbalance component, b) H1

scenarios with no blocker signal at Ch.1 and a PU at Ch.6.

Fig.6.3 shows an example where the two hypotheses H0 and H1 are defined for the case

where the sensed channel is no. 6:

• H0: Channel 6, Ch.6, is unoccupied by a PU signal, but it contains an image of a blocker

signal located at Channel 1, Ch.1. This image is due to an I/Q Imbalance in the RF

receiver. This scenario is shown in Fig.6.3(a).
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• H1: Channel 6, Ch.6, is occupied by a PU signal and there is no blocker signal at Chan-

nel 1, Ch.1. This scenario is shown in Fig.6.3(b).

The calculation of the energy threshold value, λE, is crucial for the evaluation of energy-

detection metrics. In this paper, we used the Constant False Alarm Ratio (CFAR) method

to calculate λE [?]. In this method, the threshold is chosen in order to achieve a preset PFA

value. The calculation procedure is performed through an estimate from repeated stimuli.

These stimuli are performed in the H0 scenario, shown in Fig.6.3(a).

A QPSK signal is transmitted at Ch.1, the mirror frequency of the sensed channel Ch.6.

The transmitted signal have the same power in all stimuli. The measured received energy at

Ch.6 will be different for each stimulus due to the randomness of channel and circuit noise.

The threshold value is then determined in order to achieve the desired preset PFA. It is worth

noting that these measurements are performed on an SDR transceiver fully compensated for

I/Q imbalances. It then expected, that the image at Ch.6, due to the transmitted signal at

Ch.1, would be well below the noise floor. The determined threshold is then used to calculate

PD using stimuli performed in the H1 scenario, shown in Fig.6.3(b).

6.3 SDR Transceiver Calibration

The measurements were performed using the bladeRF SDR platform with an LMS6002 RF

transceiver [nuand18]. In order to get reliable results the platform needs to be calibrated.

In this work, the considered RF impairments of the transceiver are the following: DC offset,

I/Q Imbalance, and amplifier gain of both the transmitter and receiver. All the mentioned

impairments are frequency-dependent and the circuit needs to be calibrated for each center

frequency within the operation range. The DC offset of both the transmitter and receiver is

calibrated automatically by the board via a command when programming it. The following

subsections present how the amplifier gain of AFE of both the transmitter and the receiver

as well as the I/Q imbalance are calibrated.

CONFIDENTIAL - - CONFIDENTIAL - - CONFIDENTIAL



Chapter 6 Impact of I/Q Imbalance on the Spectrum Sensing Performance 69

Fig. 6.4: Transmitter and Receiver Frequency-Dependent Response. Results of BladeRF

board at transmitted power= -32dBm and injected power= -38dBm

6.3.1 Transmitter and Receiver Gain

It is crucial to calibrate the board and equalize the transmitter power output and the receiver

power input, which are frequency dependent for the transceiver in the SDR. An RF signal

generator (Agilent E4432B), was used to apply a signal with a constant power over the

complete frequency range of the Blade-RF receiver. Similarly, the transmitter was configured

to send a constant signal power over the over the complete frequency range of the Blade-

RF. The transmitted signal was viewed by the aid of Spectrum Analyzer (Rhode&Schwarz

FPL1003). In order to compensate for the frequency dependent gain, shown in Fig. 6.4,

a digital gain is added for each frequency to provide a constant power over the complete

spectrum.

Fig. 6.5 show the acquired spectrum, over 24-hour duration, without calibration as op-

posed to Fig. 6.6 which shows gain-calibrated receiver acquired spectrum. It can be seen

that at specific frequencies the receiver gain is positive which may cause the probability

of false alarm to increase and at other frequencies the receiver gain is negative which may
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decrease the probability of detection. Both conditions are indesirable for Spectrum Sensing

application.

Fig. 6.5: 24 hours spectrum scan with blade-rf SDR, Uncalibrated, from 300 MHz to 3.0

GHz, power measurement (dBm).

Fig. 6.6: 24 hours spectrum scan with blade-rf SDR, Calibrated, from 300 MHz to 3.0 GHz,

power measurement (dBm).
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6.3.2 I/Q Imbalance

The imbalance between the I/Q receiver gains αRI and αRQ is the Rx gain imbalance, ρRx:

ρRx = |1− αRQ

αRI

| (6.6)

and the imbalance between I/Q receiver phases φRI and φRQ is the Rx phase imbalance θRx:

θRx = |φRI − φRQ| (6.7)

In the same fashion for the transmitter, ρTx and θTx can be defined.

As shown in Fig. 6.7, the transceiver has an internal loopback mode. This mode does not

include the low-noise amplifier (LNA) of the receiver nor the power amplifier (PA) of the

transmitter. Therefore, the internal loopback mode is chosen to calibrate the I/Q imbalance.

The QPSK baseband transmit signal, xTBB(t), shown in Fig. 6.7, is prepared using MAT-

LAB, then it is uploaded to the SDR’s LMS6002 transmitter. The digital baseband signal

received, xRBB(t), is stored and processed by MATLAB. The xRBB(t) signal contains the

I/Q imbalance effects introduced by the AFE of the transmitter and the AFE of the receiver.

Using the internal loopback mode it is possible to independently estimate the transmit-

ter and the receiver RF impairments [Nassery12]. This can be done, as shown in Fig. 6.7,

by operating the transmitter and the receiver at different carrier frequencies: ωct and ωcr

respectively.

As shown in Fig. 6.8, receiving a single tone, designated ”Tx Signal”, will be accompanied

by multiple undesired tones due to nonidealities. The Transmitter is programmed to operate

with a carrier frequency, ωct, of 2.4 GHz and the transmitted signal is a sinusoid at 1.25 MHz.

The receiver carrier frequency, ωcr, is shifted by 3.75 MHz with respect to the transmitter.

As shown in Fig. 6.8, the correctly received signal will be at 5 MHz (3.75+1.25 MHz) and

the undesirable tones are:

- Receiver DC offset component at 0 Hz,

- Transmitter I/Q Imbalance component at 2.5 MHz (3.75-1.25 MHz),

- Receiver I/Q imbalance at -5 MHz (-3.75-1.25 MHz).
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Fig. 6.7: The RF analog front-end of a Software Defined Radio Transceiver including gain

and phase I/Q mismatch, DC-offset and frequency dependent gains. Normally ωct = ωcr = ω0

the desired carrier frequence

In order to calibrate the I/Q Imbalance, the bladeRF board has a compensation circuit

implemented in a Field-Programmable Gate Array (FPGA) to pre-process, in case of trans-

mission, or post-process, in case of reception. Using this hardware we can compensate the gain

and phase mismatch values: ρ and φ respectively, of the receiver and the transmitter [Diaz-

Rizo18]. This compensation can be done using four parameters varying the mismatch within

a defined range. The calibration range is ±10◦ for phase difference, and ±100% for gain

attenuation with 8192 steps for each parameter. The values that minimize the I/Q imbal-

ance for the transmitter and the receiver are found and used for calibration. In addition to

the automatic DC-offset calibration, the transmission of sinusoidal signal through the I/Q-

mismatch calibrated transceiver is shown in Fig. 6.8. The calibrated settings showed 5 dB
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Fig. 6.8: Baseband spectrum of a received sinusoidal signal before and after DC-offset and

I/Q imbalance calibration

improvement in the transmitter I/Q imbalance component and 10 dB improvement in the

receiver I/Q imbalance component.

6.4 Measurements Results

In this section we present the effect of I/Q imbalance on the performance of Energy Detection.

The Spectrum sensing performance is evaluated via the probability of Detection, PD, the

probabilty of False Alarm, PFA and the Receiver Operating Characteristics, RoC. As shown

in Section 7.3.1, it is possible to set the receiver to have a specific mismatch for gain and

phase and to study its impact on the overall performance of spectrum sensing. From the

calibration procedure described in the previous section, the settings producing the lowest

I/Q imbalance are considered the reference mismatch value. All reported mismatch values

are relative to this reference.
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Fig. 6.9: PD vs SNR (dB) of PU for various imbalance values (gain and phase). The SNR

of the blocker is fixed and the desired PFA = 10%.

6.4.1 Probability of Detection vs Signal SNR

Figure 6.9 shows the probability of detection, PD, in function of the Signal-to-Noise Ratio

(SNR) of the sensed channel. The noise power is estimated by measuring the received signal

power while the transmitter is idle. The signal power is computed as the difference between

the received signal power while the transmitter is active and the noise power. In Figure 6.9,

the SNR at which the PD drops to unacceptable range is called the SNR wall. Having a lower

SNR wall is desired as it translates to that the system is able to perform even in low SNR

environment. The best curve is for the case with almost full compensation of gain and phase

mismatch. The {ρRX = 0.1%, φRX = 1◦} and {ρRX = 1%, φRX = 0.01◦} curves - which can be

considered acceptable - represent a full compensation in one mismatch with a low mismatch

in the other quantity. A large mismatch in one quantity is sufficent to dramatically degrade

the performance.
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Fig. 6.10: I/Q Imbalance on PFA when a blocker signal is presented, The SNR of the blocker

is said (SNRBlocker). Fix PD = 90%.

6.4.2 Probability of False Alarm vs Blocker SNR

Figure 6.10 shows the receivers performance under I/Q Imbalance when a blocker signal at

the mirror frequency is presented. The higher the SNR of the blocker (image channel) the

more vulnerable the system is to has a high false alarm probability. Again the calibrated

curve shows the best performance with respect to Image to Noise Ratio (INR) and the

{ρRX = 0.1%, φRX = 1◦} and {ρRX = 1%, φRX = 0.01◦} curves can be considered acceptable.

6.4.3 Receiver Operating Charactersitics

The ROC curve allows us to choose the threshold that achieves the needs of the application.

This performance metric shows the trade-off between PD and PFA given a SNR value. The

detector performance can be optimized by maximizing the value of PD and minimizing

PFA [Fawcett01]. So having the curve at the top left corner is desired. As the other metrics

the calibrated curve is the optimum, the {ρRX = 0.1%, φRX = 1◦} curve still falls in the PD >

90%-PFA < 10% region but even the {ρRX = 1%, φRX = 0.01◦} curve is not acceptable. The

ROC shows more vulnerability to gain mismatch. All measurements performed at 3GHz. It
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Fig. 6.11: ROC curves for different receiver I/Q Imbalance values, transmitter is calibrated

for all. The receiver amplification gain is -4 dB and the transmitter is 30 dB, SNR fix to 6.31

dB.

should be emphasized that each center frequency setting requires a different set of calibration

parameters.

6.5 Conclusion

This chapter reports a study of the impact of the I/Q imbalance on the SDR platform per-

forming energy detection for a spectrum sensing application. A pipelined sensing procedure

was presented, with 41.4 /mu S sensing time for a 20 MHz band and aggregated 3.47 mS

sensing time for 2.7 GHz band. Calibrations were made to the SDR platform used in this

study to equalize the frequency-dependent AFE gain of both the transmitter and receiver

as well as to compensate the gain and phase mismatch. The same calibration methodology

was used to set the phase and gain mismatch to different specific values and evaluate the

spectrum sensing performance at each setting. The scenarios of the two energy detection

hypotheses were chosen to exploit the I/Q imbalance effect on the performance. The settings

with higher I/Q Imbalance increased misdetections (decreased PD) because the threshold to
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detect a busy channel is selected higher in order to obtain a desired PFA. There is a noted

vulnerbilty to gain mismatch more than that to phase mismatch, and in cases with high

mismatch in either quantity the performance is rendered unacceptable even if the offset of

the other quantity is fully compensated.
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Chapter 7

RF-EMF Exposure Effect on the

Physiological Parameters of Neonates

7.1 Introduction

The term neonate refers to any newborn aged less than 28 days [Organization19b]. The

World Health Organization (WHO) reported this neonatal period to be the most vulnerable

period in childhood for all newborns; however, infants born prematurely (before 36 weeks

of gestational age) or with a low birth weight (less than 2.5 kg) are at even higher risk

[Organization19b]. High-risk neonates require medical assistance and continual monitoring;

therefore, they are placed in the Neonatal Intensive Care Unit (NICU), where they can

spend anywhere from a few weeks to several months depending on their condition. Because

of their prematurity, and therefore their rapid development, these infants are especially

susceptible to environmental factors, which may affect their internal homeostatic balance

and normal growth development [Knobel07,Nair03,Darcy08,Antonucci09]. They are kept in

sterile incubators that regulate temperature, humidity, light, and noise exposure; however,

most do not control or monitor radiofrequency electromagnetic-field (RF-EMF) exposure

[Antonucci09].

RF-EMF waves are created by electrical wiring, wireless communications devices, and

electronic equipment to name a few sources, meaning that humans are exposed to them in
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their lives daily. The most widely used international standards for exposure limits are set

by the IEEE Standards Association under the C95.1 standard, which measures RF-EMF

dosimetry based on a specific absorption rate score [IEEE19].

The NICU is a high RF-EMF environment because of the medical equipment in use;

sources include wireless communication devices, incubator motors and warming systems, and

medical devices such as syringe pumps [Calvente17]. The effects of RF-EMF exposure on

neonates are not well understood, and studies have not yet proved or disproved a correlation

between RF-EMF exposure and variations in neonatal physiological parameters.

In a 2008 study, Bellieni et al. found that RF-EMFs produced by incubator warming

system motors affected neonatal heart rate variability [Bellieni08]. A literature review con-

ducted in 2019 found that RF-EMF levels produced by incubator motors and experienced

by the infants were reported at levels high enough to affect melatonin production [Bel-

lieni19]. Studies have shown conflicting evidence on the association between the incidence

of childhood leukemia and RF-EMF exposure in early childhood [Calvente10,Söderberg02].

Recently, Calvente et al. conducted a study to confirm that RF-EMF levels measured in

an NICU were below International Commission on Non-Ionizing Radiation Protection (IN-

CIRP) reference levels for adults; however, they recommended adopting a prudent avoidance

strategy around neonates until further research can characterize RF-EMF levels and adverse

health effects in infants [Calvente17]. The WHO developed the International EMF project

to monitor scientific literature on health effects correlated to exposure to RF-EMFs, as well

as proposed a research agenda to guide research and funding in this area based on identified

needs [Organization19a]. The WHO’s research agenda identified that research into the de-

velopmental and adverse health effects of RF-EMF exposure in children was a high-priority

need [Organization19a].

This chapter discusses the design and architecture of a system intended to monitor the RF-

EMF environment in an NICU, and in parallel collect physiological data of neonatal patients.

These physiological and RF-EMF data could then be analyzed to determine correlations

between fluctuations in the spectrum and physiological variations in the patient.
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Fig. 7.1: Simultaneous Measurement of RF signals and the Physiological Parameters of

Neonates.

7.2 System Architecture

Two data acquisition systems were implemented in this project to separately collect RF-

EMF spectrum-scanning data and neonate physiological data in parallel. Both systems were

designed to collect data over several hours and then compile the data on one central computer

for signal processing and statistical analysis. Fig. 7.1 illustrates the entire architecture of both

systems.

CONFIDENTIAL - - CONFIDENTIAL - - CONFIDENTIAL



Chapter 7 RF-EMF Exposure Effect on the Physiological Parameters of Neonates 82

7.2.1 Physiological Data Acquisition System

Data collection was conducted in the NICU of Antoine-Béclère Hospital in Clamart, France.

To acquire the physiological data of neonates, it was necessary to tap into the monitoring

system already in place in this NICU. All the incubators continuously measure several phys-

iological parameters of each neonate and send the data to the central nursing station (CNS).

The parameters collected and used in the present study are heart rate (HR), respiration

rate, oxygen saturation, and time in apnea (AP) [Lofts18]. The CNS communicates with the

hospital network using a Health Level 7 (HL7) standardized messaging system; therefore,

this study developed a system in accordance with the HL7 protocol to access and transfer

physiological data from the CNS to a central analysis computer [International19].

The NICE at Antoine-Béclère Hospital uses Nihon Kohden CNS monitors to visualize

the physiological parameters of patients in nearby rooms in real time. These monitors con-

tinuously record data but only save the past 120 hours of each patient; thus, a system was

built to interface with the hospital network and receive data through HL7 messages, which

was to be saved in a database for future analysis. This HL7 acquisition system also allowed

for enhanced data visualization capabilities than was possible directly on the Nihon Kohden

monitors, such as simultaneous visualization of multiple parameters at high resolution.

Alongside collecting physiological data from the hospital system, a manual logging sys-

tem was developed for the NICU nurses to record certain events that occurred during data

collection [Bellieni08].

Furthermore, a timesheet was used to record when infants were crying, feeding, and

sleeping; when parents were visiting; when nurses were in the room; and other abnormal

events. These timestamped logs could then be used to explain certain variations in the RF-

EMF data, such as an increase in the 4G bandwidth when parents entered the room with

cellphones. They could also be used to understand the physiological data; for example, an

increase in an infant’s HR may be explained by periods of crying.
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7.2.2 RF-EMF Data Acquisition System

The second data acquisition system is used to monitor variations in the electromagnetic

spectrum in the NICU environment. A Nuand bladeRF software-defined radio (SDR) board

was configured and programmed as a spectrum-sensing device [nuand18]. It was selected as

the RF receiving device because of its frequency band range and the ability to set the channel

width. This board has a frequency range that covers the ultra-high frequency band, from

0.3 to 3.8 GHz. This band range was selected because it contains most of the frequencies of

interest and that would be present in the hospital environment. The system was tested in a

lab while exposed to controlled wireless communications devices to determine the expected

power levels for various transmitting and receiving functions. This was also done to ensure

that the device was sensing each function in the correct frequency band.

Using the bladeRF board and an antenna, with a range from 0.7 to 2.6 GHz, it took ap-

proximately 5 minutes to scan the full extent of the spectrum; therefore, a MATLAB [Math-

Works18] script was created to repeatedly run a scan every 5 minutes for an extended

period [Lofts18]. The scanning laptop, bladeRF board, and antenna would then be left in a

patient’s room for 12-24 hours to scan the spectrum while simultaneously collecting physi-

ological data through the HL7 acquisition system. Because of the bladeRF board’s internal

architecture, an I/Q imbalance, DC offset, and frequency dependent amplifier gain existed

on the receiver chain that needed to be calibrated for. These calibrations were incorporated

into the MATLAB spectrum scanning script, the calibration curve for which can be seen in

Fig. 6.4.

7.3 Data Analysis

For data analysis, two sets of parameters are defined:

1. Spectrum Parameters

• Average power in the range 0.3-2.7 GHz

• 2G band average power
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• 3G band average power

• 4G band average power

• WiFi band average power

2. Physiological Parameters

• Heart Rate

• Respiration Rate

• Time in Apnea

• Oxygen Saturation

7.3.1 Preliminary Data Visualization

Three rounds of data collection have currently been completed, each on a different patient

and at different times. The first was completed for 10 hours to ensure that the system

operated properly; the second was performed for 20 hours; and the third was performed for

24 hours. The units of the collected data were dBm; thus, the RF-EMF data were plotted

to show the changing power levels at each frequency over the recorded time, as shown in

Fig. 7.2. Fig. 7.3 presents a spectrogram with labeled bands of the frequency spectrum being

measured.

Subsequently, statistical analysis was performed to mathematically determine cross cor-

relations between physiological and spectrum parameters, as well as to uncover patterns

across different rounds of data collection. Statistical properties of each parameter were also

analyzed and compared across separate rounds of data collection [Smith19].

7.3.2 Statistical Analysis Method

To more thoroughly analyze the effects of the RF spectrum, the collected spectrum data

were split into five different parameters. The power in the 2G, 3G, 4G, and Wi-Fi spectrum

bands were isolated as parameters, as was the average power across all frequencies. The

statistical analysis of the project data was undertaken in RStudio [RStudio Team15]. The

data collected in this study were time-series data, and therefore the first step in the analysis

was to determine the time-series characteristics of each parameter. It was assumed that
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Fig. 7.2: 24-hour calibrated spectrum scan surface plot.

Fig. 7.3: 24-hour scan showing spectrogram of measured frequency bands.

because the data collection times were in the order of hours and no consistent cyclical

activity existed in the NICU, no significant seasonality would be present, which was confirmed

visually.

Next, the data were analyzed using both an augmented Dickey-Fuller (ADF) test for unit

root presence and a Kwiatkowski-Phillips–Schmidt-Shin (KPSS) test for level and trend sta-
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Table 7.1: Stationarity results of ADF and KPSS tests for collected data sets before data

transformation.

1sr Data collected 2nd Data collected

HR Non-stationary Non-stationary

RESP Stationary Stationary

APSEC Stationary Stationary

SPO2 Stationary Stationary

Average Non-stationary Non-stationary

2G Stationary Stationary

3G Non-stationary Non-stationary

4G Non-stationary Stationary

Wifi Stationary Stationary

tionarity [To19a, To19b], as reported in Table 7.1. Both tests indicated that in both the

first two rounds of data collection, the HR, average spectrum, and 3G parameters were non-

stationary with a 5% alpha level. The 4G parameter was non-stationary in the first round

of data collection and stationary in the second, and all other parameters were consistently

stationary. This indicated that the 3G parameter consistently contained time sensitive vari-

ations, meaning that most activity in the RF spectrum occurred in the 3G band and some

in 4G. Fig. 7.4 demonstrates the autocorrelation and trend plots of three parameters in the

first set of data collection. Normally, having the autocorrelation coefficients between -0.2 and

0.2 expresses stationarity of the signal. The statistical properties that indicate stationarity

and non-stationarity, such as time varying mean and standard deviation, autocorrelation,

and trend lines, can be visualized in these plots.

To make all the parameters stationary, a difference transformation was performed, which

is given in (7.1):

y(t) = x(t)− x(t− 1) (7.1)

where y(t) is the newly differenced parameter and x(t) is the parameter undergoing trans-

formation [Bourke19]. Figs. 7.5 and 7.6 present autocorrelation plots of the HR data taken

during the first data collection before and after transformation. It should be noted that the

autocorrelation plots for each parameter were highly similar between different data collection
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Fig. 7.4: Shows 3 parameters of the first set of collected data, the HR, average power, and 2G

power. The first two are non-stationary while the third is stationary, respectively. Differences

in the statistical properties of these stationary and non-stationary parameters such as trends,

autocorrelation, and time varying mean and standard deviation can be observed.

rounds. The transformation was performed on all parameters whether they were originally

stationary or not for consistency when correlation analysis was performed.

Subsequently, the differenced parameters were tested again with the ADF and KPSS tests

and determined to be both level and trend stationary [To19a,To19b]. Once stationary, each

of the spectrum parameters was cross correlated with each of the physiological parameters

to determine the strength of correlation between them at differing time lags. The cross

correlation is given in (7.2):

r(d) =

∑
i[(xi − µx) ∗ (yi−d − µy)]√∑
i(xi − µx)2

√∑
i(yi−d − µy)2

(7.2)

where r is the correlation coefficient at time lag d, and µx and µy are the means of each

series respectively [Bourke19,Grogan19,Brownlee19,Statistical Methods19].

After all the parameters are transformed, they all became stationary. Cross-correlation

analysis now can be performed, as presented in the next section.
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Fig. 7.5: Non-stationary heart rate data before transformation, as many of the autocrrelation

coefficients are out of -0.2 and 0.2 range.

Fig. 7.6: Stationary heart rate data after transformation, as all of the autocrrelation coeffi-

cients are within -0.2 and 0.2.
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7.4 Results

Figs. 7.7 to 7.11 show the results of the cross-correlation analysis for the first collected data

set. Each plot corresponds to a spectrum parameter and the four lines on each plot correspond

to each of the physiological parameters correlated against that spectrum parameter. Notably,

all plots show both the positive and negative time lags, because the method of plotting a

negative time lag would imply causation by the physiological parameters, and a positive

time lag would imply causation by the spectrum. For the purposes of this study, finding

correlations was focused on the positive time lag, but both were analyzed to demostrate that

no spurious correlation occurred either way.

Figs. 7.7 to 7.11 reveal that no significant correlation existed between any of the physiological

and spectrum parameters. This was consistently found in the second dataset collected for 20

hours: the correlations between all parameters consistently stayed between the -0.2 and 0.2

coefficient bounds and never exceeded a coefficient magnitude of 0.4.

Fig. 7.7: Average spectrum correlated to physiological parameters.
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Fig. 7.8: 2G spectrum correlated to physiological parameters.

Fig. 7.9: 3G spectrum correlated to physiological parameters.
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Fig. 7.10: 4G spectrum correlated to physiological parameters.

Fig. 7.11: Wi-Fi spectrum correlated to physiological parameters.
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7.5 Discussion

Our study showed no correlation between the spectrum parameters and the neonates’ phys-

iological parameters. It should be noted however that we did not expose the neonates to any

specific RF-EMF signals, they were only exposed to the ambient RF-EMF which is relatively

weak in a hospital environment, specially a neonates intensive care unit.

This study recommends that future studies analyze the entire NICU hospital wing for

RF-EMF exposure levels, as well as compare exposure inside and outside of the incubators.

Calvente et al. proposed a method for mapping RF power levels throughout a hospital wing

to determine if the room layout affected exposure and how power levels differed in patients’

rooms compared with at nursing stations [Calvente10]. It should also be noted that because of

the vulnerability of the neonates under study, exposure levels were only monitorable outside

of their incubators. Therefore, measurements should be made to compare power levels inside

and outside of an empty incubator to determine whether any shielding effects occur from

the incubator itself.

In addition future studies are recommended to measure and analyze further physiological

statuses of neonates in the NICU. Obtaining raw electrocardiogram and respiratory cycle

signals rather than parameters already calculated at the hospital would provide more infor-

mation concerning neonates’ health status, as well as allow the use of signal processing and

feature detection methods when the physiological data are analyzed. Moreover, information

about each neonate’s individual condition would provide insights into how to more effec-

tively analyze their physiological signals in relation to spectrum fluctuations. In this case,

patient confidentiality in terms of medical information must be discussed with the hospital

and appropriate consent must be obtained.

7.6 Conclusions

Relevant studies have not been able to conclude the effects of RF-EMF exposure on neonatal

health and development. This system was designed to monitor neonates’ physiological data

as well as their exposure to different RF-EMF frequencies over an extended period. The
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system was implemented for four tests that range from 10 to 26 hours in duration and the

data were plotted for visual analysis. Statistical testing was then performed to characterize

the time-series data, determine the stationarity of the parameters. A difference tansformation

was applied to all parameters to enforce stationarity and then cross-correlation analysis was

performed. In all rounds, the analysis revealed no consistent correlation between any of the

parameters over a magnitude of a 0.2 correlation coefficient.
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Chapter 8

Conclusions and Future Directions

In chapter 3, we presented an efficient realization of a tunable RF band-pass ∆Σ ADC

with wide tuning range. Bandpass RF ADC based architectures were introduced. A tunable

band-pass ∆Σ ADCs architecture was proposed. The proposed architecture was fabricated

and the measured performance are well suited for spectrum sensing applications.

In chapter 5 the digital back end (DBE) of the proposed architecture in chapter 4 was

implemented to process the output of the AFE chip presented in chapter 3. The down-

conversion mixer and decimation filter implementation and validation were discussed. We also

showed the spectrum sensing processor implementation. Design optimizations were made.

Finally, a test scenario of spectrum monitoring was presented to validate the implementation.

Chapter 6 reports a study of the impact of the I/Q imbalance on the SDR platform

performing energy detection for a spectrum sensing application. A pipelined sensing proce-

dure was presented, with 41.4 µS sensing time for a 20 MHz band and aggregated 3.47 mS

sensing time for 2.7 GHz band. Calibrations were made to the SDR platform used in this

study to equalize the frequency-dependent AFE gain of both the transmitter and receiver

as well as to compensate the gain and phase mismatch. The same calibration methodology

was used to set the phase and gain mismatch to different specific values and evaluate the

spectrum sensing performance at each setting. The scenarios of the two energy detection

hypotheses were chosen to exploit the I/Q imbalance effect on the performance. The settings

with higher I/Q Imbalance increased mis-detections (decreased PD) because the threshold
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to detect a busy channel is selected higher in order to obtain a desired PFA. There is a noted

vulnerability to gain mismatch more than that to phase mismatch, and in cases with high

mismatch in either quantity the performance is rendered unacceptable even if the offset of

the other quantity is fully compensated.

In chapter 7 we presented a setup to monitor neonates’ physiological data as well as

their exposure to different RF–EMF frequencies over an extended period. The system was

implemented for four tests that range from 10 to 26 hours in duration and the data were

plotted for visual analysis. Statistical testing was then performed to characterize the time-

series data, determine the stationarity of the parameters. A difference tansformation was

applied to all parameters to enforce stationarity and then cross-correlation analysis was

performed. In all rounds, the analysis revealed no consistent correlation between any of the

parameters over a magnitude of a 0.2 correlation coefficient.

There are several interesting future directions to the work presented in this thesis:

- Integrating the whole spectrum sensing system, the RF front-end presented in chapter 3

and the digital backend implemented in chapter 5.

- Extending the digital backend implementation (chapter 5) to include hybrid spectrum

sensing algorithm of energy detection and cyclostationary feature detection.

- The SDR platform utilized in chapter 6 has an internal loopback mode with choice among

different nodes at the transmitter and receiver analog front-ends, this is can be used to have

different levels of circuit nonlinearity, and report hardware measurements with the impact

of nonlinearity on spectrum sensing performance.

- Recent publications, such as [Kulin18], uses deep machine learning to classify RF signals.

A comparative study can be beneficial to show the pros and cons of machine-learning-based

architectures compared to spectrum sensing based on Energy Detection.
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