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Introduction

Diabetes is a serious, debilitating and currently incurable disease with a significant
psychological burden and societal cost. Type 1 diabetes is caused by the destruction of the [3-
cells of the pancreas resulting in absolute insulin deficiency. It accounts for 5-10% of the
estimated 443 million cases of diabetes worldwide, and numbers are expected to increase to
700 million by 2045 (« IDF Atlas 9th Edition and Other Resources » s. d.). In the treatment of
diabetes mellitus, continuous glucose monitoring (CGM) systems, linked to insulin delivery,
provides a major advance (Brown et al. 2019)

CGMs measure subcutaneous glucose via electrochemical electrodes and use algorithms to
predict insulin dosing (Kovatchev 2019). Although CGMs represent a major breakthrough,
current CGMs are biased by their ability to capture only glucose, but no other nutrients such
as lipids and amino acids. In addition, there are limitations in the algorithms used, especially
in the face of unexpected events such as snacking or physical activity. For these reasons, CGMs
alone cannot sufficiently control insulin delivery, as they require patient intervention for
calibration of the CGM, fine-tuning of pump settings or carbohydrates counting and
adaptation to physical activity.

In contrast to CGMs, the pancreatic islets are the endogenous sensors that have been
optimally formed over 0.5 billion years of evolution (Falkmer 1979; Youson et Al-Mahrouki
1999). They integrate at each moment nutritional information but also the physiological
situation of the whole organism via hormonal regulations (incretins, adrenalin etc.)(Rorsman
and Huising 2018) and also peripheral nervous system. Islets possess endogenous algorithms
that encode physiologically essential kinetics such as biphasic insulin secretion for optimal
insulin delivery or glucose hysteresis protecting against hypoglycaemia (Lebreton et al. 2015;
Keenan et al. 2012), a potentially lethal risk poorly accounted for in CGM. Moreover, islet [3-
cell regulation is also influenced by the other cell types in islets, such as a, & or y (Noguchi et
Huising 2019), and thus represents a fare more complex and sophisticated nutrient sensor
than CGM:s.

Islet B-cells are excitable cells (Rorsman and Ashcroft 2018a) and their electrical behaviour
integrates signals from nutrients and different hormones. Complex sequential activations and
inactivations of ion channels on the surface of the plasma membrane leads to ionic fluxes

responsible for the electrical activity of B-cells. In collaboration with the IMS group (S Renaud,
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UMR 5218, Bordeaux) the team has developed the real-time detection, analysis and decoding
of their specific electrical signature using microelectrode arrays (MEAs) (Pirog and al. 2018;
Perrier and al. 2018). The group validated, in an Food and Drug Administrationrecognised in
silico model of diabetic patients (Dalla Man et al. 2007) , that these signals could optimally
drive an insulin pump to regulate blood glucose in 24h realistic scenarii (Olcomendy et al.

2020).

The aim of my thesis is to develop a therapeutic device, the DiaﬂSENSOR (Fig. 1: Biosensor

scheme), using the natural sensors of the human body, namely a few islets of exogenous
source, in a bioelectronic module analysing in real time their electrical signals.

To address this problematic, | worked on 3 essential points which will be developed in this
manuscript in the form of various studies:

First, the development of the most suitable biological substrate to serve as a sensor in the
device, second the development of a microfluidic and micro-osmotic system allowing the
maintenance of the biological material (a few islets) of the sensor in a small dead volume
during few days, and finally the establishment of the proof of concept of the open loop in

animals and in humans.
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Figure 1: Scheme of the |slet based biosensor. The electrochemical electrodes used in current CGMs
respond only to glucose, whereas the islets of Langerhans in a biosensor detect other nutrients in
addition to glucose and hormonal variations (e.g. incretins, adrenaline) that better reflect the
patient's actual insulin requirement. The native electrical response of B-cells (field potentials related
to ionic flows) is then detected by extracellular electrodes. Subsequently, processing algorithms are
used to control the delivery of the required amount of insulin via the insulin pump. Adapted from
Renaud et al,. 2014.
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1 Physiology and pathophysiology of glucose
regulation.

1.1 Glucose homeostasis

Macronutrient repartition for a healthy diet:

Cells need energy for function and this energy is supplied to the body through food.
Nutrients, once digested, are transported to all the cells by the bloodstream to be used either
as metabolic source of energy, or as anabolic material (for protein synthesis or membrane
renewal, for example), or are stored for later use. Each macronutrient has the capacity to
produce a certain amount of energy in the form of ATP (adenosine triphosphate) synthesis or
other high-energy storage molecules. A healthy diet is one in which macronutrients and
micronutrients are consumed in appropriate proportions to support physiological needs
without excess intake (Stipanuk et Caudill 2018).

Diets around the world have evolved over time. Two characteristics have changed
considerably: the quantities consumed and the contribution of the different macronutrients
(carbohydrates, lipids and proteins) to the total calorie intake. This has occurred in all
developed countries at different rates linked to the timing and vagaries of economic growth
(Cépeéde et Langellé 1964). The quantitative satisfaction of needs was sought first and
foremost through the consumption of the cheapest foods such as cereals and tubers, which
were gradually supplemented by more expensive foods such as fats, sugar, then meat, as the
standard of living rises. These more expensive foods replace the formers as soon as overall
satiety is reached, thus accelerating the evolution of the structure of the food ration.
Nowadays, according to current Food and Agriculture Organization (FAO) recommendations,
a balanced diet consists of: (i) 40 to 55% of calories (kcal) in the form of carbohydrates
(previously 50 to 55%); (ii) 35 to 40 % of calories (kcal) in the form of lipids (previously 30 to
35 %), i.e. fats; (iii) 10 to 20 % of calories (kcal) in the form of proteins (replaces the previous

11 to 15 %), whether animal or vegetable (Cena et Calder 2020).
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Glucose metabolism:

Carbohydrates, proteins and lipids arrive in the digestive tract and are cleaved into their
constituents, sugars, amino acids and fatty acids. Glucose as a main source of calories is a
simple carbohydrate that can be metabolized by almost all known organisms, either
anaerobically by fermentation reactions, or aerobically by involving glycolysis, the Krebs cycle
and finally oxidative respiration in the mitochondria. Some organs, such as the brain and
kidneys, use glucose (along with ketone bodies) almost exclusively as an energy source.
Therefore, the concentration of glucose in the blood must be kept constant in order to
guarantee the energy supply of all organs and thus their proper functioning (Wémeau 2014).
The catabolism of glucose is simpler and faster than that of other nutrients, so it is the basic
energy unit for most living entities (Randle 1964). Glucose passes into the circulation to the
liver cells or hepatocytes and to muscles, where it is stored. It can also be used directly by the
body's cells in need of energy (Berg et al. 2002). In fact, glucose is broken down in the cytosol
and then in the mitochondria in the presence of oxygen into CO; and H,O to generate ATP and
other energy rich molecules. If too much sugar is taken in, the liver will be saturated, forcing
the body to metabolize sugars to fat and store it in the adipose tissue and, depending on the
overload, also in most other tissues. About 20-30% of ingested glucose is metabolised in the
liver (Adeva-Andany et al. 2016). Later, when the body needs them again for energy
extraction, the liver will either release sugars from glycogen or providing glucose fromother

molecules and metabolic intermediates, a process termed neoglucogenesis.

Main glucose metabolic pathways:

All cells express specific glucose transporters on their surface for facilitated or for sodium-
linked glucose transport (Navale et Paranjape 2016). The various glucose transporters that
allow for facilitated diffusion constitute the GLUT (glucose transporter) family. Their common
structure is characterised by the presence of 12 transmembrane segments of a single
polypeptide chain of about 500 residues. Depending on the function of each cell, each type of
transporter has varying affinities for glucose and the expression of these isoforms has a certain
tissue specificity. There are ubiquitous isoforms (GLUT 1 and 3), i.e. present in all tissues, and

specific isoforms (GLUT 2 and 4): GLUT1 and GLUT3, with low affinity for glucose (Km =1 mM),
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on the surface of neurons and red blood cells, which consistently take up glucose throughout
the fasting and postprandial blood glucose range. In mice, the B-cell expresses the glucose
transporter Glut2, which has a low affinity for glucose but a high transport capacity (Thorens
et al. 2015) allowing a rapid balance of glucose between the intra- and extracellular
environment. The human B-cell, on the other hand, mainly expresses the glucose transporters
GLUT1 and GLUT3 (Berger et Zdzieblo 2020). They possess a higher affinity for glucose
compared to Glut2 (McCulloch et al. 2011) which may partly explain why insulin secretion is
triggered at lower glucose concentrations in humans (3 mM) than in mice (6 mM) (Rodriguez-
Diaz et al. 2018). Whether in human or rodent B-cells, glucose uptake is not a limiting step for
glucose metabolism (Lenzen 2014). Finally, GLUT4, with a low Kn, for glucose (5 mM), is subject
to regulation by insulin and is therefore found in so-called insulin-sensitive cells such as

skeletal muscle and adipose tissue (Thorens et Mueckler 2010).

Carbohydrate catabolism represents the breakdown of glucose molecules to form energy-rich

molecules. Glycolysis is Glucose (3.5-10 mM)
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of glyceraldehyde and finally synthesis of pyruvate and formation of energy-rich molecules

providing finally 6 molecules of ATP/molecule of glucose

Subsequent metabolism of pyruvate in the mitochondria will result in approximately 36 mols

of ATP/mol of glucose.

Specificity of glucose metabolism in B cells of pancreatic islets:

Glucose metabolism in the B-cell is particular and different from other cells, giving it unique
properties as a direct sensor of glucose levels and the ability to adjust blood glucose levels
through its insulin secretion (Nolan et Prentki 2008). Pancreatic B-cells have to respond to
rising blood glucose concentration by increasing oxidative metabolism, leading to an increased
ATP/ADP ratio in the cytosol with a subsequent action on ATP-sensitive potassium channels,
membrane depolarisation, opening of voltage sensitive calcium channels and secretion of
insulin. The mechanisms of glucose sensing in the pancreatic B-cell is the result of the coupling
of cytoplasmic and mitochondrial processes (Fridlyand et Philipson 2011). One may say that
such a sensor has to count each carbon to exactly sense the fuel level. 3-cells are endowed
with unique metabolic properties that adapt to ambient glucose levels and thus control insulin
secretion (Ainscow et Brand 1999) as we will detailed below.

Subsequent to glucose entry into the B-cell via GLUT transporters, glucose is phosphorylated
by a hexokinase isoenzyme, glucokinase, which is also present in liver cells. Unlike hexokinase,
glucokinase is not inhibited by the product of its reaction, glucose-6-phosphate (G6P), and its
affinity for glucose is high (Km = 4 to 8 mM, compared with a Km of 1 mM for hexokinase). It
can therefore metabolise glucose under all circumstances in direct relation to the ambient
glucose level and accurately determine the appropriate insulin secretion. GLUT and
glucokinase together contribute to glucose metabolism in the B-cell in a manner that is directly
dependent on increasing glucose concentration (Matschinsky et Wilson 2019).

Biochemical mechanisms couple an intracellular glucose concentration increase to insulin
secretion in pancreatic B-cells. Increased glucose levels lead to an increase in the glycolytic
flux and an acceleration of mitochondrial NADH production. Oxidation of NADH increases

mitochondrial membrane potential and ATP synthesis, decreasing ADP concentration. The
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ensuing increase in cytoplasmic ATP/ADP ratio causes closure of ATP-sensitive K* (Karp)
channels resulting in depolarization of the B-cell plasma membrane. This increase in B-cell
membrane potential opens voltage-dependent Ca?* channels (VDCCs) and allows Ca?* influx,
raising the intracellular free calcium concentration, a key signal in the initiation of insulin
secretion along with release of Ca?* from intracellular stores (Brissova et Powers 2008). In the
B-cell, little glucose is metabolised to lactate as lactate dehydrogenase and the lactate
monocarboxylate transporter (carrying lactate produced in muscle fibres during exercise) are
very poorly expressed (Sekine et al. 1994). This absence is necessary to prevent insulin
secretion during exercise: indeed, expression of the lactate monocarboxylate transporter in

human B-cells will lead to hypoglycaemia during exercise (Ishihara et al. 1999) .

In conclusion, at the level of the B-cell, the complete oxidation of glucose by glycolysis and by
the Krebs cycle to produce ATP allows for the transmission of accurate information about the
body’s need for insulin. This ensures that the rate of insulin secretion corresponds to the level
of ambient glucose levels (Berger et Zdzieblo 2020). Although we have discussed here solely
sugar metabolism, the same applies for lipids as well as amino acids. The latter may lead to
depolarisation through metabolism and corresponding changes in ATP/ADP ratios or via
changes in ion concentrations through sodium cotransport. Note that in the course of the
metabolism secretion coupling factors other than ATP may play a role, such as glutamate,
malonate and others but in general their role is less well understood (Seino et al. 2017).
Moreover, increased ATP/ADP ratios are not only necessary for the closure of Karp channels,
but also for several energy consuming steps during secretion (exocytosis) itself (Hastoy et al.

2017).

Glucose storage:

Glucose itself is not a form of energy reserve, but it can be stored in a highly branched
structure as glycogen, an osmotically far more economic form, mainly in liver, and muscles
but also islets. Glucose from these stores is used for systemic purposes (from the liver) or
locally (muscle) in the post-absorptive phase or at the beginning of fasting. In islets, glycogen
is primarily localized in granulated B cells; degranulated B cells also contain glycogen, though

in smaller amounts (Graf et Klessen 1981). In the liver, glucose is taken up via GLUT2 and
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phosphorylated to glucose-6-phosphate (G6P) by a glucokinase, before being used for
glycogen synthesis by isomerisation under the action of a glycogen synthase. The stimulation
of glycogen synthase by insulin and other polypeptide growth factors results in the
dephosphorylation and activation of glycogen synthase (Chan et al. 1987; Yamamoto-Honda
et al. 1995) followed by glycogen synthesis, which occurs in the postprandial phase (Corssmit
and al.2001) .

Hypoglycaemia initiates hepatic glycogenolysis. After a cascade of debranching enzymatic
reactions (glycogen phosphorylase and phosphoglucomutase), the hydrolysis of G6P produces
“free” glucose which passes into the extracellular space via GLUT2 to maintain glucose
homeostasis. Glycogenesis and glycogenolysis are tightly regulated by allosteric control and
covalent modifications. The latter are under hormonal control: insulin stimulates
glycogenosynthesis, glucagon and adrenaline stimulate glycogenolysis (Petersen et al. 1996).
Lipogenesis from glucose is another storage modeBut hepatic lipogenesis occurs mainly in the
case of a high carbohydrate diet and/or hyperinsulinism (Sanders et Griffin 2016) . It results
from the oxidative decarboxylation of pyruvate which produces, like certain amino acids and
fatty acids subject to beta-oxidation, acetyl-CoA which is a substrate for the synthesis of

palmitic acid and other fatty acids.

Glycemia, uses and distribution of glucose by the body:

The supply of glucose to the cells is directly dependent on its circulating concentration as we
have seen above. Regardless of nutritional status, the level of glucose in the bloodstream,
known as glycaemia, is maintained within narrow limits of 4 to 6 mmol/L or 72 to 108 mg/dL
in human in the fasting state (Mathew et Tadi 2021). This narrow concentration range defines
a very important concept, called normoglycemia, and is the result of the balance between
energy expenditure and intake. This also implies that a human being has only about3to 5 g
of glucose in the bloodstream at any given moment, which corresponds just to about a third
or the half of a French horn. As already basal activity requires glucose, and even more physical
activity, a considerable flux of glucose is required to maintain and replenish these narrow

levels.
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In fasting situation, below 4 mmol/L a human being is in hypoglycaemia, above 6 mmol/L in
hyperglycaemia. Hypoglycaemia presents an immediate and potentially lethal danger for the
subject (Bastos 1989). Hyperglycaemia, on the other hand, will present a danger if it is chronic,
as in the case of diabetes. Indeed, prolonged hyperglycaemia favours glycation of proteins,
lipids and nucleic acids, i.e. non-enzymatic glycosylations via the ketose forms of glucose
(Sebekova et Somoza 2007). Moreover, increased glucose levels lead to a change in gene
expression in glucose-sensitive tissues (Ottosson-Laakso et al. 2017). In a future chapter we
will discuss the consequences of chronic hyperglycaemia in type 1 diabetes.

The glucose requirement and availability are not constant as every day we have to deal with
various physiological states, linked to our level of physical activity, our stress situation and
even simply to the time of day. In fact, we alternate between periods of fasting and periods
of eating (Berg et al. 2002). To respond to the different situations, a quartet of four hormones
will come into play. Two of these hormones are synthetized in the islets of Langerhans. These
are insulin, the body’s only hypoglycaemic hormone, secreted by the -cells, and glucagon, an
antagonistic hyperglycaemic hormone secreted by the a-cells. Two other hyperglycaemic
hormones also have a key role in maintaining glucose homeostasis, that is cortisol and
adrenaline. Glucocorticoids preserve plasma glucose during stress by generally counteracting
insulin action (Kuo et al. 2015) and adrenalin plays a major role in the counterregulatory
response to hypoglycaemia, often blunted in TIDM (Verberne et al. 2016). We can examine
different cases encountered in the course of a day or a lifetime to illustrate the functioning of

the different actors involved in maintaining normoglycemia.

Postprandial period:

During the postprandial period, which is characterised by the arrival of considerable amounts
of nutrients in the blood stream, insulin rises. Glucagon also increases shortly, probably linked
to the handling of amino acids, before decreasing. The increase in insulin and decrease in
glucagon allows nutrients to be stored in the form of glycogen and triglycerides. Overall, about
50% of ingested glucose is stored, which limits postprandial hyperglycaemia. The combination
of inhibition of endogenous glucose production and stimulation of plasma glucose entry,

utilisation and storage limits excursions in blood glucose levels (Wémeau 2014).

24



Interprandial or post-absorptive period:

This period starts as soon as the digestion of dinner is completed in the late evening. It is
characterised by a decrease in the insulin/glucagon ratio where increased glucagon secretion
will allow us to cope with the decrease in glucose levels (Berg et al. 2002). Glucagon signals
the fasting state. Its main target is the liver, to trigger glycogenolysis and de novo glucose
synthesis to maintain blood glucose levels. Glycogen synthesis and glycolysis are inhibited, as
well as fatty acid synthesis. The liver can also use fatty acids from adipose tissue for its own
metabolism if it needs an energy source, as can the muscle. Glucose released by the liver from
glycogen will be able to reach the muscle and fat tissues, in order to respond to the decrease
in insulin levels, even if they are not very energy consuming at this time. Towards the end of
the night, still in order to maintain normoglycemia, the fatty acids previously stored will be
used as energy donors and cortisol will be secreted to stimulate neoglucogenesis. Proteins, at
least a fraction of them, will release glucogenic amino acids in order to have a possibility of

glucose formation by pyruvate or oxaloacetate (Roder et al. 2016).
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Physiological fasting at night:

During night-time fasting, glucose homeostasis is ensured by hepatic glucose production

through glycogen breakdown and, to a lesser degree, by gluconeogenesis. The glucose

produced is used primarily by the glucose dependant organs (brain) (Maughan, Fallah, et Coyle

2010). Peripheral glucose utilisation is reduced in proportion to the decrease in insulin which

reduces the synthesis
and translocation of
GLUT4, the only
hormone-regulated
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expressed in muscle
and adipocytes. This
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capacity for glucose
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Figure 3: Maintenance of glucose levels by insulin and glucagon in
different physiological states. Adapted from (Réder et al. 2016).

results in a decrease of insulin sensitivity of target tissues and therefore a reduction in glucose

storage (Boujard, Anselme, et Cullin 2015). As fasting continues, gluconeogenesis intensifies

to compensate for the loss of glycogen reserves. Ketogenesis from Acetyl-CoA, due to the

decrease in the insulin/glucagon ratio, provides a substitute for glucose. The substrates of

gluconeogenesis come from lipolysis (glycerol),

lactates and muscular amino acids. The

substrates of ketogenesis are above all beta-oxidised fatty acids from lipolysis (Berg et al.

2002).
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1.2 Organs involved in glucose homeostasis

As glucose homeostasis is a balance between glucose intake and expenditure in the body, all
organs are to some extent involved in its regulation due to their own energy consumption. For
example, central nervous system and skeletal muscles are the biggest consumers of glucose.
However, certain organs play a more important role in maintaining homeostasis by playing a

very specific regulatory role.

The pancreas:

The pancreas has two distinct parts: the exocrine pancreas which intervenes in the digestion
process by releasing pancreatic juices into the duodenum, and the endocrine pancreas which
produces and secretes two essential hormones directly involved in glycaemia control.

Insulin is the only hypoglycaemic hormone in the body. It is synthesised, stored and then
secreted by the B cells of the pancreatic islets when blood sugar levels rise (Magnan et Ktorza
2005). Released into the bloodstream, insulin acts at its targets to lower blood sugar levels:
overall, it inhibits glucose production (whether glycogenolysis or neoglucogenesis) in the liver,
muscles and kidneys, and stimulates glucose uptake in muscles and adipose tissue, as well as
glycolysis and glycogen synthesis. In addition, it has an anabolic effect by increasing the uptake
of amino acids in the muscles and liver, as well as an antilipolytic action (inhibition of the
lipases responsible for lipolysis) on adipocytes, where it promotes the formation of glycerol-
phosphate (Cheatham et Kahn 1995) . At the central level, insulin acts at the hypothalamic
level by modulating dietary behaviour: it inhibits food intake by suppressing the expression of
neuropeptide Y (NPY), an orexigenic neuropeptide. Its action at the hypothalamic level also
interferes with the counter-regulation of hypoglycaemia and indirectly regulates the
endogenous production of glucose by the liver(Obici et Martins 2010). Thus, by promoting the
consumption and storage of glucose and inhibiting endogenous glucose production, insulin
fulfils its hypoglycaemic function. We will see in a next chapter, the details of the functioning

of the pancreas.
The liver:

Is one of the main sources of glucose in the body outside of food intake. Indeed, when

nutrients are supplied through food, the liver stores glucose in a polymerised form, glycogen,
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and supplies other organs with glucose between food intakes. In the postprandial state, which
is the period necessary for the total assimilation of nutrients from a meal (lasting about 5 to 6
hours), the glucose in the bloodstream no longer comes from liver production but from
intestinal absorption of nutrients. In this case, the liver stops producing glucose and becomes
a consumer of glucose (~45% of circulating glucose) by producing glycogen (Shrayyef et Gerich
2010). Because of its function of endogenous glucose production, the liver is one of the main
targets of the mechanisms that regulate blood glucose levels, notably insulin and glucagon.
This change pre/post is induced by insulin; insulin resistance (T2D), high glucose output from

liver even at postprandial state

When glucose levels are high, glucose utilization by the liver increases, stimulated by insulin,
and glucose serves as a substrate for glycogenogenesis (Polakof, Mommsen, et Soengas 2011).
As the blood glucose level in the postabsorptive state is about 5 mM(i.e. once the nutrients in
a meal have been fully absorbed by the body; usually measured after a 12-hour fast, such as
in the morning upon waking) , 50% of the glucose entering the circulation comes from

glycogenolysis by the liver.

The kidneys:

Are endogenous producers of glucose. Although it has low glycogen reserves, it is not able to
produce glucose by glycogenolysis due to the absence of glucose-6-phosphatase in glycogen-
containing kidney cells. The kidney’s production of glucose therefore stems entirely from
neoglucogenesis (Gerich et al. 2001). During the postabsorptive phase, renal glucose
production corresponds to a quarter of the hepatic glucose release, however renal
involvement increases as fasting is prolonged. During the postprandial phase, the kidney also
uses glucose (~10% of circulating glucose) as energy. The renal system acts as a filter, and its
multiple transporters often require large amounts of ATP. Finally, in addition of its glucose
production by neoglucogenesis and of its own use of glucose, the kidney may also influence

glucose homeostasis by reabsorbing glucose (Gerich 2013).
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The nervous system:

Is one of the organs with the highest energy requirements, especially glucose. The brain lacks
fuel stores and hence requires a continuous supply of glucose. It consumes about 120 g daily,
which corresponds to an energy input of about 420 kcal (1760 kJ), accounting for some 60%
of the utilization of glucose by the whole body in the resting state (Mergenthaler et al. 2013).
Much of the energy, estimates suggest from 60% to 70%, is used to power transport
mechanisms that maintain the Na*-K* membrane potential gradients required for the
transmission of the nerve impulses. The brain must also synthesize neurotransmitters and
their receptors to propagate nerve impulses. Overall, glucose metabolism remains unchanged
during mental activity, although local increases are detected when a subject performs certain
tasks (Berg et al. 2002).

Glucose is transported into brain cells by the glucose transporter GLUT3. This transporter has
a low value of K for glucose (1.6 mM), which means that it is saturated under most conditions.
Thus, the brain is usually provided with a constant supply of glucose (Jurcovicova 2014). Fatty
acids do not serve as fuel for the brain, because they are bound to albumin in plasma and thus
do not traverse the blood-brain barrier. During starvation, ketone bodies generated by the
liver partly replace glucose as fuel for the brain (Berg et al. 2002).

The nervous system therefore influences blood sugar levels through its use of glucose but also
through regulatory mechanisms operating at various levels. The central autonomic nervous
system acts directly on the hormonal secretion of the pancreas through sympathetic and
parasympathetic nerve projections (Yoshimatsu et al. 1984). In rats, lesions of the
ventromedial nucleus of the hypothalamus, involved in food intake, have been shown to
induce hypersecretion of insulin at elevated glucose and increased glucagon levels upon
stimulation with the amino acid arginine (Rohner-Jeanrenaud et Jeanrenaud 1980). In
addition, the presence of glucose-sensitive neurons in the central nervous system will produce
rapid and adaptive responses from effector organs involved in glucose homeostasis (Levin et
al. 2011). Insulin can also act directly on its receptors which are expressed in the central
nervous system, including the brain, hypothalamus, cerebral cortex and cerebellum (Hopkins
et Williams 1997). As a result, insulin can regulate food intake and appetite by decreasing the
expression of neuropeptide Y (NPY which is orexigenic, or by increasing the expression of pro-

opiomelanocortin (POMC) which is anorexigenic (Schwartz et al. 2000).
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Skeletal muscles:

The major fuels for muscle are glucose, fatty acids, and ketone bodies. Muscle differs from the
brain in having a large store of glycogen (1200 kcal, or 5000 kJ). In fact, about three-fourths of
all the glycogen in the body is stored in muscle (Berg et al. 2002) . However, unlike the liver,
muscles are not able to release glucose into the circulation. Their glycogen reserve is therefore
used by the muscles themselves as a source of energy to perform their locomotor function.
This glycogen is readily converted into glucose 6-phosphate for use within muscle cells.
Muscle, like the brain, lacks glucose 6-phosphatase, and so is therefor unable to export
glucose. As a consequence, muscle retains glucose, its preferred fuel for bursts of activity. In
actively contracting skeletal muscle, the rate of glycolysis far exceeds that of the citric acid
cycle, and much of the pyruvate formed is reduced to lactate, some of which flows to the liver,
where it is converted into glucose (Severinsen et Pedersen 2020).

In addition, myocytes also secrete cytokines called myokines that regulate carbohydrate and
fat metabolism (Severinsen et Pedersen 2020). One of the best known in this regulation is
interleukin-6 (IL-6): it increases glucose uptake via the glucose transporter GLUT4 (Zisman et
al. 2000) and promotes lipid oxidation (Carey et al. 2006). It thus acts on postprandial blood
glucose by delaying gastric emptying ( Lehrskov et al. 2018). IL-6 also finely controls the
endocrine function of the pancreas by stimulating the proliferation of a-cells, secretors of
glucagon and the expression of pro-glucagon messenger ribonucleic acid (mRNA) (Carey et al.
2006).

On the other hand, the ability of muscle tissue to rapidly increase its glucose utilisation makes
it an important player in the regulation of blood sugar levels, especially just after a meal. This
organ is in fact a major user of glucose in the postprandial period (~30% of circulating glucose)
just second to the liver (Yang 2014) . The glucose captured by the muscles is then either used
immediately or used as a substrate for glycogenogenesis to maintain its energy reserves.
Finally, skeletal muscle plays an additional role in the regulation of blood glucose levels by
releasing amino acids into the bloodstream which will be used by the liver for gluconeogenesis

(Spargo, Pratt, et Daniel 1979).

White adipose tissue:
This tissues plays a role in stockage and after a meal, the adipose tissue harvests 10-15% of

the glucose ingested, which further metabolized to triglycerides (Rosen et Spiegelman 2006).
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When energy consumption exceeds energy expenditure, the unspent lipids are stored as
triacylglycerol in the adipose tissue cells, the adipocytes. The latter secrete fatty acids
(produced by the breakdown of triacylglycerols) into the circulation when glucose availability
is limited, so that other organs can use them as an energy source (Berg et al. 2002). In
situations when, hepatic gluconeogenesis is necessary (depletion of glycogen stores), the
adipose tissue releases free fatty acids and glycerol into the bloodstream which will be used
by the liver as a substrate for glucose production. In addition, white adipose tissue plays an
important endocrine role, secretes proteins, more particularly cytokines (cell signalling
proteins) called adipokines. The first adipokine discovered in 1994 was leptin, which is the
most studied adipokine and the one that has a considerable role in fat regulation (Friedman,
2002); it inhibits hunger at the central level and stimulates energy expenditure. Leptin acts
directly on insulin secretion by inhibiting it (Kieffer et Habener 2000). It also exerts its anti-
hyperglycaemic action in the muscles and liver where it increases insulin sensitivity (Kamohara

et al. 1997).
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adipose tissue and skeletal muscle via a network involving hormones and neurotransmitters.
BNDF, brain-derived neurotrophic factor; CCK, cholecystokinin; GIP, glucose-dependent

31



insulinotropic peptide; GLP-1, glucagon-like peptide 1; GRP, gastrin-releasing peptide; IL-6,
Interleukin 6; MCH, melanin concentrating hormone; NPY, neuropeptide Y; PACAP, pituitary
adenylate cyclase-activating polypeptide; POMC, pro-opiomelanocortin; VIP, vasoactive
intestinal peptide. Adapted from (Réder et al. 2016)

1.3 Regulation of glucose maintenance: Sensors and Actuators.

The maintenance of blood glucose within a defined narrow range, during periods of intake
and of consumption, requires a precise and reliable control mechanism. Such a mechanism
requires first precise detection of the entity to be regulated by a sensor, second regulators,

also called actuators, of glucose levels and finally feed-back loops to keep the system constant.

The different glucose sensors of the body

A sensor is commonly defined as a device that detects and responds to some type of input
from the physical environment. In our body, we have different biosensors that are able to
detect changes in nutrients, be it glucose, amino acids (Thorens et Mueckler 2010) or lipids in
the form of free fatty acids (Moullé et al. 2014) , and whose response is a function of the levels
of the detected nutrients. This response or actuators therefore constitutes a signal that is
transmitted, via hormonal, neuronal or intercellular signals to the effector organs so that they
adapt their use or production of glucose and fatty acids to the ambient blood levels of glucose
and lipids, thus contributing to the proper maintenance of energy homeostasis. Both types of
sensors (glucose, fatty acid or also amino acids) are involved in the regulation of blood glucose
levels, given the influence that these nutrients have on each other in their metabolism and
the interconnections of biochemical pathways. Here we will only deal with glucose sensors,
although some of them may be modulated by fatty acids and amino acids.

The body’s most important glucose detectors are contained in the islets of Langerhans, and
are none other than the cells B and the a cells, which directly influence blood glucose levels
through the hormones they secrete, while being regulated by blood glucose levels (their
secretory activity being a function of extracellular glucose concentrations). Like neurons, these
cells are said to be excitable because they generate electrical activity. While B cells are
activated by increases in glucose concentrations, a cells are sensitive to glucose variations at

low concentrations (Thorens 2008). We will discuss in details in a next chapter the architecture
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and the functioning of this specific glucose detector which has the principal role in our
biosensor.

However, glucose levels are also measured at various strategic points in the body by the bias
of gluco-sensitive neurons, i.e. whose electrical activity is modified when blood sugar levels
vary. In the periphery, these neurons are found in the autonomic nervous system, in the
digestive tract. They intervene in the regulation of food intake by influencing intestinal
motility, digestion speed and gastric emptying (Browning 2013; Mithieux et Gautier-Stein
2014) .

In the central nervous system, glucose-sensitive neurons become more sensitive to glucose
and are found in several cerebral areas mostlyin the hypothalamic area. The best-known
circuits are those involved in the regulation of energy homeostasis. These neurons are divided
into two categories: glucose-excited (GE) neurons, just like pancreatic B cells, are activated
when blood glucose levels rise, during which their discharge frequency increases, whereas
glucose-inhibited (Gl) neurons, on the other hand, will be more active if the blood sugar level
drops, as it does for pancreatic a cells. These neurons are particularly present in the
hypothalamus (Oomura et al. 1975; Routh et al. 2014) which integrates nervous, metabolic
and hormonal information from the periphery to regulate eating behaviour and energy
expenditure according to changes in homeostasis. Sensors located at the central level, notably
the Gl, are also involved in the counter-regulation of hypoglycaemia (Levin et al. 2011) . Finally,

the carotid body contains sensors to signal hypoglycaemia (Prabhakhar et Joyner 2015).

At the level of the digestive tract and the portal vein, the first blood passage of digested
nutrients, several sensors are positioned at these early points of nutrient income. The hepatic
portal vein constitutes a key site in the detection of glucose being since it collects the blood
flow from the entire digestive tract and thus the nutrients from food. The hepato-portal
glucose detector is used to control the intake of glucose (Thorens 2004). When the blood sugar
levels increase in the portal vein, this sensor reduces the electrical tone of the nerve afferents
passing through the vagus nerve and the spinal cord projecting on the nerve centres (Niijima,
Torii, et Uneyama 2005). Within the GIT, enteric neurons are capable to sense glucose levels
and provide afferent signals (Raybould 2007) . Two other kind of sensors, L cells and K cells,
dispersed throughout the GIT, are able to detect glucose during nutrient passage and provide

corresponding hormones to tune the islet system(Ezcurra et al. 2013).
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The carotid body is looked at as a multipurpose sensor for blood gases, blood pH, and several
hormones. The matter of glucose sensing by the carotid body has been debated for several
years in the literature, and these days there is a consensus that carotid body activity is
modified by metabolic factors that contribute to glucose homeostasis (Conde, Sacramento, et

Guarino 2018).

Interestingly these anatomically very different sensors, from islets to liver, GIT, carotid and
brain, are using a certain set of common molecular tools that have initially been described for
B-cells. Indeed, these cellular glucose sensors express and use typically the glucose
transporter GLUT2 (in rodents), glucokinase, and an ATP-sensitive potassium channel (Katp)
that allows the triggering of electrical activity when glucose is metabolised by the cell (Schuit
et al. 2001; Thorens et al. 2015; Liu, Seino, et Kirchgessner 1999).

These multiple sensors and their interactions via hormones and nerves led to the concepts of
gut-brain axes, brain-liver axis etc (Thorens et al. 2015),that provide pathways for the

coordinated read-out of changes in nutrient status within an organism.

Actuators of glucose maintenance: Insulin and glucagon:

The “balance” between insulin and glucagon secreted by the endocrine pancreas is essential
to blood sugar regulation by acting on the different organs presented above. Insulin is
secreted by the B-cells of the islets in response to an increase in blood glucose, in combination
with other nutrients. Its main targets are the liver, adipose tissue and muscle as well as the
islets themselves (Petersen et Shulman 2018). Thus, insulin increases glucose uptake by these
insulin-sensitive cells. As detailed above, some of the glucose is used as an energy source,
while the rest enters the anabolic pathways leading to the conversion of glucose to glycogen
and fat. Insulin also inhibits glucose production (glycogenolysis and gluconeogenesis) in the
liver, muscle, kidney and intestine (Pocock et Richards 2006). Finally, insulin stimulates
lipogenesis by increasing the synthesis of fatty acids from glucose and thus increases
triglyceride synthesis and very low-density lipoprotein production in the liver (Pocock et al.,

2019). In contrast, although there are several hyperglycaemic hormones, the most potent is
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glucagon, and many of its actions are directly opposed to insulin (Scott et Bloom 2018).
Glucagon is secreted by a-cells following a decrease in blood glucose. The main target of
glucagon is the liver, where it increases hepatic glucose production via the stimulation of
glycogenolysis and gluconeogenesis. Glucagon also has a significant lipolytic effect by

mobilising fatty acids and glycerol from adipose tissue (Pocock et al., 2019).

1.4 The different phases of food intake:

The simple view or even thought of a meal already prepares the body for digestion (Power et
Schulkin 2011) . During food intake, three phases are involved in regulating blood glucose
levels. The cephalic phase involves the central and peripheral nervous system and begins
before the nutrients are ingested to prepare the body. The gut phase is the release of incretin
hormones (GLP-1 and GIP), stimulated by the passage of nutrients through the gut. These
hormones prepare the B-cells for the arrival of glucose and then potentiate insulin secretion.
Finally, the islet phase corresponds to the arrival and action of glucose on the islets (Rorsman

et Ashcroft 2018a) .

Cephalic phase

In the cephalic phase , the anticipation of food prepares the body for digestion, absorption
and use of nutrients in food (Power et Schulkin 2011). The sensory aspect of food, such as
sight and smell, influences eating behaviour. For example, the smell of a favourite dish can set
the stage for overeating. The sensation of food in the mouth or thoughts related to food send
signals to the spinal cord via the vagus nerve to stimulate the release of gastric chemicals,
pepsin and hydrochloric acid, which play a role in the breakdown of food (Wiedemann et al.
2020). The parasympathetic nervous system thus releases an excitatory neurotransmitter
within the islets, acetylcholine (ACh). It has also multiple and complex effects on B-cells that
are mainly mediated through the activation of M3 muscarinic receptors(Molina et al. 2014) .
At a cellular level such a signal promotes translocation of secretory granules to the plasma
membrane in B-cells and thus enhances their readiness for release (Niwa et al. 1998). Non-
cholinergic mechanisms also participate in the cephalic phase. For example, parasympathetic
nerves contain several neuropeptides in addition to ACh: VIP (Vasoactive intestinal peptide),

PACAP (Pituitary adenylate cyclase-activating polypeptide) and GRP (Gastrin releasing
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peptide). These neuropeptides are released after activation of the vagal nerve of the pancreas
and stimulate insulin secretion (Ahrén 2000). This phase therefore prepares the B-cell and the
body to take handle glucose. It is crucial for the regulation of postprandial blood glucose. Due
to readily cephalic phase a high concentration of insulin is released during food intake and its
digestion, thus allowing a better uptake of absorbed glucose (Teff 2011). In mice, the nerve
terminations extend into the islets to be in direct contact with the endocrine cells (Lundquist
et Ericson 1978). In contrast, human islets are less innervated. Indeed, the nerve endings are
rather in contact with the smooth muscles of the blood vessels than with the endocrine cells
(Rodriguez-Diaz, Abdulreda, et al. 2011). Thus, the nervous regulation of human islets seems

to be mainly indirect via the control of blood flow.

Gastro-enteric phase

Its food arrives in in the stomach , the vago-vagal reflex communicates that nutrientsare
present (Faris et al. 2008) Based on the feedback, the required levels of digestive chemicals
are released. After the gastric phase, the "enteric phase", or "intestinal phase", comes into
play. Indeed, oral administration of glucose leads to a greater stimulation of insulin secretion
than intravenous or intraperitoneal administration, despite similar plasma glucose levels
(Elrick et al. 1964). This phenomenon is called the "incretin effect". It is caused by a release of
incretin hormones, stimulated by the passage of the food bolus through the gut which
potentiates insulin secretion by B-cells in response to glucose. Two peptides synthesised and
released by the entero-endocrine cells of the gut have been identified as incretin hormones.
The first is glucose-dependent insulinotropic polypeptide (GIP), which is released from K-cells
located in the duodenum and upper jejunum (Buchan et al. 1978) . The second is glucagon-
like peptide-1 (GLP-1), and its secretion by L-cells, located mainly in the ileum and colon, is
stimulated by GIP released from more proximal K-cells (Baggio et Drucker 2007; Holst 2006;
Meier et Nauck 2005).This "incretin effect" accounts for about 65% of the total insulin

secretory response (Nauck et al. 1986) .

Islet phase

As glucose reaches the B-cells, the islet phase begins. Islet insulin secretion has two

characteristic phases, a peak phase and a plateau phase with oscillations, as will be detailed
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in a next chapter. Together, the cephalic, gastro-enteric and islets phases ensure the

maintenance of normoglycaemia before, during and after meals in the healthy subject and

any disruption of this system results in major metabolic disorders.
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Figure 5: Successive phases of blood sugar regulation during food intake. (A) During food
intake, three phases are involved in regulating blood glucose levels. The cephalic phase
involves the nervous system and begins before the nutrients are ingested to prepare the
body. The gut phase is the release of incretin hormones (GLP-1 and GIP), stimulated by the
passage of nutrients through the gut. These hormones prepare the B-cells for the arrival of
glucose and then potentiate insulin secretion. Finally, the islet phase corresponds to the
arrival and action of glucose on the islets (A panel: Jaffredo 2021 thesis). (B) Diagram of the
innervation of the islets and the three branches of the autonomic nervous system, namely
the sympathetic nerves (red, Noradrenaline), the parasympathetic nerves (blue,
Acetylcholine) and the sensory nerves (black). The different nuclei of the hypothalamus are
indicated (VLH, VMH, PVN, DMN, NTS). From Ahrén (2012). (C) Cephalic phase demonstrated
in conscious sheep. Portal venous insulin concentration is measured after showing food (at
70 min) and after ingestion (at 100 min). Adapted from Matthew & Clarke (1987)
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2. The islet of Langerhans, the main glucose sensor.

The pancreas plays a key role in the regulation of digestion and carbohydrate homeostasis

through the release of digestive enzymes and pancreatic hormones. Due to its retroperitoneal

Pancreatic duct

\)—Tail of

pancreas

location, the pancreas has been a Common bile duct

little-known organ for long time

and it

is divided into 3 parts: the head,
Lobules

the body and the tail. This organ

consists of acinar (or exocrine) T

digestive enzymes.

cells that secrete pancreatic juice Head of pancreas

containing digestive enzymes
(e.g. amylase, pancreatic lipase,

. . . Pancreatic islet
trypsinogen) into the bile duct. | cels secrete

These enzymes then flow into the hormones.
duodenum and small intestine to
break down fats, proteins and
carbohydrates (Chruscik et al.

2021). Pancreatic islet hormones, | Pancreatic duct

on the other hand, are released Exocrine cells secrete parlwreatic juice.
Figure 6: Exocrine and endocrine pancreas. The
pancreas has a head, a body, and a tail. It delivers
bloodstream, to regulate blood | pancreatic secretion to the duodenum through the
pancreatic duct. Adapted from (Chruscik et al. 2021)

endocrine, i.e. directly into the

sugar (Roder et al. 2016) . It is on

this last point that we will focus.

2.1: The endocrine pancreas.

In contrast to the massive exocrine portion of the pancreas, the endocrine portion represents
only 1-4% of the total mass of the organ. Despite this minority, islet cells mediate

indispensable functions in glucose homeostasis. The pancreatic islets of Langerhans,
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discovered in 1869 by Paul Langerhans (Langerhans 1869), are microorganisms embedded in
the exocrine parenchyma of the pancreas. They are dispersed throughout the organ, with a
higher density in the tail region. Using optical methods, it was shown that the pancreas of an
8-week-old mouse contained about 1,100 pancreatic islets and that a mouse islet was
composed of an average of 80 cells, with an average diameter of 60 um. A human pancreas,
on the other hand, contains about 1 million islets, with a diameter of 130 um corresponding
to about 200 B cells per islet on average (Rorsman et Ashcroft 2018a). A pancreatic islet is
composed of several endocrine cell types and their relative contribution varies among species
(Barbieux et al. 2016) and location of islets, within the pancreas. Thus, even within a given
species such as man, there is hardly a “standard islet” (Dybala et Hara 2019) although some
conserved principles emerge (Hoang et al. 2014). The predominant islet cell types are insulin-
secreting B-cells (~50% in humans, ~75% in mice), glucagon-releasing a-cells (35-40% in
humans, 15-20% in mice) and somatostatin-secreting 6-cells, an inhibitor of glucagon and
insulin secretion (10% in humans, ~5% in mice) (Rorsman et Huising 2018). There are also two
rarer cell types: the PP-releasing y-cells and the ghrelin-secreting €-cells (Aamodt et Powers
2017). One of the major differences between rodent and human islets is therefore the ratio
of B to a cells. Interspecies differences also exist in the arrangements of the different cell types
in relation to each other. This optimal arrangement is driven by the need for interaction
between cell types and would allow human B-cells to respond more to low glucose levels
compared to mouse B-cells (Klemen et al. 2017; Cabrera et al. 2006). The unique position of
B-cells among the different cell types is underscored by the fact, that all other cell types are

also found in the gastrointestinal tract or hypothalamus, whereas the B-cells is unique to islets.
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Figure 7: Architecture of human and murine islets. Immunohistochemical labelling of a
mouse (A) and human (B) islet (red: insulin, green: glucagon, blue: somatostatin). Scale
bars: 20 um. Schemes of a mouse islet (C) and a human islet (D) highlighting the differences
in vascularisation, innervation and cell distribution. The a (green), B (red) and 6 (blue) cells
are indicated. Electron microscopy images of mouse (E) and human (F) B cells. Bars Scale
bars: 500 nm. From (Rorsman et Ashcroft 2018a)

Next, we will discuss in detail the different cell types of these pancreatic islets, and try to
understand why islet of Langerhans constitute a suitable sensor for the maintenance of

glycaemia and a well-adapted substrate for the development of our biosensor.

2.2: Cellular architecture of the islets of Langerhans.

Langerhans islets are made up of different cell types, from o to g-cells. These cell populations
share common characteristics even if they have different functions. These cells are all
electrogenic and have Karp channels on their surface making them sensitive to metabolic
variations. Finally, they all secrete hormones via vesicles. We look at the specificities of each

of these cell types.
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B-cells

B-cells are the principal component of the pancreatic islets. They are polygonal cells, with an
average diameter of 13-18 um(Gopel et al. 1999) that possess around10,000 secretory
granules (Olofsson et al. 2007), each containing up to 8-9 fg of insulin (1.6—1.8 amol insulin)
(Rorsman et Ashcroft 2018a).

The main stimulus for insulin secretion by the B-cell is glucose, both in humans and in mice,
since it is the most common component found in our diet and enters the bloodstream directly
after digestion of the meal. When blood glucose levels exceed the threshold of 3 mM for
human or 5 mM in mice, the B-cell will secrete insulin (Klemen et al. 2017; Rodriguez-Diaz et
al. 2018). Insulin is expressed in pancreatic B-cells from a single INS gene in humans, whereas
in rodents two genes exist, INS1 and INS2. Transcription of the INS gene leads to pre-pro-
insulin mRNA, which is then translated into pre-pro-insulin peptide. Glucose regulates gene
expression and mRNA stability, and thus the insulin content of the cell (Evans-Molina et al.
2007; Leibiger et al. 1998). The pre-pro-insulin peptide passes into the endoplasmic reticulum
with concomitant processing to pro-insulin followed by transport to the Golgi apparatus and
is packaged there into secretory vesicles where maturation to insulin takes place. If we look
at the ultrastructure of the B-cell, we find secretory granules of two types: granules with a
compact core, containing immature pro-insulin, and granules with a crystalline core
containing so-called mature insulin, arranged in hexamers around two zinc molecules (Folli et
al. 2018; Orci, Vassalli, and Perrelet 1988). Mature insulin is preferentially secreted around
the B-cell and subsequently reaches the liver via the portal circulation. The hepatocytes use
50% of the insulin; the rest is transported to the heart via the venous circulation, which can
then distribute it to the rest of the body via the arterial circulation (Tokarz, MacDonald and
Klip 2018). Insulin will be able to stimulate GLUT4 translocation to the plasma membrane and
thus enhances glucose uptake by muscle cells and adipocytes. At the end of this process, the

remaining circulating insulin is degraded by the kidney (El, Capozzi, and Campbell 2020).

The insulin-secreting B-cell: an electrogenic cell

As in all endocrine cells, the secretory activity of B-cells is finely controlled by ion channels.

These channels control potassium, sodium, calcium and chloride fluxes that generate changes
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in B-cell membrane potential (Rorsman et Ashcroft 2018a). This electrical coding has several
advantages. First, a threshold effect: insulin is a very potent hormone with potentially lethal
effects if secretion is continuous or excessive. lon channels, especially voltage-gated ones,
open and close in a very controlled manner, with thresholds for activation and inactivation.
Secondly, ions are small, highly mobile charged elements that do not consume any energy
when passing through the channels in a passive manner along a gradient. Although ion
transporters are implicated in later steps, the energetic cost has only to be paid only
afterwards. Finally, the kinetics of channel opening and inactivation/closing are very fast (a
few ms), allowing very precise electrical coding. B-cells express ~30 famillies of channels that
can be regulated at different levels: transcription, translation, post-translational modifications
(e.g. phosphorylations and dephosphorylations), intracellular trafficking, associations with
regulatory subunits and partner proteins. This allows the B-cell to respond to extra- and
intracellular signals to refine this electrical code and thus secretion.

The biochemical mechanism of stimulus-secretion coupling whereby glucose initiates
electrical activity to induce insulin secretion was described in Chapter 1. It is important to add
that the electrical activity of the B-cell is stimulated by glucose, but can be modulated by
amino acids (Henquin et Meissner 1981), neurotransmitters (such as acetylcholine) (Hermans,
Schmeer, et Henquin 1987) and hormones (such as GLP-1) (Leech et al. 2011). All these
molecules require glucose to initiate membrane depolarisation. Having carried out my thesis
work on mouse islets, | will detail the ionic events responsible for the stimulus-secretion
coupling found in this animal model. Let us first look at the sequence of events before detailing

the behaviour and characteristics of the different types of channels.

Resting potential and initiation of the depolarization

At low glucose concentration and consequently low metabolic activity, the intracellular
ATP/ADP ratio in the B-cell is low. The membrane of the insulin-secreting cell is hyperpolarised
it membrane potential between -70 and -80 mV and without electrical activity (Rorsman et
Ashcroft 2018a), whether in humans or mice. This resting potential is maintained by the Katp

channel, the opening of which induces an outflow of K* ions and thus an excess of negative
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charges in the intracellular medium. From 5 mM glucose onwards, the ATP/ADP ratio
increases, more Kate channels are closing, the membrane depolarises and reaches -60 mV but
without initiation of electrical activity. It is only above 6 mM glucose that Katp channels are
completely inhibited, the membrane potential reaches a threshold sufficient to initiate the

electrical activity i.e. between -60 mV and -50 mV.

Action potentials

The decrease in potassium outward currents alone does not suficiently depolarise the
membrane. The closure of Karp channels strongly increases the input resistance of the
membrane. This phenomenon is combined with the presence of background depolarising
inward currents. Indeed, once the membrane input resistance increases, the impact of these
background depolarising currents on the membrane potential strongly increases (V=R*I, and
R increases), which leads to the the rapid membrane depolarisation. However, the identity of
these background currents is not yet clear, eventually involving cationic TRP channels (Gall et
al. 1999). Recently osmo-regulated chloride channels, activated by glucose entry and its
metabolisation, have been shown to contribute to this initial depolarisation (Kang et al., 2018;
Stuhlmann et al., 2018). The membrane depolarises at around -50 mV, which initiates the
regenerative electrical activity by opening the VDCCs (GOpel et al. 2004). The L-type calcium
channels contribute to >60% of calcium currents. These channels contribute to the exocytosis
of insulin-containing secretory granules, but are not the only depolarising currents involved.
Voltage-gated sodium channels as well as P/Q-type calcium channels (15-25% of calcium
currents) contribute to the final rise (from -30 to ~0 mV) of the action potential (Rorsman,
Braun, et Zhang 2012). Once calcium and sodium channels are inactivated, voltage-gated
(mainly in mouse) and calcium-activated (mainly in human) potassium channels contribute to
the membrane repolarisation. These K* channels already open a little during the upstroke of
the action potential, but given their very slow opening rate, their impact on the membrane

potential is delayed compared to depolarizing channels (Rorsman et Huising 2018).
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Figure 8: The ionic currents involved in the action potential of the B-cell. (A) Schematic
representation under voltage imposed of the sodium (Ina), calcium (lca), potassium (lk) and
total membrane current (Itotal) involved in depolarisation. (B) Sodium, calcium and potassium
ion channels responsible for the generation of the action potential in the B-cell action
potential in the B-cell. Note that other channels, notably TRPs, modulate the electrical activity.
Adapted from (Klemen et al. 2017; Rorsman et Ashcroft 2018a).
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Membrane potential oscillations and continuous action potential activity

After an action potential, the repolarisation of the membrane is not complete as there is a
membrane potential plateau between -50 mV and -40 mV. This is due, among other, to the
rectifying K* channels that remain open after membrane repolarisation and maintain the
plateau in order to maintain a temporal period between successive action potentials (Rorsman
et Trube 1986). In addition, a decrease in the amplitude and frequency of action potentials is
observed over time, which is thought to be due to the inactivation of calcium channels
(Rorsman et al. 2011). In mice, electrical activity is presented by alternating active phases of
membrane depolarisation with bursts of action potentials and silent phases of membrane
repolarisation. At 10 mM glucose, for example, the active phases last 5-10 s, with 2-4
bursts/min, and the inactive phases last 10-20 s. These membrane potential oscillations then
convert to continuous action potential activity with the progressive increase in glucose, a
reduction in silent phases, to reach at 20 mM glucose a discharge pattern where only active
phases persist (Henquin et Meissner 1984). Note that the KATP channel activity is involved in
these switches between active and inactive phases (Fig. 9).
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Figure 9: Effect of glucose on B-cell electrical activity. Changes in membrane potential,
intracellular calcium concentration, intracellular ATP concentration and concentration and
Katp channel activity at 5, 10 and 20 mM glucose. Oscillations in intracellular ATP concentration
are in antiphase (8) with Karp channel activity, calcium oscillations and electrical activity.
According to ( Ashcroft et Rorsman 2013).
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lon channels in the B-cell responsible for stimulus-secretion coupling

Having described the general sequence of events, we will have a look at the molecular
identities. The B-cell contains more than 50 different ion channels on its plasma membrane
surface (Ashcroft et Rorsman 1989; Rorsman et al. 2011). Only the main ion channels

responsible for the ionic events involved in stimulus-secretion coupling will be discussed.

Katp channel

The ATP-sensitive potassium channel is the main ion channel that opens at the resting
potential in insulin-secreting cells of all species. However, even in the absence of glucose, a
large proportion of the Kate channels are already closed, with channel conductance around 7%
and falling to 3% when glucose is increased to 10 mM. The slightest change in channel
conductance induces marked changes in membrane potential. This is physiologically
important and advantageous for glucose regulation to prevent random opening of a single
channel which would hyperpolarise the membrane at high glucose and thus inhibit insulin
secretion (Rorsman et Ashcroft 2018). Opening the Katp channel clamps the B-cell membrane
to low potentials, while closing it induces depolarisation as explained above. The
concentration of ATP in the B-cell is low at low glucose, leaving the Karp channel open allowing
potassium efflux, membrane hyperpolarisation and lack of insulin secretion. When the
concentration of glucose increases and the Karp channel closes and depolarises the cell. The
kinetic properties of the B-cell Karp channel are qualitatively similar in mice and humans.

The B-cell Katp channel hetero-octamer is formed by two proteins: the sulphonylurea receptor
and regulator type 1 (SUR1), unique to B-cells, and the channel pore-forming protein for the
rectifying inward potassium current, Kir6.2 (Islam 2020). SUR1 is a target of the class of
antidiabetic agents called sulphonylureas that block the Katp channel and thus insulin
secretion. The Kare channel is composed of 8 subunits, 4 Kir6.2 proteins surrounded by 4 SUR1
proteins. Inhibition of B-cell Katp channel activity is induced by ATP binding to Kir6.2. However,
ATP inhibits the Kir6.2 subunit only with an ICso of 100-200 uM and the presence of SUR1
significantly increases the affinity to the nucleotide (ICsp = 5-10 uM) (Koster et al. 2005). The
role of this channel in insulin secretion is central since mutations in the Karp channel subunits
alter its biophysical properties and cause hypo- or hyperglycaemia (Gloyn et al. 2004). New

concepts have emerged in recent years showing that depolarisation following glucose surge
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does not rely solely on the closure of the Katp channel. Indeed, B-cells deficient for the gene
coding for Kir6.2 respond to glucose stimulation (Ravier et al. 2009). Depolarising currents, so-
called background, and surely of composite native (chloride out, cation in), currents are
always present even at low glucose explaining why the resting potential of the cells is not the
K* reversal potential (-120 mV) but somewhat more depolarised (-80 to -70 mV) (Patrik
Rorsman et Ashcroft 2018a). To date, these currents have yet to be identified. In addition,
glucose entry and metabolism in the B-cell increases intracellular osmolarity sufficiently to
activate, along with Karp channel closure, anion channels (such as leucine-rich repeat-
containing protein 8 or LRRC8/SWELL1, volume regulatory anion current or VRAC,) (Kang et
al. 2018; Stuhlmann, Planells-Cases, et Jentsch 2018).

Voltage-dependent channels

Calcium channels

Calcium currents are implicated in membrane potential, as well as calcium signals for secretion
and for gene expression. Different molecular entities may form the base for these calcium
currents and the situation is even a bit more complex as different entities may be responsible
for depolarisation and for calcium influx linked to exocytosis.

When the membrane potential reaches -50 mV, the probability of opening the VDCCs/Cav
potential-dependent calcium channels increases. As already discussed above, calcium
currents are mostly (about 50-60%) due to L-type VDCCs (Cay1.2) in mice ( Klemen et al. 2017).
In contrast, in humans, P/Q-type potential-dependent calcium channels are involved to the
same extent as L-type channels (Rorsman et Braun 2013). As we will see later, insulin secretion
by the B-cell follows a biphasic pattern, with two phases of secretion. Inhibition or deletion of
L-type VDCCs in mice causes a reduction in both phases of insulin secretion (Rorsman, Braun,
et Zhang 2012). However, not only L-type VDCCs play a role in stimulus-secretion coupling as
25% of calcium currents are attributed to R-type VDCCs (Cay2.3), which are more involved in
the second phase than in the first phase of insulin secretion (Jing et al. 2005). P/Q-type VDCCs
(Cav2.1) are responsible for 15-25% of the remaining calcium currents. VDCCs have different
biophysical properties and pharmacology permitting their differenciation (Jing et al. 2005)
(Rorsman et Ashcroft 2018). L-type (long duration) channels have longer kinetics than P/Q-

type (intermediate-long duration) channels. While L-type VDCCs can be blocked by
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dihydropyridines (e.g. nifedipine), P/Q-type VDCCs are insensitive to them, but can be blocked
by agatoxin IVA. R-type (intermediate duration) calcium channels have intermediate opening
kinetics and can be inhibited by the toxin SNX-482.

In contrast to mice, human and rat B-cells express T-type calcium channels that induce a
transient calcium current (Barnett, Pressel, and Misler 1995) that activates at low thresholds,
i.e. when the membrane is weakly depolarised (about -60 mV) and are therefore the first to
activate. These channels undergo rapid voltage-dependent inactivation from -50 mV, i.e. this
inactivation accelerates at increasingly depolarised membrane potentials. These channels
may have pacemaker activity in human B-cells, particularly when the membrane potential is

close to the threshold for triggering PAs.

Sodium channels

In most excitable cells, calcium and sodium channels are responsible for the depolarisation
phase and the rise of the action potential. The use of specific sodium channel inhibitors such
as tetrodotoxin (TTX) reduces the amplitude of B-cell action potentials, demonstrating the
contribution of these channels in the generation of electrical activity (Gopel et al. 1999).
Voltage-dependent sodium channels (Nays) in the B-cell include Nay1.3 (Scn3a), Navl.6
(Scn8a) and Nay1.7 (Scn9a), of which the latter are quantitatively more important as deletion
of these Nay1.7 channels leads to a loss of more than 85% of sodium current (Zhang et al.
2014) .However, deletion of Nay1.3 decreases insulin secretion in contrast to deletion of
Nav1.7 which has no effect on insulin secretion. Furthermore, the Na,1.7-governed current is
inactivated by half at -105 mV while the Nay1.3 current is inactivated by half at -50 mV
demonstrating the role of these channels in action potential initiation and rise (Klemen et al.
2017). Nay1.3 are functionally the most important sodium channel subtypes in the B-cell.
Sodium current probably more involved in the AP of human beta cells than in mouse. Probably

not in all beta cells in mouse contrary to human.

48



Potassium channels

Mouse B-cell action potentials have a long duration as discussed above, 30-40 ms up to 90 ms
(Jacobson et al. 2007; Rorsman et al. 2011). In addition, invalidation of genes encoding K,2.1
channels induces an increase in the amplitude and duration of action potentials. The action of
GLP-1 on the increase of insulin secretion could be, among others effects,through K, currents
(Shigeto et al. 2015): GLP-1 would reduce K, currents which would prolong action potentials
and increase the entry of Ca?* ions into the B-cell through VDCCs (Islam 2020). K* channels
called ERGs (Ky11.1 and K,11.2) modulate the frequency of action potentials. These channels
allow little current to flow during the action potential but when the membrane is repolarised,
they allow an outward current to flow, called the tail (or end) current, which lasts for some
time and is thought to increase the interval times between successive action potentials
slowing down the frequency of signals (Rorsman et Braun 2013). Inhibition of these channels
increases calcium influx and insulin secretion in mice , and action potential frequency in
humans (Rosati et al. 2000). In addition, these ERG channels are found in cardiac muscle cells;
mutations in the genes encoding these channels are responsible for long QT syndrome, which
is a cardiac rhythm abnormality and episodes of hypoglycaemia, hypokalaemia, which

increases the risk of cardiac arrhythmias and therefore death (Torekov et al. 2014).

Coupling between B cells: role of Cx 36

Cells can communicate through contact between cells via connexins (Hervé et Derangeon
2013). Communicating junctions between B-cells were identified about 50 years ago using
electron microscopy (Orci, Vassalli, et Perrelet 1988) and their function was first studied by
recordings with two electrodes showing waves of synchronised electrical activity induced by
glucose in different cells of the same islet (Palti et al. 1996) . Connexins consist of
nonglycosylated proteins that oligomerise into hexamers to form connexons. These structures
are concentrated in domains of membrane junctions where the intercellular space is closed
to 2-3 nm wide. Connexons from one cell bind to connexons from another cell to create an
intercellular hydrophilic channel for the rapid exchange of several types of cytosolic molecules

such as ions and metabolites up to about 1 kD in size.
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Figure 10: Structure of gap junctions. Connexins are non-glycosylated proteins with four
transmembrane domains and intracellular NH2 and COOH terminals (left). Six connexins
oligomerise to form a hemi-channel, also called a connexon, which inserts into the membrane
(middle). The assembly of a connexon from one cell with that of a neighbouring cell forms a
channel of a communicating junction through the extracellular space allowing the
bidirectional diffusion of cytosolic molecules. Adapted from (Totland et al. 2020).

In humans, 22 different connexins have been identified, compared to 19 in mice (Willecke et
al. 2002). In the context of the study of B-cells, we are particularly interested in connexin 36
(Cx36) because their junction is composed exclusively of this type of connexin (Serre-Beinier
et al. 2009). Cx36 is encoded by the gene gjd2 which encodes a 321 amino acids protein
containing a long cytoplasmic loop with 10 glycine residues and a small cytoplasmic C-terminal
region containing recognition sites for protein kinases (Berchtold et al. 2017). Cx36 function
can be regulated by phosphorylation (Alev et al. 2008) and this phosphorylation tends to
reduce conductance (Farnsworth et al. 2016). Channels formed with Cx36 are permeable to
small cationic molecules (Charpantier, Cancela, et Meda 2007) although they also allow the
passage of negatively charged metabolites such as glucose metabolites or nucleotides (Meda
et al. 1981). The best-known role of Cx36 in B-cells is the calcium and electrical coupling
leading to synchronisation between B-cells upon glucose stimulation (Benninger et al. 2011).
However, they are also thought to play a role when glucose concentration is low, by acting as
a ‘brake’. In fact, they reduce the spontaneous calcium responses of B-cells, which would be
more reactive, thus limiting basal insulin secretion (Benninger et al. 2011). Several studies
conducted on pre-diabetic mouse models suggest that Cx 36 is involved in the
pathophysiology of diabetes, as a strong decrease in Cx 36 expression has been noted in pre-

diabetic animals (Carvalho et al. 2012). Note that islet cells also express pannexins which may

contribute to coupling (Berchtold et al. 2017).
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Multicellular signals: slow potentials

Electrical coupling between the cells via connexin in a specific electrical signature called slow
potential. This signal corresponds to the summation of synchronized slow depolarizations and
repolarizations of coupled B cells within the islet (Jaffredo et al. 2021). SPs are disctinct from
APs. They correspond to the summation of slow Ca?* waves that we can record intracellularly
(Jaffredo et al. 2021). Slow Ca?* waves are synchronized between beta cells, but not APs. Note
that o-cells are also electrically coupled to B-cells (Briant et al. 2018; Miranda et al. 2021) and
may contribute to the signal. Precisely, SPs correspond to slow extracellular field potentials
triggered by glucose in the islets, but also sulphonylureas or Leucine (Lebreton et al. 2015;
Jaffredo et al. 2021). These field potentials result from complex spatiotemporal summations
of ionic flows in the vicinity of the electrodes (Buzsaki, Anastassiou, et Koch 2012). In contrast
to APs, which are single-cell signals, SPs are inhibited by pharmacological inhibitors of
communicating junctions (connexions and pannexins) and are also absent from islets of Cx36

knockout mouse models.
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Figure 11: Representative raw and filtered recordings of islets at low glucose (non-
stimulatory,3mM) and high glucose(stimulatory,11mM) in physiological buffered ion solution.
The different time scales are shown as well as non-filtered and bandpass filtered traces (0.2—
4Hz,20-700Hz). The presence of slow potentials reflecting islet S-cell coupling are indicated.
Adapted from (Abarkan et al. 2022).

A ~60% decrease in Cx36 expression specifically in B-cells is sufficient to prevent the
occurrence of SPs (Lebreton et al. 2015). These signals are characterised by 3 parameters,
their frequency, amplitude and shape, the latter being very difficult to charaterize. The
frequency of SPs is directly dependent on glucose concentration. Since they are also triggered
by the closure of Kate channels by glibenclamide, their genesis may be independent of coupling

factors other than ATP. SPs also involve the activation of L-type calcium channels, given their
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inhibition by nifedipine. Finally, their frequency is significantly decreased by adrenaline and

increased by GLP-1 with an ECso (5 pM) close to physiological levels (Lebreton et al. 2015).
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Figure 12: Slow Potentials: multicellular signals due to couplings between B-cells. (A) On the
left is an extracellular recording obtained on an MEA electrode of glucose-triggered electrical
activity in a mouse islet. Islets generate two types of electrical signals electrical signals: APs
(blue) and Slow Potentials (SPs, red). Right: APs are single-cell signals generated by the cells
closest to the electrode, while SPs originate from a set of cells on and (A) APs are single-cell
signals generated by the cells closest to the electrode, while SPs come from a set of cells on
and around the electrode. (B) SPs are dependent on GAP junctions formed by the Cx36.
Electrical activity triggered by 15 mM glucose (G15) glucose in islets from wild-type mice (WT,
100% Cx36) is not observed in islets from Flox (42% Cx36) and RIP-Cre (0% Cx36) islets. High
time resolution plots (bottom panel) show the presence of APs in the high temporal resolution
plots (bottom panel) show the presence of APs but no SPs in Flox and RIP-Cre mouse islets
mouse islets, in contrast to the WT islets which have both signals. (C) Hysteresis of SPs in
response to glucose. The glucose dependence curves of the SPs frequency are not the same
for increasing and decreasing glucose. The ECsg is shifted from 7.5 mM (on the way up) to 8.7
mM (on the way down) thus providing protection against hypoglycaemia. Adapted from
(Lebreton et al. 2015).
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Encoding nutrient concentration into an electrical signal

The electrical activity of B-cells is accompanied by variations in cytosolic calcium concentration
required for the secretion of insulin-containing exocytosis granules. The initial calcium
response to glucose starts with a small decrease due to cation uptake into the endoplasmic
reticulum, followed by a peak and finally a plateau characterised by calcium oscillations
(Rorsman, Braun, et Zhang 2012). Due to the coupling between cells within the islet, changes
in intracellular calcium concentration will propagate throughout the islet. Even though each
B-cell is more or less capable of responding to glucose, the propagation of these calcium
oscillations allows for an extensive recruitment and syncrhonization of the insulin-secreting
cells of the pancreatic islet. After a meal, blood glucose levels raise from a basal concentration
of 5 mM to 8 mM in about 30 min in humans (Frayn 2013). This increase in glucose induces
insulin secretion within a few minutes according to a particular profile that can be described
as biphasic (Nunemaker et al. 2006) and is clearly detectable in vivo. This biphasic insulin
secretion profile consists of an initial transient peak (5-15 min) followed by a decrease in
secretion called the nadir, and then a second continuous phase of secretion or plateau phase,
which is lower than the peak of the first phase but still 10 times higher than the basal secretion
(Henquin et al. 2006). During this second plateau phase, oscillations in insulin secretion occur
at a rate of about every 5 min (Nunemaker et al. 2006). In vivo insulin reaches the liver via the
portal vein during the first phase, allowing an immediate reduction in blood glucose levels,
notably by inhibiting hepatic glucose production. When the liver is saturated with insulin (it
takes up 2/3 of it), the second phase targets more distant tissues such as muscle or adipocytes
as long as blood glucose remains high (Tokarz, MacDonald, et Klip 2018). Pulsatile insuclin
secretion avoids a loss of insulin sensitivity of the target tissues in the liver, and ultimately the
development of insulin resistance. This biphasic secretion profile persists ex vivo in perfused
pancreas and isolated islets ( Henquin et al. 2006) proving that the origin of these kinetics lies
in the micro-organ itself. Both phases of insulin secretion can be induced by glucose, while
sulphonylureas or potassium chloride (KCI) only induce a monophasic secretion profile
(Henquin 2000). The biphasic profile tends to disappear when the glucose concentration
increases too sharply, e.g. 2 mM to 25 mM glucose, with at best only a minor first phase (Del
Prato 2003; Huang et al. 1995). The loss of a biphasic profile is observed in diabetic patients,

particularly in type 2 diabetes, who show an almost complete absence of the first phase of
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insulin secretion, with a decrease in the second phase (Groop et al. 1991). This change can

even be observed very early in T2D.

Stimulus and secretion coupling

Glucose-stimulated insulin secretion proceeds through several steps, including glucose entry
into the B-cell, metabolism, production of coupling factors such as ATP, activation of ion
channels, Ca?* entry and finally exocytosis of insulin granules. The increase in cytosolic calcium
subsequently triggers the exocytosis of large, dense-core vesicles containing insulin and the
hormone enters the bloodstream to its target organs in order to lower blood glucose levels.
As a result, a feedback control takes place: glucose entry into the B-cell decreases, thereby
reducing glucose metabolism having the effect of reopening KATP channels and inhibiting

insulin secretion (Rorsman et Ashcroft 2018a).

a cell

a-cells are electrically active, like the beta cell but at low glucose (Lebreton et al. 2015) and
their action potentials promote the secretion of glucagon (Rorsman et Braun 2013). The
resting potential of a-cells is very low, with the initiation of action potentials starting at -60
mV at low glucose (Quesada et al. 2008; Ramracheya et al. 2010)

The a-cells also contain the KATP channel as others glucose sensitive cells, such as -
and d—cells (MacDonald et al. 2007). Pharmacological experiments (Katp channel inhibitor
tolbutamide and Karp channel activator diazoxide) have shown that glucagon secretion is
inhibited by glucose, as it completely closes Karp channels (similar to the effect of tolbutamide
on Karte channels) (Bokvist et al. 1999). Maximum inhibition of glucagon secretion by glucose
is observed at a glucose level of 6 mmol/l (Ramracheya et al. 2010). At low glucose, membrane
depolarisation will activate Cays, which are responsible for the intracellular calcium oscillations
required for exocytosis of glucagon granules (Barg et al. 2000). The action potentials of the a-
cell also depend on Nav activation. The use of TTX (Nay channel blocker) strongly inhibits
glucagon secretion. The Nay channels are involved in the rising phase of the action potential

and are rapidly inactivated (1-10 ms) as soon as the membrane potential falls to -60 mV
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(MacDonald et al. 2007). Note that the physiological inhibition of a-cells by glucose seems to
result from a cellular mechanism and from an inhibitory input via somatostatin, whose

secretion is stimulated by elevated glucose (Gylfe et Gilon 2014).
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Figure 13: (A) Sequential opening of action potential-dependent ion channels in the glucagon-
secreting cell. (B) The a-cell is electrically active at low glucose and generates rapid action
potential (AP) signals. It is silent at high glucose (absence of APs) compared to B-cells which
exhibit slow potentials (SPs). According to (Rorsman et Braun 2013; Lebreton et al. 2015).

For the other potassium channels which are, unlike the Katp channel, voltage dependent (Ky),
the a-cell also expresses them (Craig, Ashcroft, et Proks 2008). They activate following
depolarisation of the membrane, during the action potential, and allow repolarisation of the

membrane potential.

6-cell
Pancreatic d-cells mainly release somatostatin, a hormone that is also released in a small

amount from cells in the pylorus and duodenum (Arimura et al. 1975) and especially in the
hypothalamus (Hokfelt et al. 1975). There are two types of somatostatin: somatostatin-14 and
somatostatin-28. Both forms of somatostatin are derived from the precursor pre-
prosomatostatin (116 amino acids) which is cleaved into prosomatostatin (92 amino acids).
Prosomatostatin undergoes C-terminal post-translational processing to generate
somatostatin-14 and somatostatin-28. Both peptides are very short-lived and have a half-life
of 1min in circulation. While somatostatin-28 is the dominant isoform elsewhere in systemic
secretion, the pancreatic &-cells secrete somatostatin-14, which is stored in secretory
granules(Brereton et al. 2015) and released by Ca?*dependent exocytosis.

Therefore d-cell secretion does not contribute to levels of circulating somatostatin but plays

an important paracrine role on —cell and a—cell secretory activity (Rorsman et Huising 2018).
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Morphologically, 6 cells extend projections that can be more than 20 um long allowing them
to form a large paracrine network (Brereton et al. 2015). Although they represent only 5% of
the endocrine cell population within the islet, these projections allow them to establish
contacts with each other, but also with a number of other endocrine cells in the islet.

The 6&-cells are excitable cells like the a- and B-cells and their mode of secretion of
somatostatin has much in common with that of insulin by the B-cells. This can be explained by
their common origin, as they both derive from the same progenitor cell (Sosa-Pineda et al.
1997). & cells are equipped with ATP-sensitive potassium channels (Kate )(Zhang et al. 2007).

Glucose also stimulates somatostatin secretion by mechanisms independent of Kare channels.

The electrical activity of 6 cells is coupled to that of B cells (Briant et al. 2018). Moreover,
factors released from neighbouring B cells (such as GABA and urocortin-3) amplify the glucose-
induced effects on & cell electrical activity/somatostatin secretion.

As an important paracrine regulator within the islet somatostatin controls and coordinates
insulin and glucagon secretion rates, exerting an inhibitory action on a and  cells (Rorsman
et Huising 2018; Hauge-Evans et al. 2009). The effects of somatostatin are mediated by the
activation of somatostatin receptors that are coupled to the inhibitory G protein and lead to
the suppression of electrical activity and exocytosis of a- and B-cells (Gromada et al. 2001).
Interestingly somatostatin is secreted already at lower glucose concentrations as compared
to B-cell insulin, i.e. as early as 3 mM glucose (Del Guercio et al. 1976)and this secretion
increases in a linear and dose-dependent manner, up to 20mM glucose. Moreover,
somatostatin secretion evoked by a square pulse of insulin (20 mM) is slightly delayed as
compared to insulin secretion (Strowski et al. 2000).. This suggests a tonic role throughout
physiological glucose levels and a kind of feedback that may be compared to inhibitory

interneurons in the spinal cord.

y cell
y-cells secrete pancreatic polypeptide (PP) and are the least studied. PP secretion by y-cells

plays an important part in the pancreas-gut-central nervous system regulatory axis (Holzer,
Reichmann, et Farzi 2012). The peptide secreted after a meal is regulated by the vagus nerve
and enteric nervous system (acetylcholine and adrenaline (Field, Chaudhri, et Bloom 2010;

Schwartz et al. 2000) and stimulated by incretins (such as GIP) (Chia et al. 2014) lipids and
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amino acids (Field, Chaudhri, et Bloom 2010). In rodents and humans, PP acts as an anorectic
hormone: it inhibits stomach and intestinal motility to slow down the digestive process, thus

regulating satiety by reducing appetite and food intake (Batterham et al. 2003).

PP cells express potential-dependent calcium channels, as well as the Kare channel. Work
measuring intracellular calcium levels in isolated mouse islets has shown that glucose
activates y cells (Liu, Seino, et Kirchgessner 1999). At low glucose, PP directly inhibits a cells
via its PPYR1 receptors, and indirectly inhibits § and 6 cells (Aragdn et al. 2015) demonstrating

that PP cells participate in intra-islet regulation.

€ cell
The last endocrine cell type corresponds to the € cells which play a role mainly during

development since they are found in very small numbers within mature islets (maximally
about 1/islet) (Andralojc et al. 2009) and many islets are devoid of them. However, in-utero,
for human, they represent 30% of the islet mass, and this percentage will decrease to 5% after
birth (Andralojc et al. 2009). They secrete the hunger hormone ghrelin, which is also found in
the cells of the gastrointestinal tract (Date et al. 2000). Although the role of €-cells in islets in
adults has yet to be studied, it has been shown from a comparison of healthy and type 2
diabetic human islets that this hormone decreases insulin secretion, and that ghrelin

expression in islets is reduced in diabetics (Lindqvist et al. 2020).
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2.3 interaction between the different cell types:

The pancreatic islet is a complex micro-organ formed by a network of sensor capable of
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(Rodriguez-Diaz et al. 2018). Studies on islets in-vitro have allowed the identification of
regulatory mechanisms existing within the micro organ, involving ions, hormones and
communications between the different cell types(Briant et al. 2017; Cadwell et al. 2017;
DiGruccio et al. 2016; Rorsman et al. 2011). Each cell type receives a multitude of endocrine,
paracrine, neural and nutrient stimuli, but despite their same embryonic origin during
development (duodenum), their sensitivity to these stimuli is different (Noguchi et Huising
2019). The arrangement of these different endocrine cells within the islet, with each other
and with other non-endocrine cells is crucial to both receive external and paracrine stimuli,
but also to efficiently deliver their own signals in return (Henquin 2021; Koh, Cho, et Chen
2012). The interaction pathways can be direct between cell types or indirect via another cell
type. For the physiological functioning of the micro-organ, different positive and negative
loops are necessary. These fine interactions in the islet allow an optimal adapted physiological

response.
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2.4 Innervation:

The islets are controlled by the central nervous system, which plays a role in the hormonal
secretion of the islets during the stress phase or when a meal is taken (Rodriguez-Diaz et
Caicedo 2014; Rodriguez-Diaz et al. 2018). Sympathetic stimulation, responsible for
metabolic/physiological responses during an immediate reaction or stress state ("fight or
flight"), will lead to increased glucagon secretion and decreased insulin and somatostatin
secretion through the presence of distinct adrenoreceptor isoforms on endocrine cells
(Rodriguez-Diaz et Caicedo 2014; Brunicardi, Shavelle, et Andersen 1995). The
parasympathetic innervation, on the other hand, will be mobilised for digestion for example
("rest and digest") by secreting acetylcholine which will potentiate insulin secretion but also
glucagon and inhibit somatostatin secretion (Alvarsson et al. 2020).

Innervation of the islets seems not to be the same across the different species although the
guestions has not been completely settled. Indeed, studies have shown that mouse islets are
much more innervated than human islets (Rodriguez-Diaz, Dando, et al. 2011), whereas other
work has reposted that human islets exhibit much greater autonomic innervation (Tang et al.
2018). However, it is well established that in mice, a-cells and blood vessel smooth muscle
cells are innervated by sympathetic fibres (Chiu et al. 2012), while parasympathetic fibres
innervate all pancreatic endocrine cells. In humans, parasympathetic fibres innervate not only
endocrine but also exocrine cells, and sympathetic fibres make contact only with smooth
muscle cells (Dolensek, Rupnik, et Stozer 2015). Acetylcholine, whether of neuronal (mouse)
or paracrine (human) origin potentiates insulin secretion via the Gag-coupled muscarinic type

3 cholinergic receptor (CHRM3) present on B-cells (Gautam et al. 2006).

2.5 Vascularization:

The islets of Langerhans are highly vascularised, which enables them to detect variations in
blood sugar levels according to nutritional status and to deliver into the bloodstream the
various pancreatic hormones that will then act on the various tissues. They are more
vascularised than the exocrine pancreas and have a 5-10 times higher blood flow, not least

because they have their own arterioles, thus a separate circulation from the exocrine pancreas
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(Jansson et Carlsson 2019). The vascularisation of the islet has an important role throughout
the life of the individual but also during development in utero. Indeed, the interactions
between endothelial cells and the developing pancreatic epithelium are critical to establish
optimal islet vascularisation and maintain a mass of B-cells. Endothelial cells provide signals
necessary for differentiation into B-cells (Lammert, Cleaver, et Melton 2001). In addition, they
regulate the expression of transcription factors involved in pancreas development, which are
necessary to maintain the multipotent progenitor population and induce differentiation
(Yoshitomi et Zaret 2004).

Blood arrives via the splenic artery and the islets are exposed to systemic glucose
concentration. It is drained by the splanchnic veins which empty into the hepatic portal vein.
The intra-islet vascular system allows for remote cellular interactions. The direction of flow is
important for regulating hormone secretion in the islets. It has been shown that a specific
direction of perfusion exists in rats and humans, namely: B-cells first, then a-cells and finally
6-cells(Samols et al. 1988; Samols et Stagner 1988).

Intra-islet capillaries are fenestrated and thick, denser than capillaries in exocrine tissue
(Murakami et al. 1997). The B-cells communicate directly with these capillaries, allowing a
rapid response to increases in blood glucose by secreting insulin directly into the bloodstream
(Bonner-Weir et Orci 1982). Intra-islet capillaries also connect to endocrine cells for gas
exchange, nutrient supply and elimination of cellular waste. In addition, blood vessels play an
important role in providing non-nutritional signals to the islets, creating a vascular niche for
optimal B-cell development and function (Nikolova, Strilic, et Lammert 2007).

Islet blood flow is subject to variation due to endothelial mediators that will affect vessel
status, but also the nervous system and gastrointestinal hormones such as incretins and
adipokines (Dolensek, Rupnik, et Stozer 2015). The degree of vascularity appears to alter
the ability of cells to secrete insulin, with rich vascularity allowing for better B-cell function

as well as greater metabolic activity (Ullsten, Lau, et Carlsson 2015).

3 Diabetes Mellitus

The demographic transition that has affected all human populations for about half a century
has resulted in an epidemiological transition characterised by an increase in the incidence of

chronic diseases, such as cancers or cardiovascular diseases, and their risk factors (Yach,
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Kellogg, et Voute 2005). For the past 10 to 20 years, the phenomenon of "globalisation" has
also contributed to the standardisation of lifestyles in a way that which favours the increase
of obesity and sedentary lifestyle (Popkin et Gordon-Larsen 2004). In this context, the
incidence of diabetes is rising sharply in all countries of the world, even taking the form of an
epidemy of diabetes (Zimmet 2000). The global prevalence of diabetes is steadily increasing
with an estimated 578 million diabetics in 2030 (« IDF Atlas 9th Edition and Other Resources »
s. d.). Diabetes is a serious chronic disease with a heavy human and economic burden that is
responsible for 4.6 million deaths per year worldwide, it represents 1 death every 7 seconds
and an economic cost of USS 612 million per day in the United States (« IDF Atlas 9th Edition

and Other Resources » s. d.).

3.1 The different types of diabetes:

The term "diabetes" refers to "a group of metabolic diseases characterised by hyperglycaemia
resulting from defects in the secretion or action of insulin, or both combined" (definition by
the American Diabetes Association). This hyperglycaemia is associated, to varying degrees,
with long-term complications, particularly affecting the eyes, kidneys, nerves, heart and
arteries (Sladek 2018). It is a disease with a very heterogeneous clinical presentation existing
in several forms. The two main forms are based on the absence (type 2) or presence (type 1)
of antibodies directed against insulin-secreting cells. More recently a discussion has been
raised wether there are really two distinct subtypes or different situations in a kind of
continuum (Prasad et al. 2022; Ahlqgvist, Prasad, et Groop 2020; Pigeyre et al. 2022). A series
of publications were able to identify 4 subgroups, There are also other forms of diabetes or
diabetic conditions, such as gestational diabetes, which is usually transient but can sometimes
persist after pregnancy or iatrogenic diabetes (due to certain medications, pancreatitis,

haemochromatosis, etc.) (Redondo, Steck, et Pugliese 2018).

If we look at the profile of patients affected by diabetes mellitus, 60% are over 65 years of age
and we can identify few risks factors such as overweight or family history of diabetes (IDF
diabetes atlas). Type 1 diabetes is rarer than type 2 diabetes, around 10 % of the total cases
of diabetes mellitus. In contrast to type 2 diabetes, it is recognised by clinical signs that are

often intense (polyuria, polydipsia, weight loss), and occurs preferentially in childhood and
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adolescence or in young adults (IDF Diabetes atlas 2019). Although it accounts for 5-10% of all
diabetes cases, type 1 diabetes has a particularly high economic and social as lifelong care is
required and the disease occurs during the working age.

The management of type | diabetes involves rigorous life management, the administration of
insulin and self-monitoring of the patient's blood glucose levels with the help of various
technologies. Concerning the latter two elements it is important to underline that the cost of
insulin has increased by 117% in 10 years in the United States (Simeone et al. 2020) . More
broadly, in a 2020 study by Sussman and colleagues, it was noted that in the USA, there was
an $813 billion difference in health care costs between patients with type 1 diabetes and those
with other forms of diabetes. This represents a high burden, requiring new management
solutions to reduce these costs and improve patients' quality of life. In this thesis, | will

developed only type 1 because | have worked on a new sensor for TIDM patients.

3.2 History of type 1 diabetes:

Type 1 diabetes is a disease that has affected populations throughout History, and whose
characteristics have been brought to light as human knowledge has progressed.

As early as 3000 BC, in Egypt, we find, annotated by a scribe on the famous Ebers papyrus, the
first descriptions of the main clinical characteristics of type 1 diabetes (Metwaly et al. 2021) .
Indeed, it is mentioned that some people suddenly began to drink and urinate abundantly.
About 100 years before our era, the name diabetes was first uttered by Aretaeus of
Cappadocia. The term diabetes, which comes from the Greek word “&iapnitng”, "to pass
through", was intended to characterise people with a disease that led to rapid death in young
people (Ahmed 2002), the form of diabetes we now call T1D. It was not until 1500 AD that
Paracelsus discovered a substance in the urine of diabetics that appeared as a white powder.
At that time, this substance, which was glucose, was mistaken for salt. One hundred years
later (1600 AD), it was discovered that the urine of diabetics tasted sweet. The term diabetes
mellitus was first used. It took another 100 years (1700 AD) for Thomas Cawley to discover
that the substance found in abundance in the urine of diabetics was a sugar (King et Rubin
2003). In 1869 AD, Langerhans discovered the pancreatic islets (Langerhans 1869), and the
French physician Edouard Laguesse proposed to name them after him. At the time of the

discovery of these small tissue structures with a total mass of no more than 2 g, equivalent to

62



the volume of half a thimble. It was not until several decades later that von Mering and
Minkowski demonstrated that total removal of the pancreas led to diabetes (v. Mering et
Minkowski 1890). In 1902, Eugene Opie discovered that diabetics have a degeneration of the
pancreatic islets (Opie 1901). From this date onwards, the pace of discoveries continued to
accelerate, initially without general success such as the first isolation of a pancreatic insulin-
containing extract by Zilzer in Berlin in 1908, named and patented with Schering as acomatol
(which lead to hyopglycemia) (Zueler, 1908), the isolation and use of extracts by Paulescu in
Bucarest (1916), whose publications were retarded by the first World War, to the work of
Kleiner in the US (Kleiner 1919) and finally the isolation of insulin in 1921 by Banting,Best and
Collip (« Banting FG, Best CH, Collip JB, Campell WR, Fletcher AA (1922) » 2010) to the
elucidation of its amino-acid sequence by Sanger as the first protein fully sequenced (Sanger
et Thompson 1953), its crystal structure by Dorothy Hodkin (Blundell & Cutfield, 1971) which
paved the way for the first recombinant drug in 1972 by Boyer and Goeddel at Genentech and
in the 1990s the production of short-acting and then long-acting insulin analogues (Monnier

et Colette, 2019). Directly or indirectly 4 Nobel prizes had been attributed to insulin.
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Figure 15: Time line of the diabetes discoveries, from Ebers Papyrus to Boyer and Goeddel.
Adapted from a course of Pr Jochen Lang, University of Bordeaux
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3.3 Type | diabetes: a complex autoimmune disease:

T1D is a metabolic disorder with autoimmunity targeting insulin-producing B cells in the
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(Berhan et al. 2011; Bruno et | intermediate rates of disease. From Atkinson et al 2014.

al. 2013; Haynes et al. 2015).

stagnation has also been

regions around the world

Type 1 diabetes is characterized by autoimmune destruction of insulin-producing B cells in the
pancreas by CD4+ and CD8+ T cells and macrophages infiltrating the islets (Foulis, McGill, et
Farquharson 1991). The causes of T1D are not fully understood although they received

increased attention during the last two decades. The disease appears to result from an
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interplay between genetic predisposition, environmental factors and microbiome, and
individual characteristics (DiMeglio, Evans-Molina, et Oram 2018).

Like other organ-specific autoimmune diseases, type 1 diabetes has human leukocyte antigen
(HLA) associations. The HLA on chromosome 6 was the first locus shown to be associated with
the disease by candidate gene studies (Cudworth et Woodrow 1975; Nerup et al. 1974) and is

considered to

contribute

about half of

CD4+
T-cell

Antigen
presenting
cell

the  familial
basis of type 1
diabetes(Todd
1995; Risch
1987). Two
combinations
of HLA genes
(or
haplotypes)
are of
particular

importance:
Figure 17: Representation of the process whereby antigen (in this case
peptides of proinsulin) is presented to CD4 T cells by human leukocyte
DR3-DQ2 are | antigen (HLA) class Il molecules on the antigen presenting cell. This results
in T-cell activation. In this diagram the 4 major genes associated with type
1 diabetes are present. CTLA-4 is an inhibitor of T-cell activation, as is
90% of | lymphoid tyrosine phosphatase (LYP). The complex of LYP—C-terminal Src
kinase (CSK) inhibits Lck signalling after engagement of the T-cell antigen
receptor (TCR). From Gillespie et al, 2010

DR4-DQ8 and

present in

children with

type 1

diabetes (Devendra et Eisenbarth 2003). The genotype combining the 2 susceptibility
haplotypes (DR4-DQ8/DR3-DQ2) contributes the greatest risk of the disease and is most
common in children in whom the disease develops very early in life (Caillat-Zucman et al.

1992).
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Candidate gene studies also identified the insulin gene on chromosome 11 as the second most
important genetic susceptibility factor, contributing 10% of genetic susceptibility to type 1
diabetes (Bell, Horita, et Karam 1984). Shorter forms of a variable number tandem repeat in
the insulin promoter are associated with susceptibility to the disease, whereas longer forms
are associated with protection (Bennett et al. 1995). Demonstration of increased expression
of insulin (mMRNA) in the thymus of people with “long” or protective repeats — which suggests
more efficient deletion of insulin-specific T cells during induction of central tolerance —
provides an attractive potential mechanism for the role of the insulin gene in type 1 diabetes
(Vafiadis et al. 1997; Pugliese et al. 1997).

Genetic studies have highlighted the importance of large, well-characterized populations in

the identification of susceptibility genes for type 1 diabetes. Some genes will have a relatively
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Figure 18 Schematic diagram of four putative environmental
intercellular determinants of T1D risk. A. Red dots represent enterovirus. Circulating
adhesion monocytes and epithelial cells of crypts in small intestine have both been

assumed to act as reservoirs of enterovirus, responsible for chronic viral
molecule infections and monocytes might serve as vehicles of viruses moving into
(ICAM)  and pancreas. B. Obese children are likely to be at a higher risk for the

vitamin D are
candidates..
Some

epidemiologic

development of T1D, sharing the common mechanism of insulin resistance
with T2D. C. Prolonged breastfeeding has been linked to lower risk for T1D
and partly explained by providing maternal antibodies against virus. D.
Individuals residing close to the equator are exposed to abundant UVB from
sunlight, which initiates the endogenous synthesis of vitamin D and
associates with reduced risk for T1D. From (Xia et al. 2019)
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observations support a protective role for vitamin D in type 1 diabetes. Maternal intake of
vitamin D in pregnancy and high doses of vitamin D supplements early in life have been shown
to protect against islet autoimmunity in offspring, (Fronczak et al. 2003; Hypp6nen et al. 2001)
whereas children with a diagnosis of rickets in the first year of life have been found to have a
3-fold increased risk of type 1 diabetes later in life (Mathieu et Badenhoop 2005).

Studies in most populations confirm an increase in the incidence of type 1 diabetes (Xia et al.
2019), these changes are too rapid to be caused by alterations in the genetic background and
are likely the result of environmental changes.

Despite that genetic susceptibility represents a major determinant of T1D risk, genetics alone
can not afford a satisfactory explanation for the dramatic changes in T1D incidence. Moreover,
the rising tide of incidence has been accompanied by a lower percentage of human leukocyte
antigen (HLA) genotype DR3/DR4 which confers the greatest risk for TID and a higher
percentage of moderate-risk genotypes (Fourlanos et al. 2008) compared to those detected
decades ago, implying a less important role for genetic predisposition but an amplifying

environmental pressure.(Hermann et al. 2003; Gillespie et al. 2004).

Identification of the potential environmental factors proved to be difficult. The
mostadvocated candidates are viruses, with enteroviruses, (Hyoty 2002) rotavirus (Honeyman
et al. 2000) and rubella virus being the usual suspects. In Western cultures, the developing
immune system of the infant is no longer exposed to widespread infection, which may

contribute to the current increases in incidence observed in atopic and autoimmune disease.

Large studies are required to address the role of environmental factors in susceptibility to type
1 diabetes. An international consortium — the Environmental Determinants of Diabetes in the
Young (TEDDY) — has been established to follow several thousand babies with high-risk HLA
genotypes from birth until adolescence to identify infectious agents, dietary factors or other

environmental factors that trigger islet autoimmunity in genetically susceptible people.

More than 30 years ago, it was recognized that antibodies in sera from patients with type 1
diabetes could bind to sections of pancreatic islets. These antibodies were termed islet cell
antibodies. The 3 principal autoantigens identified are islets or even b-cell specefic proteins,

namely glutamic acid decarboxylase (GAD 65),(Baekkeskov et al. 1989) a protein tyrosine
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phosphatase-like molecule (IA-2)(Lan et al. 1996) and insulin (Palmer 1987). Studies involving
first-degree relatives gave insight into the potential usefulness of islet cell antibodies as
predictors of future disease, but the immunoflourescence assay proved difficult to
standardize. About 90% of people with newly diagnosed type 1 diabetes have autoantibodies
to at least 1 of these 3 antigens. It is in the pre-diabetes phase that islet autoantibodies have
been most useful. They appear to be already present in most cases of future diabetes by the
age of 5 years (Ziegler et al. 1999) This indicates that the autoimmune process “smoulders”
subclinically for many years in the majority of patients and that clinical symptoms do not
appear until up to 80% of B cells have been destroyed (Gillespie 2006).

A way for intervention strategies to delay or slow the autoimmune process has been given by
the observations that islet cell autoantibodies predict autoimmune diabetes in first-degree
relatives (Bingley, Williams, et Gale 1999), that the presence of 2 or more autoantibodies in
people in the general population is highly predictive of future disease (Bingley et al. 1997) and
that persons who have IA-2 antibodies are at very high risk (Decochez et al. 2005; Achenbach
et al. 2004).

Prevention of the disease process before the appearance of islet cell autoantibodies would be
ideal, but the accuracy of prediction based on the presence of genes associated with type 1

diabetes is limited (Gillespie et al. 2004).

3.4 Complications of type 1 Diabetes:

The glycaemic disorders of type | diabetics can be considered according to two components:
chronic sustained hyperglycaemia leading to long-term complications and glycaemic
variability which has consequences in the daily life of patients (Bunn et al. 1975; Sacks et al.
2012).

They will gradually set in, insidiously, silently, and only a regular and appropriate follow-up
will allow their detection. The likelihood of developing long-term complications depends on
many factors: quality of blood glucose control, genetic predisposition, gender, dietary
balance, regular physical activity, smoking, etc (Sun et al. 2011). These complications are
mainly due to damage of the endothelium of the blood vessels. Most common complications

in TD1 patients are retinopathy which can lead to blindness (Monson et al. 1986), cardiopathy
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(Colom et al. 2021), nephropathy (Wheelock et al. 2017) and the so-called “diabetic foot” due
to mixed damage to the nerves and arteries of the lower limbs. Over time, deformities and
injuries can occur (Lauri et al. 2020). This loss of sensation and reduced blood flow can lead to
poor healing of wounds on the feet of diabetic patients and eventually necessitate amputation
of the affected limb (Hicks et al. 2016). Diabetes is the leading cause of non-traumatic
amputation worldwide (IDF, Diabetes Altas 2019).

In non-diabetic subjects, fasting blood glucose appears to be around 5.5 mmol/L, with
postprandial glucose peaks rarely exceeding 7.7 mmol/L. The blood glucose level of a non-
diabetic individual should never exceed 9.9 mmol/L, which is the glycosuric threshold in a
normal individual (Polonsky et al. 1988). In type 1 diabetics, blood glucose profiles are
profoundly disturbed with alternating "peaks" and "troughs" that are more or less intense.
The peaks correspond to the postprandial periods but they can also occur unexpectedly
without any food intake (Leiter et al. 2005). The "troughs", which can lead to more or less
severe hypoglycaemia, generally occur between meals: in the middle of the night, before
lunch or dinner (Monnier et Colette 2019). The occurrence of these dips is sometimes
unpredictable. In some cases, hypoglycaemia occurs in the period following food intake as a
kind of rebond effect. This lack of a "quiet" blood glucose profile is due to the lack of
endogenous insulin secretion (Monnier et al. 2007). The subject is totally dependent on the
resorption of injected or infused insulins and life events such as emotions, annoyances, meals
and physical activity are no longer compensated by the adaptation of insulin secretion. The
various therapeutic strategies employed in the management of type 1 diabetes are therefore

aimed at a blood glucose profile close to normal.

3.5 The different therapies in management of TIDM:

Upon diagnosis of type 1 diabetes, the patient should receive extensive therapeutic education,
as the management of type 1 diabetes relies mainly on the patient himself, as well as on
relatives who are also involved in order to be able to accompany and react to potentially
critical situations such as the occurrence of severe hypoglycaemia (OMS).

Different types of exogenous insulin have been developed, with increasingly rapid actions, and
are administered daily by injection. Patients have to measure their blood sugar levels, usually

by picking their finger, to determine the dose of insulin to be administered.
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The different types of insulin allow the patient to cope with different situations in everyday
life in the most appropriate way. The ultra-rapid acting analogues (insulin lispro and aspart)
come into action 10 to 15 minutes after injection, reach their peak in 30 to 60 minutes and
last for about four hours (Evans et al. 2019). These characteristics make them to cope with
meals and enabling the diabetic to cope with sudden and unexpected changes in lifestyle.
Rapid acting (or normal) insulin has a half-hour latency, peaks in two to four hours and
disappears after four to eight hours. It is used before meals to control hyperglycaemia after
eating and to lower blood glucose levels quickly when they rise too high. NpH (neutral
protamine Hagedorn) insulin contains a substance (protamine) that slows down its action so
that the latency is two to four hours, the peak is produced six to eight hours after the injection
and the total durationis 12 to 15 hours (Lau et al. 2019). Two injections per day usually provide
sufficient blood glucose control. Slow acting insulin, which contains zinc, has the same
characteristics as Nph: a latency of two hours, a peak of 6 to 12 hours and a duration of 18 to
24 hours. Like Nph, it theoretically provides satisfactory blood sugar control with only two
daily injections. Ultra-slow acting insulin contains more zinc, which further delays its action.
Thus, the latency is four to six hours and the maximum eight to fifteen hours, while the effect
disappears after 18 to 24 hours (Turner, Phillips, et Ward 1983). For this reason, one injection
per day is sufficient, in combination with small doses of rapid insulin (e.g. before meals).

Unfortunately, insulin carries a significant risk of hypoglycaemia, which is a major obstacle
when used as a monotherapy. Research into non-insulin therapies has progressively emerged
that reduce insulin requirements and associated risks (Heptulla et al. 2005; Kuhadiya et al.
2016; Pettus, Price, et Edelman 2015) . They are mainly aimed at reducing gluconeogenesis
(e.g. amylin, liraglutide, glucagon receptor blockers) or increasing glucose excretion (e.g.

SGLT2 inhibitors).

Continuous Glucose Monitoring:

In order to improve the daily monitoring of blood glucose and the daily burden of this
monitoring on the patient, a new technology called CGM for “Continuous Glucose
Monitoring”, was developed in the 1970s in Germany and Japan (Kropff et DeVries 2016). It
was initially reserved for use by health professionals. It took many years before it was available

to patients directly (Kravarusic et Aleppo 2020). A CGM consists of a meter and a sensor that
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must be placed on the skin and replaced every week. CGM systems measure glucose levels
continuously in the interstitial fluid; most systems use an enzymatic re-action with glucose
oxidase as a substrate, whereas the implantable Eversense system from Senseonics
(Germantown, MA) uses a fluorescence-sensing technology (O’Connor et al. 2020). They can
display blood glucose values in real time (real-time CGM) or on-demand ('flash' blood glucose
monitoring). Real-time CGMs also use alarms when sensor glucose levels reach predefined
thresholds of hypo- and hyperglycaemia and during rapid glucose excursions (Tauschmann et
Hovorka 2018). We will discuss more in details of CGMs technic in the last part of this

introduction, and see what are the benefit and the limits of it.

Islet/pancreas transplants:

Islets can be transplanted either alone, or as a whole pancreas, or as pancreas/kidney
transplantation. Each approach has it advantages and disadvantages, and islet only
transplantation represents the least surgical risk. Islet/pancreas transplantation is one option
that provides an alternative for patients with severe glycaemic instability despite optimised
insulin treatment (Rickels et al. 2018). Depending on the patient's profile, a choice has to be
made between islet or whole pancreas transplantation. This choice is made on several criteria
as the age of the patient but more particularly on his health status from a renal and
cardiovascular point of view. Indeed, islet transplantation is proposed in cases of insulin-
deficient diabetes without declared renal insufficiency. When renal insufficiency is present, a
kidney/pancreas transplantation will be preferred (Vantyghem et al. 2019; Wojtusciszyn et
al.2018).

Islet transplantation aims to restore an appropriate hormonal secretion of insulin and
glucagon. Islets are isolated from cadaveric donors and are then injected via the portal vein
into the liver under immunosuppressive treatment (Vantyghem et al. 2019; Shapiro,
Pokrywczynska, et Ricordi 2017). Human cadaveric donor islets are isolated using a technique
based on enzymatic and mechanical digestion followed by density gradient purification
(Varhue et al. 2017).

Islet transplantation, while attractive on paper, has limiting points that need to be addressed.
First of all, the use of cadaveric donors limits the number of patients that can be transplanted.

Indeed, two to three donors are needed for one transplantation and there is a real shortage
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of organs available (Matsumoto 2010). Secondly, a part of the cells dies quickly after
transplantation due to an inflammatory reaction and ischaemia. Therefore, despite the use of
2 to 3 donors for each recipient, full insulin independence is not yet achieved and a second
islet infusion is generally required (Lablanche et al. 2017; 2015). Furthermore, the functional
quality of islets varies greatly between donors, and rapid and efficient methods of assessing
islet functionality before transplantation are currently lacking. Finally, the continued use of
immunosuppressants to prevent rejection is difficult to tolerate for most patients (Shapiro,
Pokrywczynska, et Ricordi 2017) and the intervention is not without risk of thrombosis of the
portal vein (Kawahara et al. 2011). The use of an encapsulation system as a physical barrier
could avoid the use of immunosuppressants (Desai et Shea 2017). An ideal islet encapsulation
device should provide sufficient blood supply to maintain islet survival and function, be
biocompatible and non-fibrotic, and provide a protected environment against autoimmune

reactions and thus prevent rejection (Sneddon et al. 2018).

New therapies of TDIM:

These therapeutic approaches are constantly evolving in order to improve the quality of life
of patients with TIDM and to reduce the daily burden of managing this disease. From these
stem new therapeutic strategies and we are now going to focus on two of them in particular:
Cellular engineering techniques through which we will discuss the use of stem cells and cell

conversion methods. The concept of an artificial pancreas, which is at the centre of my thesis.
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Figure 19: Therapies in TDIM. Therapies arising from a strategy to replace the failed organ.
Therapies arising from a strategy of revitalisation of the failed organ

72




Cellular engineering:

In order to compensate for the loss of B-cell mass in the islets, to restore insulin secreting
function in the patient and to find an alternative to cadaveric donor islets new avenues have
been explored, including reconstituting the B-cell mass in TIDM patients from stem cells.
Numerous studies of pancreatic development in different animal species have provided
insight into the key steps to B-cell formation (Murtaugh et Melton 2003; Arda, Benitez, et Kim
2013). This understanding of pancreatic development has been useful in the field of
regenerative medicine and more specifically for the use of human embryonic stem (hES) cells
(Thomson et al. 1998). The hES cells represent a promising source for B-cell replacement in
transplantation, non-limited by donor availability (Pagliuca et al. 2014; Chetty et al. 2013).
Human induced pluripotent stem cells (iPSCs) were developed (Takahashi et al., 2007). These
cells are generated from patient somatic cells (e.g. skin fibroblasts or peripheral blood
mononuclear cells) reprogrammed with cocktails of transcription factors (OCT4, SOX2, etc...)
(Teo et al. 2013). In the first studies of differentiation of hES cells into pancreatic endocrine
cells, a stepwise protocol was designed. This protocol is based on the use of different cocktails
of factors to induce the differentiation of hES cells through 4 successive steps: definitive
endoderm, pancreatic epithelium, endocrine progenitors and "B-like" cells. These initial
differentiation assays generated populations of cells with mixed hormonal expression but no
mature B-cells (D’Amour et al. 2006). More complex protocols were therefore developed with
additional steps, new factor cocktails and culture in organoids and/or microfluidics.
Transplanting these in-vivo generated cells then induces further functional maturation
allowing remission of diabetes in mouse models (Pagliuca et al. 2014; Rezania et al. 2014) but
transposition to humans still remains a challenge with important risks, notably the presence
of poorly differentiated cells that can be a source of tumours due to their pluripotency, but
also autoimmune reactions generated by the transplantation (Helman et Melton 2021; Nair,
Tzanakakis, et Hebrok 2020).

Another way for cell engineering is the reconstitution of a B-cell pool by stimulating the
proliferation of endogenous B-cells or reprogramming non-B-cells into B-cells (Zhou et Melton
2018). Pancreatic islet hyperplasia is observed at certain times of life in humans, during the
first year of life, during pregnancy or in cases of obesity (Zhou et Melton 2018). Following this

observation, the idea of stimulating B-cell proliferation seems to be a solution to replace the
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B-cell mass. Many growth factors and mitogenic agents promote B-cell proliferation in animal
models (Schulz et al. 2016) but they fail to stimulate human B-cell proliferation. Therefore,
there has been great interest in using key regulators of B-cell development to convert non-f
cells into insulin-secreting cells. Insulin expression and secretion can be induced in non-f cells
but these cells do not take on the morphological, molecular and functional properties of B
cells (Baeyens et al. 2005; Kaneto et al. 2005). Alternatively, extreme B-cell loss can trigger a
spontaneous conversion of a and 6 cells to B-cells (Chera et al. 2014). Although the molecular
mechanisms behind this conversion remain unknown, forced expression of PDX1 (Pancreatic
and duodenal homeobox factor 1) and PAX4, two regulators of B-cell development, allows for
the conversion of a-cells to B-cells in mouse models (Yang 2014). This plasticity in human islets

remains still to be explored.

Artificial Pancreas:

Technological advances, while not restoring normoglycaemia for the majority of diabetics,
have nevertheless improved the quality of life of patients and automated blood glucose
control. Monitoring blood glucose levels on a daily basis requires a great deal of commitment
from the patient, representing a significant physical and moral burden. For example, in order
to monitor blood glucose levels, a type 1 diabetic patient pricks his or her fingertip more than
1,800 times on average in one year, an act that is harmless when performed occasionally, but
therefore becomes a painful habit (Ascaso et Huerva 2016). Moreover, people who develop
type 1 diabetes are often young and it is difficult for a child to fully take control of his or her
blood sugar levels. Indeed, despite therapeutic education, not having the same carefree
attitude at a birthday party or during a simple game in the playground is problematic for the
patient and his entourage. They live in perpetual anxiety about the occurrence of a
hypoglycaemic crisis, which can have serious consequences if it is not managed quickly and
optimally. These considerations were the driving force behind the development of the concept
of the artificial pancreas (Kadish 1963), in order to bring together the different technologies
used up to now separately and thus move towards a more or less complete automation of the
daily care process. Abusively called "artificial pancreas”, it is not a physical organ that has been
transplanted, but the conjunction of several systems that communicate with each other and

thus form an interaction loop.
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The three players in this loop are a device for continuous measurement of interstitial glucose
(CGM); an external insulin pump; and a terminal that hosts algorithms that calculate the
optimal amount of insulin to be administered according to current, and sometimes future,
meal and exercise predictions and control their delivery autonomously via the insulin pump.
The management of the algorithms can be physically separate (smartphone or connected
tablet) or integrated into the pump. This interaction loop is still mostly an open loop, i.e. with
patient intervention. The ultimate goal is to succeed in closing this loop and thus free the

patient from the constraint of permanent monitoring in which he is locked.

CGM sensor to measure
the glucose level

Subcutansous route

B
& Biomedical device for BG regulation 3

Infusion L i Insulin
set I pump

Algaorithms
Control signal

Figure 20: Scheme of an artificial pancreas. An electrochemical CGM sensor continuously
measures subcutaneous glucose concentrations, which reflect blood glucose
concentration. This information is then processed by algorithms (controller, bolus
calculator, alarms ...), connected to an insulin pump to deliver the appropriate amounts of
insulin. Adapted from (Olcomendy et al,. 2021).

In current systems, the user enters various information such as meal announcements and
physical activity. Some improvements are currently being developed in recent years, such as
linking insulin control to heart rate in order to avoid hypoglycaemia during physical effort
(Rothberg et al. 2016). Given the importance of coordinated action between insulin and
glucagon, there are now also bi-hormonal systems where glucagon delivery is triggered when
hypoglycaemia is imminent or predicted (Haidar et al. 2016). However, these systems have
significant flaws, which effectively prevent the loop from being closed. Due to a lack of insulin
release during the cephalic phase, delayed absorption of insulin due to its subcutaneous
administration, and the lack of an incretin effect CGMs only detect glucose®, these systems

require basal insulin plus a bolus at mealtime (Latres et al. 2019). They therefore do not
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reproduce physiological insulin kinetics, nor do they consider non-carbohydrate nutrients
such as amino acids and lipids. It is therefore in relation to this observation that the
development of a new approach using biosensors such as the islets of Langerhans as sensors
is justified. The deciphering of the electrical signature of the islets could thus allow the
development of new algorithms that would be as close as possible to the patient's insulin
requirements, thanks to the inclusion in the analysed signal of glucose but also of non-
carbohydrate elements that also play a key role, as we saw at the beginning of this section, in
maintaining glucose homeostasis.

Following this presentation of the physiological and pathological functioning of the
maintenance of glucose homeostasis in the context of type 1 diabetes, we will now carry out
a state of the art of the technologies implemented during this thesis to establish the proof of

concept of this new biosensor.

4 Methods of functional investigation of islets

4.1 Optical means for the study of islets.

Chemical and genetic approaches have enabled the creation of sensors capable of better
understanding cell signalling through imaging (Poenie et al. 1986; Tsien et Hladky 1978).
Chemical approaches have been developed to study the temporal relationship that exists
between membrane potential and calcium fluxes, in order to learn more about the dynamics
within the B-cell and other islet cells (Frank et al. 2018). Organic fluorescent probes and optical
means can be used to dynamically study islet cells. They can be used in cell lines and primary
cells without genetic manipulation. Particularly common and easy to use are single-excitation/
single-emission calcium probes and their ratiometric variants. They are numerous (Fura2,
Fura8, Fluo3, Fluo4, Fluo8, etc.) (Tsien 1989) and they differ according to their affinity for Ca?*
and their spectra (Paredes et al. 2008). Insulin secretion can also be monitored using zinc-
sensitive probes (ZIMIR) (Li et al. 2011) which is co-secreted with insulin. However, these
measurements are limited by photobleaching.

Another type of sensor, based on genetic techniques, has been developed. Recombinant

sensors for ions or second messengers (eg. cAMP) have been developed. Corresponding
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minigenes with specific promotor are introduced into cells using techniques such as
transfection, viral transduction or genome editing including the generation of specific mice
strains. Genetically encoded calcium sensors have been used in several studies on B-cells (van
der Meulen et al. 2017). There are also genetic sensors for nucleotides (e.g. ATP and ADP,
NAD* and NADH, NADP* and cAMP) as well as for small molecules such as glutamate (Brun et
al. 2012; Cambronne et al. 2016).

Among the major limitations common to both genetic and chemical optical approaches is the
issue of accessibility of probes to the cells at the center of the islet. Indeed, as a three-
dimensional structure, only the peripheral layers of the islet will be in contact with the probes
(Dolensek, Rupnik, et Stozer 2015). The probes or genes therefore penetrate the surface of
the islet but not the deeper layers. The read-out of optical measurements allows
measurements of function and signalling, but provides little information on the characteristics
of specificion currents, which provide rapid and detailed information on B-cell activity (Dunlop
et al. 2008). The frequency resolution is limited since the acquisition frequency is around 1 Hz
and the frequencies of B-cell signals are in the range of 0.2-2 Hz for slow potentials and 3-700
Hz for action potentials. Furthermore, the pancreatic micro organ is a set of cells arranged in
3D (micro organ diameter equal to about 100 um) which reduces the acquisition time and
therefore the frequency if we want to report this 3D volume. In addition, the photobleaching

of fluorescent probes is also a constraint when using optical tools.

4.2 Techniques for studying the secretory function of islets:

One of the central questions in the study of the islets of Langerhans is the study of the
hormone secretion. The primary objective of the B-cell is to participate in the maintenance of
normoglycaemia through the storage and release of insulin in the appropriate amount.

A first method used in in vivo experiments is the study of the proinsulin/insulin ratio in the
plasma. An abnormal ratio can be a marker of a possible B-cell dysfunction (Cersosimo et al.
2014). The concentration of insulin measured in the blood differs from the total amount of
insulin secreted, as a large portion of the secreted insulin is extracted by the liver before
reaching the general circulation. To evaluate total insulin secretion in vivo it is therefore
appropriate to focus on C-peptide, which is present in an equivalent quantity to insulin but

which is totally extracted unlike insulin. The determination of plasma C-peptide
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concentrations is therefore a good indicator for assessing the amount of insulin secreted in
vivo. However, although useful for quantification, this method does not tell us the proportion
of biologically active circulating insulin (Cersosimo et al. 2014).

Ex vivo several models are used with differences in the preservation of the normal
environment. The perfused pancreas technique allows the study, in situ, of the secretion of
hormones released by the islets (Bonnevie-Nielsen, Steffes, et Lernmark 1981) . Surgery is
performed on a freshly prebleached pancreas to create a closed system with only one
entrance, the celiac artery and one exit, the hepatic portal vein (Sussman, Vaughan, et Timmer
1966). All the rest of the organ's vascular network is ligated. An oxygenated solution is then
perfused through the pancreas and secretagogues are introduced to stimulate the secretion
of various hormones (Wargent 2009). The difficulty of implementing this type of procedure
must be emphasised, as it is complex and time-consuming to set up in order to obtain a
perfectly sealed circuit (Bonnevie-Nielsen, Steffes, et Lernmark 1981).

It is therefore simpler to study the secretory function of islets using isolated whole islets.
Whole islets maintain native cell contacts and paracrine signalling between a, B and & cells.
Islets from mice and rats are routinely isolated according to established protocols, either
through the use of gradients (O’'Dowd 2009) or manual handpick as we practice in the
laboratory (Lebreton et al. 2015; Jaffredo et al. 2021). Isolated islets can be cultured for
several weeks however, as the culture progresses, cells degranulate and changes in cell
function appear after a long period in culture (Gilon, Jonas, et Henquin 1994). In addition,
there is heterogeneity in the fate in culture between islets isolated from the same pancreas.
For example, small islets will show less necrosis markers following hypoxia than larger islets

(Muthyala et al. 2017).

4.3 Methods for electrophysiological studies of islets

The B-beta cell is an electrogenic cell with characteristic electrical signals. These signals are an
important parameter allowing the functional study of islets through their electrical response
to glucose and their electrical properties depending on their different ion channels (Kravets
et Benninger 2020; Rorsman et Ashcroft 2018).

We have already seen that islets can be studied using optical approaches via fluorescent

probes, however these techniques only offer low temporal resolution. Compared to optical
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approaches, electrophysiology allows a better monitoring of ionic flows within cells, which can
reach several thousand measurements per second.
The methods of electrophysiological study of islets can be classified into two broad categories,

intracellular and extracellular. Annexe 1, table 1.

Intracellular electrophysiology:

Sharp micro-electrode

Membrane potential recordings were initially performed in the 1970s in pancreatic islets using
intracellular microelectrodes called sharp electrodes with a very thin diameter and an
electrical resistance between 100-300 MQ. With this technique, it is possible to monitor
electrical activity and changes in membrane potential. By sending a current pulse, the
associated voltage changes can be recorded at the cell level (Atwater, Ribalet, et Rojas 1978).
This technique can also be used in vivo (Sdnchez-Andrés, Gomis, et Valdeolmillos 1995). A
major disadvantage of this technique is that the electrodes have a high impedance, so the
speed of current injection is limited and the kinetics of the membrane currents responsible

for action potentials cannot be reliably analysed (Rorsman et Ashcroft 2018).

Patch clamp

In contrast to the sharp method, the patch clamp involves larger electrodes (R > 1 GQ). The
patch clamp is a method that was developed by E. Neher and B. Sakmann, Nobel Prize
laureates in Medicine and Physiology, in 1991 (Neher et Sakmann 1976).

The patch clamp allows quantifying the involvement and contribution of ion channels in the
activity of electrogenic cells and particularly B-cells (Difer 2012). Several patch-clamp
configurations (attached cell, whole cell or single channel with or without intracellular
medium bathing in the pipette) can be performed on intact pancreatic microorgans (Rorsman
& Ashcroft, 2018). The patch is most commonly used on dispersed islet cells, but extrapolating
results obtained on dispersed cells to an islet can lead to bias in the analysis. Indeed, culture

and dispersion can induce changes in ion channel properties or density, not to mention the
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suppression of electrical couplings which play a major functional role (Rorsman & Ashcroft,

2018).

When performing a whole
islet patch clamp
experiment, the islet is
held by a fairly large glass
pipette and the target
patch electrode on the
opposite side of a cell
(Gopel et al. 2000).
Although the patch clamp
is ideal for biophysical
studies of ion channels
and fluxes due to its high
resolution, it is a
technique that requires
great dexterity (Fridlyand,
Jacobson, et Philipson
2013). In addition, the
cytosol, a key cellular

compartment in carrying

out B-cell glycolysis, is
diluted in the large
volume of the patch

pipette, which poses a
problem for the
regulation of cytosolic
metabolic pathways when
studying channel ion
activity. It is still possible
to preserve the internal

cell  environment by

(a) Lonventional patch clamp A
Voltage output

Filled glass +

micropipette Amplifier

Ag/AgCl
wire Command
l potential

Ground

Bath solution

(b) Cell-attached (c) Excised-patch

W

|:> retract pipette or suction pulse

(d) Whole-cell

Gigaseal

(e) Interface patch clamping (f) Flip the tip concept

Figure 21: Cross-sectional schemes of the patch clamp
technique. (a) Conventional approach as routinely performed
utilizing a glass micropipette electrode on a cell adhered to a
solid support arranged in various recording configurations: (b)
cell-attached, (c) excised-patch and (d) whole-cell mode.
'‘Blind' approaches where the configuration is inverted and a
cell is rather approached to the micropipette opening and
probed or patched in suspension in an effort to automate the
technique. (e) Interface patch clamping relies on precision
manoeuvring of a cell suspended near the air-liquid interface
to the tip of an inverted micropipette blindly based on the
electrical resistance reading across the tip and (f ) flip-the-tip
uses suction or gravitational forces to position a cell
suspended inside the pipette tip. From Levent et al., 2013.
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switching to the perforated patch configuration from the attached cell (Mason et al. 2005).
Perforation of the membrane can be achieved by adding ionophores to the pipette that will
introduce monovalent ion permeable pores into the membrane, allowing us electrical access
to the interior of the cell. In patch clamp, ion channel agonists/antagonists are delivered by
external perfusion or through the patch pipette allowing the isolation and characterisation of

specific channels.

In conclusion, intracellular electrophysiology, although having multiple advantages for the
functional study of the islets, is invasive and only allows recordings lasting a few tens of
minutes. The implementation of these techniques is complex and requires a great deal of
expertise on the part of the experimenter. Finally, the recordings are made on the scale of a
single cell and do not provide information on the behaviour of the entire microorganism that

is the islet.

Extracellular electrophysiology:

Extracellular recording techniques have been explored since the eighteenth century with
experiments such as those conducted by Galvani on frogs to quantify "animal electricity".
Closer to home, during the 1970s, these techniques were mainly used in neuroscience or
cardiology to study neurons or cardiomyocytes, the most studied electrogenic cells at that
time. It was only recently, in the 1990s, that these approaches were applied to the study of

Langerhans islets.

Multi electrodes array

Palti and colleagues performed electrophysiological studies on islets initially using only two
electrodes (Palti et al. 1996). Since then the number of electrodes used to conduct these non-
invasive studies has increased and we now speak of microelectrode arrays (MEAs) fabricated
by electrochemical deposition. Our team has greatly contributed to the study of signals from
B-cells cultured on MEAs (Raoux et al. 2012b; Bornat et al. 2010), whose amplitude is much

lower than those of signals observed in neurons or cardiomyocytes (10-50 uV for PAs, 50-350
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WV peak-to-peak for PLs) (Lebreton et al. 2015). Pancreatic SPs show an amplitude in the
microvolt range, whereas other electrogenic cells in the body show signals in the mV range.
Murine or human pancreatic islets can be cultured on MEAs for days to monitor their electrical
activity (Jaffredo et al. 2021; Pedraza et al. 2015; Perrier 2018; Raoux et al. 2012b). This
approach allows us to study non-invasively and in real time the different signals (APs and SPs)
of the pancreatic islet cells and to inform us in detail about islet activity (Lebreton et al. 2015;

Renaud, Catargi, et
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coverage with the | Figure 22: Pancreatic islets cultured on microelectrode arrays
(MEAs) and recordings of APs and SPs at high glucose. Islets are
isolated from mouse pancreas and seeded in the MEA tank directly
PEDOT: PSS, | onto the electrodes. After a few days in culture, the islets have
adhered to the electrodes. lon channel activity in the islet cell
membrane generates field potentials that are amplified and
high frequency | recorded by the MEA. We can record pluricellular activity, slow
potentials SPs, and unicellular activitity, action potentials APs.
Adapted from Lebreton et al. 2015.

conducting polymer

especially in the

range (Koutsouras

2017). This

configuration provides high temporal resolution, but spatial resolution is very limited when
considering the diameter of an islet endocrine cell of approximately 10 um. Spatial resolution

can be increased by denser arrangement of electrodes in high density MEAs (HD-MEAs).
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Unfortunately, it remains open, how many cells (10um of diameter) touch an electrode (30um
of diameter). While in theory, reducing the size of the electrodes decreases the signal-to-noise
ratio, appropriate electrode coverage can remove this problem (Viswam et al. 2019).
Therefore, the right combination of electrodes, electrode sizes and electrode material must
be found to best answer the question addressed to the system. Another limitation that can be
cited for this technique include the fact that we cannot specifically determine which ionic
currents are involved.

However, these classical metal electrodes are rigid and cannot be produced by printing on
soft, flexible substrates to adapt their geometry for different biological surfaces and tissues
while keeping a good signal to noise ratio. The fact that these electrodes are not accessible to
chemical modifications also limits the detailed investigation of the contribution of the
different ions in the bioelectric signals (Rivnay et al. 2017). Following these observations, the
team, through another project, became interested in organic bioelectronics and more

particularly in the development of electrochemical transistors, which we will now discuss.

OECTs

Organic bioelectronics and more specifically organic electro-chemical transistors (OECTs) are
based on the principle of measuring changes in current through a conducting polymer. These
changes are directly related to the electrical activity of the electrogenic cells seeded on this
polymer and can also be transformed into potential variations by electronic circuits (Yao et al.
2013). The aim of this method is to provide solutions to the various weaknesses highlighted
previously for the MEA technique. Compared to conventional metal electrodes, the
amplication is performed directly at the source, thus for less additional noise added. In
addition, our team has developed with chemists’ biocompatible polymers specific for certain
ions (Salinas et al. 2020; Villarroel Marquez et al. 2020), which can be deposited on the surface
of OECTs. These ion-specific polymers may be able to provide an extracellular analysis of the
contributions of different ionic species to islet cell activity. A first detailed characterisation of
the optimal conditions of use for OECTs with low-amplitude signals, such as in islets, has been

published (Abarkan et al., 2022).
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Figure 23: Scheme of an organic electrochemical transistor (OECT). (A) The
OECT consists of a source (S) and a drain (D), separated by an organic
Bongo, et | semiconductor material of a given thickness (d), which makes contact with
an electrolyte, within which the gate (G) isimmersed. Voltages are applied
Owens 2015). | {4 the gate (Vg) and drain (Vp) to modulate the current (Ip) flowing in the
Furthermore OECT. (B) The OECT is a device that can be adapted for micro-fluidics, (C)
on a rigid support or (D) on a soft and flexible support. Adapted from
OECT can be | giynay et al, 2018

used to detect

detect

(Strakosas,

and recognise the presence of biomolecules of interest by being an enzymatic biosensor
(Pappa et al. 2018), an immunosensor (He et al., 2012), coupled to artificial receptors (Zhang
et al. 2018) or ionic sensors (Han et al. 2020). In addition to these single molecule detections,
OECTs are devices that, thanks to their favourable Young's modulus, interface very well with
living, tissues or cells. OECT biosensors are therefore emerging as a new strategy for the study
of biological systems but also as a new alternative for low-cost toxicological analysis and
diagnostics. The portability of OECTs dedicated to the detection of molecules such as cortisol
or lactate is increasingly being developed (Khodagholy et al. 2012; Parlak et al. 2018; K. Yang
et al. 2018), opening the way for the use of OECTs in the field of health technologies and rapid
diagnosis.

However, despite all the progress achieved and published, OECTs are not yet well standardised
and therefore not yet at the stage of industrialisation. Thus stability (against air, light, aqueous
environments or biological substrates) and performance can vary between channels and
sometimes be limiting (Sirringhaus 2009; Klauk 2010). In addition, electronic circuits for signal

capture remain poorly developed and are often not adapted to the variable performance of
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OECTs produced on demand. This inherent variability and the lack of knowledge about their
behaviour during biological recordings precluded long-term quantitative studies in biology.
this has been considerably improved by dedicated electrochemists and precise exploration of

electrical device parameters (Abarkan et al. 2022).

Conclusion

Different approaches used to study the electrogenic activity of Langerhans islets and slow
potentials are a signal of interest for the development of a biosensor based on this specific
electrical signature. Currently, commercial MEAs, manufactured by several companies with
expertise in the field, offer the possibility of conducting a long term minimally invasive study
on the islets and thus obtain standardized recordings of the multi-cellular activity within the
micro-organ. These MEAs can also be used under static or dynamic flow conditions. In the
context of the development of our new biosensor, in order for the interstitial fluid to be
delivered to the islets seeded on the MEA, | had to develop different microfluidic approaches

in order to best meet the specifications of this new islet on chip.
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5 From CGM to a new islet-based biosensor.

5.1 Analysis of the CGM concept: Strengths and weaknesses.

Blood glucose monitoring is essential in the management of TIDM. In this respect, the
emergence of CGM devices has been a true breakthrough. In this new section we will look in

detail at how CGMs work, their strengths, but also highlight the weaknesses of these devices.

General principle of CGM:

Of the many glucose sensing mechanisms tested in the laboratory, one method stood out as
meeting many of the requirements of medical devices. The most popular technique used for
continuous glucose monitoring systems is based on the glucose oxidation (J. Wang 2008).

Specifically, CGM devices are based on this principle, which involves a platinum electrode
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) 4 Figure 24: Components of a continuous glucose monitor. The
trigger an semipermeable membrane covering the subcutaneous probe allows
catalyse glucose to pass through and come in contact with the inner layer, which
| contains glucose oxidase. The reaction of glucose with glucose oxidase
glucose creates hydrogen peroxide, generating an electrical current in direct
oxidation. This | proportion to the glucose concentration. The electrode at the centre of
s in th the probe sends the signal to the external sensor, which translates the
results in the signal into a sensor glucose reading. Adapted from (Carter et al., 2020 and
production of | Lietal., 2006).

gluconolactone, hydrogen peroxide and an electric current signal that is ultimately
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transformed into a glucose concentration by a calibration process using some self-monitoring

of blood glucose (SMBG) samples collected by the patient (Acciaroli et al. 2018).

Continuous glucose monitoring (CGMS) has made a considerable way since its initial
introduction in a clinical setting in the 1970’s (Kropff et DeVries 2016) and revolutionised
blood glucose monitoring in diabetes and opened up new scenarios for daily diabetes
management (Acciaroli et al. 2018). CGM sensors provide an almost continuous glucose
recording, with blood glucose readings every 1-5 minutes, reducing the need for self-
monitoring of blood glucose and greatly increasing information on blood glucose fluctuations
and trend (showing that CGM reveals hypoglycaemic and hyperglycaemic events not visible
by self-monitoring of blood glucose). Since the first prototypes, the CGM software have
evolved significantly. Today, they are able to provide patients with a number of features, such
as trends in blood glucose variation and intelligent alarms for hypo-/hyperglycaemic events,
thus improving patient self-management. Although CGM users represent only a small
proportion of the total diabetic population, mainly due to the economic cost and patient
acceptability of the sensors, CGM sensors have been shown to be effective in improving
patients’ blood glucose control (Battelino et al. 2011; 2017) and enabling the development of

new advanced technologies for diabetes management (Facchinetti 2016; Vettoretti et al.

2018).
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Figure 25: (A) Representative blood glucose (BG) monitoring data obtained with self-
monitoring of blood glucose (SMBG; in green) and with continuous glucose monitoring (CGM,;
in blue). Dotted circles denote hyperglycemic and hypoglycemic episodes that, using only
SMBG measurements, are not detectable. (B) Assessment of the accuracy of a CGM sensor
can be performed by comparing Yellow Spring Instruments Inc. (YSI) measurements (red stars)
versus Dexcom G4 Platinum CGM (black solid line) measurements. For example, mean
absolute relative difference can be calculated as the average ratio between the absolute
difference between the CGM measurements and the YSI over the YSI. From Cappon et al 2019.

The development of CGMs

Glucose-based CGM devices moved more widely from the laboratory to the hospital in the
1990s, when the US Food and Drug Administration (FDA) approved the first CGM system for
use by healthcare professionals, allowing retrospective patient data to be analysed for review
(Wang 2008). However, these early commercial systems suffered from several limitations, the
main one being the low accuracy of some measurements. These data were assessed by
comparing the CGM trace to very precise and accurate BG concentration values, usually
collected in a hospital setting during sampling by healthcare professionals and using
laboratory grade medical instruments. In 2004, Medtronic successfully introduced and
marketed the first personal real-time CGM system: the Medtronic Real-Time Guardian. This
system provided patients with a glucose concentration value every 5 minutes, lasted for 3 days
and was able to trigger an alarm when the glucose concentration level became too high or too
low, helping users to improve glucose control. Dexcom Inc. introduced the Dexcom SEVEN

Plus, which had a longer life span of up to 7 consecutive days. To assess the accuracy of CGMs
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there is one metric that is important and that is the mean absolute relative difference (MARD).
MARD is computed using the difference between the CGM readings and the values measured
at the same time by the reference measurement system (Bailey et al. 2014). Among these
qguantities, MARD is the most common metric currently used in the literature to assess CGM
accuracy (Bailey 2017). In the same year, the Abbott Freestyle Navigator was released, which
is equipped with a glucose sensor that can be worn for up to 5 days but with a higher accuracy
than the Dexcom seven plus. All of the above systems have a high MARD, above 12.5%.
Compared to self-monitoring of blood glucose, which has a MARD of 5-10%, the low accuracy
(i.e. high MARD) of these "first generation" CGM systems was one of the major barriers to
early adoption of these devices, both by users, who did not feel safe adopting CGM, and by
the medical community, whose reluctance to integrate CGM sensors into the daily
management of diabetes greatly limited the diffusion of this technology.

Over the past decade, CGM manufacturers have made many efforts to overcome the
problems of inaccuracy of their first-generation devices. The first new generation product was
the Medtronic Enlite CGM system. This device not only achieved a MARD of 13.6% (Bailey
2017), but also extended the wearing time to 6 days. In addition, it improved the comfort of
the sensor by reducing its size and weight, was designed to be waterproof, and allowed blood
glucose storage for up to 10 hours if the receiver-transmitter connection is interrupted for any
reason. In the same year, Abbott launched the Freestyle Navigator Il, a newly designed CGM
system that provided blood glucose measurements every minute with a MARD of 12.3%
(Geoffrey, Brazg, et Richard 2011). In 2012, Dexcom launched the G4 Platinum, with a smaller
sensor, 7-day life span, and reduced MARD to 13% (Christiansen et al. 2013), later improved
to 9% in 2014 with new algorithms built directly into the sensor (Bailey et al. 2015). In 2015,
Dexcom launched the G5 Mobile (Bailey, Chang, et Christiansen 2014) which achieved a 9%
MARD, 7-day wear time, now allowing BG data to be transmitted directly to the user's mobile

phone without the need for a dedicated receiver.

In 2016, Abbott released the Freestyle Libre, which has a MARD of 11.4% (Bailey et al. 2015).
This CGM system was the first that did not require finger testing during wear. In addition, it
extended wear time to 14 days. Unlike Dexcom or Medtronic CGM devices, the Freestyle Libre
does not trigger an alarm if blood glucose levels fall outside the safe range and requires the

patient to pass the receiver over the transmitter to obtain blood glucose information, and to
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do so at least once every 8 hours to avoid losing data. For this reason, the Freestyle Libre is
labelled as a flash glucose monitor (FGM), i.e. a device that measures blood glucose

continuously but
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similar performance in terms of accuracy and blood glucose control compared to CGM devices
that require two or more calibrations per day, e.g. the G4 Platinum and Freestyle Navigator II
(Cappon et al. 2019). Following this technology trend, in 2017 Dexcom launched the G6
(Cappon et al. 2019), a CGM system that can be used without in vivo calibration, for 10
consecutive days, providing the same accuracy as the G5 Mobile. In the same year, Medtronic
launched the Guardian Sensor 3, which has been quantified to be 10.6% and 9.1% MARD
(Christiansen et al. 2017), when inserted in the abdomen and arm, respectively. This sensor is
80% smaller than the Enlite, and provides up to 7 days of sensor life as well as a shorter start-

up time.

To sum up, over the past decade, in addition to achieving accuracy close to or within the range
of self-monitoring of blood glucose, CGM systems have also improved in terms of
functionality, lifetime and patient convenience. CGM systems are now accepted as standard
tools for intensive glucose control in patients with TIDM. However, several important

limitations are still present. Annexe 2, table 2.
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Weaknesses of CGM systems

Glucose-oxidase based electrochemical sensors suffer from several limits such as their non-
linear response within the biological relevant range and most importantly, their dependence
of both sensitivity and specificity on the enzyme availability on the electrode surface (Cappon
et al. 2019). Moreover, BG readings provided by glucose-oxidase based CGM sensors are
affected by delay artefacts, which range from 5 to 10 minutes, due to the time lag between
glucose concentration in the interstitial fluid and BG. On one hand, delay is not important
when analysing retrospective glucose data, on the other, it can be critical when CGM is used
for real-time decision making.

For this reason, further research is currently undergoing to address these issues and designing
new CGM sensors able to better meet technological requirements such as sensor size, lifetime,
and accuracy. New generation CGM system development also involves the exploration of new
glucose sensing technologies beyond glucose-oxidase. In this regard, glucose sensors based
on optical sensing have been recently proposed. These sensors provide an alternative to
traditional glucose oxidase electrochemical sensors since they have the benefit of being free
from electromagnetic interference, simple to design and handling, and characterized by low
manufacturing cost (Cappon et al. 2019). These principles have been used to design non-
invasive sensors based on near infrared detection and spectroscopy (Vaddiraju et al. 2010),
and fully implanted CGM systems based on fluorescence (Chen et al. 2017). In 2016,
Senseonics launched the Eversense, the first implantable CGM system to receive the CE mark.
As already mentioned, it is based on fluorescence sensing, featuring a lifetime of 90 days, and
an accuracy of 11.4% MARD (Dehennis, Mortellaro, et loacara 2015). This approach is quite
demanding for the patient, who is required to undergo a, even if simple, surgical procedure,
but the sensor lifetime makes this system anappealing alternative (Cappon et al. 2019).
CGMs are based on the electrochemical principle of glucose catalysis by glucose oxidase and
this is a major limitation.

Indeed, as developed at length in the section dealing with carbohydrate homeostasis,
glycaemic variations are not only dependent on glucose metabolism (Vetrani et al. 2022).

Amino acid and lipid metabolism also play a major role in modulating glycaemic variability.
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Therefore, relying solely on a glucose catalysis reaction only gives a partial picture of the

patient's insulin requirements.

5.2 Non-invasive glucomonitoring

There is a serious need to develop non-invasive glucose monitoring (NGM) devices that will
alleviate the pain and suffering of diabetics. In this section, we will present some of the

approaches that

have been

developed to design

Reverse
iontophoresis

non-invasive devices
as an alternative to

commercially

available CGM
Non invasive
systems  (Badugu, Bioimpedence lucose Occlusion NIR
spectroscopy g 3 ) spectroscopy
Lakowicz, et Geddes monitoring

2003). For these
alternative systems,

other body fluids

. Ultrasound,
besides blood have electromagnetic

and heat capacity
therefore been used

that have potential Figure 27: Non-invasive glucose monitoring (NGM) devices that will

for non-invasive | alleviate the pain and suffering of diabetics.

glucose monitoring;
among them, saliva, urine and tear fluid are potential candidates (Villiger et al. 2018; Choy et

al. 2001; Chen et al. 2017)

Non-invasive devices include: transdermal sensors that pass near-infrared (NIR) light through

the stratum corneum to detect glucose concentrations, and external analyses of body fluids
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(i.e. saliva, tears, breath) using a variety of optical and electrochemical detection methods

(Tang et al. 2020). Annexe 3, Table 3

However, as we can see in the table, these devices also have significant disadvantages that do

not currently allow them to be used for reliable blood glucose monitoring (Vashist 2012).

Continuous glucose monitoring (CGMS) has made a considerable way since its initial
introduction in a clinical setting in the 1970s (Kropff et DeVries 2016) and has been
miniaturized to provided autonomy and comfort. Moreover, a number of studies have clearly
shown that CGMS reduces hyperglycemia as compared to other therapies and is thus expected
to reduce the dire long-term complications of type 1 diabetes (Kropff et DeVries 2016; Danne
et al. 2017).

The major drawbacks in currently marketed technology reside in the occurrence of
hypoglycemia with its inherent life-threatening risk due to the powerful action of the hormone
insulin and suboptimal glycaemia control especially under disturbances (physical activity,
unannounced meals, etc). Although current CGMS have improved the situation compared to
non-sensor driven approaches, this problem has to be mastered to provide a generally
accepted device and real autonomy in terms of closed-loop.

Control algorithms have an important role in CGMS coupled pump treatment. The
concomitant existence of currently some seven different classes or combinations of algorithm
types in clinical devices strongly suggests that a sufficient solution has not been found yet. The
PID approach is probably the best mastered technique (Hariri 2011; Abbes et al. 2013), it is
easier to implement but exhibits insufficient robustness to multiple challenges. Another well-
known class of closed loop of control algorithms is the so-called “model predictive approach”
(MPC), which makes explicit use of a system model to optimize the future predicted behaviour
of a system (human insulin/BGC system in our case). At each sampling time, a finite time
optimal control problem is solved over a prediction horizon, using the current state of the
system as the initial state. Although this represents a considerable improvement (Pinsker et
al. 2016; Del Favero et al. 2014), it still depends on the model for correct prediction. An
improvement to this problem results in the optimal control techniques and the Hee control
approach (Kovacs et al. 2009; Ruiz et al. 2012). The obtained performance in terms of

glycaemia regulation demonstrates that an improvement of existing CGMS is possible. Finally,
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it is interesting to note that a bi-hormonal system (insulin and glucagon) has been investigated
(Castle et al. 2010). In outpatients a glucagon channel has been added to the device and
compared to mono-hormonal devices or manually regulated insulin pumps (El-Khatib et al.
2017). Benefits from this novel technology do not seem to be unequivocal and some
stratification may be required which obviously requires larger cohorts.

A second major drawback is that whole body physiology is not “seen” by the classical
sensor. Recently physical activity has been addressed, an important variable in glucose
homeostasis, to avoid hypoglycaemia. Though heartbeat could be measured easily, this
biological approach is not feasible as hypoglycaemia may well slow heart rate (Novodvorsky
et al. 2017), thus disturbing the information sought in the absence of external control. One
approach is to reinforce a Closed-Loop (CL) system using MPC algorithm, such as in the
Diabeloop project (Quemerais et al. 2014), by a decisional matrix on physical activity,
uploaded on an Android OS smartphone linked to Dexcom CGMS and a Cellnovo insulin patch-
pump. Similar approaches have been tested in the commercial DexCom system (DeBoer et al.
2017). This underlines the benefit to consider additional informations for an enhanced
artificial pancreas although the occurrence of physical activity has still to be anticipated in
Diabeloop: this adaptive homeostatic correction is clearly just one of many situations
encountered in daily life.

To conclude, none of the current approaches imitates the endogenous regulation of
glucose homeostasis in a physiological manner such as biphasic and oscillatory release. This
pattern ensures on the one hand rapid decrease in initial glucose levels followed by constant
delivery during digestion, and on the other hand avoids rapid desensitization of insulin
receptors. Obviously subcutaneous insulin delivery (in contrast to physiological portal release)
will partially abnegate oscillatory delivery but recent progress in ultra-fast insulin may allow

obtaining some variations in blood levels (Heinemann et Muchmore 2012).

5.3 A new islets-based biosensor:

Pancreatic islets are the “in-born” sensors and actuators, optimally shaped to ensure
regulation of glucose homeostasis. The islets’ endogenous algorithms are still largely unknown
and encode physiologically important events. Thus, current models do not contain an explicit

description of the complex behaviour required for homeostasis. The development of a blood
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glucose monitoring system based on the use of Langerhans islets as sensors involves many

technological challenges and requires the use of different techniques.

Where to measure glucose?

The presence of biological material in the biosensor makes it necessary to position it
extracorporeally. This raises the question of where the most appropriate place to monitor
glycemia is. In terms of the body fluids of interest, two candidates naturally present
themselves. A measurement in the blood or in the interstitial fluid. This issue has been widely
discussed in the CGMs literature. In most cases these devices were subcutaneous, minimally
invasive, amperometric/enzymatic biosensor-based systems (Vaddiraju et al. 2010) and
consequently provided an indirect evaluation of the plasma blood glucose level by means of a
glucose concentration measurement in the extracellular interstitial fluid When using these
devices, the sensor or the sampling probe needs to be inserted through the skin inside the
subcutaneous fatty tissue in order to come into contact with the interstitial fluid (Danne et al.
2017) . Despite being in the early stages of the CGM development, a number of interstitial
fluid sampling and measurement methods have been considered (optical methods
(Heinemann 2003), capillary ultrafiltration (Linhares et Kissinger 1992), hypodermic needles
(Bantle et Thomas 1997), open-flow microperfusion and impedance/ electromagnetic
spectroscopies (Pfutzner et al. 2004). CGMs that showed the highest accuracy and reliability
performances are those based on one of two types of technology: transcutaneous (or needle-
type) systems (Rice, Coursin, et Riou 2012), where the amperometric biosensor is situated on
the tip of a thin needle directly implanted in the subcutaneous tissue (Wentholt et al. 2005)
or microdialysis-based systems. In the latter, commercialized by Menarini the glucose is
harvested from the interstitial fluid, by means of a constant flow of saline buffer, which passes
through a subcutaneously implanted microdialysis probe, and leads to a biosensor flowcell
placed downstream (Ricci et al. 2007). All of these systems have been designed to operate in
the subcutis, rather than in the blood, due to its easy and safe accessibility, and for the
possibility of frequent sensor replacement (Gerritsen 2000). The glucose concentration in the
interstitial fluid (IFG) demonstrated to have an high correlation with the corresponding plasma

glucose value, it is nevertheless known that the IFG differs from BG both in time, generally
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presenting changes in delay in regard to the BG (physiological lag time), and in their absolute
value of glucose concentration.

Dealing with interstitial fluid means take into consideration three parameter : time gradient
between BG and IFG, magnitude gradient between BG and IFG, and physiological outcomes
that can affect these two parameters (Scuffi et al,. 2010).

The time gradient definesthe delay, or lag time, observed between the variation of the BG
value (usually referring to the venous plasma) and the corresponding change in IFG. The term
‘lag time’ usually refers only to the physiological lag, and thus only to those physiological
processes regulating the glucose exchange between blood and interstitium. In several studies,
this also included the instrumental lag, specific to the device used for the IFG sampling and
measurement. The instrumental lag time also comprises a sampling lag, corresponding to the
time needed for glucose transport from the interstitial fluid to the biosensor and a
computational lag, related to all the calculation algorithms applied (Scuffi et al,. 2010). The
main and ongoing concerns related to the lag time are if it is either positive or negative, and
thus if the IFG follows or precedes the BG, and if its value is constant or variable (Keenan et
al. 2009). In the majority of studies it was observed that the IFG delayed with respect to the
BG, independently of whether the BG is rising, falling or reaching nadirs/peaks, with a lag time
value that ranged between 5 and 25 minutes (Bm et al. 1995), This confirms a kinetic
equilibrium based on a ‘two-compartment’ model of glucose diffusion from blood to
interstitium (Rebrin et al. 1999). In other studies, the IFG was found to anticipate the BG
decrease during insulin-induced hypoglycaemia. This was explained by increased glucose
uptake from the IF by the surrounding cells, which lead IFG to drop prior to BG, as described
by the ‘push—pull’ model (Aussedat et al. 2000).

Magnitude gradient is the difference in absolute glucose concentration between plasma and
IF. This is related both to the glucose concentration value in the two compartments during the
steady-states, and to the magnitude of the respective glucose concentration excursions (Kulcu
et al. 2003). In some studies (Petersen 1999), involving mainly healthy subjects, the magnitude
of the IFG and BG excursions and their values in their respective steady-states were found to
be similar. However, a large group of studies agrees that both the glycaemic excursions and
steady-state values of IFG and BG can show significant differences (Rebrin et al. 1999), but

always maintaining a high correlation factor.
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Physiological reactions after implantation of a needle or a probe of a device can also have an
impact on IFG measurement. The main effect of these local reactions is transitory and limited
to the few hours after the probe implantation, until a new physiological equilibrium at the
tissue/probe interface is reached (Ratner 2007). However, some events of daily life can bias
this equilibrium. The occurrence of pressures or mechanical shocks on the implantation area
can reactivate the local reactions and thus alter the equilibrium at the sensor—tissue interface,
leading to another transitory period of lowered IFG versus BG correlation (Gilligan et al. 2004).
Although even if a total consensus was not yet achieved on the BG/IFG relationship, a number
of mathematical models for the BG versus IFG equilibrium description have been proposed.

These models assume of a free diffusion of glucose molecule between blood and interstitium,

and in its uptake
from the IF by a Ko
the surrounding
cells (Steil et al.
1996; Freeland
et Bonnecaze

2004). Rebrin

and Steil

Interstitial fluid K,
proposed a ‘two- 2

: dc v
compartments —72 =~ Ky, + Ky5) Cot K, L C

dt V,

described IF and | Figure 28: Rebrin and Steil Model: Theoretical relation between the
glucose concentration in plasma (C1) and in interstitial fluid (C2 ), based
blood as two | on diffusion (K12, K21) and clearance (K02) parameters. From (Scuffi et
al, 2010).

model,  which

independent

compartments, separated by a diffusional barrier through which the glucose is free to diffuse

based on its concentration gradient (Steil et al. 1996; Rebrin et Steil 2000) .

Moreover, the glucose is cleared from the IF by the surrounding cells, depending from IFG.
This Rebrin and Steil model provides an effective mathematical description of two important
phenomena experimentally observed in several studies: the IFG follows the BG with a certain
lag time; during the steady-states the glucose concentration in the two compartments can be

significantly different. The only concern about this model is the assumption that both the
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diffusion across the IF/blood barrier and the clearance from the IF are related to BG and IFG
values by constants (K12, K21 and K02 in the equation of Rebrin and Steil), while several
evidences suggest that the dependence of these diffusion processes by BG and IFG is variable
over the time. Another widely recognised model, based on the ‘push—pull’ effect, was
proposed. This approach hypothesised that during the rising of BG the lag time between BG
and IF is caused by the glucose diffusion (push) from blood to IF, while during the falling period
of BG the IFG decreases in advance with respect of BG, due to the insulin-induced uptake (pull)
of glucose by the surrounding cells (Aussedat et al. 2000). This model allows explanation how
in some particular conditions (e.g. insulin-induced hypoglycaemia) the drop of IFG can
anticipate that of BG (Schmidtke et al. 1998; Thomé-Duret et al. 1996). The previous
approaches were further refined by Groenendaal et al., reporting a model where a specific
equilibrium between IFG and BG was described for each skin layer (epidermis, dermis, adipose
tissue) (Groenendaal et al. 2010).

In conclusion, the experimental evidence in the literature suggests that BG and IFG are
correlated by a kinetic equilibrium, which has as consequences a time and magnitude gradient
in glucose concentration between blood and interstitium (Kulcu et al. 2003). For the
development of a new extracorporeal islet-based biosensor interstitial fluid is the right
localisation to do the glycaemia measurement. It’s a good compromise between easily access

and precision of the measurement.

How to measure glucose?

The use of living cells in the sensor calls for caution and stringent procedures. For that
reason, the use of microdialysis and safety valves to provide the analysate instead of
membranes separating cells from patient’s body upon implantation, although major progress
has been made in the latter field (Schweicher, Nyitray, et Desai 2014). The microdialysis
approach has been used previously in diabetes therapy and allows reliable separation

between patient and biosensor (Heinemann 2003).

Microdialysis was introduced by Ungerstedt and Pycock and has been used mainly in

neuroscience research to quantify the metabolites present in cerebral spinal fluid (Ungerstedt

1991). However, over the last decade it has been increasingly applied to various tissue studies
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for in situ monitoring of different biomarkers in basic and clinical studies (Ungerstedt 1997;
1991; Maclean, Sinoway, et Leuenberger 1998) . The basic principle of microdialysis is to
reproduce the characteristics of a blood capillary. Indeed, the capillaries and the semi-
permeable membrane are surrounded by substrates and metabolites in the extracellular fluid

of the tissue (Muller 2002).

Inlet (perfusate) Outlet (dialysate)

\y

Perfusate

veod

Dialysate
used for continuous sampling of

Membrane

small proteins and metabolites

Figure 29: Microdialysis principle, scheme of a microdialysis probe and details of the exanges
at the level of the semi permeable membrane. Microdialysis membrane is depicted as a tip,
which is connected via a shaft to the inlet and outlet tubings; The semipermeable membrane
limits the diffusion of large molecules Adapted from Kalkhof et al,. 2014.

These molecules diffuse through the membrane portion of the catheter and equilibrate with
the perfusion fluid, which is pumped through the catheter at very low flow rates. Changes in
the concentration of a substrate in the surrounding medium are reflected by subsequent
changes in the dialysate (Lonnroth et Smith 1990). Rather than inserting an instrument into
the tissue, the microdialysate is extracted and subsequently analysed in the laboratory or
clinic at the patient's bedside.

A typical setup for a microdialysis system requires a syringe pump, a microdialysis probe (also
known as catheter), and connecting tubes (Kho et al. 2017). Among all the components
required for microdialysis sampling, the microdialysis probe is the most important component
(de Lange, de Boer, et Breimer 2000; Min et al. 2016) and will be in contact with the target
site. Recovery of microdialysis sampling depends on the probe. Basic designs for microdialysis
probes, linear, u-shaped or looped, OR concentric (Plock et Kloft 2005; Kit Lee 2013). Other

popular designs for microdialysis probes include the shunt probe and the side-by-side probe,
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as portrayed in (Plock et Kloft 2005; Kho et al. 2017). Microdialysis probe configuration mainly
depends on the target site. For our utilization in subcutaneous compartment, a linear design
of the probe is recommended (Baumann et al. 2019), indeed this kind of design is commonly
used for sampling in soft peripheral tissues such as skin, lung, kidney, and muscle because it’s
easy to implant, and can follow the movement of the tissue (Min et al. 2016).

Outlet Inlet

(dialysate) (perfusate)

Outlet
(dialysate)

Semipermeable

Semipermeable
membrane membrane

a b

Inlet
(perfusate)

Outlet
(dialysate)

Semipermeable
membrane
C

Figure 30: Schematic illustration of the more common microdialysis probe designs: a
concentric, b loop, and c linear microdialysis probes. From (Kho et al. 2017)
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Figure 31: Schematic illustrations of microdialysis probe designs: a side-by-side and b shunt.

From (Kho et al. 2017).

Recovery percentage depends on several factors, such as diffusion rate, flow rate, flux,
membrane length, membrane type/pore size, and perfusion liquid. The best results require
optimization of each factor (Kho et al. 2017). For example, the lowest flow rate, longest
practical membrane, and maximum sampling time will yield samples with the highest
concentration of the analyte. This is because the membrane is maximizing surface area for
diffusion, while the slow flow rate is giving diffusion plenty of time to equilibrate; the sampling
time determines the absolute content each sample will contain (Hammarlund-Udenaes 2017).

This example is a simplified understanding of the factors that must be considered.
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Diffusion: The diffusion rate is
inversely proportional to the

molecular size. This means that
Absolute recovery

as the molecular weight of the

analyte increases, the diffusion

rate will decrease. If the diffusion

A Relative recovery
rate  decreases, then the / - .

Relative Recovery (%)

Absolute Recovery (mol/min)
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essentially forces a lower flow Flow rate (ul/min)

rate for large molecules (Snyder
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Figure 32: Diagram of the variation of the recovery in

in the diffusion rate and must be | function of the perfusion flow rate. Formula of the
recovery calculation. Cgialysate: dialysate concentration;
Cecr:  concentration extracellular fluid;  Cperfusate
molecules, such as | Perfusate concentration Adapted from (Kho et al.
2017).

considered when analysing large

neuropeptides. Hydrophobic

molecules also exhibit characteristics which make monitoring of concentration changes
(primarily decreases) difficult since these changes take significantly longer to equilibrate
(Chefer et al. 2009). The concentration of the target analyte can be depleted from the area
around the probe faster than it can be supplied by the cells or diffused from surrounding
extracellular fluid; This is partly because of diffusion in tissue taking longer than in agueous
solutions due to limited extracellular fluid and indirect diffusion pathways between cells.

Analytes may attach to cells along the way and slow down their diffusion.

Flow Rate and Flux: Low flow rate creates low pressure in the probe; when using a perfusion
liquid that mimics extracellular fluid besides the low pressure, there is a minimal ionic flux.
The principle of flux can estimate extracellular concentrations of the target analyte (E. C. M.
de Lange 2013). To do this, the perfusate is spiked with a known concentration of the target
analyte and then pumped through the probe. The dialysate is analysed for differences in
concentration; decreased analyte concentration in the dialysate shows that extracellular fluid
has a lower concentration of the analyte, therefore, the analyte diffused from the perfusate

to the extracellular fluid (Kit Lee 2013). If the concentration of the analyte in the dialysate was
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found to be higher than its initial concentration, then it can be inferred that extracellular fluid
is higher in analyte concentration, therefore, the analyte diffused from the extracellular fluid

into the perfusate.

Perfusion liquid: The perfusion liquid should be as close as possible in nature to the
extracellular fluid but with a lower osmolarity in order to induce a diffusion gradient. Usually
Ringer’s solution (148 mM NaCl, 4 mM KCl, 3 mM CaCly) (Khan et al. 2015) which has higher
calcium and potassium levels than interstitial fluid (148 mM NaCl, 4 mM KCI, 1.2 mM CaCl,,
0.85 mM MgCly). Osmolarity is then adjusted with molecules like clinical grade Dextran 60

(ndialysis).

In conclusion, the use of microdialysis allows the use of live cells in the sensor in a safe manner,
as the islets in the biosensor are separated from the patient's body, while allowing access to
the interstitial fluid.

However, the use of this technology requires working at very low perfusion rates in order to
have an optimal recovery percentage. This can lead to long delays before the dialysate arrives
in the biosensor, as well as the possible drying of the islets. To manage these constraints, the
use of microfluidics allows to work with very low volumes of dialysate and micrometric

workflows.

5.4 Microfluidics: the flow management solution for the islets on
chip biosensor

The constant need for miniaturization and multiplexing of systems in different scientific fields
requires microfluidics to control small volumes of fluid.

Microfluidics is defined as the science and technology of systems that handle small volumes
of fluids of less than a microlitre, using channels of the size of a few hundred or tens of
micrometres (Whitesides 2006). Microfluidics can also be defined as a discipline dealing with
the flow of simple or complex, single or multiphase fluids in artificial microsystems, i.e.

manufactured using the new microfabrication techniques inherited from microelectronics
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(Tabeling 2003). These definitions show that microfluidics is conceived as a science that
encompasses the study of phenomena and fluid mechanics on a micrometric scale, but also
as a technique that contains an applicative dimension. Microfluidics, although recent, derives
from mechanisms that have been present in nature for millions of years. In the plant world,
the tree, for example, is a complex microfluidic system. It drains sap to thousands of leaves in
a homogeneous way, relying on a network of millions of small capillaries, whose diameters
vary from hundreds of microns to about thirty nanometres. The tree manages this microfluidic
network. It even manages to work under negative pressure, which, from a hydraulic
engineering point of view, is an exceptional performance. Of course, bubbles nucleate
permanently in the capillaries draining the sap. But there are thousands of built-in valves in
the tree that prevent the formation of a general embolism (Tabeling 2003).

In the animal kingdom, we can also mention the spider, which is a real expert in microfluidics.
To weave its web, it manages micrometric flows of proteins, solidifies them, and produces a
continuous flowing, hair-thin fibre whose adhesive properties are optimised for insect capture
(Konwarh, Gupta, et Mandal 2016). In humans, our bodies manage hundreds of micrometric
flows in a highly controlled manner. Over a wide range of scales, from a few nanometers (size
of a protein such as aquaporin) (B.-J. Jin et Verkman 2017) to hundreds of microns (diameters
of large blood capillaries) (Vedula et al. 2017).

The field of microfluidics lies at the crossroads of four major fields: molecular analysis,
biodefense, molecular biology and microelectronics (Lei et al., 2018; Daw et Finkelstein, 2006).
Molecular analysis was the first to contribute to microfluidics, indeed the distant origins of
microfluidics lie in microanalysis methods - gas chromatography (GC), high pressure liquid
chromatography (HPLC) and capillary electrophoresis (CE) - which, in capillary format,
revolutionised chemical analysis (Whitesides 2006). These methods have made it possible to
achieve high sensitivity and high resolution simultaneously using very small amounts of
sample. With the success of these micro-analytical methods, it seemed obvious to develop
new, more compact and versatile formats and to look for further applications of microscale
methods in chemistry and biochemistry.

A second and very different factor that drove the development of microfluidic systems was
the realisation after the end of the Cold War that chemical and biological weapons posed a
major military and terrorist threat (Whitesides 2006). To counter these threats, the Defense

Advanced Research Projects Agency (DARPA) of the US Department of Defense supported a
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series of programmes in the 1990s to develop field-deployable microfluidic systems designed
to serve as detectors of chemical and biological threats. These programmes were the main
stimulus for the rapid growth of academic microfluidic technology.

The third impetus for the development of microfluidics came from the field of molecular
biology. The explosion of genomics in the 1980s, followed by the advent of other areas of
microanalysis related to molecular biology, such as high-throughput DNA sequencing,
necessitated analytical methods with much higher throughput, sensitivity and resolution than
previously envisaged in biology. Microfluidics has offered approaches to overcome these
problems. The fourth contribution has come from the development of photography and
microelectronics (Whitesides 2006). The initial hope of microfluidics was that
photolithography and associated technologies, which had been so successful in silicon
microelectronics and microelectromechanical systems (MEMS), would be directly applicable
to microfluidics (Tabeling 2003).

More generally, everyday objects based on microfluidic techniques are now commonplace,
from inkjet print heads to pregnancy tests. These technologies have thus become unavoidable
and have undergone exponential development over the last 10 years.

In the medical field, the use of microfluidics opens new doors, both in the clinical and research
fields. It can push back the limits of the tools currently used in the drug development process,
cell cultures and animal models, which have highlighted the need for a powerful new tool
capable of reproducing human physiology in vitro to the maximum extent (Maschmeyer et
Kakava 2020). Advances in microfluidics have brought the realisation of this tool closer than
ever. Itis on this last point that we will discuss in the following chapter and think specifically

about the microfluidic field of Organ-on-chip.

Organ-On-Chip (O0C):

For centuries, animal experiments have contributed greatly to our understanding of disease
mechanisms, but their value in understanding the full pathophysiological mechanisms and in
predicting the efficacy of drug treatments in the clinic has limitations (Kola et Landis 2004).
Animal models, and even genetically modified models or models with experimentally induced
pathologies, often do not accurately reflect human pathology (Bracken 2009) and therefore

cannot predict with certainty what will happen in humans (Pun, Haney, et Barrile 2021). In
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addition, the growing awareness of animal rights in our societies has led to measures to avoid
the use of animals in research (Doke et Dhawale 2015). In 2018, for example, nearly two
million animals were used in French laboratories according to a survey by the Ministry of
Research (« Enquéte statistique sur |'utilisation des animaux a des fins scientifiques » s. d.). Of
these, 75% were involved in so-called "light" or "moderate" procedures. Only 18.7% were
involved in 'severe' procedures, and 6.3% in 'no awakening' procedures. These figures, in the
eyes of a growing proportion of the population, have become unacceptable and have led to a
near unanimous vote in the European Parliament on 16 September 2021 to almost completely
stop the use of animal models by 2030, except in a few studies on specific diseases such as
cancer (« Texts Adopted - Plans and Actions to Accelerate a Transition to Innovation without
the Use of Animals in Research, Regulatory Testing and Education - Thursday, 16 September
2021 »s.d.).

It is on the basis of these findings, both scientific and ethical, that organ-on-a-chip (OOC)
technology and bioengineered tissues have emerged as promising alternatives for a wide
range of applications in biodefence, drug discovery (Pammolli et al. 2020) and development
and precision medicine. Recent technological breakthroughs in stem cell and organoid
biology, OOC technology and 3D bioprinting have all contributed to a significant advance in
our ability to design, assemble and fabricate biomimetic living organ systems that more
accurately reflect the structural and functional characteristics of human tissues in vitro (Bhatia
et Ingber 2014), and allow for improved predictions of human responses to drugs and

environmental stimuli.

Islets-on-chip:

A variety of microfluidic devices have been introduced to recreate native islet
microenvironments and to understand pancreatic B-cell kinetics in vitro. This kind of platforms
has been shown fundamental for the study of the islet function and to assess the quality of
these islets for subsequent in vivo transplantation. However, islet physiological systems are
still limited compared to other organs and tissues, evidencing the difficulty to study this
“organ” and the need for further technological advances (Rodriguez-Comas et Ramon-Azcén

2021).
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The study of insulin secretion aimed at addressing islet functionality requires monitoring
insulin release over time. However, the existing standard assays for islet functionality and
viability present limited physiological relevance: usually, it involves numerous animals to
assess the capacity of the pancreas to secrete insulin after a glucose challenge and/or static
assay incubations of isolated islets subjected to low and high glucose concentrations in order
to evaluate the insulin stimulation index (Rodriguez-Comas et Ramdn-Azcén 2021). These
experiments are laborious, require long processing time, and are usually followed by off-line
quantification of insulin by an enzyme-linked immunosorbent assays (ELISA) or a
radioimmunoassay (Shen, Prinyawiwatkul, et Xu 2019). Hence, its readout is not obtained in
real-time, making it impossible to measure rapid spatiotemporal responses. Additionally,
these measurements do not have the sufficient sensitivity to measure insulin released by a
single islet, and consequently these measurements are usually performed using batches of
islets. Culturing pancreatic islets from rodents or human donors is difficult. For this reason,
minimizing the number of islets required for experiments is fundamental. Moreover, the
release of hormones from pancreatic islets occurs within minutes in a pulsatile fashion in
response to an appropriate stimulus. Thus, to resolve the secretion dynamics, methods able
to quantify insulin secretion with high temporal resolution are required. New high-
technological advances have allowed the development of microfuidic organ-on-a-chip
systems to recapitulate in vivo cellular models with a high level of control. Recently, they have
been defined as “microfabricated cell culture devices designed to model the functional units
of human organs in vitro” (Park, Georgescu, et Huh 2019). These new technological devices
are emerging as a powerful tool for the study of multifactorial pathologies such as diabetes.
Organ-on-chips are usually based on polymeric platforms where living microtissues can be
cultured and, in combination with microfuidics, mimic specifc functions of one or multiple

organs.

The development of a biosensor using an islet on chip platform requires a precise specification
of the characteristics and constraints of the device. Indeed, the use of microfluidics, although
offering many advantages, also obliges us to face various difficulties inherent to the
management of such small volumes of fluid.

The design of any new microfluidic device involves a methodology common to all OOC

development. The principles to manufacture all OOC based platforms are almost similar.
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Basically, after considering various parameters to emulate the specifications of a specific
organ, the desired design would be drawn with a design and drafting software (e.g., AutoCAD,
CATIA) (Schmidt 1998; Kovacs, Maluf, et Petersen 1998). Later, an appropriate
microfabrication technique (e.g., photolithography, stereolithography, soft lithography etc.)
according to the aims of the device will be used to fabricate the device (Azizipour et al. 2020).
Cell culture or tissue culture will be performed on the biochip in order to mimic the
functionality of a specific organ and to perform biochemical or biophysical assays or drug

testing (Voldman 2003).

Evaluate parameters
to emulate the

Choose appropriate

Cell culture on the

microfabrication Tt

technique

specifications of the
organ

Figure 33: General process of development of an OOC. Adapted from (Azizipour et al. 2020).

The first point to consider is the evaluation of the specificities of the islet on chip. What are
the specificities of the Langerhans islet culture for their use as a biosensor? The chip should
contain a few islets (10 to 20), in a volume small enough to be compatible with the supply of
dialysate through microdialysis but large enough to allow a good supply of nutrients and
oxygen to the cell (Jaffredo et al. 2021). In addition, the design of the microfluidic chip must
be compatible with an alignment on a commercial Multi-Channel System multielectrode array
(Raoux et al. 2012a) and allow for long term use in order to limit the change of biosensor by

the patient and thus promote patient acceptability.

Long-term culture in microfluidics exposes two major difficulties common to the microfluidic
field. Indeed, the first risk of working at low flow rates over a long period is the formation of
bubbles (He et al. 2021).

Gas bubbles present a frequent challenge to the on-chip investigation and culture of biological
cells and, small organs. The presence of a single bubble can adversely impair biological
function and often viability as it increases the wall shear stress in a liquid-perfused

microchannel by at least one order of magnitude (Lochovsky, Yasotharan, et Glinther 2012).
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Unwanted bubbles can also lead to severe cell damage by rupturing the cell membrane (Zheng
et al. 2010; Lochovsky, Yasotharan, et Glinther 2012) and device malfunction by disrupting the
local electric field (Berthod et al. 2002).

Different parameters must be considered in order to avoid the formation of bubbles:

Chip design: At the design stage, certain parameters must be considered that can lead to
bubble formation. Changes in geometry leading to sudden changes in shear stress and the
implementation of angular structures are the main nucleating features within a design
(Pereiro et al. 2019).

Fluid switch: When changing the injected liquid during an experiment, the same phenomenon
can appear. If you change the liquid inside the reservoir, you might need some time to
eliminate the amount of air introduced into the microfluidic setup (Sung et Shuler 2009).
Porous material: Porous and gaz-permeable material, such as PDMS, can induce air bubbles
inside microfluidic chips, especially in long term experiments (Duffy et al. 1998).

Dissolved gas: Gas contained in gaseous form in the liquids used during the experiment can
cause air bubbles to form. It is especially the case when the liquids are heated during the

experiments (Cheng et Lu 2014).

Working with live cells within a device also requires care to avoid clogging the chip or tubing
with cell debris or cell dislodgement during perfusion (Lochovsky, Yasotharan, et Giinther
2012).

The development of a microfluidic chip in the laboratory also imposed constraints on the
implementation of microfabrication. We will now outline the techniques used to build the

chip, once the design has been thought out.

Production of the chip:

The ability to fabricate biocompatible constructs to model biomechanical forces was long
limited to a small number of specialised research teams, the invention of an optically
transparent and cost-effective silicon material, poly dimetyl siloxane (PDMS) in the late 1990s,

combined with the use of soft lithography and precise mechanoactuators (Duffy et al. 1998),
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was a revolution and thus enabled the implementation of dynamic culture to many fields of
study.

PDMS or dimethicone, is a polymer widely used in the manufacture and prototyping of
microfluidic chips. It is an organo-mineral polymer (a structure containing carbon and silicon)
of the siloxane family (a word derived from silicon, oxygen and alkane) (Walker et Naisbitt
2019). Outside of microfluidics it is used as a food additive (ES00), in shampoos, as an anti-

foaming agent in drinks or in lubricating oils (Becker et al. 2014).

For the manufacture of microfluidic devices, PDMS (liquid) mixed with a cross-linking agent is
poured onto a microstructured mould and heated to obtain a replica of the elastomer mould
(cross-linked PDMS).

Formula of PDMS is : (C2HsOSi)n and CHs[Si(CH3)20]nSi(CH3)3, where n is the number of repeats
of the monomer . Depending on the size of the monomer chain, the non-crosslinked PDMS
can be almost liquid or semi-solid. The siloxane linkages provide a flexible polymer chain with

a high level of viscoelasticity (Mata, Fleischman, et Roy 2005).

After cross-linking, PDMS becomes a hydrophobic elastomer. Thus polar solvents such as
water have difficulty wetting PDMS (water forms drops and does not spread) and leads to the
adsorption of hydrophobic contaminants present in water on the PDMS surface (Lin et Chung
2021). Oxidation of PDMS using a plasma, changes the surface chemistry of PDMS and
produces silanol (SiOH) endings on its surface. This process also makes the surface resistant
to adsorption of hydrophobic and negatively charged molecules. In addition, plasma oxidation
of PDMS allows the PDMS surface to be functionalized with trichlorosilane or to be covalently
bonded (on an atomic scale) to a glass surface that has also been oxidized through the creation

of Si-O-Si bonds (Auner et al. 2019).

The manufacture of a PDMS microfluidic chip basically consists of 6 steps (Velve-Casquillas et
al. 2010):

(1) The moulding step allows the microfluidic chips to be mass-produced from a mould.

(2): A mixture of PDMS (liquid) and cross-linking agent (to harden the PDMS) is poured onto

the mould and placed in an oven.
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(3): Once the PDMS is cured, it can be peeled off the mould. A replica of the PDMS
microchannels.

(4): To allow for fluid injection during future experiments, the inlets and outlets of the
microfluidic device are pierced with a needle or punch the size of the future outer tubes.

(5): Finally the face of the PDMS block with the microchannels and the glass substrate are
treated with 02

(6): The plasma treatment of the surface allows the PDMS and the glass substrate to be

bonded to close the microfluidic chip.
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Figure 34: Protocols of the fabrication of a PDMS microfluidic chip. (1) Design and
microfabrication of a wafer, (2) realization of PDMS step of reticulation and pouring, (3)
demolding of the PDMS chip, (4) punching of the inlet and outlet for tubings connexion, (5)
plasma treatment for activation of the surfaces, (6) alignement of the PDMS chip. From
(Velve-Casquillas et al. 2010)

In conclusion, PDMS has many advantages for the manufacture of microfluidic chips in the
laboratory. Its biocompatibility, ease of use and plasma activation capability, which allows
alignment on glass surfaces such as MEAs, make it suitable for routine chip prototyping and
production. In addition, it allows the construction of chips compatible with the islet on chip
specifications outlined above in the previous paragraph and the gaz permeability of this

material is very important for cell culture.
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In this chapter we have discussed the various technical issues involved in the development of
a new biosensor based on the use of islets of Langerhans as a blood glucose sensor. However,
there is one last point of interest that needs to be addressed before moving on to the
presentation of the thesis objectives. Are islets, although ideal glucostats, the only possible

candidates as sensors?

5.5 Sensor, which biological substrate to use?

The use of primary cultured Langerhans islets has many advantages in terms of sensing.
Indeed, in addition to being the body's natural glucostats (Rorsman et Ashcroft 2018), they
are natural organoids, with a cohesive structure allowing for manipulation compatible with
the loading of a microfluidic chip (Y. Wang et al. 2010). However, the use of native islets also
raises logistical issues related to the difficulty of supply.

The use of murine islets within an islet-based biosensor is complicated beyond the laboratory
doors. This point raises many questions for the development of this device. Indeed, as we
discussed in the section on therapeutics for the treatment of type 1 diabetes, the supply of
human cadaveric islets involves many difficulties (Kulkarni et Stewart 2014). Only 70 centres
worldwide practice the isolation of human islets from cadaveric donors, and there is a real
lack of organ donations (Ng et al. 2019). Finally, it should be noted that there is great variability

between the resulting preparations of the isolations (J.-C. Henquin 2019).

In view of this, it is therefore useful to consider possible alternatives to the use of native islets
and to explore possibilities such as the formation of artificial spheroids from clonal cell lines

or stem cells.

Rodent cell lines

Research in the beta-cell field profited from the establishment of insulin-secreting cell lines.

The first lines were generated from adult rats and hamsters. RIN lines (Gazdar et al. 1980)

112



have been derived from a rat insulinoma induced following sublethal irradiation (Chick et al.
1977). Insulin gene expression decreased with passages and glucose-stimulated insulin
secretion is limited. Following specific culture conditions, other cell lines were next derived
from the same rat insulinoma, such as the widely used INS-1 cell line (Asfari et al. 1992). This
line was found to be stable with time, insulin contents are high, and glucose induced insulin
secretion. More than 20 years after its first publication, this line remains widely used by the
scientific community.

More recently, a number of independent mouse pancreatic beta-cell lines were established
by targeted oncogenesis from transgenic mice expressing large-T antigen of simian virus 40
(SV40T antigen) under the control of the insulin promoter. The basis of this approach was the
demonstration that insulinomas develop in transgenic mice expressing SV40T under the
control of the rat insulin promoter (Hanahan 1985). With this approach, S. Efrat and colleagues
developed a number of lines named B-TCs (Knaack et al. 1994). A few years later, other lines
such as MING cells have been produced using the same approach (Miyazaki et al. 1990). Min6
cells and its subclones, such as MIN6B1 (Lilla et al. 2003), have been shown to represent useful
experimental tools to dissect the function of cell-cell contact in insulin secretion (Jaques et al.

2008).

Taken together, we have learned a lot during the past years on rodent beta cells. It is also clear
that human beta cells are not identical to rodent beta cells. If the objective is to attempt to
translate fundamental data to patients with diabetes or to develop a medical device based on

islets, it is crucial to find ways to further study human beta cells.

Human cell lines

During the past 30 years, a number of B cell lines have been established from x-ray—induced
insulinomas in adult rats (Asfari et al. 1992; Gazdar et al. 1980) or derived by simian virus 40
transformation of adult hamster islet cells (Santerre et al. 1981). These lines have been
extremely useful for detailed study of rodent B cells. Since many differences exist between
rodent and human B cells, attempts have been made to generate human B cell lines from
many human pancreatic sources, such as adult islets, fetal pancreases, or insulinomas.

However, insulin production by these cells was extremely low or these cells were capable of
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producing insulin only over a few passages (de la Tour et al. 2001). In 2005, Narushima et al.
(Narushima et al. 2005) reported that they successfully established a functional human £ cell
line, NAKT-15. Although this particular human B cell line looked promising for cell therapy of
diabetes mellitus and drug screening (Hohmeier and Newgard 2005), no new reports on the
utility of this line have been published since 2005. Thus, developing a functional human £ cell
line still remains crucial. One way to create human cell line is to start from human fetal buds.
Human fetal pancreatic buds are transduced with a lentiviral vector that expressed SV40LT
under the control of the insulin promoter. The transduced buds are then grafted into SCID
mice so that they could develop into mature pancreatic tissue (Ravassard et al. 2011). Upon
differentiation, the newly formed SV40LT-expressing B cells proliferate and forme
insulinomas. The resulting B cells are then transduced with human telomerase reverse
transcriptase (hTERT), graft into other SCID mice, and finally expand in vitro to generate cell
lines (Ravassard et al. 2011). One of these cell line is EndoC-BH1. EndoC-BH1 cells contained
0.48 ug of insulin per million cells, were stable at least for 80 passages, and expressed many
specific B cell markers, without any substantial expression of markers of other pancreatic cell
types. EndoC-BH1 cells secrete insulin in response to glucose stimulation, and insulin secretion
is enhanced by known secretagogues, such as exendin-4, glibenclamide, and leucine. Finally,
transplantation of EndoC-BH1 cells into mice reversed chemically induced diabetes (Ravassard

et al. 2011).

Limitations of stem cells and cell lines

Even if stem cells and cell line present advantages, native human islets also consist of non-8
endocrine cells such as q, 6, y, and € cells. These cells interact with each other and with 8 cells
in feedback loops that determine islet function. Cell lines of these non-B endocrine cells could
help us reconstruct and dissect the interactions between the different endocrine cells within
human pancreatic islets (Caicedo 2013; van der Meulen et al. 2017). Such cell lines are not
available for human and are very limited for rodent. In rodents, few a cell lines have been
described and used. An early one, In-R1-G9, was derived from a transplantable hamster
insulinoma (Takaki et al. 1986; Drucker, Philippe, et Mojsov 1988). A second example is

represented by the aTC cell line that was derived from a glucagonoma generated in transgenic
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mice expressing SV40 early region under the control of the glucagon promoter (Efrat et al.
1988; Powers et al. 1990). It is thus evident that more lines are needed from both rodents and
humans.

In the development of an islet-based biosensor, the diversity of cell types in native islets is a
key element to provide optimal information on insulin requirements by considering all the
information derived from the composition of glucose, nutrients, hormones and amino acids

in the patient's interstitial fluid.
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Biological substrate characterisation:
Manuscript n°1

In our quest for a suitable biological substrate for the sensor, available at a large scale, we
explored whether 3D spheroids may enhance clonal B-cell function using human EndoC-H1
and rodent INS-1 cells. Recording with micro-electrode arrays (MEA) allows dynamic
monitoring of electrical activity and the multicellular slow potentials (SP) provide insight in the

degree of physiological important cell-cell coupling.

Our results indicate that spheroids of human EndoC-BH1 cells show a higher degree of cell-
cell coupling in terms of frequency and amplitude, the latter reflecting the number of cells
coupled. This is accompanied by a considerable improvement in the glucose-stimulated
secretion index. In term of electrical activity, we observed an increase in frequencies and
amplitudes in 3D versus 2D cultures correlated well with an increase in insulin secretion. The
improvement in insulin secretion observed here was comparable to published data and is
likely to be a consequence of improved coupling though other factors may be involved. In our
hands 2D cultures of primary islet cells resulted in higher frequency and amplitudes as
compared to reaggregated 3D islets. As islets contain different cells types and especially a-
cells are important for B-cell activity, this may indicate that islet structure in terms of cell type
topology was not restored during aggregation.

We also tried whether another frequently used cell line, ie. rat insulinoma derived INS-1 cells,
may be capable of spheroid formation. However, those spheroids proved to be unstable to
repetitive pipetting and even when handled with considerable care, spheroids rapidly
disaggregated when cultured on MEAs precluding their use in 3D conformation (data not
shown). Moreover, in 2D cultures a considerable number of cells or cell clusters did not
respond in terms of measurable electrical activity upon increases of glucose. We therefore
tested whether an increase in the expression of CX36, required for intercellular coupling, may
improve their electrical responses.

To this end INS-1 cells were transduced with viral particles encoding either GFP as a
control or human connexin 36 (CX36). We compared the electrical responses in terms of SP
frequency and amplitude of GFP- and of CX36-transduced cells in response to 3 or 11 mM

glucose and a mix of stimulatory drugs in the presence of 11 mM glucose. We observed a
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considerable difference in their reactivity in terms of electrodes covered with cells which
recorded changes in electrical activity. Whereas in GFP-transduced cells only a minority of cells
responded to an increase in glucose, more than a half were active in the case of connexin-36
transduced cells. In fact, most of the GFP-transduced cells did not respond to glucose or
glucose and stimulatory drugs.

Instability of spheroid formation may be a property inherent to INS-1 cells. It is also of note
that these previously reported INS-1 spheroids showed either a considerable right shift of
glucose dependency or a stark reduction in glucose induced insulin secretion and looked in
general fragile. CX36 overexpression induced a coherent pattern in electrical activity and
insulin secretion: an increase in glucose-sensitive cells, reduced basal electrical and secretory
activity and consequently almost doubling in GSIS. These observations are in line with the
general function of CX36 in islets and more specifically with previous observations in INS-1
cells upon decreased CX36 expression.

In conclusion, EndoC-BH1 spheroids provide a model to test the effect of different variables
on physiological cell-cell coupling by MEA analysis in line with the advocated utility in drug
testing. In the same vein CX-36 transduced cells may be suitable, but obviously restricted to
rodents. These models may also be of interest as biological substrate for organs on chips and

micro-organ-based sensors for continuous nutrient sensing.
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ABSTRACT

Pancreatic islets are important in nutrient homeostasis and improved cellular models of clonal
origin may provide useful approaches especially in view of relatively scarce primary material.
Close contact and coupling between 3-cells are a hallmark of physiological function providing
reduced signal/noise ratios. Recording with micro-electrode arrays (MEA) allow dynamic
monitoring of electrical activity and the multicellular slow potentials (SP) provide insight in the
degree of cell-cell coupling. We have therefore explored whether 3D spheroids may enhance
clonal B-cell function using human EndoC-BH1 and rodent INS-1 cells. 3D EndoC-BH1
exhibited increased signals in terms of SP frequency or amplitude as to compared to monolayers
and even single cell action potentials were quantifiable. The enhanced electrical signature was
accompanied by an increase in the glucose stimulated insulin secretion (GSIS) index. In
contrast, INS-1 cells did not form stable spheroids, but overexpression of connexin 36, required
for cell-cell coupling, increased glucose responsiveness, dampened basal activity and
consequently augmented GSIS. In conclusion, these models may provide surrogates for primary

islets in extracellular electrophysiology.



INTRODUCTION

Pancreatic islets are important in nutrient homeostasis and their dysfunction leads to a major
metabolic disease, diabetes [1, 2]. Studies on primary islet cells are hampered by the relative
scarceness of native material, especially in the case of human origin which moreover differ in
several important aspects from rodent islet cells [3]. In Europe human islets are obtained from
organ donors and provided to researchers only when of insufficient quality or lack of possibility
to transplant. Consequently, clonal B-cell lines still provide useful models. This approach has
been considerably improved by the establishment of a human -cell line, EndoC-BH1 cells and

their derivatives [4-6].

In contrast to 2D monolayer cells in culture, islets are native organoids and considerable
effort has been spent to assemble clonal B-cells in 3D aggregates or spheroids. Such an
assembly should increase contacts between B-cells and physical coupling between p-cells are
known to be of importance for physiological response and are mediated by connexin 36
(CX36)[7, 8]. Connexins form hexameric arrays or hemichannels, termed connexons, in the
plasma membrane and dock end-to-end with a connexon in the membrane of closely opposed
cells [9]. These gap junctional channels provide electrical coupling between B-cells [10-12]
with subsequent synchronisation. In contrast to primary [-cells, connexin 36 expression is
generally low in B-cell lines [13]. Connexin mediated coupling not only entrains cells upon
arrival of a stimulus, but also dampens hyperactive cells and thus reduce spontaneous activity
[14-16]. This results in an improved signal/noise ratio, which is also a prominent feature of

native islets as compared to 2D primary or clonal B-cell cultures.

A number of approaches have been used to generate spheroids from clonal B-cells [17, 18]
such as specific media and plating in proprietary wells or microgravity (hanging drop) for
human EndoC-p cells [19-22] or rodent -cell lines [23-26]. Although a number of parameters
such as ultrastructure, electrophysiology, survival and secretion has been tested, the question
of B-cell coupling had not been addressed and the functional equivalent for enhanced function

in spheroids thus remains unknown.

Coupling between cells can be determined by biophysical methods such as dye exchange
and patch clamp or indirectly been deduced from measuring of calcium dynamics and their
synchronisation [27-29]. Extracellular electrophysiology such as micro-electrode arrays (MEA)

offers a more direct and unbiased approach as the so-called slow potentials (SP) [30, 31] are



multicellular events strictly depending on gap junction coupling by CX36 in islet cells and their
amplitude reflects to a certain degree the number of coupled cells [30, 32]. Moreover, electrical
activity as determined by MEAs is coupled to secretion and its glucose concentration
dependency allows to distinguish small increases in glucose in human or mouse islets [30, 32].
Obviously coupling spheroids to MEASs requires electrical contact and precludes certain
methods of spheroid formation such as coculture with endothelial cells [33] or encapsulation
[34]. Using electrical activity as output offers certain advantages as compared to optical or
immunological approaches such as absence of bleaching or destructive analytical methods. It

is also easier to miniaturize and to multiplex, and signals can even be analysed online [35].

Using 3D spheroids and MEAs we have now determined coupling in EndoC-BH1 cells. Our
data indicate that stimulus-dependent coupling is considerably enhanced in 3D spheroids thus
providing a base for their improved activity. In contrast, a widely used rat clonal B-cell line,
INS-1, did not form stable spheroids but expression of CX36 were able to considerably improve
their responsiveness and activity. Both cell models may provide paradigms to test effects that

depend on physiological B-cell coupling.

MATERIALS AND METHODS

1. Materials

EndoC-BH1 cells [4] were kindly provided by Human Cell Design (Toulouse, France). IBMX,
forskolin and glibenclamide were purchased from Sigma, GIP-1 from Bachem (Bubendorf,
Switzerland). The following primary antibodies were used (Invitrogen): CX36 mouse anti-
Human (clone 1E5HS5), rabbit recombinant ANTI-FLAG M2 antibody (Invitrogen 710662),
guinea pig anti bovine insulin (Linco, St. Charles, MO, USA) and monoclonal anti-GFP. The
following secondary antibodies were used: anti-mouse or anti-rabbit HRP (dilution1/2000; GE
Healthcare); anti-mouse or anti-rabbit alexa568 (dilution 1/300; Invitrogen A11012 and
A11031), donkey anti-guinea pig (Jackson Laboratories, Bar Harbour, ME, USA). Note that
two other primary polyclonal antibodies did not provide any reliable signal in islets or brain for
CX36 (Invitrogen 701194 and 516300). pLenti-C-Myc-DDK (RC210158L1; carrying the ORF
of human CX36; GJD2; NM_020660) was obtained from Origene (Rockville, Md, USA).



2. Methods

2.1.  Cell Culture, spheroid formation and viral transduction

EndoC-BH1 cells [4] were cultured according to the manufacturers protocol in OPTIB1 (Human
Cell Design, Toulouse, France). INS-1E and INS-813 cells were cultured as described
previously [36, 37] and primary mouse islets were prepared and cultured as published [31, 32,
38]. Spheroids were formed complete medium either by hanging drop for 5 days in 30 pl
containing 500 islet cells or using a commercial plate (Sphericalplate 5D, Kugelmeiers;
Erlenbach, Switzerland) with indicated cell concentrations. Physical stability was tested by 10
times pipetting trough 100 pl cones and visual inspection with a microscope. Spheroid
dimensions were determined on microscopic images using ImageJ v1.53. Lentiviral vector
production was done by Vect’UB of the Bordeaux University. Lentiviral vector was produced
by transient transfection of 293T cells according to standard protocols. In brief, subconfluent
293T cells were cotransfected with lentiviral genome (psPAX2) [39], with an envelope coding
plasmid (pMD2G-VSVG) and with vector constructs. Viral titers of pLV lentivectors were
determined by transducing 293T cells with serial dilutions of viral supernatant and EGFP
expression was quantified 5 days later by flow cytometry analysis. For transduction of INS-1
cells, 750.000 cells were incubated in 500 pl of RPMI and 5 MOI of corresponding viral

particles overnight, washed and placed in complete RPMI medium for 5 days prior to plating.

2.2.  Secretion assays and immunocytochemistry

Static secretion assays were performed as described [40] using Krebs-Ringer bicarbonate
HEPES buffer (KRBH, concentrations in mM, 135 NaCl, 3.6 KCI, 5 NaHCO3, 0.5 NaH2POa,
0.5 MgCly, 1.5 CaCl,, 10 HEPES, 0.1% w/v BSA, pH 7.4) and commercial ELISAs (Mercodia,
Uppsala, Sweden). Immunocytochemistry was performed as described [41] and images
acquired with a CAMSCOP CMOS camera (SCOP-Pro, Ballancourt, France) linked to an

inverted fluorescent microscope (TS100, Nikkon; Champigny, France).

2.3.  Electrophysiology

MEA recordings (60Pedot-MEA200/30iR-Au-gr, @30 um, 200 pum inter-electrode distance;
MCS, Tlbingen, Germany) were performed at 37°C in solutions containing (in mM) NaCl 135,
KCI 4.8, MgCl> 1.2, CaCl>1.2 or 2.5 in the case of INS cells HEPES 10 mmol/l and glucose as
indicated (pH 7.4 adjusted with NaOH) [32, 42, 43]. MEAs were coated with Matrigel (2% v/v)
(BD Biosciences, San Diego, CA) prior to seeding of cells, spheroids or islets. Electrodes with

noise levels >30 puV peak-to-peak were regarded as artefacts, connected to the ground and not
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analysed. Extr