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Professor,
Czech Technical University in Prague Rapporteur

Frédéric Cordier
Maı̂tre de conférences,
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Dynamic Sketches: Hierarchical modeling of complex
and time-evolving scenes

Pauline Olivier
Ecole Polytechnique

A thesis submitted for the degree of

Doctor of Philosophy

January 2022





Acknowledgements

When I started this thesis three and a half years ago, I could never have imagined it would have
turned into such a fulfilling journey. It has allowed me to grow not only scientifically but also
personally. However, the achievement of this thesis would not have been possible without a series
of people to whom I am grateful for their discussions, guidance, and, to a greater extent, support.

First of all, I am sincerely grateful to my advisors. Thank you Marie-Paule for your constant
support and all that I have learned from you, it helps me grow as a researcher and person. Thank
you Pooran for our inspiring discussions and your availability.

Next, I would like to thank all the jury members for accepting the invitation. In particular, I
address some special thanks to Joëlle Thollot and Daniel Sýkora for their very kind reports and
interesting questions during the defense. In addition, I am grateful to Tobias Isenberg for his
detailed reading and comments that allowed me to improve this manuscript. I also thank Frédéric
Cordier for his questions during the defense.

I would like to address some special thanks to Renaud Chabrier for our precious discussions
which made me discover the world of art and sketching. I would like to thank Jean-Luc Coll for
taking the time to explain to me some biological phenomena and for our interesting discussions.
In addition, I thank Julien Husson, Philippe Chavrier and Matthieu Piel who participated in my
pre-study. I also address my thanks to the architecture agency SCAU (Paris 5ème), in particular,
François Gillard and Eric de Thoisy, for permitting this collaboration. In addition, I am grateful
to all the architects who took the time to explain to me their practices and their needs and for
having tested my prototype. Furthermore, I thank all the users who participated in my online study.

I address some big thanks to Damien for his precious help throughout this thesis, both on a
technical and general level. I also address some special thanks to Magali for our breaks that helped
me escape my work and to Mathieu for your support and precious advice. In addition, I thank
all the people that I had the chance to spend time with during these couple of years both in and
out the lab: Pierre, Thomas, Maud, Eduardo, Ariel, Jiayi, Christophe, Vicky, David-Henri...etc.;
Gome, Isa, Georges, Thomas, Audrey, Pierre, Roman, Nicolas,..etc.

I express my thanks to Corentin, Thibault, Sylvain, Laure, and Carine for the good time we
had between our board game sessions and excursions.

Finally, I am grateful to you, Mum, for being an inspiration to do a thesis and for always
supporting me. To conclude, I deeply thank you, David, for being by my side, for helping me
improve my English, and for bringing so much joy into my life.





Abstract

Visual representations are essential to explore and communicate an idea or a phenomenon. As

digital software for 3D modeling and animation are still complex and specialized, they usually do

not favor creativity. In particular, they offer no easy way to quickly draft a series of alternative

options. Thus, up to now, sketching on a physical medium remains the only simple and general

means to create such representations. Recently, sketch-based modeling techniques were intensively

studied to create 3D models but only few techniques use sketching as input to create and immerse

the users into a 3D environment, guide the motion of shapes or explore hypotheses.

In this thesis, we focused on the real-time modeling of complex and time-evolving scenes

using only sketching as input. More precisely, the long-term vision would be to provide users

with an augmented pen enabling them to interactively create a 3D scene composed of shapes that

can be put into motion or deformed while enabling refinement both on the creation and motion

without any editing pipeline.

Through a collaboration with architects, we first introduce Nested Explorative Maps, a new

type of 3D sketch for the easy creation and exploration of ideas applied to the preliminary design of

man-made shapes. Our model enables coarse-to-fine sketching of nested structures to progressively

shape a 3D building from the floor plan to interior design while keeping the original strokes and

allowing interactive navigation through the alternative design that the sketch visually suggests.

We then tackle the synthesis of anisotropic distributions from a sketch as a means for the

general creation of content both in 2D and 3D. From a simple multi-resolution analysis of the

shape distributions, we propose an efficient method to synthesize the input distribution into an

extended 2D domain but also a 3D embedding of this extended distribution in addition to an

illusion of depth to enable users to immediately explore a 3D environment inspired by their sketch.

Finally, we collaborated with biologists to explore animated 3D sketches, where motions and

deformations of organic shapes can be expressed and refined through the use of a simple depiction

vocabulary inspired from standard representations in their field, and key-frame snippets.





Résumé

Les représentations visuelles sont essentielles pour explorer et communiquer une idée ou un

phénomène. Alors que les logiciels numériques pour la modélisation 3D et l’animation restent

complexes et spécialisés, ils ne favorisent généralement pas la créativité. En particulier, ils ne

permettent pas l’ébauche rapide d’options alternatives. Ainsi, le croquis sur un support physique

reste, jusqu’à maintenant, la manière la plus simple et générale pour créer de telles représentations.

Récemment, les techniques de modélisation par esquisse ont été intensément étudiées pour la

création de modèles 3D mais seulement peu d’entre elles se servent du croquis comme entrée

pour créer et immerger les utilisateurs dans un environnement 3D, guider le mouvement ou encore

explorer des hypothèses.

Cette thèse se concentre sur la modélisation temps-réel de scènes complexes et évoluant dans

le temps à partir d’entrées croquis. Plus précisément, la vision à long terme serait de fournir aux

utilisateurs une sorte de crayon ’augmenté’ leur permettant de créer interactivement une scène 3D

composée de formes qui peuvent être mises en mouvement ou déformées tout en permettant le

raffinement à la fois sur la création et le mouvement, et, sans se voir imposer d’ordre spécifique

dans ce processus de création.

Grâce à une collaboration avec des architectes, nous avons tout d’abord mis en place Nested

Explorative Maps, un nouveau type de croquis 3D dédié à la création rapide et l’exploration

d’idées pour le design préliminaire de formes architecturales. Notre modèle permet d’esquisser des

structures imbriquées, du grossier aux détails, afin de donner forme à un bâtiment en 3D, du plan

de sol aux détails d’intérieurs et de façade tout en gardant les traits de l’utilisateur et permettant

une navigation interactive à travers les designs alternatifs suggérés visuellement par le croquis.

Nous avons ensuite abordé la synthèse de distributions anisotropes à partir d’une esquisse

comme un outil général de création de contenu à la fois en 2D et en 3D. À partir d’une analyse

multi-résolution sur les distributions de formes présentes dans un croquis, nous proposons une

méthode efficace pour la synthèse de ces distributions dans un domaine 2D étendu. Une intégration

3D de cette nouvelle distribution a également développée, complétée par une illusion de profondeur

afin de permettre aux utilisateurs une immersion immédiate dans un environnement 3D qui

s’inspire de leur croquis.

Enfin, nous avons collaboré avec des biologistes afin d’explorer les croquis 3D animés,

dans lesquels les mouvements et déformations de formes organiques peuvent être exprimés et

raffinés à travers l’utilisation d’un vocabulaire schématique inspiré des représentations standards

de leur domaine et d’encarts d’image clés.
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1
Introduction

1.1 Motivation

Figure 1.1: From the preliminary sketches to the final design of: (left) the Dancing House in Prague
@Frank Gehry and @Vlado Milunić; (middle) tumor progression in the human body; Wall-E @Disney

From illustrations to schematic drawings, visual representations are fundamental in everyday

life to explain an idea or phenomenon. However, it is almost impossible to directly create

appropriate illustrations right away without both strong artistic skills and a clear vision of the

object of interest. So it usually starts with a simple sketch. Using a pencil on a piece of paper,

a marker on a board, anyone can try to convey their vision through simplified shapes, visual

indications, and, trial and error. This process is illustrated for different applications in Figure 1.1:

the top pictures represent annotated sketches, as first instances of the final design or phenomenon

depicted below.
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1.1. Motivation

Regardless of the field of activity, sketching remains a natural and essential step in any creative

or communication process. A sketch is a rough, easily grasped visual representation of a mental

vision. While a drawing is meant to be finished work and usually requires artistic skill, a sketch

retains the freedom to be modified, refined, improved, discussed, and can be considered "alive"

in a certain way. It can be used by anyone as a tool for reflection, but also by others as a means

of quick communication and inspire new ideas. For instance, in the creation process, it is usual

to adopt visual cues to express additional information, as shown in the pictures at the top of

Figure 1.1: over-sketches are used to represent areas of uncertainty, curves to express volumes. To

explain a phenomenon in a simple way, it is also common to use arrows or special symbols such

as those used for storyboarding, or in the specific field of study.

The strokes that compose a sketch can therefore have different purposes. In particular,

these strokes can be used to:

• model 2D shapes, or even suggest a surface or a volume in 3D space,

• indicate information through annotations to:

connect or link elements,

illustrate different hypotheses through uncertainty or over-sketching,

drive animation.

Up to now, the use of paper and pen remains the most convenient sketching medium. However,

it has some major drawbacks. Even if everyone can find a piece of paper quickly enough, using it

to represent objects in 3D or to put elements in motion to explain a phenomenon will require a lot

of sketching. Moreover, it is difficult to anticipate the space needed to represent a mental image,

which is left to refinements. If the support is too small, it will be necessary to make a collage of

different pieces of paper, or even start again on a larger surface. If it is too large, the artist may

tend to distort or disproportion parts of the project and run out of room anyway. Distortion or

disproportionality can also occur when isolating particular areas of a project to specify details

using zooming inserts. The latter, as the depiction of different hypotheses through uncertainty or

over-sketching, can highly impinge the sketch’s clarity and consequently makes it lose its essential

easy to grasp nature.

Recently, some industrial digital sketching software has tried to overcome the main drawbacks

of the paper and pen medium. By using a 3D environment, artists can directly create 3D objects of

specific categories from a sketch and give them simple rigid movements. In an available space that

seems infinite, they can navigate and isolate parts of a project without fear of disproportions. Still,

the artist’s control is limited to the tools of the software and these are usually very specialized
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1.2. Objective

and highly restrict the sensibility and creativity. In addition, the original strokes that convey

necessary but implicit information are usually replaced by single vector curves. The sketch then

becomes much more polished, is difficult to refine, and thus loses its essential nature of rough

visual representation.

Thus, when it comes to complex sketches, the choice of physical or digital medium favors

one nature over another. The duality of the sketch, which is a rough and easily grasped visual

representation of a mental vision, is then hardly accessible.

Over the last two decades, sketch-based modeling techniques have been intensively studied

for creating 3D models from an input sketch to bridge the gap between physical and digital media.

These methods range from general interactive systems that limit the number of priors on the

modeled shapes to dedicated tools that are strongly priors-based and thus target only specific

applications. However, they are generally focused on the creation of an isolated object. While

refinements on the creation and simple animation can be made possible on the newly created

shape, they usually prevent refinements on both the creation and the animation. Another approach

is to create a design sketch that lives in 3D, although, the current techniques do not provide any

animation mechanism or visualization of alternative options.

Finally, to our knowledge, proposing a digital tool that immerses users in a 3D environment

inspired by their sketch and in which they can guide the movement and explore hypotheses on

both creation and animation with the help of visual indications has never been considered.

In these times when our digital world is put forward, could we not design a novel digital tool to

support creation? How can we increase the ability of humans to explain in a few gestures, animate,

refine and clarify their mental visions while keeping the simplicity of sketching on paper?

1.2 Objective

The objective of my thesis is to explore the use of sketch-based techniques to propose a general

methodology for the fast creation and progressive refinement of complex and time-evolving scenes.

Time-evolving can refer to user-induced modifications/refinements or the intrinsic dynamic nature

of shapes as actors of an animated phenomenon. The long-term vision would be to provide

users with a kind of "augmented" pen, allowing them to sketch and use gesture metaphors to

quickly define a coarse scene, to express movements and deformations on its elements without

having to complete the modeling, to add hypotheses or prior knowledge through constraints to be

maintained, and to progressively arrive at refining certain aspects of the modeling or movement

without being imposed a specific order in the creation process.

The digital prototype must be interactive throughout the process allowing the user to ma-

nipulate it and virtually test different hypotheses.
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1.3 Methodology

Even though sketching is used independently of the field of activity, not every specialist will look

for the same tools in their ideal digital sketching system. Through collaborations with specialists,

we focus a few specific case studies to immerse ourselves in different applications and identify

specific needs and constraints. These studies serve as both inspiration and validation, the main

objective being to extract a common and global methodology, at least applicable to all case studies.

In particular, these studies have allowed us to identify issues that have not yet been addressed,

such as

• the need for nested sketches,

• the creation of anisotropic distributions from a sketch

• the ability to extract motion and deformation from a sketch, especially to navigate between

options or to convey an animated phenomenon.

In this thesis, we focused on three case studies: sketch-based creation of man-made shapes

with an application to architecture, sketch-based synthesis of anisotropic distributions of shapes in

2D and 3D space, and sketch-based creation and animation of organic shapes for a cell biology

application.

Although an architectural project is composed of static elements, the sketch must be able to

evolve through deformations and refinements to follow the creative process. Refinements should

also be made possible when computing shape distributions from a sample sketch via returns to

the sketching interface to edit the input before performing a new synthesis. On the other hand,

for the cell biology application, the sketch may need some refinements and adjustments, but it

must first and foremost represent an animated phenomenon composed of dynamic shapes, which

must be set in motion and evolve in their environment. These case studies are thus good examples

to explore the duality of the 3D shapes’ time-evolving nature.
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1.4 Contributions

This thesis presents novel approaches to extend sketch-based modeling techniques for exploring

options on the creation, distribution, and animation of complex, possibly nested shapes.

Expressive modeling Through a collaboration with architects, we center Chapter 3 on an

interactive sketching tool applied to architectural design. We propose a new type of 3D sketching

based on a nested structure for a coarse-to-fine free-form design. Our creative process allows

users to design coarse 3D models and gradually improve and refine the interior and exterior while

preserving their original strokes and without any editing pipeline. This 3D sketch is combined

with an exploration method based on local attraction to dense stroke regions to allow for the

interactive navigation through alternative designs that the nested sketch visually suggests. We

validated our model through a user study conducted in the SCAU agency, which enabled us to

highlight the potential of our tool for conceptual design in architecture.

Sketch-based distribution synthesis We focus Chapter 4 on an interactive and flexible tool

for real-time synthesis of anisotropic distributions of shapes in both 2D and 3D space, using a

2D sketch as an exemplar. The latter can represent a combination of bounded (isotropic or not)

and/or fiber-like shapes and can be edited by the user at any time to start a new synthesis. We

build our solution on a novel data structure, computed by a simple multi-resolution analysis of the

distribution of the shapes along the main anisotropy directions in the sketch and the deviations

from them. Based on this support structure, we propose two synthesis methods, depending on the

desired output domain. In the case of volumetric distributions, we let users explore the infinite 3D

environment inspired by their sketch. We validated our model with an online user study aimed at a

large audience. In addition to equaling the perceptual performances of the best synthesis methods

for 2D anisotropic distributions of bounded elements, we extend the distributions to the case of

fiber-like shapes and extend sketch-based modeling to 3D anisotropic environments.

Expressive animation In Chapter 5, we jointly explore the creation of shapes and their anima-

tion based on their dynamics and we focus our work on the exploration of animated 3D sketches

for an application in cell biology. For this project, we collaborated with the biologist Jean-Luc

Coll to characterize animation with two types of tools: a simple vocabulary inspired by standard

representations in biology and key-frame snippets. Using sketching as input to define and refine

the animation, we introduce a new type of 3D sketch based on an evolving nested structure that

interactively adapts to the user’s sketch input. We illustrate the potential of our system using two

narrative scenarios proposed by our collaborators, which allows us to highlight the potential of

our tool for both exploration and communication of a dynamic phenomenon.
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Publications, Talks & Software

International publications

• 2019 - Nested Explorative Maps: A new 3D canvas for conceptual design in architec-

ture. Pauline Olivier, Renaud Chabrier, Damien Rohmer, Eric De Thoisy, and Marie-Paule

Cani. Computer and Graphics (Shape Modeling International 2019 Technical paper)

Under preparation for submission

• 2022 - Synthesizing Anisotropic Distributions of Shapes from a Sketch. Pauline Olivier,

Pooran Memari and Marie-Paule Cani.

• 2022 - Narrative sketches - Application to cell biology phenomena. Pauline Olivier,

Renaud Chabrier, Pooran Memari, Jean-Luc Coll and Marie-Paule Cani.

French workshops

• 2018 - Interactive 3D canvases for a coarse-to-fine sketching - Application to concep-

tual design in architecture. Pauline Olivier and Marie-Paule Cani. Short Paper and talk at

the Computer Graphics French Days 2018 (Journées Françaises d’Informatique Graphique),

Poitiers (France), November 2018

• 2021 - Perceptual distribution of anisotropic 2D strokes Pauline Olivier, Pooran Memari

and Marie-Paule Cani. Talk at the French Workshop on Geometric Modeling (Journées du

Groupe de travail en Modélisation Géométrique), online, March 2021

Software

• 2019 - NEM: Nested Explorative Maps. Software written in WebGL and serving as the

prototype to illustrate the method

Available at : https://www.lix.polytechnique.fr/geovic/software.html

• 2021 - Online user study written in HTML/CSS/Javascript/PHP

https://www.lix.polytechnique.fr/Labo/Pauline.Olivier/UserStudy/Texture/
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2
Related work

As presented earlier, this thesis focuses on sketch-based techniques for the easy creation and

progressive refinement of complex and time-evolving scenes. To create dynamic scenes, we want

users to have access to intuitive sketch-based tools for creating and animating shapes. In particular,

the creation process should be made possible for a wide variety of shapes by interpreting the input

strokes or synthesizing a provided sample. In contrast, animation could be applied globally or

locally for a specified set of elements. In addition, we are looking for tools that also offer the

ability to edit both a shape and its animation.

In what follows, we present an overview of existing methods and advances that might be

suitable for our purpose and discuss their limitations. This chapter is structured as follows:

Section 2.1 focuses on sketch-based modeling techniques; Section 2.2 centers on the synthesis of

object distributions; and Section 2.3 on current sketch-based animation methods. Note that we

will find the same three topics and in the same order, in the following chapters presenting

the contributions of this thesis.

Contents

2.1 Sketching to represent 3D shapes . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.1 Inferring a 3D model from one or several sketches . . . . . . . . . . 10
2.1.2 Creating a 3D sketch from user’s strokes . . . . . . . . . . . . . . . 22

2.2 Synthesizing a distribution of objects . . . . . . . . . . . . . . . . . . . . 32
2.2.1 Texture synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.2 Discrete shape distributions . . . . . . . . . . . . . . . . . . . . . . 37

2.3 Sketching to animate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3.1 Sketching keyframes . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.3.2 Sketching the trajectory path of an isolated object . . . . . . . . . . . 57
2.3.3 Sketching motion guidelines for a set of elements . . . . . . . . . . . 62

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
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2.1. Sketching to represent 3D shapes

2.1 Sketching to represent 3D shapes

Until recently, paper was the medium of choice for all creative design. As shown in Figure 2.1,

artists or even engineers sketched their projects using annotations and standard representations of

surfaces, curves, and areas of uncertainty. To obtain the closest representation of the desired 3D

model, it was common practice to draw a project from different points of view and, if possible, to

supplement these drawings with physical scale models to adjust dimensions or check plausibility.

Although the paper medium has some drawbacks (see Introduction 1) and some unforeseen

problems may arise when creating the final model in real life, this medium is a natural and direct

way to create and explore ideas.

Figure 2.1: Leonardo DaVinci’s design for a flying machine.

The spread of digital design tools, whether for industry or the general public, has thus

overturned the former approach of paper sketches as it offers the possibility to design directly in a

virtual 3D environment. In addition, the creative process is now accessible to a wider audience,

as artistic skills, such as the ability to draw in perspective, are no longer required to design in

3D. Nevertheless, artistic freedom is further discouraged, given the complexity of the provided

interface (see Figure 2.2), the smoothing of the user’s strokes into splines, or the need to follow a

specific sequence of steps (often non-intuitive) to create an innovative model. Digital tools are

indeed not as easy to handle as the paper medium because they generally require a significant

amount of time to master all the proposed functionalities. As a result, the user’s attention may,

unfortunately, be focused more on the technical issues related to the software’s functionality and

interface than on the creative process. While there have been some efforts to bring back the paper

into digital sketching: initially in the form of smartpens and traditional paper (Anoto pen [Saa])

or more recently in the form of e-ink tablets with pen inputs (reMarkable [reM17], Boox Max

Lumi2 [Inc21]), these technologies still need to be improved before they can be used by a wider
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2.1. Sketching to represent 3D shapes

audience.

Figure 2.2: Modeling an object on the complex interface of Blender [Roo95].

In contrast, a series of recent advances in Computer Graphics research aims at providing more

intuitive tools for creative and digital design. That is usually done through direct manipulation or

sketching input. Closer to the modeling approach of industrial software, systems that rely

on the first category typically provide a default 3D model that can be shaped by the user

using 2D gestures [DLCB11] or sculpting [MWCS13, SCCS13, PXW18] metaphors. However,

these techniques generally require the development of a wide variety of tools to handle shape

deformation at different scales and for different purposes. The reader may refer to the survey

by Cani and Angelidis [CA06] for an overview of early direct manipulation techniques. In

comparison, we focus on sketch-based systems that do not face the same challenges since the

input is a user-supplied 2D sketch. Indeed, while it is easier for a designer and novice user to use

sketches as a means of expression, they can be more difficult to interpret given the diversity of

artistic styles, which has led to a significant amount of research.

Sketch-based modeling focuses on creating an augmented representation (2.5D or 3D) from

2D sketches. However, the interpretation of a provided sketch can be ambiguous as its content can

be highly dependent on the artist’s style, not to mention the lack of depth information inherent in

2D data. Therefore, these systems relied primarily on prior knowledge to guide the creation of the

appropriate model. This knowledge may, for example, result from general perceptual studies of

how a shape or design is perceived, from domain-specific constraints, or even from a specific 3D

surface choice. Moreover, additional user intervention may be required to complete the latter. The

reader can refer to the survey by Olsen et al. [OSSJ09] and Cordier et al. [CSGC16] for a more

general overview.
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2.1. Sketching to represent 3D shapes

General characteristics

Below is a summary of the different options that can be used to set up a sketch-based modeling

system in terms of input, creative process, and the desired output:

Input sketch

• Source: offline (drawn beforehand) or online (drawn on an interactive interface)

• Dimension: single 2D view, multiple 2D views or 3D sketch (e.g., a set of 3D strokes

drawn in an immersive system)

• Richness: from rough/draft aspect to clean drawing

Input/Output process

The creative process can be carried out either in one pass (creation of the input and then

generation of the output) or by going back and forth between the sketch in an interactive interface

and completing the current output.

Output objective

These techniques interpret the user’s sketch to derive a 3D geometric model (Section 2.1.1) or

represent strokes as part of a 3D sketch (Section 2.1.2). In what follows, a 3D model refers to

a mesh that is a closed object with surfaces, even if only some edges are drawn.

2.1.1 Inferring a 3D model from one or several sketches

This part focuses on sketch-based 3D modeling, i.e., the creation of geometric models from one

or more sketches. These methods range from general systems, which limit the number of priors

on the shape to be modeled, to specialized systems, which are strongly knowledge-based and

thus restrict the creation to a specific set of objects.

From general systems

As mentioned earlier, it is challenging to propose a general system for creating the desired 3D

model from any input sketch. A general approach is to search for the closest object, i.e., to use

a database of 3D objects to replace the user’s sketch with the best-fitting model. This approach

has been widely explored for isolated object retrieval [FMK∗03, YSSK10, SXY∗11, ERB∗12],

extended to 3D scene creation [SI07, XCF∗13] and even to object design [LF08, GLX∗16].

However, even using deep learning models [WKL15, YLL16, GJS18] during the feature extraction

phase, this modeling process remains too restrictive for our goal of promoting the user’s creativity.

Indeed, these techniques first require a very rich database containing sufficiently numerous and

varied elements. Then, a robust matching function must be defined to determine the closest
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2.1. Sketching to represent 3D shapes

models from a user’s sketch that can be drawn by a novice, be incomplete or even contain noise.

Furthermore, two sketches representing the same global object, for instance, in two different

styles, will yield the same 3D model. As shown in Figure 2.3 left, only the coarse features of

a sketch are usually taken into account, which can be all the more frustrating to a user who has

drawn a complete sketch with details.

Figure 2.3: Data-driven approaches: (left) examples of 3D shapes retrieval [WKL15]; (right) sketch-based
modeling with [LPL∗18].

More recently, and in contrast to the last approach, a few methods have taken advantage of

improvements in deep learning techniques to create a new 3D shape from 2D sketches. While Lun

et al. [LGK∗17], Delanoy et al. [DAI∗18], and Su et al. [SDY∗18] train their network on specific

categories of objects, Li et al. [LPL∗18] propose a method to create generic free-form 3D surfaces

from a single-view or multiple-view sketch (see Figure 2.3 right). From a provided 2D sketch,

their system creates an input map consisting of the sketch, a foreground/background binary mask,

and optional user annotations, such as depth or curvature information, to infer the 3D surface using

two sub-networks. A DFNet sub-network generates a flow field from an input map, and these

two are fed into a GeomNet sub-network to determine the depth and normal maps of the surface,

as well as a confidence value specifying the most ambiguous area of the sketch. Their approach

allows for coarse-to-fine design as the user can start modeling a coarser sketch and gradually

add new annotations to the drawing to refine the generated surface. However, this system seems

limited to shapes that can be represented by an elevation model in a flat silhouette. Different

sketches must be used and combined when the desired shape does not meet these requirements,

such as the fish with a side fin for the Figure 2.3, right.

As an alternative approach, while immersive systems have been widely studied for 3D

sketching (see Section 2.1.2), Surface Brush [RRS19] tackles free-form modeling from 3D

sketches. The authors rely on the characteristics of 3D brush drawing to generate a 3D manifold
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free-form surface that matches the user’s input. From a 3D sketch built incrementally by the

user (see Figure 2.4 (a)), their method infers the closest 3D surface using a discrete constrained

optimization framework, to first cluster closed-by stroke regions into manifold partial surfaces

(Figure 2.4 (b)) and then fill the gaps between them, while preserving the manifold property

(Figure 2.4 (c)). The main strength of their system is the ability to generate man-made and organic

shapes, however, their surface reconstruction is not real-time or interactive. Indeed, the user must

create a complete input before starting the surface reconstruction. Furthermore, while the 3D

brush removes any ambiguity about depth, their system requires specific hardware with which

users must be familiar, especially to follow their fence-painting metaphor.

Figure 2.4: Surface Brush [RRS19] modeling process, from the user’s 3D strokes drawn with a VR brush
(a) to the final output (d) and fabricated model (e).

In the spirit of the paper & pencil approach, modeling 3D shapes using 2D sketches remains

the simplest solution. Nevertheless, due to the ambiguity of 2D projection, it is not possible

to directly convert a 2D sketch into the most appropriate 3D model without additional user

intervention or prior knowledge. However, instead of providing a complete sketch, one solution

is to let the user gradually shape the desired model, through iterative sketches on an interactive

interface. In particular, using a specific mapping between a 2D sketch and a 3D model allows for

the generation of various shapes without needing additional assumptions. In what follows, we

focus on two different inputs: sketching "gestures" and 2D silhouettes.

Sketching "gestures"

Inspired by studies on drawing perception and visual understanding, Zeleznik et al. introduce

SKETCH [ZHH96] an interactive system for rapid design and editing of 3D scenes based on

sketching gestures. This approach can be seen as an alternative between detailed paper sketches and

digital software primitives selection as the authors define correspondences between a predefined set

of strokes, also called gesture, and a 3D model (see Figure 2.5 left). Following certain assumptions

about object placement, their method replaces each sketch gesture by its associated 3D model

relative to the stroke environment, which allows for the creation of complex structures. In addition

to the modeling process, some editing tools, based on additional strokes or direct manipulation

gestures, can be used to manipulate shapes or apply specific constraints (see Figure 2.5 right).

Although this system emphasizes the importance of sketch-based digital solutions for the rapid
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prototyping of 3D models from sketch inputs, it can inhibit creativity. Indeed, the user is limited

to the recorded gestures, and thus, modeling is restricted to the associate 3D models.

Figure 2.5: SKETCH [ZHH96]: (left) Examples of sketch gestures and their associated models; (right)
Examples of sketch gestures to manipulate shapes and apply constraints.

As shown in Figure 2.5, each sketching gesture in SKETCH [ZHH96] is composed of two to

three inputs, which can be strokes or points. While this gesture solution is intuitive for creating

angular shapes such as a cube or a pyramid, it is not as natural in the case of a sphere where a

simple circular outline might suffice. In particular, some perceptual studies [Kof55, AF69] have

established that, without prior knowledge, the user will mentally infer the simplest 3D shape from

a 2D silhouette. In this state of mind, any 3D model with spherical topology, also called an organic

shape, could be represented by a 2D contour, interpreted as the silhouette of the shape.

Sketch 2D silhouettes

In particular, the Teddy system [IMT99] is a pioneer in the interactive modeling of free-

form organic shapes by inflating 2D sketched silhouettes. On its interactive interface, the user

successively draws closed free-form 2D contours. From each contour, the system first retrieves

the underlying 2D shape before computing a triangulation and the medial axis. Then, it lifts the

axis vertices according to their distance from the contour to deduce the corresponding 3D shape.

As illustrated in Figure 2.6, this modeling process can be completed by free-form drawing on

a surface as well as some sketch-based editing operations, such as extruding, cutting, deleting,

smoothing, and distorting a model.

Following Teddy’s approach of inflating 2D silhouettes, some authors choose to model the

underlying 3D shapes using implicit surfaces instead of polygonal meshes. Such a surface can be

defined by the set of points p ∈ R3, such that: f (p) = c, with f : R3 −→ R, a field function and

c ∈ R, an isovalue. Therefore, each surface can be described by these two parameters. While

this specific surface representation facilitates Constructive Solid Geometry (CSG) and blending
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Figure 2.6: The Teddy system [IMT99]: examples of different operations (modeling, extrusion, cut, erasing
and distorting).

operations, the main challenge lies in determining the appropriate parameters to create a model

that matches the user’s sketch. Existing methods can be classified into two categories depending

on whether they inflate their surface from the contour of the underlying 2D shape or from the

medial axis. For the first category, Karpenko et al. [KHR02] base their modeling on variational

implicit surfaces [TO99]. However, their model depends heavily on some constraints that increase

the computation time in the case of complex structures. In contrast, ShapeShop [SWSJ07] relies

on Hierarchical Implicit Models [WGG99] to facilitate the creation of complex shapes. From a

2D variational implicit curve fitted from the user’s 2D contour, this system infers a 3D surface by

determining a 2D scalar field bounded around the curve and sweeping this field along the depth

axis. As illustrated in Figure 2.7, the use of a hierarchical structure allows the authors to provide

editing modes such as cutting holes or removing some volume. Their system also offers two

additional modeling processes by extrusion or revolution symmetry, as well as the ability for the

user to adjust depth parameters using sliders.

Figure 2.7: Examples modelled with ShapeShop [SWSJ07].

Although ShapeShop provides realistic results, these contour-based approaches require the

placement of additional points in depth that serve as constraints, in addition to the use of an

optimization function to restrict the surface to fit the input contour. To counter this problem,
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Alexe et al. [AGB04] and Tai et al. [TZF04] define their implicit surfaces from the skeleton of the

shape, extracted using Teddy’s [IMT99] method. In the system of Alexe et al. [AGB04], implicit

spheres (or blobs) are positioned at the location of each vertex of the skeleton and the surface

is reconstructed by blending the contributions of the blobs. However, due to the blending of

individual spheres, their resulting surface is not guaranteed to be smooth. To counter this issue,

Tai et al. [AGB04] compute the field contribution of each segment of the skeleton (and not the

points, as before) and rely on a convolution model on the skeleton to define their surface.

In addition to following this modeling approach, Bernhardt et al. innovate the input data in

Matisse [BPCB08] by relying on a painting metaphor, as opposed to drawing only the outline

of the 2D shape. In particular, this choice avoids any prior smoothing operation on the user’s

input data. With this metaphor, the user paints a region on a texture image, on which the medial

axis of the underlying 2D shape is extracted by iterative erosion [Hal89] and a distance image is

computed using a Weighted Distance Transform. From these two structures, their method derives

a convolution skeleton defined as a graph of branching poly-lines. Their modeling process relies

on the convolution surface model of Tai et al. [TZF04] to infer the surface from the skeleton while

adjusting the convolution weights to the resolution of the input image. As illustrated in Figure 2.8,

users can create complex models by progressively painting regions with brushes of various widths,

providing them with direct visual feedback on the appearance of the created surface.

Figure 2.8: Modeling process with Matisse [BPCB08]: (left) bridging between two shapes using the
painting metaphor; (right) original artwork from Matisse taken as inspiration to create the complex 3D
model on the right.

Conventional implicit models such as those described above have some drawbacks, such as

the inability to create sharp edges or the loss of small details when merged with a large shape. To

address these issues, Zanni et al. present SCALIS [ZBQC13], a scale-invariant implicit model

that warps the shape skeleton before convolving it to create a scale-invariant field. In addition,

their approach permits radius control by adding an extra point or segment skeleton on the skeleton

extremities or maximum radius vertices to adjust the desired field value. As shown in Figure 2.9,

their method allows for the creation of sharp features as well as the preservation of small details,
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Figure 2.9: Results modelled with Scalis [ZBQC13]: (left) possibility to model sharp features; (right) a
complex model composed of elements at various scales, using Scalis [ZBQC13].

even when blended with larger structures.

As an alternative approach to promote the creation of sharp features, Nealen et al. propose

Fiber Mesh [NISA07], a system in which the user’s strokes define control curves, serving as

2D silhouettes to create 3D shapes but also as handles to deform the latter. To integrate this

last functionality, the authors define the desired 3D shape by a polygonal mesh computed by

triangulating the underlying 2D shape of the contour before deducing the depth by functional

optimization. The user can deform a model by adding new control curves, changing the type of

existing ones (from smooth to sharp and vice versa) but also more locally by drag-and-drop gesture

on a curve. For this last process, the authors rely on two least-square minimization frameworks to

deform the curve while preserving the details and updating the surface in real-time. Following

Teddy’s approach, their system also offers additional sketching tools such as cut, extrusion, and

tunnel operations. With their concept of control curves, their system provides an interesting tool

that allows both the creation and edition of shapes from sketches and direct manipulations. Since

this model defines the control curves as positional constraints only, the deformation range of

these curves may not be sufficient to model a higher level of curvature deformation as in more

constrained but offline methods such as [LPL∗17].

Figure 2.10: Modeling results in FiberMesh [NISA07], the user draws strokes that serves as control curves
(blue = smooth curve, red = sharp curve).

While these systems can model a wide variety of shapes using classical, deep learning, or even

virtual reality techniques, none of them provide the perfect tool that favors the user’s creativity

while allowing for the easy creation of all the shapes. Indeed, for some specific applications,
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additional knowledge, either through assumptions, or user intervention is essential to guide

the modeling towards the desired result.

Toward more constrained methods

Depending on the chosen constraints, the methods in this category can range from a specific type

of surface for the 3D model, such as parametric surfaces [NGDA∗16, HKYM17, HGY17] to the

creation of very specific shapes, like self-occluding objects [KH06, CS07].

In what follows, we first give a brief overview of some domain-specific methods from

applications that we have not explored in this thesis. Then, we focus in more detail on sketch-

based 3D modeling methods applied specifically to architecture and biology.

Brief overview domain-based approaches

From the perspective of creating more diverse 3D scenes from sketches, we present an

overview of application-specific techniques using sketch inputs. For instance, existing methods

have approached terrain modeling by drawing a single silhouette as a profile curve [WI04] or

feature curves, either to edit an existing terrain model [BMV∗11] or to generate a new model from

a 2D sketch [HGA∗10, GDG∗17]. This terrain can be filled with trees interactively drawn by

the user in a single sketch [OOI06], in a coarse-to-fine manner [WBCG09] or in an immersive

environment [ZLC∗21, YH21]. To populate this 3D world, the user can model 3D characters, either

progressively on an interactive interface [GIZ09] or from a static sketch, which can be side-view

to model a wide variety of animals using symmetry assumptions [EBC∗15, DSC∗20], or from a

more random view but completed by a 3D skeleton [BCV∗15]. This character can be dressed from

fashion design sketches using developable surfaces [RSW∗07, JHR∗15, FBR∗17, FRH∗21] or

interactively and directly on the 3D model for layered structures [DPS15]. Finally, hair modeling

has been studied by inferring a helix model from a 2D sketch [WBC07], or by using deep learning

approaches [XNC∗19, SZF∗21]

We will now focus in more detail on our two application domains, namely architecture and

biology.

Sketch-based 3D modeling applied to architecture

As in any specific application, an architectural design follows certain rules and constraints

inherent to the field. For instance, most architectural designs can be characterized by man-made

shapes, and some by only organic shapes or a mix of both. In addition, they are usually composed

of one main item containing a facade with 2D or 3D features and an interior with inner floors and

other elements. Therefore, sketch-based modeling methods addressing general, man-made shapes
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are not suitable, as they do not support the modeling of specific features inherent to architectural

models. Although mostly used for garments, methods dedicated to developable surfaces have

been illustrated with architectural examples [RSW∗07], but, as shown in Figure 2.11, they limit

the modeling to developable facades and roofs.

Figure 2.11: Architectural designs modelled with developable surfaces [RSW∗07]: (left) gazebo; (right)
Opera House.

Only few methods have been specifically proposed for interactive sketch-based modeling of

architectural models: Facetons [SCSI15], Sketching Reality [CKX∗08], Interactive Sketching of

Urban Procedural Models [NGDA∗16] and BuildingSketch [LZC21].

Facetons [SCSI15] is dedicated to the interactive design of building exteriors in an immersive

environment. Equipped with a head-mounted display and a six-degrees-of-freedom input device,

the user designs an architectural model by positioning and editing oriented 3D points, or "facetons".

Each point represents a face primitive, such as a plane or a cylinder, from which the 3D model

is derived by delineating the primitive relative to its intersections with others. As illustrated in

Figure 2.12, their creation process is limited to the assembly of plane and cylinder primitives by

positioning their "facetons".

Figure 2.12: 3D architectural models designed in VR with Facetons [SCSI15].
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In contrast, Sketching Reality [CKX∗08] provides an interactive interface on which the user’s

strokes are interpreted into 2D geometric primitives (dot, circle, straight line, or Bézier curve).

After drawing a stroke, the user specifies its type (primitive, detailed geometry, texture) to help a

maximum likelihood algorithm determine the closest 3D model from a database. In addition, an

iterative refinement mechanism allows for coarse-to-fine design, as illustrated in Figure 2.13.

Figure 2.13: Example of a rotunda created with Sketching Reality [CKX∗08].

Finally, Urban Procedural Models [NGDA∗16] and BuildingSketch [LZC21] combine a

sketch-based interface with procedural modeling of buildings. In the first system, the authors train

a set of convolutional neural networks to recognize procedural parameters of 3D models belonging

to the same category, such as mass buildings or roofs. As illustrated in Figure 2.14, the user

progressively shapes an architectural building through iterative sketches and the determination

by the CNNs of the most plausible 3D models. This approach allows for coarse-to-fine model

refinement while letting the user choose the final model from a small set of selected models

proposed by the system.

Figure 2.14: Modeling process with Urban Procedural Models [NGDA∗16].

In contrast, BuildingSketch [LZC21] relies on an immersive system that interprets a set of

3D strokes drawn by the user into the closest procedural models, as depicted in Figure 2.15. The

authors rely on a recurrent neural network to determine the category of the 3D model from the

sketched strokes, and in the case of a free-form shape, a PointNet helps to decompose the stroke

into regular parts. Finally, the system automatically generates the 3D model by deducing the

height and tilt of the 3D model from the 3D sketch. In addition, their model allows for direct

manipulation of the generated models to move them in space. While very effective for quickly

authoring a set of nice-looking buildings for a virtual city, these two last systems limit the user’s
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Figure 2.15: Modeling process with Building Sketch [LZC21].

creation to the pre-recorded procedural models.

None of these methods promote the user’s creativity as they restrict the design to only the

exterior of a building and the modeling to already pre-defined 3D models. Indeed, none of them

authorizes the design of free-form shapes, nor does it allow the joint design and exploration of the

interior and exterior of buildings. In contrast, in Chapter 3 we focus on an intuitive system assisting

architects during the early stages of design where the building shape is still under exploration and

users can sketch visual information to guide further refinement.

Sketch-based 3D modeling applied to biology

Biological shapes are generally organic. Moreover, as in the case of architecture, these

structures are usually nested, i.e., a human body contains vessels, which themselves enclose

blood cells, etc. However, creating a biological model is not as restrictive as other domain-based

approaches. Indeed, this field is still under intensive study. The main challenge is to provide

simplified shape representations that are more understandable than real, reconstructed biological

data. That leaves a lot of freedom in the style and level of detail of the representation of these

shapes. Therefore, biologists are looking for intuitive and creative tools to clarify, visualize, or

even communicate their representation of some shapes but also explore some hypotheses. We refer

the reader to [VGH∗05, Ise15, LVPI18] for more details on visualization techniques applied to the

illustrative rendering of biological shapes. In contrast, the survey by Preim and Saalfeld [PS18]

presents an overview of virtual human anatomy education systems. In what follows, we focus

on existing sketch-based methods applied to modeling anatomical structures, especially at the

cellular scale.

While character modeling and animation lead to a great deal of research on muscle mod-

eling [LGK∗10], Abdrashitov et al. [ABL∗21] propose the first interactive sketching tool for

creating and exploring musculoskeletal structures. Based on the skeletal and skin representation

of a 3D model, the user can sketch profile curves whose extremities lie on the same bone to create
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a muscle around the latter. The system then deduces a muscle using a diffusion process and, as

shown in Figure 2.16, the user can edit the latter by changing the diffusion rate. Their approach

provides an interesting tool for real-time creation and exploration of other anatomical structures,

especially by generating the muscles’ tetrahedral meshes only at the end of the modeling. The

main limitation of their current system is to restrict the definition of a muscle to a single curve.

Figure 2.16: Sketch-based modeling of muscles [ABL∗21]: after the modeling, the user can edit the shape
by changing the rate of diffusion along certain directions.

More relevant to our target application, two methods tackle the sketch-based modeling of

vascular systems as a tool to support anatomy teaching. Pihuit et al. [PCP10] rely on the sketching

conventions used in anatomical drawings to model vascular systems from a single sketch, as

illustrated in Figure 2.17. Their method follows Matisse [BPCB08] skeleton extraction process to

retrieve from a provided sketch both a surface and a contour skeletons. From these two skeletons

and their intersection, their system identifies the properties of each vessel, such as its orientation,

curvature, and connections to others, based on the sketching conventions. From this analysis,

it constructs a 3D skeleton from which an implicit surface is inferred by convolution. This

system can be an interesting tool for teaching anatomy while preserving the sketching conventions.

However, using a single sketch as input is too restricted for our objective of iterative refinements,

especially if the user needs to provide, from the start, a sketched representation of the entire 3D

scene.

Figure 2.17: Sketch-based modeling of self-occluding vascular system on [PCP10].

21



2.1. Sketching to represent 3D shapes

Closer to our modeling objective, Saalfeld et al. [SSPOJ16] propose an interactive and semi-

immersive system to create vascular systems but also edit them to promote the explanation of

vascular pathologies. Using a six-degree-of-freedom stylus, the user can directly define a vessel in

3D by sketching its centerline. Their model then samples and smoothes each stroke by a Gaussian

kernel to ease the creation of a continuous implicit surface generated by the blending of Metaballs

of constant radius. As illustrated in Figure 2.18, this system can be used to represent vascular

pathologies by updating the weight of Metaballs (left) and activating a blood flow inside a vessel

(right) through a local drag-drop gesture. While their method tackles challenges similar to those

covered in our Chapter 5, the authors’ modeling approach smooths out the user’s strokes and

imposes constant width centerlines thus, resulting in similar width for the implicit surfaces. In

addition, their animation process requires significant user intervention by dragging the stylus to

each branch to allow blood flow throughout the vascular structure.

Figure 2.18: Sketch-based modeling on [SSPOJ16]: (left) vessel editing to represent some pathologies;
(right) blood flow visualization.

2.1.2 Creating a 3D sketch from user’s strokes

In the same mindset as FiberMesh [NISA07] which allows the user to place strokes on the 3D

model, some methods do not seek to replace the input strokes and even encourage their creation

in 3D through the use of support volumes or surfaces; the other end of the spectrum being to

promote 3D sketch creation without any support model. As illustrated in Figure 2.19, a sketch

often conveys a richer representation of an object of interest than its corresponding 3D model

because it carries more information and, in particular, the artist’s style. This is why sketches are

still massively used, even in 2D, in the early design stages.

For this reason, many methods tackle the problem of creating a design sketch that lives in 3D

instead of constructing a 3D geometric model. Indeed, instead of targeting the creation of such

3D geometric models that may only roughly fit the user’s strokes, 3D sketching systems focus on

guiding the user through the progressive sketching of the desired 3D model. The main challenge
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Figure 2.19: The comparison between artists’ generated networks: (left to right) the input model, the
generated 2D design drawings and 3D network from artists (in red), and FlowRep’s [GSV∗17] algorithmic
result (in blue).

is to favor the creativity of users while easing the 3D positioning of strokes. In what follows, we

present various alternative input techniques to address this challenge by direct creation, constrained

strokes, strokes’ projection onto support structures, and finally sketching in a predefined context.

Direct creation

The first approach consists in letting the user create a 3D sketch directly, whether in 2D or

immersive systems.

2D inputs & prior knowledge

Closer to sketch-based 3D modeling techniques, some methods rely on prior knowledge to

interpret 2D sketches into 3D. These techniques aim either at generating an illusion of 3D by

rendering or image blending techniques or at creating a network of 3D curves.

To generate an illusion of 3D from a 2D sketch, a first approach is to compute the normal

field of the underlying shape of the input sketch, either by estimating the curvature lines [SBSS12,

IBB15] or the underlying 3D model [SKv∗14]. However, these methods do not allow 3D

navigation since the sketch remains 2D. On the other hand, Bourguignon et al. [BCD01] propose a

solution to render a single sketch through different viewpoints by interpreting the user’s 2D strokes

as silhouette contour. Their method deduces the silhouette’s differential geometric properties to

generate a local surface around it. Then, it adapts the rendering intensity of the stroke according

to the current viewpoint to highlight the confidence of this surface. As shown in Figure 2.20, the

user can also edit an existing silhouette by sketching a new stroke from a different viewpoint.

Although this system provides a simple solution to infer depth, the strokes are all planar. In

addition, extreme refinement of a shape by sketching silhouettes from multiple viewpoints can

impair the readability of the sketch.
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Figure 2.20: Illusion of 3D in [BCD01]: artistic illustration seen from three viewpoints.

To avoid this issue, SketchSoup [ADN∗17] encourages exploratory ideation in conceptual

design. Using a set of raw ideation sketches drawn on an interactive interface and the correspon-

dences between them, their system embeds this set into a 2D interpolation space using both image

warping and blending. As illustrated in Figure 2.21, the user can navigate into this continuous

design space to explore solutions. Moreover, additional sketches can be input into this space to

refine the exploration. SketchSoup is an appealing tool for the interactive exploration of alternative

options. However, the user must draw each sketch individually, which can be both an advantage

and a limitation.

Figure 2.21: Exploratory ideation in SketchSoup [ADN∗17]: (left) input sketches and their correspon-
dences; (middle) 2D interpolation space; (right) interpolations at the orange and green dot.

Another approach is to create a 3D curve network from a provided sketch. Cordier et

al. [CSMS13] propose a solution to lift a set of mirror-symmetric curves in 3D by exploiting the

topology of the curve and, in particular, by recovering symmetry parameters from the connectivity

of the curves. As an extension, the system True2Form [XCS∗14] uses the regularity properties of

spline-based design sketches as a hard constraint to lift control points from input strokes while

preserving sketch fidelity, using an optimization framework. However, using piecewise cubic

Bézier splines, this system only takes clean drawings as output. More recently, Gryaditskaya

et al. [GHL∗20] introduce a system for lifting rough 2D design drawings containing scaffolds

and surface curves by taking advantage of the geometric cues provided by the construction lines.

Although this method extends the previous ones to rough sketches, all of these methods take as

input complete 2D sketches drawn by artists.
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While being able to turn around an existing 2D sketch is very useful in the early stages

of design, the current methods do not allow to use this new representation as a context in

which additional details can be drawn directly. Thanks to its interactive interface, the system of

Bourguignon et al. [BCD01] offer an interesting solution to allow a sketchy representation of a

3D world from strokes. However, they limit the strokes to planar curves drawn on a drawing plane

facing the camera and whose depth position can be adjusted on the user interface.

3D inputs & accuracy

With recent advances in immersive systems, the most intuitive solution for creating a 3D

sketch is to let users directly sketch 3D strokes. Since the pioneering 3-Draw [SRS91] and

Holosketch [Dee95], virtual reality systems have sought to make the user experience as familiar

as possible, for instance, by allowing 3D painting in a cave environment [KFM∗01] or using hand

motions to create 3D shapes [SPS01]. However, compared to the ease of drawing on a 2D paper

or interface, direct 3D sketching can lead to difficulties in accurately positioning strokes in space

and relative to each other [AKA∗17, BMSA19]. Thus, to solve these issues, recent methods have

tried to reduce the user’s mental load by providing tools to guide the creation of a stroke or by

applying some stroke neatening [YAS∗21, YDSG21].

In particular, this creation guidance can be provided either by precisely defining a stroke in

3D space or relying on support structures onto which the strokes will be projected.

Constrained stroke

The precise definition of the position of a stroke in 3D space can be done globally, for example,

by drawing the desired curve from different points of view or locally by iterative guidance of the

current local tangent.

Multi-stroke sketching

Early methods have tackled the creation of non-planar 3D curves from 2D sketches through

multi-stroke sketching. Indeed, defining a 3D curve by providing its projection from at least

two viewpoints allows for removing the ambiguity of depth. Two families of approaches have

been used to follow this concept: single-view or multi-view sketching. While the former avoids

any camera rotation between the two sketches, it limits the user to drawing all curves from the

same viewpoint. For instance, Cohen et al. [CMZ∗99] propose a single-view sketching system in

which a 3D curve is created and edited by matching a curve sketched from the current viewpoint

with its shadow drawn on a provided ground plane. As another option, Karpenko et al. [KHR04]

rely on the epipolar projection system to precisely define a 3D curve by its projection along

two viewpoints. In their system, the user keeps sketching 2D strokes along different viewpoints
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to refine the inferred 3D curve. As an alternative to these two approaches, Bae et al. present

in ILoveSketch [BBS08] a rich set of different 3D sketching modes, including a single-view

sketching mode, in which the user sketches a pair of symmetric curves with respect to a given

center plane and a multi-view mode relying on the two-views epipolar system. In all of these

approaches, the user must have a good understanding of 3D space and the spatiality of the curve

in that space. Therefore, such systems are most often limited to expert users or require additional

training to be used by novice users.

Figure 2.22: Overview of the multi-view epipolar projection system to precisely define a point P in 3D
space.

Tap Drawing

The tap drawing technique consists in using one hand as a guide to making an accurate

sketch with the other hand. Originally introduced for the creation of large-scale structures using a

physical tap, Balakrishnan et al. [BFKB99] first extend it to a digital version and then Grossman et

al. [GBK∗02, GBS03] adapt it to 3D and immersive systems. More recently, the system Drawing

on Air [KZL07] is built on this metaphor and in an immersive system to provide users with two

complementary modes of 3D sketching: a one-handed drag manipulation, and a two-handed tape

drawing, as well as a tangent preserving method for switching between them. This technique

allows for a precise definition of a non-planar 3D curve, but it requires either alternating between

guiding and sketching the stroke or a good synchronization between the two hands.

Figure 2.23: The bi-manual tap drawing technique: the drawing direction is determined by the position of
the non-dominant hand and the current stroke endpoint. Drawing a curve stroke requires to synchronize the
motion of both hands.
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Creating a 3D curve using multi-stroke sketching or tap drawing can accurately define non-

planar 3D curves. However, it may require specific expertise compared to the processes of

direct creation and drawing on support structures.

Drawing on support structures

The alternative approach to guide the creation of stokes in 3D space is to project them onto an

existing surface (canvas) or a more global structure (scaffold). Thus, both the choice of structure

and its position in space characterize the general shape of the stroke that will be projected onto it.

Indeed, a planar surface cannot accommodate a non-planar curve such as a helix.

Planar canvas

Aiming at the creation of a 3D scene from 2D strokes, Cohen et al. introduce in Harold [CHZ00]

a basic environment composed of one flat ground and a sky on which the user can interact by

sketching. In particular, a stroke can serve as a silhouette to edit the ground but also to create

a 2D billboard orthogonal to the latter and on which strokes can be projected. To preserve the

relationship between strokes when the viewpoint changes, their system also allows for the creation

of bridge billboards to connect two existing ones. Their use of billboards as the support structures

is interesting because it remains simple and easy to comprehend. However, since such structure

is always facing the camera, it does not permit users to create a complex 3D sketch in which

sketching from different points of view will give real depth to an object. For instance, inspired by

architectural drawings, the system Mental Canvas [DXS∗07] is a pioneer in the concept of using

semi-transparent 2D planes, also called canvas, as support primitives to position strokes in space.

As illustrated in Figure 2.24, the user interactively places a predefined canvas in 3D space before

drawing strokes on them. The main innovation of their system is the ability to project a stroke

from one canvas to another canvas to facilitate the creation and visualization of 3D sketches.

However, none of these systems favors the creative workflow as the user keeps switching

between interacting with the scene and changing modes on the menu. Targeting a user-friendly

interface, ILoveSketch [BBS08] and EverybodyLovesSketch [BBS09] rely on sketching to create

and switch modes. Indeed, the authors implement a small set of pen gestures to help the user

stay focused on the design while changing modes. To enhance the range of support surfaces, the

authors propose two solutions for creating them: a tick-based approach that allows the user to

create a plane by positioning points on an existing curve and taking the plane that contains them;

or a sketch-based approach to defining an extrusion surface by sketching a profile and a direction.

However, in both of these concepts, surroundings surfaces or curves are required to enable the

creation of a new one. Therefore, the user may need to follow a certain creative workflow or
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Figure 2.24: The creation of a suburban house in Mental Canvas [DXS∗07]: a) the designer sketches on
four different canvas positioned in 3D space; b) and c) highlight the impact of the strokes’ projection in 3D;
d) the house can be viewed from novel viewpoints; e)—h) landscape elements are added to the design.

identify an adequate series of surface construction to obtain the desired 3D curve.

More complex structure

To support the design of non-planar 3D curves, Schmidt et al. [SKSK09] rely on a scaffold

structure to guide the creation of strokes in a perspective 3D space. During the design process, the

user alternates between creating, editing the scaffold structure, and sketching on it. The system

provides visual guidelines to help the user define a regular scaffold. In addition, it relies on an

inference strategy to determine the spatiality of a curve in 3D space from its anchor point on

the scaffold. While scaffold structures can provide an easy decomposition of the 3D space, the

appropriate scaffold structure might be difficult for novice users to define without knowledge of

analytic drawing.

To counter these issues, Kim et al. [KALB18] make use of hand motions to generate rough

3D shapes on which strokes can be projected. The authors rely on a spray of polymer particles

metaphor to generate a 3D shape out of a hand motion. The advantage of this feature is that the

user has great control over the position and orientation of these shapes without having to rely on

existing surfaces. In addition, visual displays are used to highlight the hand position relative to the

already created scaffold and the user can remove entirely or partially some air-scaffold structure

to reduce the overflow of information. The main drawback of this approach is that it only supports

the creation of planar 3D curves.

All of these approaches provide valuable tools to ease the creation of 3D curves while

promoting the user’s creativity. However, as these structures are generally 2D surfaces, projecting

strokes on them will not allow the creation of non-planar curves. In addition, most of these systems

(except Mental Canvas) presume that the user has already settled on the design as they smooth the
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input strokes to favor visual accuracy over the user’s creativity. In addition, some recent immersive

systems are based on the same paradigms as the one presented above: VRSketchIn [DGK∗20]

combines mid-air 3D sketching with a six-degree-of-freedom tracked tablet that serves as a support

surface for more precise sketching; Hand Painter [JZF∗21] allows the user to use the non-dominant

hand as a canvas, onto which the other hand can project strokes. Finally, for some applications, it

may be essential to rely on context to ease the creation of the desired design.

Drawing in a pre-defined context

In this part, we focus on context-based systems that use external sources as a guide for the creation.

In particular, this guide can be 2D inputs such as images but also a 3D mesh, from which we

can extract canvas. As context-based systems are intensively studied and especially in immersive

environments, we provide a brief overview of the main approaches or contexts before presenting

in more detail the few methods that specifically tackle design sketches in architecture (in addition

to Mental Canvas).

Brief overview

Existing methods have explored various contexts and sketching paradigms. For instance,

the system NapkinSketch [XSS08] restricts the design space to a physical napkin on which the

user will anchor support surfaces to create a 3D sketch in an augmented reality system. Another

approach consists in using a 2D input as a reference image. LiftOff [JK16] is a virtual reality

system that lets users import a 2D sketch as the background image to help them lift their strokes in

3D. Quite similar to 3D modeling, the system Sweep Canvas [LLZ∗17] uses an RGB-D reference

image inside which the user can create free-form extrusion surfaces which are rendered only by a

sketch outline. In contrast, Model Guided 3D Sketching [XFZ∗19] uses a 3D model as a reference

and also as a pre-defined exterior scaffold on which the user can project strokes.

In contrast to previous approaches, the OverCoat system [SSGS11] extends the 2D painting

metaphor to 3D by allowing the user to choose a 3D texture effect and apply it interactively to a

3D model. In the same mindset, the authors of the recent Mid-Air Curves system [AS21] look at

the texturing of virtual objects using a virtual environment and how to improve the 3D projection

of the strokes.

On the other hand, Sketching With Hands [KB16] relies on a bi-manual interaction in which

a virtual model of the user’s non-dominant hand is used as the context of creation but also as

a guide for creating planar surfaces on which strokes can be projected. Finally, an alternative

to VRSketchIn [DGK∗20]+ but in augmented reality and for the context of physical objects,
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SymbiosisSketch [AHKG∗18] provides a mix of 3D drawing in mid-air and surface interaction on

a tablet. However, this combination is hardware-heavy, and switching between drawing modes is

not intuitive for users.

Design sketches in architecture

The pioneering work of Mental Canvas [DXS∗07] inspires the development of a digital

sketching system dedicated to architectural design. For instance, its canvas concept is first

extended to allow the integration of images, in addition to user strokes, in the context of a cultural

heritage application [CMH∗10, RLT∗17]. Another extension, called Insitu [PKM∗11], focuses on

conceptual design in a target 3D environment, which can be natural or man-made. As illustrated

in Figure 2.25, a site representation is created by merging several types of data (elevation map,

photographs, aerial map, site map), while a user interaction similar to Mental Canvas [DXS∗07]

allows conceptual design directly in-situ.

Figure 2.25: Insitu’s overview [PKM∗11].

In contrast, Smart Canvas [ZLDM16] allows the user to draw directly on a reference 2D

image or sketch from which vanishing lines are extracted. The user’s 2D strokes are dynamically

interpreted and sorted into co-planar groups from which 3D polygonal surfaces are extracted by

optimization and based on adjacency relationships. The user can accept, modify or create new

relationships at any time. The model is rendered in a non-photorealistic way to make it look like a

drawing, but the user’s original strokes are not retained.

Being able to design an architectural model in context is a real advantage to foster the

creative process. However, the presented systems rely on planar support structures that can

limit the design of free-form 3D strokes. In addition, they only address the design of the

exterior of an architectural model.
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Figure 2.26: Concept developed by a practicing architect on Smart Canvas [ZLDM16].

Discussion

Through this detailed section on related work, we have presented an overview of existing methods

using classical, deep learning, and immersive techniques for both sketch-based 3D modeling and

3D sketching.

Original strokes: In our desire to encourage the user’s creativity and relative to the identified

characteristics of the sketch, we can notice that most approaches use clean drawings or apply a

pre-processing spline conversion to the user’s hand-drawn strokes. While we agree that hand-

drawn strokes can be noisy due to the chosen input device, such smoothing steps can also polish

the user’s strokes and erase some information that is all the more important during the early stages

of design. In particular, none of the existing methods exploits over-sketching or lighter strokes

area as means of alternative options.

Nested structures: Moreover, while sketch-based modeling techniques have been intensively

studied, none has yet address the interactive creation of nested structures without any constraint on

the order of creation. In particular, for some applications, being able to represent such structures

is essential to the creation process.

Now that we have explored the existing tools for creating shapes, we want users to be able

to populate its 3D scene from a small sample of elements either in 2D or 3D.

31



2.2. Synthesizing a distribution of objects

2.2 Synthesizing a distribution of objects

From tree barks, brick walls, or schools of fish, to fields of collagen fibers and arrangements

of cells inside a vessel, the world is filled with diverse distributions of shapes or textures at

various scales, as depicted in Figure 2.27. However, reproducing such distributions manually or

even virtually is a time-consuming technical task that requires good artistic skills. Moreover, any

change on the output size or some part of the content can result in starting the process all over again.

Figure 2.27: Examples of common distributions of texture and elements. From left to right: a tree bark; a
brick wall with windows; school of fish; vessel network and red blood cells.

A good alternative to this tedious approach is to focus the creation on a small sample,

representative of the desired distribution, and then rely on computational algorithms to generate

an output, visually similar to the provided example. In particular, this visual similarity can be

characterized first, by some general visual constraints on the resulted output, such as avoiding

artifacts or unnatural salient repetitions—even in the case of synthesis in an extended output

domain—and second, by matching some proximity criteria with the input, determined using

statistical approaches or perceptual validation. This process, also called example-based synthesis,

consists of two main parts: an analysis of the input, in which the main features of the input are

extracted; and a synthesis in an output domain, based on the result of the analysis. Example-based

synthesis methods can be classified into two broad categories, depending on the type of input

which is either an image (Section 2.2.1) or an arrangement of discrete elements (Section 2.2.2).

2.2.1 Texture synthesis

Texture-based synthesis methods take as input an image composed of one or more patterns or

structures and aim at generating a new texture image that matches the provided sample. The reader

can refer to the survey of Wei et al. [WLKT09] for more details on early methods addressing this

type of synthesis. Existing methods can be classified according to the desired degree of similarity

between input and output, i.e., whether the goal is to match some neighboring properties or a

statistical model.
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Local similarity

Neighborhood search process

A first approach is to decompose the input into entities such as pixels [EL99, WL00] or

patches [EF01, LLX∗01, KSE∗03], and rearrange them on an output image to generate a new

texture, considered perceptually similar to the input one. These techniques generally assume that

the input texture can be viewed as a realization of a local stationary random process, also defined

as a Markov random field process. Thus, a new texture is generated iteratively by successive

neighborhood search mechanisms on the input image. More particularly, the synthesis process

starts by randomly picking a seed (a pixel or a patch in these cases) from the input image to

position it in the middle of the output image. Then, the neighborhood of this seed is analyzed

on the input image to determine the possible entities that can be copied around it, on the output

image. The final output is thus generated progressively by selecting an entity, positioning it on the

output image, and searching for its neighborhood in the input image to find the next most plausible

candidate. The main challenge of this process lies in determining an adequate neighborhood size

that maintains the input perceptual properties while avoiding too regular patterns. In addition, the

improvement of patch entities has made the partitioning of the input texture more complex and

introduced the need for smooth stitching between these patches. However, it highly improved the

computational cost during the neighborhood process while ensuring the preservation of the input

structures, as illustrated in the first three results in Figure 2.28.

Figure 2.28: Comparisons between texture synthesis techniques. From left to right: input model; pixel-
based synthesis [WL00]; patch-based synthesis using image quilting [EF01]; patch-based approach using a
graph cut technique [KSE∗03]; texture optimization [KEBK05].
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Local optimization

In contrast to this region growing mechanism, some methods approach texture synthesis

as a local optimization problem. Early methods [KEBK05, WSI07] introduce this process as a

hybridization of the pixel and patch approach, defining a similarity measure based on the Euclidean

distance between the color of two pixels and minimizing these values over a set of neighboring

pixels (or patch) during the optimization. As shown in Figure 2.28, Kwatra et al. [KEBK05]

provide an output texture perceptually comparable with the patch-based methods ones. However,

the patch-based and optimization results can highlight some undesirable repetitions, in addition to

not preserving the multi-scale texture details, since the similarity optimization and neighborhood

search are applied at a patch scale. To counter these issues, Kaspar et al. [KNL∗15] extend the

similarity measure of Kwatra et al. [KEBK05] to handle large-scale structures, avoid repetitions

and preserve regular and quasi-regular patterns (see Figure 2.30 top left). While Kaspar et al. still

base their model on optimizing overlapping patches by calculating the similarity between a source

and a synthesized pixel, they compute the Euclidean distance on both the color and a guidance

channel. In particular, this channel provides additional information by storing the distance to

the nearest feature. In addition, their method supplements this distance with a global histogram

matching constraint. Finally, the authors implement a fully automatic initialization strategy based

on a self-similarity analysis of the exemplar.

As described in the last approach, applying local similarity on pixel colors alone is not

sufficient to preserve all the input information while avoiding repetition. In particular, the texture

optimization methods rely on a global analysis of the source image. In this sense, an alternative

direction, also widely tackled in the related work is to compute a more global characterization

of the input sample, by a signature model, in the sense that all the texture images matching this

model would be considered visually similar to the input.

Statistical characterization

Histogram matching

Based on perceptual studies, Julesz [Jul62] presents the concept that two textures with the

same statistical characterization can appear visually similar to a human. His model, based on a

pixel-based approach, represents the signature of a texture by its N-th order joint histogram of

pixels. Following this work, studies on early vision and texture perception [BA88, MP90] try

to discriminate textures by more global approaches, such as applying a series of convolutions

with linear filters [FS89]. In particular, Heeger and Bergen [HB95] propose a two-step method

to transform a noise image, into a texture considered similar to the reference one by alternately

matching the histograms of the two images as well as of their multi-scale image pyramidal

34



2.2. Synthesizing a distribution of objects

representations. This process is then generalized and improved by Portilla and Simoncelli [PS00]

by matching statistical constraints on both the pyramid and the image, instead of histograms.

However, this structure is not sufficient to capture the features of natural textures.

Deep learning approaches

More recently, Gatys et al. [GEB15] improve the classical methods by using deep learning

techniques. Unlike previous approaches, the authors take advantage of the feature space pro-

vided by the VGG-19 network, a convolutional neural network that has been trained for object

recognition. During analysis, their method describes the input image by a set of Gram matrices

containing the activations of an image at each layer of the network. Then, during synthesis, the

system successively updates the pixels of a white noise image to match the activations of the input

texture. This method is then improved by Sendik et al. [SCO17] to deal with structured textures,

by introducing structural energy to identify regularities in a texture.

The other network commonly used in texture synthesis methods, as well as neural style

transfer, is the Generative Adversarial Network (GAN) [GPAM∗14]. Unlike a simple convolution

network, such as the VGG-19 used in the above methods, which is trained beforehand and attempts

to reduce the loss between a reference image and a progressively updated white noise one, the

GAN consists of a generative network whose purpose is to synthesize an output, in addition to a

discriminative network that determines whether or not this generated output is real. Since this

network is unsupervised, its robustness in generating various outputs depends first on the diversity

of the training textures, but also on the convergence of the network, in the sense of identifying

diverse features without overfitting. For instance, Zhou et al. [ZZB∗18] use a GAN to synthesize

non-stationary textures in an extended domain. To achieve this, they take a database composed of

non-stationary textures and train their GAN on k x k patch samples of the same image, allowing

them to tune both their generative and discriminative networks by comparing the resulted output

with the ground truth using a pre-trained VGG-19 network, as illustrated in Figure 2.29. Although

one important limitation of their network is the need to train a dedicated generator on any new

input image before it can be synthesized.

Figure 2.30 presents an overview of the best existing methods. In particular, it highlights the

potential of the optimization framework of Kaspar et al. [KNL∗15] for structured textures, but

also the limitations of their patch-based optimization for anisotropic and non-stationary structures.

Furthermore, it emphasizes the importance of using a complex neural network such as a GAN to

synthesize various textures.
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Figure 2.29: Overview of Zhou et al.[ZZB∗18] method. The generator learns to expand a kxk texture
blocks into 2kx2k ones using a combination of adversarial loss, L1 loss and style loss.

Figure 2.30: Comparison of the main approaches: (left) input; Optimization-based texture synthe-
sis [KNL∗15]; deep learning with structural energy [SCO17]; GAN approach [ZZB∗18].

Although these methods show promising results in capturing, at least partially, local and

global correlations in an input exemplar, they are limited to image-based input, and they do not

extend to discrete element distributions. However, when it comes to the synthesis of the latter,

the shapes presented in the input will necessarily be replicated (like the first approach in texture

synthesis [EF01, KSE∗03, KEBK05]) but following some model or characterization as introduced

in the second approach.
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2.2.2 Discrete shape distributions

Discrete element or example-based synthesis methods take as input a set of discrete shapes

positioned in space and aim at generating a new set of these elements that can be considered

visually similar to the input one. Because point distributions are composed only of identical,

simple, and small shapes, we have separated the approaches that address these distributions

from those that deal with more general shape arrangements. Although some post-processing

renderings can be necessary to position the shapes at the location of the generated points, the

synthesis methods do not present the same challenges.

Point patterns

Since point distributions are of significant importance in various fields of Computer Graphics such

as rendering, sampling for anti-aliasing, or physical simulations, the synthesis of such distributions

has been widely studied in recent years. In particular, one common and validated assumption is

that any point distribution is built on a random structure in addition to relying on some rules. This

has therefore motivated the use of statistical measures to discriminate an input. Moreover, since

these distributions can generally be defined by the spatial correlations between point samples,

synthesis methods mainly rely on stochastic point process techniques. The reader may refer to the

course of Öztireli and Singh [OS18] for a detailed explanation of point processes and stochastic

techniques and their various uses.

Point-based synthesis can thus be characterized by two main steps: an analysis of the input

point distribution to identify a stochastic model defining the provided distribution; a synthesis of

this distribution based on a random point process model and Monte-Carlo techniques but adjusted

to the defined model. In what follows, we will briefly present the main approaches and recent

improvements in point distributions synthesis.

Sampling and frequency measurements

Initially intended to solve anti-aliasing problems [Coo86], blue noise distributions have been

intensively studied because of their recognizable signature in both the frequency and spatial

domain. In the frequency domain, such distributions are characterized by a lack of low-frequency

energy and an absence of structural bias. In the spatial domain, the point samples are randomly

and uniformly distributed in space while guaranteeing a minimal pair-wise distance. Although

alternative approaches have been explored, dart-throwing remains a reference to creating such

distributions. An output is progressively created by iteratively generating a random position in

space and checking if a new point sample can be positioned there while respecting the distance

constraint. This approach can be replaced or complemented by a Lloyd relaxation. While many

works addressed the isotropic property of such distributions, Li et al. [LWSF10] introduce the

37



2.2. Synthesizing a distribution of objects

possibility of dealing with anisotropic structures using a warping or sphere surface analysis (see

Figure 2.31). The reader may refer to the survey of Yan et al. [YGW∗15] for a general overview.

Figure 2.31: Sphere surface sampling and spectral analysis via spherical harmonics [LWSF10].

Although blue noise distributions synthesis methods can provide statistical accuracy, as well

as handling isotropic and anisotropic distributions, these techniques highly depend on the blue

noise property of the input distribution.

Pair Correlations functions

As an alternative approach, Öztireli and Gross [OG12] extend the dart-throwing approach to

more general stationary distributions. In particular, they introduce a new distribution model defined

by a pair correlation function. This measure encodes the perceptual features of the distributions

into a normalized continuous function, in addition to providing a visual and interpretive signature,

as illustrated in Figure 2.32. In particular, this measure characterizes a distribution by its point

density relative to the distance of one point from all others. During synthesis, a generalized

dart-throwing algorithm creates a new output whose PCF is closed to that of the target. Gradient

descent is then applied to the generated point samples to minimize this difference. Roveri et

al. [ROG17] first extend this approach to more general distributions such as local stationary

processes and spatially varying correlations. Then, Ecormier et al. [ENMGC19] introduce the

first generalization of PCF to disks that can have controllable overlap.

Figure 2.32: Example-based distribution synthesized with the PCF approach [OG12].

Although pair-correlations functions provide a new statistical model to characterize the

point distribution, this model is only based on pair-wise distance, so it is restricted to isotropic
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distributions. Another very important limitation of PCF-based techniques is that they cannot

capture structures of the distribution (see Figure 2.33), which is a central property we target for

the synthesis of anisotropic distribution.

Figure 2.33: Failure case of PCF-based approaches on a hexagonal grid taken from [ENMGC19]: (left)
exemplar input; (right) standard disk synthesis (top) and synthesis with outlier removal (bottom). Disks
with the most outlying PCFs are colored in red at each stage.

Deep learning approaches

While deep learning techniques have been widely studied for texture-based synthesis, only one

method tackles point-based synthesis. Inspired by texture-based deep learning techniques [GEB15,

SCO17], Tu et al. [TLH19] apply an irregular convolution layer on a set of input and default output

points to generate feature maps on a regular grid, which can be fed to a trained VGG-19 network.

Then, their method converts the output back to the corresponding set of 2D points before updating

the convolution layer weights in a coarse-to-fine manner and applying an additional optimization

constraint on the output. Then, their system iterates this process while applying end-to-end

optimization. As shown in Figure 2.34, this method provides an interesting optimization approach

while taking advantage of the benefits of a neural network. However, their current pipeline

prevents the synthesis from being real-time, in addition to not preserving visually perceptible

shapes in the input.

In addition to standard point-based synthesis, Leimkühler et al. [LSM∗19] focused on

designing point patterns by proposing a deep architecture to learn a distribution on the fly from a

user-specified loss. During training, the parameters of the network filters are updated to fit the

desired distribution by minimizing the loss over a set of random points. During deployment, the

desired distribution can be generated from a new set of random points.
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Figure 2.34: Point pattern synthesis via Irregular Convolutions [TLH19]: (left) input and synthesized data;
(right) post-processing object placement.

Discrete element distributions

This part focuses on element distributions, i.e., vector textures formed by arrangements of

discrete elements. Unlike point distributions, these distributions are less constrained to stochastic

approaches, however, the discrete elements composing the input distribution can be of various

shapes. In addition to avoiding inter-penetrations, methods in this category must treat each shape

individually and as part of the underlying distribution.

The methods belonging to this category consist of two steps: an analysis of spatial correlations

between shapes; and a synthesis process that preserves input shape distributions in addition to

validating the general visual constraints (no self-intersection or undesired repetitions).

Centroid-based approach for shape distributions

The first approach consists in generating distributions of discrete elements by simplifying

the shapes into their centroids. The analysis is then computed on the point distributions and the

synthesis is decomposed into two parts: generating the centroids and then retrieving the associated

shapes. The pioneering work of Barla et al. [BBT∗06] focuses on the synthesis of stroke patterns,

as illustrated in Figure 2.35 left. Their method begins by grouping input strokes into elements

using a user-specified pattern size before determining the connectivity of the distribution through

Delaunay triangulation on the centroid of the elements. Next, their system synthesizes the point

distributions using Lloyd’s method [Llo82], and then the shapes are recovered using a combination

of partial neighborhood comparison and perceptual studies. Following a similar approach, Ijiri et

al. [IMIM08] base their synthesis on successive point placement using local growth and followed

by a relaxation of the currently generated point distribution (see Figure 2.35 middle). However,

these two methods are respectively limited to quasi-uniform distributions or a search limited to

only immediate (1-ring) neighborhoods.

To handle more general shape distributions such as those in Figure 2.35 right, Hurtut et

al. [HLT∗09] rely on stochastic point process approaches. During the analysis, they use perceptual
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studies to create a histogram grouping together the most similar shapes based on appearance

constraints. Then, the authors make use of this structure to characterize the input distribution

by a probability density function, part of a Gibbs point process. Their method generates a

new arrangement using Monte-Carlo chains adapted to their model. As an extension to the

synthesis and editing of virtual worlds, Emilien et al. introduce WorldBrush [EVC∗15], an

interactive system on which the user first defines a scene sample composed of predefined elements

and whose distributions are encoded in a pipette. Then, the authors rely on painting systems

operators to let the user brush, paint, and coherently edit virtual worlds. They take advantage

of statistical and procedural models to encode both the elements’ procedural parameters and

their inter-relationships with and between categories of scene elements. In contrast to Hurtut et

al. [HLT∗09], in WorldBrush, the object types and categories need to be pre-set.

Simplifying the input shapes into points does not allow for the analysis of the correlation,

orientation, or spatial placement of shapes. Therefore, it does not provide a model carrying all

the input information. For instance, in the case of elongated shapes, inter-penetrations cannot be

avoided. In addition, none of these methods can analyze and synthesize structured input.

Figure 2.35: Overview of the centroid-based approaches: (left) Barla et al. [BBT∗06]; (middle) Ijiri et
al. [IMIM08]; (right) Hurtut et al. [HLT∗09].

Multiple points synthesis

Rather than using a single centroid point, Ma et al. [MWT11] represent each input shape

by a set of sample points. Using a new neighborhood metric and an energy optimization

process, they manage to insert individual shapes in a pre-defined output domain, as depicted

in Figure 2.36 left. Their approach is later extended to dynamic textures [MWLT13], stroke

auto-completion [XCW14] and adapted to other texture workflows [KIZD12, DSJ19]. While the

use of multiple point samples enables to broaden distribution synthesis to arbitrary shapes, these

methods tackle bounded elements only—as opposed to unbounded, fiber-like shapes—and require

some post-treatment to avoid inter-penetrations at the synthesis stage, preventing their real-time

use.
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Figure 2.36: Multiple-points based approaches: (left) Discrete Element Textures [MWT11]: (left) from a
small input and a user-specified domain, their method synthesizes the following output; (right) the synthesis
of mixtures of discrete elements (gems) with continuous structures in [ROM∗15].

In contrast, Roveri et al. [ROM∗15] introduce the first example-based distribution synthesis

method applicable to both bounded and unbounded shapes (see Figure 2.36 right). The authors

decompose each shape—no matter its dimension—into point samples that are encoded into a

functional representation. They define a similarity measure in the associated functional space

to quantify the similarity between the input and output. The synthesis is achieved through

neighborhood matching and energy optimization. In addition to not guaranteeing real-time

synthesis, the main limitation of this method is the requirement of repetitive enough patterns to

avoid bad local minima and thus distortion in the synthesized structures.

Shape-aware distribution

Rather than sampling the elements in the input exemplar, Landes et al. [LGH13] propose

to simplify shapes into proxy geometries, as shown in Figure 2.37. They introduced a spatial

relationship measurement that takes into account the inter-space between pairs of elements and

their relative orientations. Extending stochastic models for point distributions [OG12, ZHWW12],

their synthesis method successfully maintains both the distributions of distances and relative

orientations of elements. Moreover, their method can generate 3D distributions from 3D input.

Although it handles anisotropic distributions, their model does not meet our goals, since it does

not offer real-time performances and is limited to distributions of bounded objects.
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Figure 2.37: Overview of Landes et al. [LGH13] discrete model synthesis: (left) input; (middle) proxy
geometry: 2D polylines or 3D meshes; (right) synthesized distributions.

Discussion

Example-based synthesis has been widely studied for texture and discrete elements distribution.

However, none of the existing methods handles the real-time anisotropic distribution of bounded

and unbounded shapes from a sketch or the immersion of this distribution in a 3D environment.

While the best existing methods for texture-based synthesis rely on deep learning techniques,

it will be difficult to train a neural network to interpret the shape distributions present in a sketch.

Furthermore, they would not be easily extensible to the synthesis of 3D distribution.

Although point distributions synthesis methods offer statistical accuracy, this may come at

the cost of losing real-time performance or visual structures present in the input. Although the

few deep learning techniques show interesting results, they do not preserve the shapes that would

be recognized by a human. Moreover, a single model [ROM∗15] succeeds in determining an

appropriate model for the distribution but requires repetitive enough patterns.

Finally, although current discrete element synthesis techniques provide appealing results on

bounded and unbounded as well as for the 3D distribution of elements, only one addresses the

anisotropy of the distribution, but only for bounded shapes.
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2.3 Sketching to animate

Traditionally, an animation was entirely hand-drawn by artists, frame by frame. Based on the

well-known principles of animation [JT81, Las87] and as shown in Figure 2.38, this creative

process was either linear (straight ahead) or through keyframes and in-betweens (pose to pose).

While the straight ahead approach can be considered the most creative and spontaneous, a certain

lack of coherence can occur between the beginning and end of the animation. On the other

hand, the pose to pose approach imposes to define all the important steps at first, which allows

for better control of the animation as a whole.

Figure 2.38: The fourth principle of animation [JT81]: straight ahead and pose to pose, illustrations by
©Alan Becker.

Regardless of the chosen approach, hand-drawn animation requires a high level of artistic

skill to generate the desired drawings but also to convey the rhythm of the animation from a set of

still images and a timing chart. Moreover, drawing each image individually can be very tedious,

especially since small changes, either in the visual characteristics of an element or in its motion

will require redrawing some parts or even all of the drawings.

Recently, computer animation methods have attempted to facilitate this entirely hand-drawn

animation process by providing tools to animate either an individual object or a set of elements.

These techniques can be classified according to the level of creativity and freedom they offer.

For example, parametric models such as procedural or physical-based systems [NMK∗06, Bri15]

have been intensively studied in the context of natural phenomena. However, they are highly

dependent on parameters, which may also be difficult for the developer to estimate or for the user

to adjust. Therefore, this indirect and not intuitive control is not favoring the creative process. An

alternative, which is also standard in industrial animation software, is to let the user interact with

an environment through direct manipulation. While it is easy to drag and drop an object in space,

precise manipulation of a shape, which can also be complex, is more challenging. In particular,

existing methods rely mainly on the manipulation of anchors positioned on a model. These can be

located manually by the user [BKLP16, DSC∗20] but also predefined by some support structures
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such as a bounding cage or more classically the model rig. While the first case offers greater

freedom of movement, extreme dragging may result in unnatural poses as the consistency of the

geometry will not be preserved. On the other hand, the manipulation of predefined anchors can be

considered too rigid since control is limited to the degrees of freedom of the handles. In addition,

regardless of the chosen approach, it may take several iterations, if not impossible, to create a

specific expressive pose. Unlike the pose, timing may also be difficult to estimate from user

input, and relying on a fixed timeline [PWKK20] may be insufficient for an expressive animation.

Therefore, a user may prefer to rely on sketching (or even combine it with direct manipulation) to

ease the animation process. Indeed, as with sketch-based modeling, it may be more intuitive for

the user to use sketch inputs to express animations but more computationally complex to represent

the desired motions and deformations.

In what follows, we focus on existing methods for sketch-based animation of an individual

object or a set of elements. Specifically, these approaches can be classified according to their

use of sketching, which can serve to represent keyframes (Section 2.3.1), design the trajectory

path of an individual object (Section 2.3.2) or characterize motion guidelines for a set of elements

(Section 2.3.3).

Brief overview of 3D character representation

Before entering the heart of this section, we present a brief overview of the classical skeleton-

based animation pipeline and, in particular, the various terms related to it. Since the geometry

of some complex 3D models may contain a large number of vertices, a common usage in the

classical animation pipeline is to rig this geometry by a 3D skeleton (or rig), i.e., a hierarchical

set of bones connected by joints. In contrast, the geometry of the 3D model is called the skin.

The main interest of this structure lies in the direct mapping (also called skinning) between the

skin and the rig, allowing to deform a model from the rig, which has the effect of preserving

the core structure of the model and avoiding to compute transformations at the scale of the

detailed geometry. Indeed, each bone of a rig is defined by a set of transformations that specify

its position in space. The use of skinning allows to compute the position of the vertices of

the skin by blending the transformations of the bones that surround them. Finally, during an

animation, the joint transformations are updated according to the process of forward kinematics
or inverse kinematics. While forward kinematics computes the transformation by following the

skeleton hierarchy, inverse kinematics, which is also the most frequently used, propagates the

transformation in reverse order. To illustrate this concept, when moving the fingertip of a human

avatar, forward kinematics first determines the transformation of the upper joints in the hierarchy,

such as those connecting the shoulder to the arm, the arm to the elbow, etc., before reaching the

target joint, whereas inverse kinematics first updates the bone selected to reach the target and

calculates from it the appropriate intermediate transformations up to the hierarchy.
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2.3.1 Sketching keyframes

As introduced previously, the pose to pose approach first consists in defining keyframes (the main

steps of the animation) and then progressively smoothing the animation by the use of in-betweens.

Related work aimed at keyframe animation mainly focuses on approaches that either infer a

transition (or in-betweens) from predefined keyframes or represent key poses in a coarser, easier

representation.

Inferring in-betweens from predefined keyframes

Closer to the traditional approach, this part focuses on determining in-betweens from already

defined keyframes. As a shape can undergo deformations between two keyframes, a common

process to smoothly move from one shape to another is morphing. This technique has been

widely studied for images, 2D shapes, and even 3D meshes. In addition, the morphing process

can generally be decomposed into two main steps: 1) finding correspondences between two

successive keyframes, 2) determining a mapping function to create transition states (i.e., the

desired in-betweens).

In what follows, we classify the approaches according to the type of data or structure used to

create an animation from a set of keyframes.

Image morphing

Introduced by Beier and Neely [BN92], image morphing is still the subject of active research.

Indeed, while the creation of transition states from defined correspondences is generally based on

an interpolation algorithm, the automatic determination of such correspondences from images is a

challenge. For instance, the first methods (see the survey by Wolberg [Wol98]) rely heavily on

user intervention which does not scale to entire animations.

As a solution, Shechtman et al. [SRAIS10] introduce the concept of regenerative morphing.

Inspired by texture-based synthesis methods, the authors bypass the correspondence step by

generating their intermediate shapes as a combination of patches already present in the source

images. They define their morphing as an optimization framework whose objective is to maximize

each generated image, its visual similarity with the source images, and its temporal coherence

with the direct neighbors while allowing some variation. Using a hierarchical Gaussian pyramid

on an initial set of images, their model optimizes the intermediate images in a coarse-to-fine

manner. To preserve visual structures during the transition, Darabi et al. [DSB∗12] has extended

the previous similarity distance to take into account local gradients in addition to patch color

values. Furthermore, Browning et al. [BBRF14] has adapted this approach to obtain a resulting
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motion guided by a predefined simulated flow (see Figure 2.39).

Figure 2.39: Overview of [BBRF14]: (left) an underlying simulation is used to guide the artwork; (right)
Frames 50, 60 and 70 are hand-drawn by an artist, while the remaining in-betweens were automatically
generated by their system.

Other alternatives have been explored, such as estimating these correspondences by finding a

linear path that maps a pixel of one image to the other [MHM∗09] or using a 2D vector field over

a domain halfway to define the desired map by convolving two halfway mappings [LLN∗14]. Zhu

et al. [ZLWH16] successfully determine region correspondences by optimizing a network flow

graph but they rely on a full animation sequence as input, which is generally not the case in image

morphing. Finally, Li et al. [LZLS21] let the user provide a sketch to guide the animation between

two keyframes. They base their model on a neural network to estimate the correspondences

between the animation and the sketch on a cross-domain.

These methods only characterize the input images at the pixel level. However, this represen-

tation is not adapted to depict 2D shapes precisely. Indeed, taking directly the shape itself as

input allows for a richer description of its topology or geometry. In what follows, we mainly

separate the approaches that take into account the boundaries of the contour from those that focus

on its interior. Moreover, as shape manipulation was intensively studied, we only describe some

significant approaches.

2D Shape interpolation

A first approach consists in interpolating the input shapes by their contour. This representation

is very useful to have information about the topology of a shape and thus avoid the generation of

invalid in-betweens (self-folding, etc.) and can even allow the morphing of topologically different

shapes. For example, Kort [Kor02] rely on heuristics and rules to first analyze the components of

the shape sketched by a user but more importantly to determine whether a stroke in a drawing

can match another one in a second drawing. In contrast, Whited et al. [WNS∗10] target the

specific case of tight keyframes and rely on a stroke graph to represent a shape. Their system

finds the correspondences between two shapes by simultaneously traversing the graph of each

shape and checking for similarities. As an extension of this stroke graph to animation, Dalstein et

al. introduce Vector Animation Complex [DRvdP15], a data structure to replace the sequential
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keyframe process with a topological one that promotes morphing with time-varying topologies,

such as the example shown in Figure 2.40.

Figure 2.40: Example of morphing from a torus to a double torus in [DRvdP15].

The other current approach is to characterize a shape by its interior instead of its contour.

While time-varying topology morphs are no longer valid, this definition allows for the preservation

of the geometric structure of the shape.

For instance, Alexa et al. [ACOL00] propose a shape interpolation model that is as-rigid-as-

possible, i.e., morphing one shape into another in the least distorting way possible. As the focus

is on rigid transformations only, the authors assume the correspondences between the contour

of two shapes to be already predefined by a bijective map. Their method defines the interior of

each shape by computing its Delaunay triangulation followed by some optimization to preserve

the isomorphism of the map and thus find the correspondences of the shapes at the vertices

of the triangle level. To obtain their as-rigid-as possible shape interpolation, the authors first

determine the optimal least-distorting deformation between two matching triangles to obtain a

local ideal model. They then define an affine mapping between the two shapes as the default

global model. Finally, their method characterizes the interpolation as the minimization of a

quadratic error function computed from the difference between the local ideal of each triangle

and the default global models. By expressing this function as a matrix and discretizing it in

time, the authors define a closed-form vertex path. As shown in Figure 2.41, they can apply

their technique to various inputs. Their as-rigid-as possible concept is then extended to shape

manipulation [IMH05], image registration [SDC09] and used as the basis for a rigidity-preserving

layered deformation model [DSC∗20].

Figure 2.41: Application of ARAP interpolation [ACOL00] through the morph of the photograph of an
element and into the photograph of a giraffe.
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The alternative representation to preserve the internal structure of a shape is to extract its

skeleton and apply the morphing to this simplified structure before recovering an in-between.

Initiated for 2D polygons [SR95], it is then intensively used for the morphing of implicit

surfaces [BBB∗97]. In particular, Galin et al. [GLA00] extend this concept to the metamorphosis

of the Blobtree. The latter structure is defined as an implicit surface composed of skeletal elements

or referred to as blobs. This surface is represented by a scalar field generated by the sum of the

contributions of each blob. Moreover, this scalar field can be defined by the convolution of a

field function with a distance to a skeleton. Therefore, the authors characterize each blob b by its

skeleton, its distance function, and its field function. To morph an initial model (A) into a final

(B) one, the authors first let the user define a coarse correspondence between the elements of each

shape and a refinement step, split some components into sub-entities to obtain a bijective graph.

Then, their method defines a time-varying Blobtree by the evolution of generic components (gi)

associated with each matched pair (gA
i ,g

B
i ). Therefore, each skeleton, distance function, and field

function of a generic component is defined from those of their associated pair. The time-varying

skeleton, field function, and distance functions are then computed by the Minkowski sums or

an adaptation of it of the initial and final parameters of the associated components. Figure 2.42

illustrates this morphing process.

Figure 2.42: BlobTree metamorphosis based on Minkowski sums [GLA00].

While contour-based approaches allow for topological changes during metamorphosis, using

interior or skeleton-based techniques provide greater stability of surfaces and volumes. For

instance, Zhu et al. [ZPBK17] extend the variational interpolation technique to handle topology

changes by adding a CoMesh optimization framework. However, their method rely heavily on the

user to specify cuts and correspondences between the keyframes which could both bring control

to the artist but also be a drawback. In addition, although CoMesh optimization significantly

improve the variational interpolation approach by refining the topological connectivity of the

initial meshes, this operation is not real-time.
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Figure 2.43: Overview of [ZPBK17]: interpolation of inbetweens (unboxed) from sparse key drawing
shapes (boxed) across arbitrary topology changes and extreme deformations.

3D mesh morphing

As some of the methods presented above deal with the 3D case, we let the user refer to the

survey by Alexa [Ale02] for an overview of the early methods addressing mesh morphing. In

particular, for the 3D case, finding the proper correspondences between two 3D models is all

the more challenging and constitutes a whole field of research, for instance, using functional

maps [OCB∗16].

More recently, deep neural networks have been used in the context of generating in-betweens

from a set of keyframes by retrieving learned data [ZvdP18]. Furthermore, Harvey et al. [HYNP20]

propose a neural-based technique to generate high-quality motion from only a few keyframes used

as animation constraints. In particular, their model makes use of robust transition generators that

adapt the in-betweens to variations in keyframes, as illustrated in Figure 2.44.

Figure 2.44: Overview of Harvey et al. [HYNP20]: From a few keyframes (in blue), the transitions (in
brown) are automatically generated. For clarity, only one in four generated frames is shown.

The methods presented above take as input a set of keyframes and generate the missing

in-betweens. Although several morphing techniques were explored, they are usually specific to a

certain class of inputs or certain types of transformations. Indeed, some properties such as rigidity

preservation and shape elasticity may be incompatible. Following this key-framing mindset, the

next part focuses on intuitive tools that allow the user to directly sketch the 3D pose of a complex

3D model. In particular, in a combined framework, the user could design the 2D or 3D poses and

then refer to, for instance, the methods presented above to create the underlying animation.
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Abstract representation of keyframes

For a complex and detailed object such as a 2D or 3D character, hand-drawing one keyframe

after the other can be very laborious. For this reason, some attention was given to intuitive and

abstract representations of key poses based on sketches especially, for 3D models. However, as

with sketch-based modeling (see Section 2.1), it can be challenging to infer the desired 3D pose

from 2D sketches. Although here the 3D model is already defined and provided, the goal is to

first identify the user’s desired pose from a sketched 2D abstract representation and then adapt the

model accordingly.

The first approach consists in interacting directly with the model’s geometry. For instance,

Kho and Garland [KG05] propose an approach to deform a 3D model from two curves sketched

in the screen plane (see Figure 2.45). The authors describe the first curve as the reference curve

and use it to highlight the local region of interest (ROI) determined by a graph-cut partitioning.

The second or target curve represents the desired deformation profile of this region. From an

arc-length parameterization of the two curves, they define two 1D local frames on which they can

express the projection of the vertices of the ROI and deduce their image on the target frame. Their

method characterizes the deformation by the rotation angle between each vertex and its image.

Then, they apply some post-processing on this resulting local deformation relative to the rest of the

3D model through optimization and adaptive refinement allowing for the generation of a smooth

triangulation while preserving the fidelity to the target curve. The authors propose a sketch-based

morphing by linearly interpolating the length and rotation angles on the reference and target

curves to obtain intermediary curves. While other methods tackle mesh deformation by sketching

curves or silhouettes [NSACO05, ZNA07], their model is more suitable for mesh editing as it can

be more complicated to infer smooth animation between the original and deformed models.

Figure 2.45: Sketch-based mesh deformation in Kho and Garland [KG05]: (left) the user draws a reference
curve that is projected on the 3D model; (middle) then a target curve; (right) the leg is deformed accordingly.
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Although this method allows for local deformations to be sketched directly onto a 3D model,

there are no restrictions on the amount of deformation, which can lead to unrealistic poses. To

counter this problem, other methods rely on the skeleton (or rig) of the model as an intermediary

between the 2D sketches and the 3D mesh. These techniques can be classified into two main

approaches, those that take a complete sketch as input and those that allow the user to sketch

strokes directly on the 3D model (as was done previously).

Sketch representation

Several methods use sketched 2D stick figures as coarse representations for character poses.

Inspired by the early stages of hand-drawn animation, this structure is simple and quick to draw.

In addition, providing a correspondence between a 2D stick figure and its 3D representation can

ease the posing of various models composed of the same rigging. However, as with any 2D data

and especially with this representation, different 3D skeletons can be represented by the same 2D

stick figures. Therefore, as with sketch-based modeling techniques, these methods usually refer to

prior knowledge to determine the most plausible 3D pose. In addition, the following methods use

only a human 3D model and thus rely on prior knowledge related to the human anatomy, such

as the natural degree of freedom of joints or body balance. For example, Davis et al. [DAC∗03]

determine up to two potential depths for each bone relative to their 2D foreshortening, and

used joint angles priors to eliminate invalid poses. Their system ranks the valid poses using an

optimization framework constrained by a set of preferences over human priors before displaying

the most plausible one to the user and offering some alternative choices in a thumbnail. The

user can add further annotations to refine the desired pose. In contrast, Mao et al. [MQW05]

target more natural poses by providing visual guidance to the user during the sketching phase and

allowing over-sketching as a depth indication. Their method also automatically recognizes the

correspondences of each sketched bone and thus their degree of freedom. Finally, as a tool to

quickly generate motion sequences from rough and incomplete sketches, Choi et al. [CYI∗12]

generate a database of 2D figure poses supplemented by trajectory hints from original motion

clips. Their system identifies key human body features from the input sketches to determine the

closest sequence of motion in terms of trajectory correspondence.

While 2D stick figures may be encouraged for their ease in quick prototyping animation,

they are very limited. First, as Figure 2.46 points out, they are inherently ambiguous and can

generate multiple geometrically valid and plausible solutions. Second, it can be tedious, if not

impossible, for a user to represent a complex skeleton or pose with this representation. Indeed,

since it represents a high simplification of the final model, it can be confusing for the user to

keep in mind the finer details of the real geometry. Finally, even if the resulting 3D pose matches

the 2D sketched input, there is no guarantee that it is a valid 3D skeleton pose for a 3D model
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Figure 2.46: Overview of the 3D pose ambiguity from a single 2D stick figure [DAC∗03].

containing details not accounted for in the 3D skeleton representation.

To address these issues, Bessmeltsev et al. present Gesture3D [BVS16], a 3D pose system that

takes as input a gesture drawing. As illustrated in Figure 2.47 b) and e), this drawing represents

the outline of the projection of a 3D character from a specific viewpoint.

Figure 2.47: Bessmeltsev et al.’s Gesture3D [BVS16]: gesture drawings (b,e) of an input character model
(a); the estimated 2D skeleton projections (c,f) and the new poses automatically computed from the drawings
(d,g).

Based on the characteristics of the gesture drawing, a provided 3D model, and a gesture

drawing, the authors determine the desired 3D pose in two steps. First, their system identifies

the projection of the 3D skeleton pose corresponding to the contour drawing by computing the

extended radius of the 3D skeleton joints. To do that, their method first considers each joint’s

environment in the 3D model to find their potential locations in the contour drawing by computing

the probability of their projection being present within the drawing contour using the proportion

of intersecting contours. Then, this first approximation is refined by optimizing an energy function

composed of this likelihood, bone connectivity constraints, pose preferences, and constrained by a

global consistency term over the entire skeleton. The authors rely on a discrete solver to minimize

this function. Finally, a second optimization constrained the joint to their allowed degrees of

freedom using a random walk and an ICP variant. As a second step, their system recovers the

depths of each joint by relying on the characteristics of the drawing (simplicity, imprecision,

regularity) to define an objective function constrained by the regularity and order of the joints.

Following the kinetic approach, their method describes 3D positions in terms of twist coordinates

and relied on the Taylor expansion to linearize the resulting expressions and define an optimization
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framework as a sequence of constrained quadratic optimizations. Since their model depends

heavily on the characteristics of the gesture drawing, it constrains the user to follow this design

convention. In addition, their greedy discrete solver prevents real-time computation of their 3D

pose system.

While 2D stick figures may be considered an oversimplification of the underlying model,

gesture drawings may be too technical for novice users. Moreover, both approaches take a

complete sketch as input and are therefore strongly dependent on the quality of this input. Indeed,

in both cases, the representation of depth requires the shortening of bones, the quantity of which

can be a bit difficult to estimate without skills or a good representation of proportions. To counter

these problems, the following methods allow the user to sketch strokes directly on a provided 3D

model.

Stroke representation

Offering the ability to sketch directly on the 3D model allows for the user to focus solely

on the desired pose and not worry about the shape proportions or high drawing conventions. In

addition, it is much easier to determine the correspondences between the 2D input and the 3D

model or skeleton.

In the spirit of a local 2D stick figure representation, Wei and Chai [WC11] let the user

locally deform a model by sketching a curve on the limbs or torso of the 3D model to specify the

desired local pose. The authors define the deformation as a maximum a posteriori framework that

estimates the most likely pose as an energy minimization combining likelihood energy measuring

the similarity between the input and the parameters of the generated pose, and prior energy based

on a prior distribution of poses to validate the degree of naturalness. In particular, they infer

their prior distribution and generated pose from their data-driven model based on a mixture of

analyzed factors and an Expectation-Maximization algorithm. Although their model preserves the

naturalness of the generated pose, relying on a database restricts the range of available poses to

the prerecorded ones.

Extending this representation to a non-data-driven model, Hahn et al. [HMC∗15] base their

approach on the concept of sketch abstraction, i.e., a set of rigged curves that form an illustrative

2D representation of the 3D model from a specific viewpoint (see Figure 2.48). These abstraction

curves can either be provided beforehand or directly sketched by the user.
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Figure 2.48: Sketch abstraction highlighted in red in [HMC∗15].

In particular, their method transforms an arbitrary curve into a rig by computing its projection

onto the 3D model and by calculating for each point of the curve its barycentric coordinates relative

to the vertices of the intersection face. The authors characterize the curve both by these local

coordinates and by the projection matrix of the camera. This description allows them to define the

sketch abstraction as a deformation tool. Indeed, such an abstraction curve is by definition mapped

to the 3D model geometry but this geometry is already skinned to a 3D skeleton characterized by

a set of rig parameters, thus creating a mapping between the 2D sketch abstraction and the rig

parameters. Given a deformation curve sketch on the 3D model composed of sketch abstractions,

the authors follow the ICP approach to formulate the deformation using a matching energy defined

as the sum of the weighted distance between the sketch abstraction and all the points of the

deformation curve, with the weight representing the potential correspondences between a point

and a sketch abstraction curve. This energy function is minimized by alternating between the

calculation of weights and updating the rig parameters to deform the surface. To counter the

under-constrained property of this objective function, the authors add three regularization terms

to limit the amount of deformation, favoring deformation in the view-plane and favoring local

deformation over global deformation. Through the use of sketch abstraction, this system is generic,

flexible, and can accommodate any rigging parameters; however, the deformation is also severely

limited by rigging limitations. In addition, the encoding is quite cumbersome, so increasing

the accuracy of the deformation by adding multiple rigged curves can adversely affect real-time

performance.

The two methods presented above define a local 3D pose process by drawing strokes locally

on certain parts of the 3D model. However, they limit the movement to the degrees of freedom of

the selected bones. Moreover, if the user wants to define a global pose, it can be tedious to draw

several curves without the guarantee of obtaining the desired result. Therefore, to improve the

abstraction of keyframing for more expressive poses, the two methods presented below rely on the

line of actions for a global pose and secondary lines for more detailed and local poses.

Focused on motion expressiveness, Öztireli et al. [OBP∗13] introduce a differential blending

algorithm, extending the traditional rigid transformations to extreme deformations such as twists or
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extreme bendings. The deformation process begins with the user selecting the relevant bones using

the sketch as a selection tool and sketching a target curve, representing the desired deformation.

This process can be repeated after each deformation. As shown in Figure 2.49, the authors

provide two sketch interactions: the line of action, for a more global deformation, and the detailed

bone shape line, for a more detailed deformation.

Figure 2.49: Differential blending skinning [OBP∗13] allows for both line of action sketching (left) and
detailed bone shape sketching (right).

The authors rely on arc-length cross parameterization [KG05] to compute the deformation

between an input curve and the 2D projection of the relevant bones in the view plane. Since they

aim for expressive and extreme deformations, they used curved bones (see the bending of the bones

in Figure 2.49 left) that represent a set of continuous transformations. Their differential blending

method relies on decomposing an extreme deformation into a set of smaller transformations,

which are then blended with the shortest path method and compounded to get the final weighted

average. In particular, the use of curved bones allows them to obtain a discretization of the bone

space into smaller entities capable of storing local transformations. These transformations are

updated relative to the user’s sketch and used to determine the deformation of the mesh. Their

method stores the differential transformations at each node along the path from the root to the

current one. Their system computes the transformation of each vertex of the mesh by the linear

interpolation of the transformation samples around it. The main limitation of their method is that

the user must specify for each deformation the bones involved.

Targeting the pose of 3D articulated characters from a single line of action, Guay et al. [GCR13]

propose a sketch-based interface on which the user can sketch a line of action (LOA), and the

system automatically aligns the 3D model to fit this line, as shown in Figure 2.50.

In addition, the user can add secondary lines to refine the generated pose from other viewpoints.

The authors define an LOA as a C- or S-shaped curve guiding the pose both in terms of position and

tangents. Their method sets the deformation region by a bodyline, i.e., the maximum connected

linear chain in the kinematic tree of a character’s skeleton. Following their formal description
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Figure 2.50: Line of Action [GCR13]: expressive character poses created in a few seconds each, by
sketching intuitive lines of action.

of the line of action, their system retrieves the desired pose by solving an optimization problem.

The strength of this system is that it allows to pose a shape using only one single stroke; however,

LOAs are only limited to C and S-shaped. To simulate the motion of the line of action, Guay et

al. [GRGC15a] present a physics-based line interpolation that guides transitions between two key

poses (defined by the lines of action) while preserving bone constraints. To do so, the authors

consider the 2D line of action as a piece-wise rigid chain with elastic behavior, which transitions

from one key pose to another by forward simulation.

In all the presented approaches, the deformation/posing is performed relative to the view plane.

While this eases depth inference, it does not allow for non-planar or more complex deformations.

Furthermore, while these tools offer interesting solutions to facilitate keyframe creation, the

inherent problem with this concept is that the focus is only on specific spatial features for a given

time. Because of this decorrelation, the transition between two keyframes may lack rhythm, which

is an important characteristic of expressive animation. A solution that has already been used by

some methods could be to locally or globally define a timing curve or to use a gesture before

transitioning from one state to another.

2.3.2 Sketching the trajectory path of an isolated object

Compared to the previous concept, the direct sketch of a motion path can provide information

about spatial location and timing; therefore, it does not raise the same issues. Inferring a 3D

motion from a 2D sketch, also called motion synthesis, consists of three steps: specifying the

constraints (user input + external such as contact), generating the motion, and applying some

post-processing steps, e.g., to smooth the animation or enforce some constraints. In particular, in

the following methods, the complete motion is specified by the user at once and the algorithm

infers the motion from all data.
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Data-driven model

The first approach consists in using preregistered data and defining the motion synthesis

problem by a search graph or gesture recognition.

To provide a flexible tool to generate various human locomotion from a user sketch input, many

methods rely on motion graphs. The main idea is to record a set of human locomotion clips (see

Figure 2.51 top) belonging to the same model in a graph, compute potential transitions between

these clips, and generate a motion sequence that matches the user’s intended path. Although

existing methods change the type of graph, the database, or used different similarity functions,

the motion synthesis is primarily defined as a graph walk. For example, Kovar et al. [KGP02]

base their method on the directed graph structure. Their system computes the transitions from

point clouds of the character’s position between two images using a weighted sum of squared

distances and a branch-and-bound search. Their search approach is very effective for constrained

motion such as the sketched trajectory, however, using the directed graph can lead to a large

and unnecessary amount of search in the case of a rich dataset.

Figure 2.51: Top: original motion capture, Bottom: motion synthesis by motion graphs [KGP02].

In contrast, Lee et al. [LCR∗02] rely on a two-layer structure: a low layer that models the

motion data as a Markov process to detect plausible transitions between motion segments; a high

layer that groups the prerecorded data into similarity and constructs a forest of clusters to encode

the choices available to the avatar among the same cluster. Arikan and Forsyth [AF02] create a

graph hierarchy by grouping images from the same motion sequence together, setting a cost value

for the graph edge representing the dissimilarity of two images, and applying a random search

of a graph hierarchy to satisfy user constraints. Finally, Safonova and Hodgins [SH07] define

motion synthesis as an interpolation of two time-scaled paths through the graph, using discrete

optimization to compute the transition between the poses in the database.

The application of motion graphs in these methods is limited to human locomotion and

prerecorded clips. In particular, it does not provide much freedom to the user in terms of motion
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creation. More specially, while the motion search process can be accelerated by graph walks, this

process does not allow for additional constraints such as obstacles in an environment.

As an enrichment of movement but still relying on prerecorded motions, Thorne et al. present

Motion Doodles [TBvdP04], a system in which the user can design a movement by sketching a

sequence of gestures, composed of arcs, lines, and loops. In the same spirit as SKETCH [ZHH96]

but applied to motion, the authors associate a set of 2D and 3D sketched trajectories to specific

motions. Their method first segments and analyzes each input stroke to recognize the underlying

motion and the stroke parameters. Then, it applies a keyframe-based parametrized motion

synthesis to create the animation by decomposing the determined motion into keyframes extracted

from a database. These keyframes are then interpolated using Catmull-Rom interpolants and an

inverse kinematics solver to preserve contact with the environment. Due to depth ambiguity, their

model is mainly restricted to planar motions, in addition to offering only the prerecorded set. In

contrast, Min et al. [MCC09] represent a set of provided motion examples by a generative model

characterized by two deformable parameters, encoding variations related to the geometry and

timing of the motion. The authors thus defined the motion synthesis problem as a maximum a

posteriori framework estimating the most plausible parameters from the user input.

Figure 2.52: Overview of [MCC09]: the pen-based sketching interface (left) and interactive motion
generation with deformable motion models (right): (left) pen-based sketching interface; (right) motion
filtering and foot.

However, the use of prerecorded motion limits the creative process because the motions

are restricted to those present in a database, and also the animation cannot be expressive or

modified. In particular, recent works have addressed the correlation of space and time encoded

in the user’s path. In addition, these approaches all propose a coarse-to-fine process by letting

the user sketch a global path that defines an initial animation that can be refined by additional paths.
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Sketching space-time curves

Extending the keyframe abstraction concept to dynamics, Guay et al. [GRGC15b] introduce a

space-time sketch abstraction, encoding a complete coordinated motion in a single sketch curve

called space-time curve (STC). In particular, this curve encodes both trajectory and velocity, as

illustrated by Figure 2.53 right. The user can sketch other curves in the environment to refine the

motion.

Figure 2.53: Space-time curve [GRGC15b]: (left) representation of the space-time surface (DLOA) defined
by the sketched strokes (in red) depicting key poses; (right) result of the space-time sketching abstraction,
enabling to sketch shapes and paths from a single curve (in blue).

The authors rely on certain assumptions about the desired animation behavior, such as the

correspondences in space and time of the shape and the provided keyframe, to define the concept

of dynamic line of action (DLOA). Such a DLOA is a 2D parameterized surface where time is

seen as a spatial parameter, and the constant time slices are static lines of action (see Figure 2.53

left). Unlike the LOA of Guay et al. [GCR13], the complete DLOA, i.e., the keyframe sequence

and the timing, is extracted from the input "space-time curve" drawn in screen space. In addition,

the authors extend the linear interpolation to preserve the local length and C1-smooth motion.

From the user input, their method uses projective constraints to compute the DLOA that drives

the motion. In particular, they achieve that by linear parameterization, followed by splitting the

parameter into a spatial and timing variable, from a warping. This linear parameterization allows

for squash and stretch effects since the drawing speed is not constant. In addition, this solution also

allows for bouncing and rolling effects by recognizing singular points or loops and respectively

adding a correction term to handle take-off and landing and an additional constraint on the DLOA.

With the STC concept, the authors introduce a means to correlate space and time under the same

single curve. However, their method is limited to simple shapes (without limbs).

As an extension of the previous approach to more complex characters such as articulated

figures, Choi et al. present SketchiMo [CiRL∗16], a system dedicated to editing a predefined

3D articulated motion using sketch inputs and direct manipulation. During the editing process,

the user alternates between defining a sketch target and editing the motion using the three

sketch spaces, as shown in Figure 2.54.
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Figure 2.54: SketchiMo [CiRL∗16] variety of visualizations: (top left) joint path in the world space;
(top middle) relationship between a joint and its parent; (top right) between two coordinated body parts;
(bottom) temporal coherence of the motion.

Four types of sketch targets are available: body line, joint path, selected joints connection, or

end effector connection. The authors rely on the body line definition of Guay et al. [GCR13] but let

the user select the desired body line. Then, their system infers the joint paths from the extremities

of this bodyline, also serving as a visual guide for the joint trajectory. Their method uses the

remaining sketch targets to connect the movement of two skeletal joints. With the provided sketch

spaces, the user can modify the global motion of the body line (global space), the local motion

of an end joint (local space), or expand time to facilitate the fine editing of both these motions.

In addition, the authors provide a brush to re-time some sections of a path and a noise removal

tool for the motion data. The multi-resolution property of their system makes it efficient to act on

different levels of motion. The authors rely on the minimization of a constrained energy function

to update the current motion. Although their interface allows users to easily toggle between

different levels of detail, which provides great freedom in the creation process, their system is

solely focused on editing motion and not on generating new content from the user’s sketch.

As an alternative to traditional trajectories, Ciccone et al. [CGNS17] focus on designing motion

cycles. The user animates an element (full 3D model, rig controller, bone, etc.) by sketching

multiple loops of the same motion around the relevant entity. As illustrated in Figure 2.55, multiple

motion cycles can be sketched for different elements, allowing for more complex animation.

Figure 2.55: Motion cycles [CGNS17]: the user draws several loops (left), a looping motion cycle is
extracted from the noisy input (middle); the user can combine different motions to create a complex
animation (right).
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The authors define a motion cycle as a set of sketched nearly cyclic repetitions. The user

sketches as many sets of cycles as desired, which reduces inaccuracies and potential noise in

the input data. From this data, their method identifies repeating patterns in three steps. First, it

relies on an analysis of the spatial and velocity variations of each pair of points to estimate the

cycle period. Then, it computes the correspondences between cycles to find the similarity of

the extracted cycles and thus, defining an average cycle. Finally, it fits a Bézier curve to each

component of this cycle, i.e., one for translation, rotation, and scaling. Their method inserts this

resulting cycle into their interactive interface, allowing for the edit of a cycle in both time and

space and the current viewport using direct manipulation. As each Bézier spline maps time to

position, orientation, or scale, their system computes the bijective function giving the time of each

curve to a specific value. Thus, such functions provide correspondences between time and space,

orientation and scale. On their interface, the user can update the positions of the points in the cycle

by direct manipulation and the cycle’s orientation, and scale by interacting with their oriented and

elongated arrows and propagating the transformations throughout the cycle. In addition, the user

can sketch a projective line to highlight the presence of contact constraints. Finally, their method

allows users to update the cycle timing by moving points closer or farther apart, resulting in a

smooth time-warping expressed as the minimization of an energy function. Although the authors

provide some editing tools, their system is highly dependent on the quality of the input, and an

inaccurate spline model can be found in the case of too much heterogeneity between the user’s

cycles.

In summary, we see these contributions as a real improvement, from the early data-driven

methods to the generation and editing of space-time curves from single curves and minimum

user intervention. Another feature of the last three methods is the coarse-to-fine design process,

allowing the user to progressively refine the animation, while already visualizing the motion and

deformation. This coarse-to-fine design is also a feature that we propose in Chapter 5.

2.3.3 Sketching motion guidelines for a set of elements

In this part, we discuss the few methods aiming at the animation of a set of elements from sketch

inputs. We classify these systems according to the type of objects manipulated by this animation

process.

Inferring a flow field from sketches

As illustrated in Figure 2.56, Zhu et al. [ZIH∗11] propose interactive illustration and animation

of fluid systems progressively enriched by sketch inputs. The authors rely on a fluid simulation

system in the background to intensify the illustration. They represent the fluid system by
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a hydraulic graph built incrementally from the user’s sketches and encoding the topological

relationship between regions and pipes. A linear system based on hydraulic rules computes the

flow in the circuit. Finally, a multi-layered solver driven by the flows in this network infers

the flow patterns within the local fluid regions.

Figure 2.56: An example of a dynamic illustration representing the surgical repair procedure of an heart
defect through progressive user sketching and editing in [ZIH∗11].

Creating such a dynamic illustration of fluid systems starts with the creation of contour regions

and pipes on a 2.5-dimensional canvas. The creation of an exterior structure implies the automatic

creation of an inflow or outflow and its propagation throughout the structure. The user can modify

the parameters of any flow using a menu. Among the other features, pipes and regions can overlap

thanks to the 2.5D canvas and the depth order can be changed locally at any time. The user can

sketch inner obstacles, additional force, or even add a flow source inside a region to change the

flow pattern, any pipe can be blocked or unblocked at any time. Direct manipulation interaction

can serve to erase, move, rotate or deform the contour of elements. To provide only valid results,

automatic detection of an invalid subgraph stops the simulation in it. In addition, this system can

be used to illustrate or communicate cardiac defects or surgical procedures (see Figure 2.56).

In contrast, the Energy Brushes system [XKG∗16] targets passive and secondary animations.

Figure 2.57: Overview of Energy Brush [XKG∗16]: a) the colored arrows represents different types of
energy brush (wind, swirl, smoke); b) the energy brush and underlying particles flow; c) the influence of
energy brushes on a given shape.

The user sketches a stroke that can represent the outline of a shape, a color-filled region, or a

texture. Then, he can define flow particles around this shape to generate a local energy pattern

represented by a velocity field within a given radius. The authors proposed three types of velocity
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fields: wind, swirl, and smoke. Finally, an energy brush is a stroke that represents the coarse

direction of energy and forces. As shown in Figure 2.57, the authors correlate each energy brush

to a specific type of flow particle and each brush continuously emits those particles according to

the sketched trajectory. The user can change the emission interval, speed, strength, and brush size.

In addition, the user can set anchors, stretching effects, or rigidity constraints.

These two methods tackle the simulation of fluid whose flow is guided by a sketched

environment. Given the large number of particles interacting in these systems, constrained

physical simulation remains the simplest and less computationally expensive to handle such

systems.

Objects

In a similar approach as the previous one, Kazi et al. [KCG∗14] propose Draco, an interactive

system dedicated to animated illustrations. The authors rely on the concept of kinetic texture,

defined by a combination of data samples (distribution of objects drawn by the user) and a set of

motion properties (global and granular). Global and granular motions can be added to any kinetic

texture and their parameters can also be adjusted at any time. The global motion affects the main

trajectory while the granular one is applied individually to each object. As shown in Figure 2.58,

the authors offer two types of kinetic textures, one emitting and one oscillating.

Figure 2.58: Kinetic textures in Draco [KCG∗14]: (a) Emitting texture, defined by a source patch, emitter
(dark blue), global motion paths (red) and granular motion, outline (green blue). (b) Oscillating texture,
defined by source patch, brush skeleton (brown), oscillating skeleton (orange), and granular motion.

For both types, the user begins by creating a trajectory composed of a set of sketched elements.

The authors characterize the emitting texture by a sketched emitter line (in blue in a)) from which

these elements emanate and the motion of the texture represents both the local and global trajectory

and guides the motion field. The user can also control the dynamics of an emitting texture (control

the velocity, frequency, cohesion) and specify two additional features to delimit the propagation

of the distribution in space: an outline, from which objects disappear; a mask that hides all

the objects crossing. In contrast, an oscillating texture is defined by a reference skeleton (in
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brown in the Figure 2.58) along which the patch is uniformly distributed, and a target oscillating

skeleton defines the range of spatial oscillation. A motion profile can be displayed to sketch the

desired scale of the velocity of an element. This system has been extended in Kitty [KCGF14] to

incorporate interactivity and functional relationship between entities by direct manipulation.

Focused on motion instantiation, the Hierarchical Motion Brushes system [MNB∗14] leverages

a painting metaphor to allow users to brush animated content directly onto a 3D scene. In addition,

this content can be stored in a higher-level brush to support coarse-to-fine animation and promote

the creation and reuse of animated content at different levels of detail. The authors define a

motion brush as an elementary digital scene composed of geometries that move in time. The

atomic content of this type of brush is created offline using traditional animation tools to define

an animation sequence of 3D content, further stylization of this sample can be achieved using

the Overcoat 3D painting system [SSGS11]. During the interactive session, the user selects a

motion brush, sets the brush parameters (size, spacing, and opacity), and draws a stroke embedded

in 3D space, similarly to the Overcoat system [SSGS11]. The 3D content distribution, also

called motion stamp, is instantiated in the local frame of the stroke relative to the brush spacing

value. As shown in Figure 2.59, the user can also combine multiple brushes and choose which

one to use on which part of the strokes to draw.

Figure 2.59: An example of creation in Hierarchical motion brushes [MNB∗14]: (a) the user paints a set
of motion brushes; b) he creates another scene containing two hands (b); by combining these two brushes,
the user can paint only one stroke to create a complex fire effect that starts from one hand and reaches the
other over time (c).

In addition, the authors offer some editing tools such as the ability to repaint existing stamps

to update the parameters, coordinate the parameters of a brush or stamp to a predefined parameter,

or let the user draw additional field strokes from which a scalar or vector field is determined and

mapped to the chosen stamp parameter. In addition to these spatial tools, a curve editor allows

users to adjust the timing of the animation, as well as organize the order of the contents of multiple

brushes. Finally, the main component of this system is the hierarchical structure that allows to

instantiate complex, multi-resolution animated 3D content. Providing an intuitive authoring tool

that encodes a hierarchical set of animated 3D content addresses a significant challenge in the

coarse-to-fine design of animated distributions of elements. However, in their current system, the

atomic level of the animated 3D content is defined offline and there is no data processing relative
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to potential structures of the sample distribution. To account for the latter problem, the same

authors [MGC∗16] introduced hierarchical spatio-temporal clustering of a set of simulated points

to recognize the similarity of the distribution before replacing these points with the content of a

motion brush.

Finally, Gu and Deng present Formation Sketching [GD11], a sketch-based crowd grouping

and formation system on which the user sketches the target shape of the crowd (see Figure 2.60).

Their method characterizes a provided distribution of agents (or a crowd) by computing for each

agent its formation coordinates relative to the center of the group and also its global coordinates

relative to world space. When a user defines the target shape, their method transforms the region

of interest into a formation template by sampling the contour boundaries and using a Flood-Fill

extension in the form of a horizontal scan-line traverse to fill that region with even-space template

points. The main idea is to find correspondences between these two structures so that each agent is

assigned a suitable target position. The authors rely on KD-tree structures, one for each coordinate

type and a neighbor search process between the template points and the agent coordinates to find

the exact profile and distribution of the target formation. A few relaxation steps are performed to

optimize the general distribution. To provide a smooth and natural transition between the starting

and target point of each agent, the authors create a two-level hierarchy group control scheme to

divide the whole group dynamics into internal and inter-group dynamics. As a result, their method

defines the final velocity of an agent by a weighted sum of local formation velocity, local collision

avoidance, and local navigation velocity (inter-group part).

Figure 2.60: Crowd shaping and transitions [GD11] for a single group of 100 agents heading to four
navigational way-points (center of sketching).
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In summary, these solutions for animating a set of elements have introduced interesting sketch-

based tools for animating 3D content. However, each of them has its limitations. Draco [KCG∗14]

limits the animation to 2D content and predefined movements. In contrast, Hierarchy Brushes [MNB∗14]

innovates the creative concept with a hierarchy motion brush structure that allows for the spatial

combination of different brushes and more importantly the ability to encode a complex animated

3D scene into a higher-level brush and thus create nested structures of animated content. However,

the authors take a predefined atomic animation, and no distribution analysis is performed to

preserve the underlying structure. Finally, the last method deals with this creative animation

process from a shaping perspective that can also be used in a more general case to provide variety

in the motion of elements while preserving the group characteristics. Furthermore, while accurate

simulation techniques could provide interesting results, it would be difficult to interactively adapt

the simulation to match the user’s sketch.

Discussion

Both keyframing and motion trajectory approaches have their advantages and limitations. While

keyframing provides a high level of control over the spatial representation of an element and

allows for a fine-grained description of the detailed state of pose or deformation at a specific time,

it is generally decorrelated to the timing process. In contrast, motion trajectories facilitate temporal

control, but this may come at the cost of a lack of detailed spatial information at certain key points

in the trajectory. The choice of one approach over the other will depend heavily on the context of

use. For example, in an environment with obstacles, it may be easier to favor trajectory-based

motion because collisions can be detected and treated as constraints on the motion. More recently,

some methods introduce space-time curves as a solution to correlate both space and time in a

single curve. However, they limit shape deformation to squashing and stretching or more local

control that may require multiple iterations by the user. In addition, researchers have not yet

explored painting metaphors to define a coarse keyframe that can also be combined with local or

global trajectories as a quick solution to exploit both approaches.

Among the features of the presented systems we are interested in, the Fluid Illustration

system [ZIH∗11] allows one to represent an animated phenomenon and explore alternative options.

However, only one option is displayed at once which results in overriding the previous one so

there is no possibility to revert to previous designs. In addition, Hierarchy Brushes [MNB∗14]

introduces the concept of nested motion brushes, allowing for a coarse-to-fine design process

as well as the creation and reuse of animated content at different levels of detail. This feature

is highly important in our dynamic sketch concept as we want users to be able to create small

samples of data (animated or not) and instantiate them elsewhere. Unlike their method, we aim to

allow the user to create the desired animated 3D anatomical content through a sketch rather than

relying on an offline process.
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2.4 Conclusion

In this detailed section on related work, we have presented existing approaches to sketch-based

modeling, example-based synthesis, and sketch-based animation. However as described in the

respective Discussion part, the current methods are not sufficient to achieve our goal of fast

creation and progressive refinement of complex, time-evolving scenes.

In particular, as uniquely exploited by Milliez et al. [MNB∗14], the property of nesting

structures greatly enriches the creative process while remaining user-friendly. In addition to this

property, using over-sketching as a visual cue has barely been exploited and has never been used

to explore alternative options. Furthermore, in the context of architecture, there is a real need for

digital and exploratory tools to design coarse 3D structures and progressively refine the exterior

and interior while using the sketch as a visual guide (Chapter 3). In addition to this creative design,

the synthesis of anisotropic distribution from the user’s sketch in both 2D and 3D has never been

explored (Chapter 4). Finally, for our biological application but also towards a more general

objective, we propose in our last Chapter 5 an in-going prototype of a sketch-based system allowing

modeling, distribution synthesis, and also animation and this without any specific editing pipeline.
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Sketching evolving environments:

the example of architecture

Figure 3.1: Overview of our tool: the user can draw strokes to represent uncertainty or add visual details
to a surface (a) and (c), also create 3D surfaces from sketching (b), at any design stage, the exploration of
hypotheses can be performed by deforming the basis of any surface using a drag-and-drop gesture (d-e).

In this chapter, we use the example of architecture to explore how 3D sketching could be

used to draft, explore, and progressively improve new designs. Architects typically use paper and

pen to go through the design phase, where they proceed in successive iterations from an initial

idea to a finished model. This process is rarely linear. Thus, phases of uncertainty, i.e, areas of

indeterminacy, can easily be represented on paper by areas of lighter strokes or by an over-sketch

(several strokes in the same place). While these areas provide crucial information during the

creative process, a paper sketch does not offer a solution to favor an option over another without

affecting the readability of the sketch. On the other hand, even though digital software offers a

solution for directly visualizing 3D models, it imposes on users an overly rigid editing pipeline,

making it impossible to represent and explore alternative designs.

To favor exploratory design in 3D, this chapter presents Nested Explorative Maps (NEM),

a new system dedicated to interactive design in architecture. Our model allows coarse-to-fine

sketching of nested architectural structures to progressively shape a building in 3D from the

floor plan to interior design, through a series of nested maps able to spread in 3D. Each map

allows for the visual representation of uncertainty as well as the interactive exploration of the

alternative and tentative options as shown in Figure 3.1. We validate our model through a

user study conducted with professional architects to highlight the potential of the NEM system

for conceptual design in architecture.
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Résumé en français

Dans ce chapitre, nous prenons l’exemple de l’architecture pour explorer comment un croquis

en 3D pourrait être utilisé pour dessiner, explorer et améliorer progressivement de nouveaux

designs. Les architectes utilisent généralement le papier et le crayon pour parcourir la phase

de création, où ils passent par des itérations successives afin de progresser d’une idée initiale

au modèle final. En particulier, ce processus est rarement linéaire, et des phases d’incertitude,

c’est-à-dire des zones d’indétermination, peuvent facilement être représentées sur un papier par

des régions de traits plus légers ou par une sur-esquisse (plusieurs traits au même endroit). Si ces

zones apportent des informations cruciales au cours du processus créatif, un croquis sur papier ne

permet pas de privilégier une option plutôt qu’une autre sans en affecter la lisibilité du croquis.

D’autre part, même si les logiciels numériques offrent une solution pour visualiser directement

des modèles 3D, ils imposent aux utilisateurs une suite d’étapes trop rigide, rendant impossible

la représentation et l’exploration de designs alternatives.

Pour favoriser le design exploratoire en 3D, ce chapitre présente Cartes Imbriquées et

Exploratoires (NEM en anglais), un nouveau système dédié à la conception interactive en

architecture. Notre modèle permet d’esquisser des structures architecturales imbriquées, du

grossier aux détails, afin de façonner progressivement un bâtiment en 3D, du plan de sol au design

intérieur, grâce à une série de cartes imbriquées et capables de se déformer en 3D. Chaque carte

permet la représentation visuelle de l’incertitude ainsi que l’exploration interactive des options

alternatives et provisoires, comme le montre la Figure 3.1. Nous avons validé notre modèle par

une étude utilisateur menée auprès d’architectes professionnels, afin de mettre en évidence le

potentiel du système NEM pour le design conceptuel en architecture.
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3.1 Motivations

Figure 3.2: Comparison between: (left) a paper sketch from the SCAU agency and (right) the Autodesk’s
software Revit [Aut02] using the BIM tool.

At the end of the 20th century, the arrival of digital tools revolutionized the architectural

profession. Traditionally, the architects were conceiving a new project in two steps: a sketching

phase, during which they were drafting and exploring ideas using a paper and a pen; a construction

step, in which one or several physical and scaled models were built not only to obtain a 3D

representation of the resulted outcome but also, determine how plausible an idea was. Now, the

digital software is providing a solution to combine both of these steps by letting architects directly

create 3D models in a digital version of the context environment, and inside which the final design

will be built. Moreover, the digital world has taken so much room in the architecture profession

that nowadays, the customers are requesting architects with a digital model of their proposal.

Such digital software can appear at first sight as a real improvement over the classical medium

since professionals are not restricted anymore to the suggestions of surfaces and volumes, and they

can even directly examine the 3D representation of an idea in the construction context. However,

conceiving a project on the currently existing software is far from being as intuitive as drafting

ideas on a paper. Indeed, creating each model may take several hours since many mandatory

details need to be specified, from the precise dimensions of each element to the choice of the

construction material. This cumbersome modeling stage does not encourage trials or creativity

(see Figure 3.2 right), as some parts of the design may still be rough place-holders, with several

possible alternative versions that are still envisioned but cannot be visually represented. Moreover,

it can also lead professionals to reuse elements from a former project (by a simple copy/paste

operation) rather than designing adapted ones from scratch.

In particular, the BIM tool ("Building Information Modeling" [Aut02]) has recently imposed

itself in the profession. This tool has the benefit of allowing different stakeholders to work on

the same project model and provides a better study of the building performance and construction

planning. However, the software using BIM still imposes on architects a non-logical hierarchy in
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the design phase, such as adding on a current model, an element with already fixed characteristics

(material, dimensions).

Therefore, in practice, architects still alternate between manual drawings and digital software.

Using the paper & pen medium allows for a more global and natural vision at the design stage,

in addition to providing the opportunity to represent areas of uncertainty, through lighter strokes

or over-sketching (Figure 3.2 left). However, it comes with the usual flaws of any 2D physical

medium: each sketch represents buildings under a single static view; progressively adding details

must be compromised with sketch readability; jointly modeling the exterior and the interior of

a building can only be done to a certain extent. These flaws can be solved by representing the

sketched design in 3D, however, as explained previously, the current software is too rigid to do that.

Thus, architects currently need to re-start their design from scratch on 3D software, sometimes

enabling the late detection of strong inconsistencies that need to be solved along the way.

In this chapter, we tackle the problem of proposing new 3D modeling paradigms, dedicated to

satisfying the architects’ needs at the conceptual stage of design. In particular, this work involved

a collaboration with a professional architecture agency, the SCAU1 agency in Paris.

Throughout this collaboration, we conducted two user studies: a pre-study to identify the major

needs; and a final user study to present our prototype and validate our new concepts. For instance,

the architects expressed a genuine need for an easy-to-use tool, enabling free-form drawing in 3D,

i.e., the ability to change the viewpoint, while sketching rough strokes to represent uncertainty as

easily as with paper and pen. In addition, they also pointed out the importance of coarse-to-fine

modeling such as being able to quickly draft the general view of the outside of a building while

allowing a progressive refinement by adding the relevant details both on the inside and outside and,

in any appropriate order. The last and most challenging request was to authorize the interactive

exploration of the different options indicated within the drawing for each element of the building.

Note that this brings a new challenge to sketch-based modeling systems, namely turning the user

drawing into an interactive exploration tool rather than merely extracting a single 3D model from it.

Based on the architects’ needs, we introduce a new type of 3D sketch, called Nested Explorative

Maps (NEM). At any time, the user can draw and progressively refine a 3D sketch built as a

hierarchy of nested and deformable 3D canvases – such as the ground surface of a building, its

facade, or inner floors. These canvases are associated with a texture image, called a map, which

conveys the original user’s strokes, in addition to the information of local uncertainty or certainty,

respectively expressed through lighter strokes or over-sketching. Thanks to these maps, the user

1http://www.scau.com/fr/home
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can draw strokes to define and refine preferred positions for each of the 3D canvases before

exploring alternative architectural options through a drag-and-drop gesture to move and deform

them to the most relevant design. At any stage, the user can either edit a map, create a new 3D

canvas, or select and move any existing element to a new tentative position on the underlying map

while the consistency of nested details is automatically maintained.

In addition to the concept of NEM itself, our main technical contributions include:

• a recursive solution to create a 3D sketch by drawing on semi-transparent 3D canvases,

themselves extruded from the user’s strokes – with the associated visualization and editing

tools;

• a method, based on the local attraction to dense stroke regions, allowing for the interactive

navigation through the alternative designs that the nested sketch visually suggests. This

navigation may not only drive displacement but also free-form deformations of the nested

3D canvases carrying the user’s strokes.

Figure 3.3 illustrates an example of a conceptual design draft, efficiently created by a profes-

sional architect.

Figure 3.3: Our Nested Explorative Maps’ system can be used to quickly draft and explore architectural
models. (a) Inspiring photograph: Sou Fujimoto’s White Tree building; (b) Ground map showing two
alternative designs; (c-e) Nested canvases, enabling the progressive refinement of the outer and inner parts
of the building in less than 10 minutes.
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3.2 Pre-user study

We started this project with a week of pre-study at the SCAU agency to analyze their workflow,

identify their current needs and the constraints to add to the ideal design tool. In particular, we

were interested in understanding how architects used both paper and digital media and, more

importantly, at which step of their creative process. This study involved 9 architects, 7 men, and 2

women, from 6 months to 30 years of experience.

From the feedback of a mere intern to an expert architect, using the paper medium was, for all

of them, essential to start the conception of a new design. It was also considered the best medium to

think, express, and communicate ideas. Providing a direct tool for the creation that does not require

any translation ("the hand is the extension of the brain", "the direct translation of the thought"),

enables professionals to "prioritize decisions", "keep the memory of the different iterations of

the thought" as well as highlighting uncertainty areas which "let room for interpretation for both

the drawer and other people". In particular, in their profession, a sketch completed by some

explicating lines is referred to as a "figure".

However, they are also aware of the limitations of a paper sketch, such as how "difficult" it

can be to sketch a 3D model on a 2D medium as well as defining "precise dimensions and scale".

While defining such data is possible on the current digital software, architects are not satisfied by

the rigidity of its editing pipeline ("non-intuitive hierarchy of steps", "need to follow an imposed

pipeline to reach the expected result, which may require several trials or a complex succession of

steps") and the reversal of the steps compared to the natural creative process ("reflection towards

the details and not to the basic elements", "freeze a lot of elements that will be definitive and not

modifiable").

From this feedback, we focus our project on an intuitive tool favoring creativity in digital

design, through augmented sketches, able to express and explore uncertainty.
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To achieve this goal, we identify four main criteria to include in our model:

• (C1) Immediate usability, as easy to use as paper and pen,

• (C2) Coarse-to-fine design, enabling the creation of coarse 3D models (e.g., not asking for

precise dimensions or details at first) and then progressively improving and refining them

both the outside and inside, without imposing any specific editing pipeline,

• (C3) Free-form strokes and uncertainty representation, allowing the interactive sketch-

ing while keeping the user’s original strokes instead of over-simplifying them so that strokes

can be used to indicate uncertainty, non-geometric details, or any other information (e.g.,

through arrows or hatching),

• (C4) Exploration of the alternative options, providing a way to try the alternative designs

depicted within a given sketch.

In the above criteria, we do not specify 3D navigation or import of external data because they

are usually already present in digital solutions and do not bring major scientific challenges.

Based on the architects’ insight, we evaluate the capabilities of paper and pen design, and of

the digital software used in the agency (such as Revit [Aut02] and SketchUp [Tri00]) regarding

these needs. Among our findings, we notice that sketching on paper enables professionals to

suggest 3D surfaces from a few rough strokes while using other ones for decoration or to refine

the design. This succession of strokes progressively builds the mental image of the model,

allowing for a coarse-to-fine design. In contrast, 3D modeling software usually requires users to

assemble volumetric primitives to directly materialize a building with the appropriate dimensions

including thickness. Among them, Revit requires several months of training but imposes a non-

logical hierarchy of steps which does not allow coarse-to-fine modeling. In contrast, even though

SketchUp necessitates only several days of training, it is more adapted to prototyping. However, it

still does not handle the representation of uncertainty nor the exploration of options.

We then position the state-of-the-art solutions in Computer Graphics (see Section 2.1 for

more details) against these criteria. To the best of our knowledge, only four systems are specific

to the interactive sketch-based modeling of architectural models: Sketching Reality [CKX∗08],

Facetons [SCSI15], Interactive Sketching of Urban Procedural Models [NGDA∗16] (referred to

as Sketching Procedural in the table below) and Building Sketch [LZC21]. Even though these

methods provide immediate usability (C1) and a coarse-to-fine design (C2), the user’s strokes are

always replaced by some primitives either inferred from a database or using a convolutional neural

network or even a six degree of freedom point. Closer to this work are the methods focused on the

creation of a design sketch that lives in 3D and applied to architecture: Mental Canvas [DXS∗07],
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Insitu [PKM∗11], Smart Canvas [ZLDM16] and CHERish [RLT∗17]. Following the idea of

drawing strokes on semi-transparent 2D planes (or canvases), these methods are, for all of them,

validating (C1) and also almost a coarse-to-fine design (C2) as well as free-form drawing, and

even to the extent of representing the uncertainty (C3). However, they limit the design to the

creation without allowing any exploration.

To sum up, while easy-to-use 3D sketching tools have been introduced in recent work, allowing

for both coarse-to-fine design and the representation of uncertainty through stroke depiction on

3D canvases (criteria C1 to C3), none of the existing solutions meets all the expressed criteria,

and, more specifically, none addresses (C4).

Table 3.1 presents a summary of the current architecture design media and the state-of-

the-art methods in Computer Graphics.

C1 C2 C3 C4
Paper & pen X P X X
Revit [Aut02] X X P X
SketchUp [Tri00] P X P X
Sketching Reality [CKX∗08] X X X X
Facetons [SCSI15] X X X X
Sketching Procedural [NGDA∗16] X X X X
Building Sketch [LZC21] X X X X
Mental Canvas [DXS∗07] X X X X
Insitu [PKM∗11] X X X X
SmartCanvas [ZLDM16] X P P X
CHERish [RLT∗17] X X X X

Table 3.1: Evaluation of the existing digital tools—including two software used by professionals and recent
research solutions—in respect to four of the criteria expressed by architects. "X" means not handled, "P"
means partly handled. Our work tackles the introduction of a tool matching all the criteria and in particular,
C4, which was never considered so far.
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3.3 Overview

3.3.1 Our solution: Nested Explorative Maps

Figure 3.4: Overview of our tool: the user can draw strokes to represent uncertainty or add visual details to
a surface (a) and (c), he can also create 3D surfaces from sketching (b), at any design stage, the exploration
of hypotheses can be performed by deforming the basis of any surface using a drag-and-drop gesture (d-e).

We present a new solution for 3D sketch creation in architecture, focused on achieving all the

four criteria extracted from the pre-study. To achieve that, we first rely on an interactive drawing

on a digital tablet, also serving as a screen—to keep the interaction as close as possible to the

paper and pen medium—thus avoiding any steep learning curve (C1). Then, we based our solution

on a coarse-to-fine, progressive design (C2), that directly uses the free-form strokes as elements

of the 3D sketch, as well as visual feedback of uncertainty (C3). Finally, our system is the first

to offer the possibility to navigate interactively through the alternative designs suggested by the

sketch (C4).

This proposed solution is built on the new concept of Nested Explorative Maps (NEM). In

addition to the concept itself, our main technical contributions include:

• a nested structure for a coarse-to-fine, free form design:

modeling from a coarse outside to details both on the outside and inside,

while keeping the original strokes,

without any specific editing pipeline,

• a method, based on local attraction to dense stroke regions, allowing for the interactive

navigation through the alternative designs that the nested sketch visually suggests.

Figure 3.4 depicts an overview of our framework, showing the progressive creation and explo-

ration.
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3.3.2 Terminology

Before describing our approach in detail, let us define three technical terms that will be used

throughout this chapter:

• 3D canvas: Surface on which the user can draw a sketch. The term is used by analogy with

the traditional artist’s canvas, but in our case, a canvas can be any free-form surface in 3D

space.

• Footprint: Vector curve defined from a user’s stroke and serving as the basis for the

extrusion of a new 3D canvas. Footprints are dynamic elements that can be interactively

deformed to allow the exploration of alternative options.

• Map: Layer defined on top of a canvas containing both user’s strokes and a texture

image to depict both the uncertainty and the stroke density to guide subsequent footprint

deformations.

Figure 3.4 illustrates these elements: a) shows the user’s over-sketching strokes stored on a

map over a flat canvas; b) displays a footprint used to extrude a new 3D canvas; this new canvas is

itself associated with a map storing sub-sketches in c); d) and e) show the result of the deformation

of a footprint carrying the associated canvas and map towards another optional design.

3.3.3 Presentation of our interface

Figure 3.5: Overview of our interface.

Figure 3.5 presents our interface composed of two main parts: on the left, the default 3D

canvas, that is, the ground surface (a simple plane), on which the user will start the design; on the

right, our toolbox. As we render the scene using a perspective camera, the user can at any time

control the camera rotation or zoom parameters to navigate in the 3D sketch.

Elements composing this toolbox can be classified into four categories: sketching modes,

direct manipulation, display tools, and load/save buttons. In addition, a help pop-up can be
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3.4. Nested structure for a coarse-to-fine, free form design

displayed from the question mark button to remind the user of the specificity of each button.

Unlike a physical paper on which users can use the same pencil to draw strokes carrying

different goals, we decided to separate each function into different modes, represented by a specific

button. We offer users four different sketching modes along with an eraser and a width picker.

As described in more detail in the next section, these modes are the following: the pencil for

free-form drawing; the feather for footprint strokes from which surfaces are extruded along the

default direction if the checkbox is activated; the scissor to sketch a cutting curve to cut one or

several 3D canvases at once; the brick for the specific case of footprint strokes that define inner

floors.

Our system is also complemented by interactive tools ranging from direct manipulation to

display modes, as well as an undo button to return to the last action. For instance, to allow for the

precise design of details, the dotted rectangle button lets users select an area of their 3D sketch to

zoom in. However, this may not be sufficient for designing inner floors or on canvases hidden by

others. To solve this problem and improve the readability of the sketch, we provide a slider (in

blue in the toolbox) that allows users to switch between viewing the entire structure of a building

and only a part of its interior or exterior, layer by layer.

Finally, the main feature of our system is the exploration of alternative options suggested by

the sketch. Users can achieve that by activating the navigation mode from the cursor button and

then applying a drag-and-drop gesture on any 3D canvas to refine its shape. In addition, the user

can secure parts of the surface by using the pin button to block their displacements or deformations.

3.4 Nested structure for a coarse-to-fine, free form design

Our goal is to provide a tool enabling users to fully draw a building, from a tentative map on

the ground surface to facade details and interior design.

3.4.1 Coarse-to-fine, free-form design

The creation of a NEM follows a recursive approach, starting with the ground surface as the first

canvas, as depicted in Figure 3.5. During an interactive session, the user keeps alternating between

sketching strokes to edit the maps on the displayed canvases, drawing footprints to create new

child canvases, and editing canvases (see Figure 3.4). All these operations are based on free-hand

drawing and can be done from any arbitrary viewpoint with any number of structures displayed.

This enables the creation and refinement of any part of the NEM, at any time, which is essential in
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3.4. Nested structure for a coarse-to-fine, free form design

the design phase of a project.

In this project, we interpret the user’s strokes as:

• free drawing and representation of different hypotheses through uncertainty or over-

sketching;

• basis of new child 3D canvases, the latter being either,

3D surfaces constructed by extrusion of the stroke along a chosen direction,

inner floors created by expanding the stroke along a parent surface;

• cutting gestures to cut 3D surfaces, similarly to scissors cutting.

For all the following sketching modes, the user stroke, i.e., the polyline captured on the screen

space, is projected along the camera viewing direction to the closest displayed 3D canvas using

the ray-tracing approach. In addition, in the case of a complex 3D sketch, the user can have access

to hidden canvases by setting the display on or off for each of the existing canvas in the sketch.

Free drawing and uncertainty representation To be as close as possible to the paper/pen

medium while enabling drawing in 3D, the user’s original strokes are stored on the closest canvas’

map and more particularly in local coordinates relative to this canvas. They are displayed without

any simplification or smoothing steps to preserve the depiction style of the architect, as well as

their usual expression of uncertainty (such as over-sketching a curve or drawing it with dashed

lines).

As illustrated in Figure 3.6, the strokes can be drawn on the ground surface (left) or be

projected on any 3D canvas (middle and right).

Figure 3.6: Examples of map sketching mode: on the ground surface (left); on 3D canvases (middle and
right).
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Footprint curves and 3D canvas In contrast to the previous mode, the user draws a single

continuous stroke interpreted as the footprint of a new 3D canvas. This footprint can be an open

or closed curve from which the child canvas is extruded along, either the vertical direction, the

horizontal one, or the averaged normal directions of the support canvas. While verticals and

horizontals fit standard architectural designs, the averaged direction allows free-forms 3D design.

Each new canvas is extruded by a fixed default height which can be adjusted from a cutting stroke

(as described below). In addition, the extruded surface is associated with a map defined from the

canvas’s texture coordinates.

We chose to represent the footprint curves as cubic interpolating Catmull-Rom splines to help

generate smooth canvas surfaces. In addition, we provide a better level of smoothing for quickly

drawn strokes by setting the control points as a combination of the drawing speed of the user

and the distance between the original stroke points. From the user’s perspective, sketching fast

allows to model smooth curves while sketching slower enables the precise design of sharper curves.

Having a closed footprint and thus a generalized cylinder as the resulting canvas is the

condition to add inner floors. To ease the creation of such footprints, we snap the first and end

vertices together if their distance is less than a threshold.

The special case of footprint curves and inner floors

To ease the creation of inner floors or separating surfaces, we introduce a specific case for a

footprint as the contour of a new 3D canvas. As illustrated in Figure 3.7, such a footprint is drawn

on the surface of an already existing closed 3D canvas (generalized cylinder) to create the child

canvas at the level of the contour curve. This is done as follows. We first project the user’s stroke

and expanded it along the support surface to model a closed 3D curve. Then, to limit the total

number of polygons, we generate the interior surface from a coarse triangulation of a sub-sampled

set of points from the footprint and a few central points on its medial axis.

Figure 3.7: 3D canvas and floors creation: (left) a 3D canvas; (middle) the creation of a new inner floor;
(right) the inside structure composed of a set of inner floors and an additional 3D canvas.
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Cutting stroke As explained earlier during the footprint part, each 3D canvas is extruded by

the same default height. We made this choice to provide users with direct visual feedback without

requiring another manipulation. However, we let the user interactively cut canvases by sketching a

free-form cutting line over one or several displayed surfaces, as illustrated in Figure 3.8. Similarly

to scissors cutting a paper, the cutting line is expected to span the entire cross-section of the

canvases it should cut. Indeed, we apply the cutting to all the displayed canvases from which this

property holds. Therefore, the user can cut several canvases, embedded within one another or not,

in a single cutting gesture. After an automatic selection of the target canvases, we cut the associated

meshes so that the border of their projection on the screen matches the cutting stroke. Then, we

update the associated maps to take into account the cut without modifying the remaining part.

Figure 3.8: An example of cutting a canvas with a free-form stroke.

Since the user’s strokes are stored in local coordinates relative to their parent canvas, an

alternative post-cutting approach could have been to update the newly cut canvas’ texture

coordinates and thus, propagate this update to the associate map. Therefore, the user’s strokes,

such as the windows in Figure 3.8, would have been down-scaled but also shifted to the bottom

of the canvas to maintain the local coordinates in the updated local frame. However, since we

create each 3D canvas with the same height, we thought it was less distracting for users to simply

cut the piece of surface they considered extra instead of seeing the structure changed after each cut.

Now that we have presented all our sketching tools, we will focus on the importance

of having a nested structure for the visualization and the preservation of the design consis-

tency throughout the edits.
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3.4.2 Nested structure

As illustrated in Figures 3.3 and 3.7, we specifically account for the fact that buildings are

composed of nested elements in a global way:

• inner floors are nested inside a closed 3D canvas,

• balconies on facade details are nested on the facade surface.

Although facade details are not geometrically nested within the rough surface facade, their

footprints are. This property of nesting, in a broad sense, enables us to represent a 3D sketch

by a hierarchical structure.

Concept of NEM An important feature of our system is that most of the geometric elements

of a building can be designed from a series of footprints sketched on free-form canvases and

extrusion operations. For instance, a footprint drawn on the ground surface will lead to the creation

of external walls, facade details can be extruded from strokes on the facade, and internal walls

will result from footprints sketched on different inner floors.

Therefore, the user is recursively sketching and creating a hierarchy of nested 3D canvases

and associate maps, each new canvas being created from a sketched footprint. As previously

explained, we defined as nested child canvases, both the geometrically nested ones such as inner

floors and the ones used as facade details such as balconies or protruding windows. In addition,

and as described in Section 3.5.2, all footprints can be interactively deformed based on the map

lying on their support canvas, and, thus, any child canvas may dynamically evolve, allowing the

user to visually explore alternative designs. To express their dynamic nature enabling exploration,

we call this new type of 3D sketch: Nested Explorative Maps (NEM).

NEM representation In practice, a NEM can be represented by a hierarchical structure between

3D canvases, their associated maps, and the footprints drawn on them, as depicted in Figure 3.9.

Starting with a ground surface (the first 3D canvas) and its map, the user can enrich the map

by sketching free-form strokes or drawing some footprints curves to define new 3D canvases.

In particular, a footprint can be seen as the parent element of new child canvas+map, created

from the extrusion of the curve along a specific direction. Thus, all the operations applied to

the ground surface can be done on any newly created canvas+map with the extra feature to

create inner floors inside any closed 3D canvas.

Using this hierarchy benefits both visualization and editing tools as the user can display

or hide any part of the hierarchy to sketch on any exterior or interior canvases from the same
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Figure 3.9: The hierarchical representation used for Nested Explorative Maps (NEM): Each 3D canvas
and its associated map can be the parent of an arbitrary number of footprint curves, each serving as the
basis for a new pair of 3D canvas and map.

viewpoint as depicted in Figure 3.7 middle and right. Moreover, this hierarchical structure helps

us maintain design consistency throughout the edits, thanks to the attachment of sketched strokes,

nested footprints, and maps onto the surface of the parent canvas. In particular, this provides great

freedom during the creative process, as any creation or edition steps, including the deformations

of various options suggested in the design, can be done in any order.

That said, we will now focus on the core feature of our system, which is the exploration

of alternative options depicted by the sketch.

3.5 Interactive exploration of alternative options

A key point of our method is to let users sketch strokes without any simplification or smoothing

steps, enabling them to represent uncertainty and alternative options, thanks to over-sketching.

Based on the local density of ink/graphite, these strokes are used to model a continuous field

stored within their map’s texture image. In particular, during the user’s interactive manipulation,

this field is used to guide and attract the footprints towards high-density regions. Through

this process, the user can interactively deform and explore the different options depicted on

a map using a simple drag-and-drop gesture on a canvas’s footprint. Indeed this operation

can be applied at any level of the NEM hierarchy. Figure 3.10 presents an overview of our

representation and exploration of uncertainty.

Figure 3.10: An example of representation and exploration of uncertainty: an initial cylinder shape with
inner floors is interactively dragged by the user and automatically adapts its shape to a squared one, as
sketched on the ground map.
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3.5.1 Confidence field from a set of strokes

Figure 3.11: Examples of uncertainty representation in architectural sketches. @SCAU.

As illustrated by the architectural sketches in Figure 3.11, uncertainty is traditionally repre-

sented using several strokes of various densities and thicknesses. Through observations, we have

estimated that locally, a high density of strokes expresses strong confidence of presence, in the

sense that an element should be placed here, while sparser strokes express uncertainty.

To express this variation of density, we introduce a correspondence between dense strokes

regions on a map and high field values on a 2D texture image. The latter, also called confidence

field F , is added to the user’s strokes to form the map on the top layer of a canvas. Footprint curves

will then be interactively attracted and deformed towards high field values, corresponding to dense

strokes regions on the map. The confidence field F corresponds to a 2D grid of scalar values,

stored as a texture layer and associated with a canvas. We used the natural (u,v) parameterization

given by the extrusion operation used to create the canvas: u varies along the footprint direction,

and v varies towards the extrusion direction.

Figure 3.12: From the user’s strokes to the confidence field: the contribution of a new stroke Si of thickness
α is locally increasing the field values.
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As depicted in Figure 3.12, at each grid point p, F(p) is computed as the cumulative 2D field

generated by the convolution of a kernel κ along each of the user’s strokes Si drawn on the current

map:

Fi(p) =
∫

Si

α κ(p,s) ds (3.1)

where α is the thickness of stroke Si and the kernel κ is defined as:

κ(p,s) =
1

d(p,s)3 (3.2)

d(p,s) being the distance between the grid point p and a point s of Si.

Generating this field as a convolution along a curve allows us to create a smooth field and

blend the contribution of each new stroke to the latter. In addition, the integral along a curve of this

specific kernel has a closed-form solution ([CH01]) thus, in practice, F is computed incrementally,

the contribution of each new stroke on a map is added to its confidence field.

In addition, since both the user’s strokes and confidence fields are stored using their canvas lo-

cal texture coordinates, any canvas can freely be deformed while maintaining the consistency of its

map.

3.5.2 Plastic deformations of footprints and canvases

As illustrated in Figure 3.10, the user can trigger at any time the exploration of alternative

options by simply using a drag-and-drop gesture on any existing footprint. The latter will then be

interactively deformed and thanks to our nested structure, this deformation will automatically be

propagated to the associated child canvas as well as the corresponding sub-tree of the hierarchy.

We aim at modeling a hybrid approach for deformable footprint curves: while being interac-

tively guided and deformed by the user’s interaction gesture, the curve should be attracted toward

close-by high confidence regions, expressed by high values of F . Footprints should also evolve

differently depending on the type of deformations applied to them: they should tend to preserve

their features such as length and curvature under small deformations, however, they should be able

to accommodate more drastic changes of shape to adapt to larger deformations while remaining at

its new equilibrium position when the user releases the footprint.

To model such plastic deformations, we used a set of mass particles connected by plastic

springs, i.e., springs able to absorb all deformations that exceed a specified threshold by changing

their rest length if needed. More precisely, we set the particles with associated mass, position,

and speed parameters on the footprint control points (as depicted by the spheres in Figure 3.14).
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Plastic springs are set to connect neighboring particles, as well as second neighbors, i.e., particles

sharing a common direct neighbor, to ensure better shape preservation when no strong force is

applied.

In addition to the usual elastic and friction forces, particles are subject to an attraction potential

given as:

Pattraction(p) = exp
(
−(F(p)/σ)2

)
(3.3)

Note that the potential smoothly decreases towards 0 in the vicinity of the user strokes.

Similarly to deformable contour approaches [KWT88], we consider the associated force that

derives from this potential as Fattraction(p) =−∇Pattraction(p).

Lastly, the user interaction is modeled as a hard positional constraint using a drag-and-drop

gesture applied to a particle.

To sum up, in our proposed model, when small deformations are applied to a footprint curve,

the described forces lead to a standard elastic behavior, that is, a smooth deformation of the curve,

which attempts to preserve its shape while being attracted to local high confidence values. In

contrast, under larger deformations, the footprint can undergo extreme spring-length elongation or

contraction thus its springs will switch to their plastic behavior by absorbing the deformations.

This is done through a change of their rest length while the associated elastic force remains at

zero.

Thanks to this mechanism, the rest shape of the footprint curve can evolve. In addition,

subsequent deformations will just act the same way on the new curve, enabling users to go on

exploring options until they are satisfied.

Note that the deformation associated with these plastic springs is efficiently computed in the

2D parametric space. After each animation step, the corresponding 3D positions are displayed on

the canvas.

Finally, to enrich the exploration of options and avoid unwanted deformations of some part

of the footprint, we introduce two extra specific behaviors: a glue mode (the pin button in the

toolbox) to fix the position of some particles and then allow some precise local deformations, such

as to explore the possibility of a building extension, as illustrated by Figure 3.13; a global rigid

translation of the entire curve when the displacement of the particles exceeds a certain threshold.
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Note that this global displacement can take place before the user releases the footprint curve and

thus before the action of the plastic springs, as depicted in Figures 3.10 and 3.14.

Figure 3.13: Uncertainty representation for the footprint of a canvas and exploration through interactive
local deformation, which gets locally attracted to a new part of the map.

To detail the displayed Figures, Figure 3.10 presents an example of a deformation applied to

a nested structure. First, the user sketches two geometric shapes (a square and a circle) on the

ground surface and over-sketches them both. Then, the user draws a footprint to model the circular

tower, inside which inner floors are added. Through a drag-and-drop gesture on some particles

of the footprint, the entire NEM structure is progressively updated to a new equilibrium position

to turn into a square-shaped building. As illustrated in Figure 3.14, such plastic deformations

can also be applied to child elements on a 3D canvas where a protruding window is moved and

deformed from a circular basis shape to a rectangular one. Finally, Figure 3.15 presents other

examples of uncertainty representation and the exploration of alternative options.

Figure 3.14: An example of representation and exploration of uncertainty: an initial cylinder shape with
inner floors is interactively dragged by the user and automatically adapts its shape to a squared one, as
sketched on the ground map.
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Figure 3.15: Two examples of uncertainty representation and the exploration of alternative options.

3.6 Results & Validation

For our system, we developed a prototype in WebGL Javascript using the THREE.js and Orbit

Controls libraries. Using this programming language enables us to propose an interactive

system running on a computer and any touchscreen device. In particular, some of the presented

examples were performed using a mouse on an Intel(R) Core(TM) i7-7920HQ processor at 3.10

GHz while the user study was done on a WACOM MobileStudio Pro tablet.

Our software, also serving as a prototype to illustrate our method as well as for the user study,

is available at: https://www.lix.polytechnique.fr/geovic/software.html

In addition to the previous illustrations, we provide below some screenshots (Figure 3.16)

of the accompanying video to highlight the potential of NEM for easy prototyping without

any specific editing pipeline.

Starting from the last step of Figure 3.4 (also taken from the video) during which the user had

turned a nested squared shape building into a nested circular tower (a), now he or she is first trying

to explore the remaining option depicted by the three branches on the ground surface. From a

drag-and-drop gesture, the footprint and thus the underlying canvas is first deformed (b) before

following a rigid global translation (c). After landing on the desired option, the plastic springs

undergo a classical elastic behavior while being attracted to the high density of strokes. The user

can then apply other drag-and-drop gestures to lead the shape transformation towards the desired

result (d-e). To have access to a hidden canvas, the user can set the display of the closest canvases to

off (f-g). It is now possible to draw a footprint (i) and create a new child canvas on the second floor

(j). As this new canvas is defined with the default height, the cutting mode is used to define the cut

from a sketched stroke (k-l). Finally, after all these steps, the resulting NEM is presented in (m-n).
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Figure 3.16: Screenshots from an extract of the accompanying video depicting all the proposed features:
(a-e) exploration of the alternative options depicted on the ground surface; (f-g) display on/off on 3D
canvases to have access to hidden layers; (i-j) footprint drawing, followed by the creation of a new 3D
canvas+map; (k-l) a cutting stroke and the resulting canvas cut; (m-n) the resulting NEM.

3.6.1 User study

Experiment setup

We validate the NEM system through a user study conducted with professional architects

of the SCAU agency in Paris. Our goal was to validate the four criteria established during the

pre-study (Section 3.2), in addition to two additional hypotheses comparing NEM with the current

digital software. We added these hypotheses to validate the convenience of our tool regarding

the existing digital solutions used in the profession. Below is a quick reminder of these criteria,

as well as a presentation of our two additional hypotheses:

• C1: Immediate usability,

• C2: Coarse-to-fine design + no specific editing pipeline,

• C3: Free-form shapes and representation of uncertainty,

• C4: Exploration of alternative options,

• H1: Creating a 3D sketch on NEM is faster than using any existing professional software,

• H2: Our tool is best adapted to the creative design phase of a project than the industrial

software our users are familiar with.
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Each session of this study was composed of two main parts: a creative part on a WACOM

MobileStudio Pro tablet for users to experiment with our prototype while keeping the interaction

as close as possible to the paper medium; a survey section for them to express free comments as

well as providing some opinions regarding our criteria and hypotheses.

Our creative phase consists of three stages:

1. an explanation of the concept followed by an interactive demonstration (5 minutes);

2. a learning phase whose objective was to reproduce a basic model presented during the

demonstration (5 minutes);

3. an exercise phase aiming at creating an imaginary model (5 to 10 minutes).

For the final step, we let the architects choose whether to create their model from scratch or to

be inspired by examples of creative architectural projects containing free-form buildings that we

thought would be difficult to model using standard industrial software. These visual references

are available in Appendix A. During this experiment, the system was regularly saved as well as

some screenshots taken.

Following the creative phase, we asked each user to fill out a paper sheet (also provided in

Appendix A) to give scores from 1 (strongly disagree) to 5 (strongly agree) to validate or refute

our different criteria and hypotheses. In addition, for our hypotheses, we request the user to

precise the most frequently used software to compare our prototype with it.

Results of the user study

This study was conducted by 17 users, including 13 males and 4 females, from 23 to 57 years

old. This group included 2 students in architecture and 15 professional architects, with experience

varying from 6 months to 40 years. 16 of them were right-handed, and one was left-handed.

Figure 3.17 presents a summary of the users’ profile. In addition, each session (without the

explanation part) lasted about 15 minutes.

Figures 3.18 and 3.19 depict some results created by the architects during the user study. In

particular, Figure 3.18 illustrates the progressive construction of a 3D sketch.
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Figure 3.17: Summary of the users’ profile for our user study.

Figure 3.18: The progressive construction of a 3D sketch by an architect, during the user study.

From the architects’ feedback, our tool was mainly perceived as an original and impressive

"augmented paper" able to replace the paper and pen medium, as well as any digital software

during the creative design phase of a project. They particularly appreciated the direct relationship

between sketching on a tablet (also serving as a display screen) and the resulting 3D model, which

provides immediate visual feedback, in addition to the general freedom to quickly model even

complicated shapes in 3D. Moreover, our system was found to be playful and very convenient to

draft ideas, explore and communicate them.

To validate or refute our criteria, we compute the mean and standard deviations of the answers

obtained for each question. Figure 3.20 presents the global result of this survey with, in blue the

mean and in black the standard deviation of the answers obtained. On average, the results for

the four criteria were pretty good which permitted us to validate all of them.

We intentionally separated our hypotheses as the users’ answers depended on their preferred

software. In particular, more variations can be found regarding the habits of the users with respect

to their preferred software and especially to determine if NEM was better for creation.

As specified above, the architects highly appreciated the possibility of directly drawing and

modeling in our system using a touchscreen device. In addition, they were able to achieve their
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Figure 3.19: A few creative designs conceived during the user study’s exercise phase.

first designs in less than 15 minutes while using all the operations allowed by our system. Our

criteria (C1) was thus validated.

Users validated that a coarse-to-fine design (C2), combined with a progressive and simul-

taneous design of the exterior and interior parts of a building, was possible. They especially

highly appreciated the possibility to visualize, at the same time, both the exterior and interior
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Figure 3.20: The global result of the survey relatively to our criteria.

parts, thanks to our semi-transparent canvases. However, two participants noticed a lack of precise

dimensions or scale.

Most of the users appreciated the preservation of the original strokes and the possibility to

represent uncertainty (C3). Accustomed to their digital software that replaces a stroke with a

simple vector shape, the architects found it very interesting to be able to keep their rough strokes,

which also allow them to create free-form shapes as illustrated in Figure 3.19. In addition, they

mentioned that keeping the rough aspect of a paper sketch was very important to communicate,

sketch ideas and approximate a shape with several strokes.

Finally, the ability to explore multiple options was considered a very positive addition, bringing

more freedom to the modeling process. Furthermore, one architect even pointed out that the

combination of the elasticity and plasticity behavior was well adapted to their needs.

For the next part, we separated the users’ answers relatively to the name of the software they

precised in the paper survey and applied the same process to display the results, in blue the mean

of the answers and in black the standard variation. The number next to a software’s name specifies

the number of users that compare it with our prototype. Figure 3.21 depicts the results for our

hypothesis H1 on how creating a 3D sketch is faster than using any existing professional software.

Figure 3.22 presents the answers for H2 to determine whether NEM is more adapted for the

creation than the current software.

Even though our prototype system proposed much less functionality than the professional

software, the participants were able to achieve their first designs in a couple of minutes and

even when using all operations allowed by our system, which validated our hypothesis (H1). In
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addition, several participants qualified some of the functionalities as intuitive, such as the cutting

operation and the creation of a floor inside a building.

Figure 3.21: The comparison of immediate usability between our prototype and the users’ preferred
software.

Determining if NEM was better for the creation as the existing software had been more open to

discussion, as the results were lower on average in addition to having greater variations. We could

note that these deviations were largely influenced by the habits of the participants relative to their

preferred software. From Figure 3.22, one could remark that the score from the participants using

the software Rhino 3D was associated with the lowest value, and such users considered their usual

software as equally creative as the NEM approach. In comparison, the immediate usability of

NEM was homogeneously acknowledged, independently of their habits, as shown in Figure 3.21.

During this user study, we also noticed that professional architects were not only using standard

BIM tools such as Revit but also more generic 3D creation tools from 3DSMax to Blender.

Figure 3.22: Comparison as a creative tool with the preferred software chosen by each participant. The
indication below each bin points out the number of users who compared NEM to this specific software.
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To conclude this user study, we remarked that the participants’ experience and position in the

agency influenced their perception of the tool. While we had too few participants to develop a

valid quantitative study, we still observed the following behavior: experienced architects, who had

been subject to a longer training with pen and paper, were more enthusiastic about the general

idea of the tool, and especially the idea of being able to explore uncertainty. Moreover, they

strongly encouraged further development of the tool towards creativity, for instance, allowing

the creation, exploration, and progressive refinement of arbitrary, free-form shapes. In contrast,

while architecture students and beginning professional architects particularly appreciated the

effectiveness of the tool compared to their usual software to generate draft buildings, they less

frequently mentioned the importance of being able to represent and explore uncertainty.

3.6.2 Discussion and limitations

While our system has been generally well perceived by users, we are aware that our current

implementation could be optimized and that several functionalities were missing. For instance,

several users complained about the few seconds of latency during the exploration of uncertain

options, probably due to our CPU implementation of confidence maps. The models we chose

to compute these maps and our deformation of surfaces also impacted the expressiveness of our

system. In fact, in our method, all the strokes sketched on the same 3D canvas are part of the same

confidence field. In particular, the user could prefer to use each stroke as an independent, mutually

exclusive option, even in the case of two intersecting strokes. Similarly, while hatching strokes

are common representation in sketched design to express specific information such as orientation

or curvature, we did not implement any detection mechanism to handle them. Finally, although

the architects had stressed the importance of designing a model in the context environment by

importing external data such as height fields, this was not implemented in our prototype. Indeed,

while mapping a texture on a surface is quite common in Computer Graphics, it would require

another interactive tool to help map such data onto a 3D canvas, especially at the appropriate

orientation and scale.

In order to improve our system while keeping the main features, some extensions could be

considered. First, allowing the extrusion of a 3D canvas along a free-form path drawn by another

stroke, like in SweepCanvas [LLZ∗17], would highly extend the potential of our system to more

complex architectural pieces, such as the Sydney Opera House. Second, extending our cutting

operator to create holes inside a canvas could improve the creative process and even be a first step

towards the possibility of moving doors or windows while shaping a building. Third, enabling

the user to dynamically adapt the sampling of the deformed footprint, or change the type of

deformation, could allow a wider variety of shapes.
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Lastly, while our prototype can be very useful during the creative design stage to directly

explore ideas by deforming 3D models, the lack of scale can be problematic for the next design

steps. In addition, there is currently no possibility to export the resulting 3D sketch into any

existing software while keeping all the information. When discussing with architects the adoption

of our tool by professionals and on a larger scale, the easiest solution would be to update our

current implementation to insert it as an extension of existing prototyping software such as Rhino

3D. Thus, standard quick prototyping methods could be leveraged with confidence fields stored as

texture maps on top of surfaces, allowing to navigate through uncertain options.

3.7 Conclusion

We proposed a new type of 3D sketches dedicated to the design phase of architectural projects,

which is hardly covered so far by standard industrial tools. Based on a pre-study to identify

the needs of architects, we were able to introduce the concept of Nested Explorative Maps,

allowing the recursive creation of a 3D sketch from the user’s strokes while maintaining the sketch

readability and offering an exploration of alternative options visually suggested on the sketch.

Our tool is the first, to our knowledge, to allow users to interactively explore the different

design options represented in a 3D sketch. We do this by assigning a plastic behavior to our 3D

canvases and allowing the user to move their footprints on a map where the density of the strokes

triggers an attraction. As validated in our user study, being able to represent uncertainty and

navigate between different options is a real improvement in the early stages of conceptual design.

Another salient contribution of this work was to provide a tool enabling for sketching not

only the outside geometry of a shape but also internal structures and details. Although mandatory

for architectural design, such nested structures could serve as inspiration for sketching systems

in other domains—such as in biology, as discussed later in this thesis.

Future work: While our system has provided important functionalities to help architects

prototype ideas during the early stages of design, it does not allow an architect to draw a sample

of an element such as a window, or even a series of them, to generate it elsewhere or in an

extended domain. Indeed, architectural models are often composed of repetitive elements such

as windows on the facade or even similar interior layouts, which can be tedious to sketch one

after the other. While implementing a simple copy/paste operation will be easy to add, analyzing

and synthesizing a sketched distribution in real-time will require addressing new challenges

such as extracting individual elements from of a sketch, finding an efficient representation of the

underlying distribution as well as providing a real-time synthesis method based on this distribution.
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In the next chapter, we focus on a tool dedicated to the creation of repetitive content.

Specifically, we discuss the synthesis of arrangements of shapes from a sketched input. In

particular, this sketch can be composed of bounded or unbounded shapes. We have specialized our

approach on anisotropic distributions of elements, i.e., shapes aligned along a specific direction.

From this input, we propose two synthesis methods, the first one in a 2D extended domain

(Section 4.4) which can be used, for instance, to propagate windows on a building facade; the

second one in a 3D domain (Section 4.5), to directly immerse the user in a 3D environment

inspired by the provided sketch.
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4
Creation of repetitive contents:

Anisotropic distributions of shapes
from a sketch

Figure 4.1: Based on a few perceptual and depiction hypotheses, our method extends an input sketch (a)
into 2D (b) or 3D (c) distributions. Both bounded shapes and unbounded curves are seamlessly handled.

Compared to the previous and following chapters, this work tackles the creation of general

yet self-similar content with an intuitive and flexible tool for real-time synthesis of anisotropic

distributions. We take as input a sketch interactively drawn by the user and composed of bounded

and unbounded shapes. Our fine-to-coarse method successively reduces the input strokes into

linear structures to build our new data structure, called Support Structure Hierarchy. Based

on this hierarchy, we propose a coarse-to-fine synthesis method in an extended 2D domain. In

addition, we also introduce a 3D embedding of this extended distribution, enriched with some

simple perceptual adjustments, to provide an illusion of depth and allow users to immediately

explore a 3D environment inspired by their sketch. The user may tune the default settings of the

synthesis environment and also return to the sketching interface to edit the input and perform a new

synthesis. As shown by a user study, the generated distributions equal the perceptual performances

of the best synthesis methods for 2D anisotropic distributions while expanding them to the case of

unbounded shapes and extending sketch-based modeling to 3D anisotropic environments.
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4. Creation of repetitive contents:
Anisotropic distributions of shapes

from a sketch

Résumé en français

Contrairement aux chapitres précédent et suivant, ce travail porte sur la création de contenus plus

généraux, mais auto-similaires, à travers un outil intuitif et adaptable, dédié à la synthèse, en

temps réel, de distributions anisotropes. À partir d’un croquis dessiné par un utilisateur sur notre

interface et composé de formes à la fois bornées et non bornées, notre méthode d’analyse suit

une approche des détails au grossier, en réduisant successivement les traits du dessin d’entrée en

structures linéaires, afin de construire notre nouvelle structure de données, appelée Hiérarchie

de Structures de Support (Support Structure Hierarchy). En se basant sur cette dernière, nous

proposons tout d’abord, une méthode de synthèse du grossier aux détails, dans un domaine 2D

étendu. En complément, nous présentons également une intégration 3D de cette distribution élargie,

enrichie de quelques paramètres perceptifs simples, afin d’offrir une illusion de profondeur et de

permettre aux utilisateurs d’explorer immédiatement un environnement 3D inspiré de leur croquis.

De plus, l’utilisateur peut ajuster les paramètres par défaut de l’environnement de synthèse,

revenir à l’interface de dessin pour modifier l’entrée et effectuer une nouvelle synthèse. Comme

démontré par notre étude utilisateur, les distributions générées par notre système égalent les

performances perceptives des meilleures méthodes de synthèse pour les distributions anisotropes

2D, tout en les élargissant au cas de formes non bornées, et en étendant la modélisation par

esquisse aux environnements 3D anisotropes.
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4.1. Motivation

4.1 Motivation

Structured distributions have been used intensively in 2D for decoration purposes, from mosaics

and wallpapers to the distribution of windows and architectural decorations on building facades.

Such anisotropic distributions of shapes are also ubiquitous in natural environments, in 2D as

well as in 3D, and at multiple scales: from fibers and cellular organisms at microscopic scales

to seaweeds, schools of fishes, and alignments of trees at a larger scale. The perceived structure

emerges from the anisotropy of these shape distributions. In particular, the specific ranges and

variances of perceived orientations, both in terms of salient shapes and alignments, convey their

unique visual appearance, as illustrated in Figure 4.2.

Figure 4.2: Examples of 2D and 3D distributions of anisotropic shapes, serving as inspiration for our work.
From left to right: illustration of windows composing a building facade; rods; seaweeds; collagen fibers.

This work tackles the interactive, sketch-based design of such 2D and 3D anisotropic

distributions. The idea is to extract the underlying structure of an input 2D sketch and extend it to

a larger 2D or 3D domain, leading to an illusion of spatial extent in a perceptually consistent and

non-repetitive way.

While example-based synthesis has been extensively studied in recent years (see Chapter 2.2.2),

existing methods have mostly focused on point distributions. They have achieved statistical

accuracy for noise models or through continuous representations such as pair correlation functions

or probability density functions. In addition, shape connectivity has also been targeted via

neighborhood metrics and energy optimization. However, the few methods that tackle anisotropic

distributions of shapes rely on multiple point samples or proxy geometries. To the best of

our knowledge, and as our comparative study in Section 4.6.2 will confirm, none of them has

been able to efficiently capture the underlying structure of the input distribution, namely the

inter-dependencies and variations in space and orientation within a distribution of bounded and

unbounded shapes. Furthermore, sketch-based synthesis of 3D anisotropic distributions, such as

those in Figure 4.3, has never been attempted.
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In this chapter, we present a real-time analysis and synthesis method for structured anisotropic

distributions of shapes. The real-time performance of our method allows us to apply it to a

mere 2D sketch, interactively drawn by a user, which may represent any collection of simple

bounded shapes as well as elongated (fiber-like) unbounded strokes. Our synthesis framework and

visual interface allow users to seamlessly explore a larger spatial extent around their sketch and

navigate within the resulting distribution. To emphasize the interactivity of our tool, we not only

let users tune the default parameters of the synthesis environment, but we also let them return

to the sketching interface to edit the input before performing a new synthesis. This makes it

an interesting sketching tool for both creation and communication, for instance, in the domain

of biology, as illustrated by our result in Figure 4.3.

Figure 4.3: a) Biological illustration depicting individual cells that navigate in a 3D distribution of fibers;
b) Input sketch inspired from a); c) Snapshot of the 3D virtual world resulting from our 3D synthesis
method.

Real-time analysis and synthesis of distributions require an efficient representation, encoding

both local and global correlations between elements. Our insight is to introduce a compact

encoding for anisotropic distributions, called the Support Structure Hierarchy, where individual

supporting structures are lead directions of alignment or line skeletons computed from the user

strokes at various scales. This representation leads to a particularly simple and efficient multi-

scale analysis of the distribution of orientations in the input sketch. It also allows for efficient

domain extensions in both 2D and 3D spaces, leading to the interactive immersion tool that

we used for illustration.
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While both must preserve the input anisotropic distribution when the viewpoint does not

change, our two synthesis methods face different challenges, namely avoiding unwanted overlaps

when extending the user’s sketch to a larger 2D domain; and inferring depth when a 3D distribution

is generated. Therefore, our contributions are threefold:

• a fine-to-coarse analysis method that hierarchically clusters the user strokes into a Support

Structure Hierarchy based on their proximity in position, orientation and alignment;

• a coarse-to-fine planar synthesis method that extends the pattern around the input sample

based on the extracted hierarchy and a set of perceptual hypotheses validated by a user

study;

• a second coarse-to-fine synthesis method that extends the pattern around the input sample

both in 2D and 3D to create a 3D distribution of shapes, perceptually similar to the input

sketch and inside which users can navigate.

We also present a user study conducted to validate our design choices and the perceptual

consistency of our results.

4.2 Overview

4.2.1 Hypotheses on Depiction & Perception

Extending a sketched input requires making some assumptions about the user’s depiction and

perception of the resulting distribution. Our key hypothesis common to most sketch-based

modeling systems is that users see their input as a general view of the 2D or 3D distribution

they want to create. Therefore, we expect the input to include all the necessary information in a

perceptually representative way. This leads us to three design hypotheses:

(H1) Groupings and Alignments are meaningful All alignments and groupings are inten-

tional, especially they cannot be considered to be due to a specific viewpoint during the de-

piction of a 3D scene;

(H2) Repetitiveness is explicit All the shapes the user wants to see replicated in the output,

are repeated in the input;

(H3) Non-overlapping shapes should remain disjoint Shapes that do not overlap in the input

should not overlap in the output.

These three hypotheses are used as guidelines for our method at the design stage and then

validated by a user study aimed at a broad public (see Section 4.6.2).
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4.2.2 Creation and pre-processing of the Input Sketch

Figure 4.4: The sketching interface (in a)) includes, from top to bottom: the choice between a square or a
circle input domain (in b) and c)); two pencils for drawing unbounded vs. bounded shapes and an eraser to
remove an already drawn stroke; a color picker; a picker for stroke thickness; two buttons for launching 2D
and 3D synthesis; and load and save buttons.

During a sketching session, the user interactively draws strokes on a 2D Input Space (IS) as

illustrated in Figure 4.4. The input domain can be either a square domain of side li or a circle

domain of radius ri. While squared input domains are common for texture or distribution synthesis,

a circle input space gives the illusion of drawing and exploring distributions through the lenses of

a microscope, which is interesting for our application to biological illustrations.

We provide two different pens to denote bounded and unbounded strokes. The first ones

are limited to the dimensions of IS and will be repeated as they are. The second ones are

interpreted as extending beyond the input domain, either in both directions if both extremities

reach the border of the IS, or in a single direction. In the case of 3D distribution synthesis, the

output space is considered as the depiction of a cube—or a cylinder—of volumetric material.

Therefore, we also allow unbounded strokes with both extremities inside IS: these strokes

are then considered as strongly oblique, and their extension will mostly take place along the

depth axis of the output domain.

Strokes storage: To avoid restricting IS to a specific size, we analyze the input data within a

normalized space (NS) being either a unit square or a unit circle. The input points (x,y) ∈ IS are

then transferred to NS, using: X = x
li

and Y = y
li
, for a square domain, or polar coordinates for a

circle domain.
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We represent each sketched stroke by a set of data containing the coordinates of its points both

in IS and NS, its color and thickness parameters, its type (bounded or not), and a principal direction

computed from the Principal Component Analysis (PCA) of the coordinates of its points in IS.

The color is the only parameter left from the analysis, as we directly consider it at the final

rendering stage. In particular, a shape can be composed of strokes of different colors.

4.2.3 Processing pipeline

During our fine-to-coarse analysis, we iteratively construct the Support Structure Hierarchy

by successively clustering the input strokes by proximity, both in position and orientation. In

reverse, the synthesis stage processes the Support Structure in a coarse-to-fine manner: the

structures at the top of the hierarchy are first extended to the user-selected 2D or 3D larger

domain, and the Support Hierarchy is then traversed top-down to the individual strokes, to

generate the extended distribution of elements.

Extraction of the Support Structure Hierarchy:

Based on our perceptual hypotheses, our analysis consists in progressively extracting a fine-to-

coarse hierarchy of support structures (the Support Structure Hierarchy) from the input strokes

according to alignments and multi-scale repetitions in the input (see Figure 4.5). We first cluster

the bounded strokes into shapes composed of one to several strokes and consider each unbounded

stoke as an individual shape (Level 0). We then simplified the bounded shapes either into a

central point or a support segment depending on their degree of anisotropy (Figure 4.5c). The

central points and support segments are clustered according to both orientation and position to

find alignments and then grouped into fibers (Figure 4.5d), forming the Level 1 of the Support

Structure Hierarchy. Other fibers are directly extracted from the unbounded strokes (Figure 4.5c’).

To capture large-scale repetitions, fibers of similar orientation are clustered into fiber medians

(Level 2, Figure 4.5f), which are finally grouped into lead directions (Level 3, Figure 4.5g).

During this process of clustering and hierarchical simplification, we progressively partition

the input domain IS into a hierarchy of ribbons that express the variability of position of each

substructure around its parent structure. We use this partitioning to allow for an appropriate degree

of variability while avoiding unwanted overlaps in the synthesis stage. See Section 4.3 for details.

Synthesis stage:

Unlike most existing approaches, our method to synthesize distributions consists in directly

replicating the local and global correlations between the input shapes encoded by our Support

Structure Hierarchy. To avoid exact repetitions, this is done by instantiating each structure from

top to bottom of the hierarchy while perturbing their positions within adequate allowed areas. We

compute these areas to prevent unwanted overlaps between strokes belonging to the same lead
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direction and at a low cost since no further overlap detection will be required. We defined our

output domain by an enlargement of the input space by a scale factor k (k > 1). For the 3D case,

we complement this 2D extended space by a depth extrusion of parameter h. Although they rely

on the same analysis, the 2D and 3D distribution syntheses pose different challenges, leading to

distinct solutions.

2D Distribution Synthesis requires avoiding any unwanted overlap between the generated

elements, otherwise, H3 (a.k.a, no additional overlap of shapes in the output) would not be met.

Starting at the highest level of the hierarchy, we consider repetitions to clone structures and then

compute the areas within which the child structures can be extended or generated without creating

any unwanted overlaps. In particular, we introduce a coarse-to-fine adjustment method that fits

the generated elements within a predefined displacement area at the price of slightly bending their

supporting structures to avoid unwanted overlaps when extending the domain. This process is

iterated down the hierarchy until the generation of the stroke distributions.

3D Distribution Synthesis addresses the challenge of inferring depth from 2D data. Starting

with a simplified planar synthesis (with no avoidance of overlaps when elements should not be

at the same depth), we rely on perceptual studies to embed this newly created 2D distribution

into a cube or cylinder of fixed depth. During exploration, the resulting volume of 3D matter is

replicated forward and backward to create an unlimited 3D distribution of strokes. The rendering

is adapted to the distance to the camera to achieve intelligible 3D visualization with a good

perception of depth, as illustrated in Figure 4.1, right.

4.2.4 Interactivity and refinements

During a session, the user starts by drawing the input on the sketching interface. To ease the

creation of a more complex distribution, this interface has a menu that allows users to load data

such as a background picture or an existing input. The user can also save the current state of a

sketch at any time. When the input is complete, the user can perform one of two syntheses. On

the synthesis interface, the user can display a menu to tune some parameters to change the default

environment. For the planar synthesis, the main modifications concern the size of the output

domain by updating the scale factor k or the amount of curvature by changing the α parameter

(see Section 4.4). For the 3D distribution, the user can modify the scale factor and also the 3D

immersion type, the depth of a layer, the number of layers, and the shift range parameter between

layers. The user can deactivate or activate the navigation and adjust its speed. For both syntheses,

it is also possible to load the data from a previously saved synthesis and save the current one.

The main feature of our tool is to offer users two syntheses as well as the ability to return to

the sketching interface at any time to modify the current input or perform a new synthesis.
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4.3 Fine-to-Coarse Analysis

Figure 4.5: Processing pipeline for the fine-to-coarse analysis of a sketch into a Support Structure
Hierarchy.

Our goal is to simplify the input data into one or several coarser structures carrying groups

of strokes that are the closest in direction, position, and alignment. To achieve this objective,

we introduce a new representation, called Support Structure Hierarchy, on which strokes can

be wrapped, as illustrated in Figure 4.5. In addition to encoding the main features of the input

compactly, this structure enables us to avoid high computational costs.

Level 0: from Strokes to Shapes

Figure 4.6: From Bounded Strokes to Shapes: a) input bounded strokes; b) clustering into shapes (random
color per cluster); c) support segments (Level 0).

In the first step and as shown in Figure 4.5 a) to b) and b’), the bounded and unbounded strokes

are analyzed separately to extract supporting lines, which we process in a combined manner.

As users are authorized to draw shapes composed of several strokes, we start by clustering

the bounded strokes by their position to retrieve the user’s intended shapes. For this specific

clustering, we explored two data representations: a centroid (point) approach and a bounding box

(box) approach.
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The first approach is to represent each stroke by its centroid. For the latter, we first compute

the local directions between the adjacent points of a stroke to determine its curvature and whether

the stroke should be considered opened or closed. For an opened stroke, we define the centroid

as the mid-point of the extremity points, otherwise, it is the barycenter of the point coordinates.

We then apply the Mean Shift algorithm to cluster the strokes with the Euclidean distance and a

bandwidth computed from the mean of the pair-wise distances.

The other approach focuses on a coarser representation using oriented bounding boxes

computed from each stroke’s main direction and point coordinates. We describe each bounding

box by its corners and two axes. Our distance metric between two bounding boxes is defined

as follows. For each box, we project its corners along both its axis and the other box’s axis to

look at its minimum and maximum values on each axis. If these ranges of values intersect on all

four axes, then, the boxes are considered to overlap and we set their distance to 0. Otherwise,

we compute for each box the projection of its corners on the other box segments and take the

minimum distance between a corner and its projection. Finally, if necessary, we compute the

minimal distance between the corners of one box and the ones from the other box. We then

apply a basic clustering algorithm using this distance metric and a threshold determined from the

pair-wise bounding boxes distances.

While both of these approaches can provide the same output for most examples, some specific

cases require to favor one over the other (see Section 4.6.4 for more details). For instance, for the

detailed example above (see Figure 4.6), a bounding box representation can ensure that individual

stokes representing details at the extremities of a fish are clustered with the corresponding fish

main body’s stroke.

From the output of the clustering algorithm, we reduced bounded strokes either into a single

central point or into a single support segment depending on the degree of anisotropy of the shape.

As illustrated in Figure 4.6, elongated shapes such as fish are reduced into support segments. The

resulting set of support segments and central points is a first simplification of the input efficiently

encoding the main directions and the approximate positions of the bounded elements. In addition,

the unbounded strokes (if any) are considered individual unbounded shapes for further processing.

This allows for separate processes for the fishes and the wavy curves in Figure 4.1.
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Level 1: from Shapes to Fibers

Figure 4.7: From support segments to fibers: a) orientation-based clustering; b) position-based clustering;
d) representative fibers.

For a relevant distribution synthesis, we need to extract and preserve the underlying structure

and correlations between shapes. To this end, we approximate each unbounded shape by the line

that best matches its principal direction and position. This support line enriched with an thickness

estimated to contain the entire shape defines a representative fiber.

For bounded shapes, finding such fibers requires an extra analysis to capture the anisotropic

information, such as alignments (see Figure 4.7). As central points are not highlighting a dominant

direction, we separate fibers coming from central points from the support segments ones.

Central points into Fibers

To determine fibers from central points, we first cluster the points by position using the Euclidean

distance to group the closest ones. We then apply the Principal Component Analysis on each

resulting cluster of points to detect alignments and obtain a set of support lines. We define the

representative fibers by adding a thickness to each of these lines to ensure that all the underlying

bounded strokes are included in this new structure.

Support Segments into Fibers

For support segments, we consider that the anisotropy information is already encoded in the

main direction of a segment. Thus, we begin our reduction by first grouping the segments by

orientation to determine which segments belong to the same anisotropic distribution. We do

this by representing each segment by a point (cos(θ),sin(θ)) where θ is the angle between its

main direction and the horizontal axis. To take into account the circular aspect of the angular

data, we also consider the opposite point on the unit circle defined as (−cos(θ),−sin(θ)). The

orientation distance between two support segments is thus defined as the minimum distance

between a representative point on one support segment and both on the other. We then apply the
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Mean Shift algorithm to cluster the support segments based on this distance. From each cluster,

we determine a dominant orientation defined as the average of the orientations of its elements.

To reduce the position of a segment to a one-dimension value, we first simplify it into its

midpoints (since the segments have already been clustered by orientation). Then, we use the

linear representation ax+by+ c = 0 to compute the c values of all lines parallel to this dominant

orientation and passing through the midpoints of the segments. Finally, we apply the Mean Shift

algorithm on each set of c values to determine support lines, and, as usual, we associate a thickness

to these lines to create fibers containing all its associated shapes.

Level 2: from Fibers to Fiber Medians

Figure 4.8: From fibers to fiber medians: a) fibers from the bounded shapes; b) fibers from the unbounded
shapes; c) set of representative fibers d) first clustering on the orientation; e) second clustering on the
position; f) reduction to fiber medians.

At this stage, our objective is to combine fibers from both bounded and unbounded elements,

while ensuring that fibers with the same orientation and close positions will be grouped and thus

remain close by at the synthesis stage.

As depicted in Figure 4.8, we apply a two-step clustering analysis, where the first step is a

simple orientation-based clustering (like the one we described above to reduce support segments

into fibers), and the second one makes use of a new perceptual distance between fibers to refine

clusters as follows.

Our goal was to find a distance that takes into account both the position and orientation of

the lines, in the sense that: the more parallel and close two lines are in position, the smaller the

distance should be. As shown in Figure 4.9, such a distance can be defined by computing the

intersection points of each line with the axes X = 0, X = 1, Y = 0, and Y = 1 and taking the

minimum distance between the two intersection points that belong to the same axis. We use this

distance to refine the orientation-based clusters into sub-clusters where fibers are perceived as
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Figure 4.9: We compute the "perceived distance" between two fibers in a normalized input domain. It is
defined as the minimal distance between their intersection points on any of the lines bordering the domain
(X = 0, X = 1, Y = 0, Y = 1), which is extremely fast to compute (for each fiber, only the 4 values yX=0,
yX=1,xY=0, xY=1 are needed). This distance accounts for both position and orientation and is defined even
if the lines intersect in the domain. Here, d(L1,L2)< d(L2,L3), which matches our perception.

similar since also located nearby. Each sub-cluster of fibers is finally stored as a fiber median

defined as the average of of the parameters of the fibers grouped both in orientation and in

position (see Figure 4.8). We also store the circular standard deviation of fibers belonging to

the same fiber median for further use in the synthesis.

Level 3: from Fiber Medians to Lead Directions

Figure 4.10: From fiber medians to lead directions analysis: a) fiber medians; b) orientation clustering
retrieved from the previous reduction; c) reduction to lead directions.

To better capture the underlying structure of the input and reflect the user’s desired pattern

repetitions in the output, we consider a final reduction in our hierarchical analysis to group similarly

oriented fiber medians. To this end, we retrieve the cluster from previous orientation-based

clustering to determine the fiber medians belonging to the same orientation cluster. Each cluster

is simplified into a lead direction defined as the average of the parameters in both orientation

and position as depicted in Figure 4.10.
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Input domain partitioning

The last step of the analysis stage is to calculate the available space around each clustered shape, or

ribbon, within their parent structure in the hierarchy. We call this space the allowed displacement

area, as it will be used at the synthesis stage to add random displacements to repeated structures,

providing visual diversity while avoiding unwanted overlap between shapes.

Lead ribbons around lead directions We first separate lead directions carrying a singularity,

i.e., clusters consisting of only a single fiber median, such as the vertical seaweed or purple

fish lead direction in Figure 4.11. These directions will not be replicated during the synthesis,

according to our H2 design hypothesis on shape repetitiveness (see Section 4.2.1). Instead, we

will simply extend them as well as their child structures to entirely span the output domain.

Figure 4.11: The creation of lead ribbons: a) Lead directions in dotted; b) Fiber medians (plain) and lead
ribbons (dotted).

All other lead directions indicate a perceived repetitiveness in the input since they carry more

than one fiber medians of similar orientation. We first partition IS into lead ribbons parallel to

the lead directions that guide the replication of child structures in a coarse-to-fine manner. We

associate each non-singular lead direction with a local frame on which we can determine the

height of its fiber medians’ content in IS. These values are then sorted by increasing order to

compute the distance between two adjacent ribbons. We thus generate lead ribbons around each

fiber median by letting a gap of half the previously computed distance between two neighboring

ribbons, as illustrated in Figure 4.13. In addition, we store all these gap values and two variables

representing the extreme heights of the lead ribbons in IS. Finally, we associate with each new

lead ribbon, both an index and a width defined by the difference between its maximum and

minimum heights in the lead direction’s local frame.
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Ribbons around support structures: Then, we compute ribbons around fiber medians (see

Figure 4.12 a)) by delimiting the area, which covers all the input strokes that belong to the

same fiber median. We then partition these ribbons into sub-ribbons, computed around the

fibers based on unbounded strokes to delimit the strokes’ extension during the synthesis and

thus avoid overlaps, as illustrated in Figure 4.12 b).

Figure 4.12: Input domain partitioning: a) Fiber medians (dotted lines) and their corresponding ribbons; b)
Ribbons are partitioned into sub-ribbons (delimited by dotted lines) corresponding to fibers; c) Ribbons
and displacement areas (delimited by dotted lines in color) corresponding to bounded shapes. The black
dotted lines delimit the input space.

Displacement areas for bounded shapes: For bounded shapes, being limited to its fiber’s

sub-ribbon can entail unwanted empty areas during synthesis, as well as unwanted overlaps during

the replication of bounded shapes that belong to the same fiber. To counter these issues, we

partition the fiber median’s ribbon (and not the sub-ribbons) in areas within which the bounded

shapes can move without overlapping neighboring ones. We represent each bounded shape by

its oriented bounding box in the fiber median’s frame: its two axes (x,y) correspond respectively

to the direction of the associated fiber median and its orthogonal direction.

We compute the displacement areas as follows. We first sort the bounding boxes by position

along the fiber median’s orthogonal direction (y) before applying a sweeping algorithm to

successively determine, for each box, the neighboring ones that lie on the path along the (x)

direction. To ensure a more natural aspect during the planar extension, we consider a variation of

a toroidal topology for the input space. Instead of considering our output domain as a collage of

patches of the input space (which would be irrelevant for a circular input domain), we consider

the toroidal topology at the ribbon level by generating two "ghost" copies of a ribbon, one forward

and one backward along the fiber median’s direction. With this, we can first guarantee that each

box will have two adjacent neighbors (real or not), but also that the displacement areas along x

can extend outside the input domain. For each box, we set its displacement area along x, both

forward and backward, to one-third the distance of the nearest neighboring box. We apply the
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same technique to determine the displacement areas along y. The extended bounding boxes are

first sorted along x and we also use a sweeping algorithm to compute distances between the

nearest boxes. As the displacement of the boxes along y is limited to the width of the ribbon,

the toroidal property is not applied here. The authorized perturbation along y is therefore set to

one-third of the distance between neighboring bounding boxes or two-thirds of the distance to the

edge of the ribbon. These one-third and two-thirds rates were determined empirically to ensure

that no overlap will happen during the synthesis as well as to respect a minimum distance between

two bounded shapes. Figure 4.12 c) shows the displacement areas for our detailed example, in

particular, the top ones are expanding outside of IS due to our toroidal property.

4.4 2D Distribution Synthesis

In this section, we detail our planar synthesis method for anisotropic distributions, based on the

previously computed Support Structure Hierarchy and the partitioning of the input domain. To

allow for a seamless exploration of a larger 2D domain by simply zooming out after sketching,

our goal is to preserve the user-drawn strokes in the input space IS while extending them to a

larger output space (OS), defined as an expansion of IS by a scale factor k, with k > 1. This is

achieved by a coarse-to-fine replication of the Support Structure Hierarchy, from lead ribbons

to the entire hierarchy.

Lead ribbons replication: After extending the lead ribbons to the extremities of OS, we

generate new lead ribbons in the remaining space by an efficient and randomized replication

procedure as illustrated in Figure 4.13. For each lead direction, we start from one of the border lead

ribbons and we randomly generate both a new gap from the previously recorded range and an index

to determine which lead ribbon will be replicated at this position. We then update the position of

the corresponding extreme height variable using the newly created lead ribbon’s width. We apply

this technique from top to bottom to gradually fill the output space. The randomness in the gap

values results in different configurations of lead ribbons and thus different outputs from the same

input. These replicated lead ribbons can be seen as displacement areas in which fiber medians

(more precisely, their corresponding ribbons) will be replicated, at the cost of a slight blend of

them and their child structures to avoid any unwanted overlap among the generated strokes.

Fiber medians and ribbons replication: For each newly generated lead ribbon, we synthesize

its fiber median by first copying the parameters of its original ribbon. We then use the circular

standard deviation on the median orientation computed in the analysis stage (Section 4.3) to

perturb its orientation. If necessary, we moves the position of its midpoint to place it in the

middle of its lead ribbon. This operation adjusts the position of the fiber median and its original

ribbon relative to the lead ribbon.
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Figure 4.13: Depiction of the fiber medians (in plain), in addition to the lead ribbons replication (dotted)
on OS.

Figure 4.14: Fiber medians and ribbons replication on OS: a) without curvature; b) with curvature.

While the original ribbons are guaranteed to fit inside their lead ribbon in IS, as well as the

middle part of generated ribbons are inside their lead ribbon, as illustrated in Figure 4.14 a), this is

not necessarily the case when they extend to OS. When this occurs, we slightly curve the ribbon

and its fiber median (see Figure 4.14 b)) to fit entirely inside its lead ribbon.

Avoiding overlaps by bending structures: Inspired by the physical properties of real fibers,

we consider the following assumption: the thinner the ribbon is, the most flexible it is supposed to

be. This can be formalized through the equation Rt = τwt , relating the curvature radius Rt to the

ribbon width wt and a stiffness parameter τ ∈ R+.
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In the case of intersections, each ribbon will overlap twice with its lead ribbon. For symmetry

reasons, we then bend both sides of the ribbon, even if one of the intersection regions is out of the

output domain. From the four intersections points of the ribbon on the lead ribbon, we focus on

the two that are the closest to the fiber median midpoint (I1 and I2 in red in Figure 4.15). Among

them, one belongs to the ribbon’s upper border while the other one is on the lower border, which

thus gives us the direction towards which the ribbon should be bent.

Figure 4.15: Example of a case of intersection between the fiber median ribbon of width wt (in blue) and a
lead ribbon (in gray); I1 and I2 are the closest intersection points (in red); P1 and P2 their projection on the
other border (in blue); M1 and M2 are the midpoints between an intersection and a projection point on a
border (in green).

We start by projecting the intersection points on the other side of the ribbon (P1 and P2 in blue

in Figure 4.15) as it is where the curvature radius will be the lowest. In the following algorithm,

we focus on only curving the ribbon border with the lowest curvature radius, the other, as well as

the fiber median, are determined using the ribbon width. To preserve the continuity between the

original borderlines of the ribbon and their curved version, we consider the midpoints (M1 and M2

in green on Figure 4.15) between a projected point (P1 or P2) and the other intersection point as

inflection points.

For each of these inflection points (say M), the key idea is to find the arc of circle C that passes

through M and remains inside the lead ribbon as illustrated in Figure 4.16.

Figure 4.16: Illustration of our objective: find the circle C that verifies our hypothesis.
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By symmetry, we will only detail the curvature of one border, the other being treated similarly.

The objective is to shift P along the ribbon’s secondary axis (Lm in Figure 4.16) and toward the

interior of the lead ribbon.

To achieve this, we introduce P′ as the translation of P by a value of α along Lm. From the

context, we have α ∈]0;αlimit [, with P′ = P for α = 0, and P′ = P′limit for α = αlimit . In particular,

P′limit is defined as the intersection point between Lm and the line passing by M and parallel to

the lead ribbon principal axis (in dotted orange in Figure 4.16). Taking an α value closer to 0

will result in a lower curvature from the fiber median’s direction, however it can be insufficient to

avoid the intersection, especially in the case of a thick ribbon. In contrast, an α value near αlimit

can imply an important and undesirable flattening of the fiber median towards its lead direction.

In the following, we use −→nu to represent the normalized vector of a vector −→u and (xA,yA) for the

coordinates of a point A. To find the radius and the center of C, we have the following properties:

1. M ∈ Lt, M ∈C and Lt is tangent to C on M,

2. P ∈ Lt, P′ ∈C and P′ = P+α
−−−→nLm .

Let ax+ by+ c = 0 be Lt’s line equation with a,b,c ∈ R and a2 + b2 = 1.

From the first property, we have:

−−−→
OM = (xM− xO,yM− yO) (4.1)∥∥∥−−→OM

∥∥∥= RC
−−−−→nOM =±(a,b) (4.2)

The sign before the value of −−−−→nOM depends on the curvature turn side, or more precisely,

whether −−−−→nOM is in the same direction as the normal of the fiber median direction.

From these equations, we obtain:

O = M+RC
−−−−→nOM ⇐⇒

{
xO = xM±RCa
yO = yM±RCb

(4.3)

From the definition of P′, we have:

P′ = P+α
−−−−→nOM ⇐⇒

{
xP′ = xP±αa
yP′ = yP±αb

(4.4)

with α ∈ R+∗ and:

(xP′− xO)
2 +(yP′− yO)

2 = R2
C (4.5)
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By replacing (xP′ ,yP′) by Eq.4.4, (xO,yO) by Eq.4.3, we obtain:

((xP±αa)− (xM±RCa))2 +((yP±αb)− (yM±RCb))2 = R2
C (4.6)

By developing the equation and using the following properties:

• a2 +b2 = 1,

• x2
P + y2

P + x2
M + y2

M−2∗ xPxM−2yPxM =
∥∥∥−→MP

∥∥∥2
,

• P ∈ Lt and M ∈ Lt thus, a(xM− xP)+b(yM− yP) = 0.

we can reduce Equation 4.5 into:

α
2−2αRC +

∥∥∥−→MP
∥∥∥2

= 0. (4.7)

Moreover, by replacing RC by τwt we have:

α
2−2ατwt +

∥∥∥−→MP
∥∥∥2

= 0 (4.8)

Through this equation, we have a model to curve our fiber median through the use of two

parameters (τ and α) and the ribbon data.

We also note that Equation 4.8 has a solution if τ2w2 ≥
∥∥∥−→MP

∥∥∥2
. Indeed, from τ, w and∥∥∥−→MP

∥∥∥ ∈ R+, we can define τmin =

∥∥∥−→MP
∥∥∥

w and therefore ατ=τmin =
∥∥∥−→MP

∥∥∥.

A value of ατ=τmin leads to an arc of a circle of an angle close to Π/2 and can result in a point

P′ out of the lead ribbon.

In practice, we have experimented with different values for α as illustrated in Figure 4.17. A

good compromise between high straightening, the preservation of the ribbon’s direction, and the

no guarantee of non-overlap, is to get an α value between 0.23 and 0.3 depending on how close

we want the ribbons to be while avoiding collisions. This parameter choice is put by default at

0.23 and the user can tune it using a slider.
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Figure 4.17: The impact of the value of α on the curvature: a) 0.1; b) 0.3; c) 0.5.

By setting a value to α and from Eq.4.8, we can deduce τ with the following relation:

τ =
α2 +

∥∥∥−→MP
∥∥∥2

2wα
(4.9)

Now that both α and τ are known, we can determine the parameters of circle C using the

definition of the curvature radius (Rt = wτ) and Equation 4.3. From this circle, we can then

compute the intersections of the limit line (in dotted orange in Figure 4.16). This corresponds to

the point (M′) at which we need to stop the curve, initially starting from M. In other words, we

bend the corresponding ribbon border until reaching M′. If the latter is out of the domain, we crop

the extra part, otherwise, we successively copy and paste this curve and a reversed curve (obtained

by a half-turn rotation) until reaching the output domain borders. This oscillation is applied to all

the ribbons to extend them to OS without overlap.

The same bending process is applied to the child sub-ribbons to fit them inside their parent

curved ribbon.

Shape distribution synthesis: The final step is to synthesize the distribution of shapes in the

output domain.

a) Replication of unbounded shapes: We define three categories of unbounded strokes: lines,

arcs, and curves, which respectively stand for perfectly linear unbounded strokes, unbounded

strokes with a single curvature extremum in IS, and any unbounded strokes with more than one

curvature extrema. We also consider each stroke as full or half (ray) depending on whether both or

only one of its extremities is on the borders of IS. We start by extending these unbounded shapes to

OS along their fiber direction, which is trivial for lines and ray lines. Arcs are extended through an

alternative mirror duplication which leads to a smooth sinusoidal curve (see Figure 4.18 bottom).
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Figure 4.18: Extension of unbounded strokes: a) a curve; b) an arc.

In contrast, the curves are first cut at their first and last extrema to avoid artifacts that may

appear at the beginning or end of a hand-drawn stroke. Next, we alternatively duplicate the mirror

version or the original version of the curve segment to extend it to OS, as shown in Figure 4.18

top. These extended strokes are stored in the local frame of their corresponding fiber. They will

therefore be automatically replicated and curved, if necessary, by the replication process of their

parent structures in the hierarchy.

b) Replication of bounded shapes: We process the bounded shapes as follows. We start by

replicating their representative support segments or central points along the fiber median and

perturbing their positions using the previously computed displacement areas. We then retrieve

the strokes in the resulting local frames. We reuse their local positions relative to their fiber

median to replicate them on the replicated fiber medians but with randomly modified positions

within the authorized displacement areas.

Avoiding residual overlaps: Since replications along the different lead directions are performed

independently, lead ribbons belonging to two different lead directions will naturally overlap. If

two or more lead directions contain bounded shapes, unwanted overlaps may occur and bring

perceptual artifacts. To counter this issue, we apply an additional step before generating new

bounded shapes. The main idea is to use a data structure to partition OS and then be able to delimit

the displacement area of a bounded shape to a free-overlap zone. If this condition cannot be met,

for example, in the case of a too large overlap between two displacement areas, we choose to

randomly pick only one shape from the two and display only this one.

As a first simple solution, we took a 2D grid of fixed size as partition structure. However,

the balance between the size of the grid and the ability to provide good accuracy in the positions

of the displacement areas while avoiding high computational cost was hard to find. Thus, we

adopted an AABB tree structure. To take into account the potential curvature of the ribbon, we

start by determining, if necessary, the new position of the bounding box by taking the mean

tangent of the curve around the shape as the new main direction. We then compute, for each
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displacement area, a coarser bounding box in the world frame that we insert in our tree structure.

Our coarse-to-fine overlap avoidance is defined as follows. We start by shuffling all the bounded

shapes we want to generate. Then, we detect each shape that overlaps with neighboring (and

already not visited) shapes using our distance between boxes (defined in Section 4.3). We apply

this detection first at the coarser AABB boxes level and then at the oriented displacement area

ones. In the case of overlap in the last detection, we directly compute the overlapping area between

the two displacement areas using the intersection between their boxes segments. From this area,

we can determine whether both perturbation rates can be adjusted, only one or neither. We either

update the perturbation rate of the shape or remove this shape from the displayed ones.

Figure 4.19 presents the results from our 2D distribution synthesis, from the lead ribbons

creation (left) to the final synthesis with the underlying structure (right). A series of other results

are given and discussed in the results section 4.6.

Figure 4.19: From the analysis (left) to the planar synthesis (right). Note that both the oblique line with
purple fish and the central seaweed were not duplicated in the output.
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4.5 3D Distribution Synthesis

For this synthesis, our goal is to generate, from the same sketched input, a repetitive 3D distribution,

visually similar to this input and within which the user can navigate. Determining depth parameters

from a 2D input is a challenging task in general since the number of possible solutions is infinite.

Based on perceptual studies in already existing work [WBCG09] as well as our hypotheses (see

Section 4.2.1), we based our solution on a few predefined and user-adjustable extension parameters.

In particular, our design hypothesis H1, stating that any groupings or alignments in the input

needs to be maintained in 3D, highlights the use of our Support Structure Hierarchy to immerse

clustered strokes using quite similar depths.

To this end, our method first computes a simplified planar extension of the input (a lateral

expansion of scale factor k) before immersing the resulting 2D distribution in 3D (using an

extension of depth h). This 3D environment block carrying the shape distribution is then simply

replicated in-depth, to allow unlimited exploration.

Simplified 2D distribution synthesis: Since shapes will be distributed in 3D, there is no need to

avoid the potential 2D overlaps as they can be avoided by using different depths. In particular, there

is no need to bend the ribbons during the lateral extension nor avoid residual overlaps between

bounded shapes. However, to preserve perceptual similarity with the input, we still impose

shapes to stay within their ribbons, and, in particular, unbounded shapes can bend to remain

within their sub-ribbons. Using the method presented in Section 4.4, we synthesize the lead

directions as well as fiber medians as shown previously in Figure 4.14 a), before replicating

the unbounded and bounded shapes.

From 2D to 3D representation: This intermediate extended 2D distribution can be seen as

the planar projection of our target 3D distribution. The strokes are immersing in 3D, using two

additional values: their midpoint depth de, and their slope angle δ with respect to the XY plane.

To create a high-level representation of such a 3D distribution, we introduce two different 3D

immersions depending on the level of our hierarchy—lead directions or fiber medians—at which

we set the 3D parameters. While the former can be more suitable for a homogeneous distribution,

the latter avoids unwanted overlaps in the case where the ribbons of fiber medians from the same

lead direction overlap in the extended 2D domain. By default, we set the 3D immersion on the

fiber medians but the user can use the menu to try the other one. Without any user input, we

randomly set the 3D parameters of the chosen structure between [0,h] for de and [−π/4,π/4] for

the slope. These range of values have been determined through perceptual studies [WBCG09].

122



4.5. 3D Distribution Synthesis

From the slope, we can determine the depth of the extremities of each support line, as

illustrated by Figure 4.20 below.

Figure 4.20: 3D immersion of a line in a layer of depth h: de represents the midpoint depth, δ the slope,
and lg the 2D line length. ∆z is determined using Equation 4.10.

Indeed, we can compute the depth gap ∆z between the midpoint and the extremity points as fol-

lows:

∆z =
lg
2

tan(δ) (4.10)

Therefore, to achieve the required slope δ, we simply increase the depth value of one extremity

by ∆z while decreasing the other one by the same amount. Moreover, to further improve the

feeling of depth, we choose to immerse our 2D shapes on 2D planes positioned in the 3D volume.

To do so, we locally apply Equation 4.10 on each stroke point coordinate to determine its 3D

position.

For the specific case of unbounded strokes which fully lie inside the input domain IS and

therefore span the full depth of the 3D domain OS, the stroke length in IS is used to determine its

3D embedding. The shorter the input stroke, the more its 3D version is aligned with the depth

axis, the extreme case being a point that would represent an infinite line parallel to the depth axis.

3D immersion: To create an infinite 3D environment within which the user can navigate, we

need to account for repetitions along the depth axis. From the first layer of 3D distribution

computed from the user’s input, we generate slightly different layer copies using a planar offset

on the strokes from a predefined range that we position in depth every layer’s height (h). This

allows us to create a virtually infinite field of anisotropic elements. In practice, three layers are

enough to create this illusion at a low cost. The user can also tune the number of layers. Note that

these layers of strokes may overlap in depth. We display them using the perceptual assumptions

that distant objects fade and that 3D space has a toroidal topology in depth.
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3D navigation: In our implementation, we use a dolly zoom to smoothly transition from the

interactive sketching session where the user sketches the input strokes to the exploration of the 3D

output scene.

Path navigation

During the navigation, the camera translates by a fixed depth step ds along z and also follows

two different sinusoidal paths along the x and y axis of period dsπ
h . Using this period enables the

camera to return to the same position at the beginning of each layer. In addition, the user can,

at any time, speed up or slow down the navigation by using the menu to adjust the depth step

parameter.

Expressive rendering

We chose to characterize each 3D stroke by three rendering parameters: its transparency, thickness,

and color. During navigation, each of these parameters is updated to adjust to the camera distance,

to fade out background strokes while highlighting nearby ones. For each stroke, we computed its

transparency and thickness steps from its original parameters, the number of displayed layers, and

the depth step ds. For the color, we use the HSL format to update the luminance parameter from 1

(white and thus invisible) to the input stroke color value.

During navigation, we display each stroke the same number of times, that is the number

of layers. When a version of a stroke ends up behind the camera, we shift it directly into

depth and assign it the lowest visibility, which is the maximum transparency, the minimum

thickness, and a luminance parameter of 1. Using this expressive rendering gives the illusion

of infinite space in depth and results in better visual results during exploration than applying

the same transformation layer per layer while maintaining real-time performances, as illustrated

by Figure 4.21. Note that the central seaweed and the oblique fish will be duplicated this time

but at different depth levels. Indeed, we assume that we want to synthesize a block of a 3D

environment which will be repeated infinitely as we explore. If this repetitiveness is annoying,

we could arrange it by adjusting the transparency so that the following oblique fish appear only

when the first ones are no longer visible on the screen.
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Figure 4.21: Immersion in the 3D virtual world created from a 2D sketch.

4.6 Validation & Results

4.6.1 Visual Results

2D distribution synthesis As illustrated in Figure 4.22, our planar synthesis method respects

our design guidelines for tightening strokes (as the ones in white) but also preserve boundary

constraints between bounded shapes and unbounded ones. Note that bounded shapes may appear

to intersect but this is due to the stroke resolution and not to overlaps.

Figure 4.22: Our planar synthesis method maintains groupings of strokes as the ones in white here and
boundaries constraints: a) input; b) our output.

Moreover, as can be seen in Figures 4.23 and 4.29, our method maintains the regularity of

structured distributions for both bounded and unbounded elements, although, such distributions

are often failure cases of previous methods (see limitation Figures of [DSJ19] and Figure 13

of [ENMGC19]). In particular, Figures 4.23 right and 4.29 show challenging examples of not

instantiating all the bounded shapes during the residual collision avoidance step.
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Figure 4.23: Our planar synthesis method maintains the perceived regularity of structured distributions
(known to be hard to handle) in both cases of unbounded and bounded strokes.

Comparisons with state of the art methods

We compared our planar synthesis results with the state-of-the-art methods for both classical

approaches on shape distributions, as well as deep learning ones on point distributions such as

[TLH19].

For point distributions, we first compare our planar synthesis with the current state-of-the-art

methods, using outputs from Tu et al. [TLH19]. As illustrated in Figure 4.24 f), our method is the

only one to provide both regularity and variation during the synthesis. In addition, in the case of

anisotropic distribution of points such as in Figure 4.25, contrary to [TLH19], we can guarantee

that each synthesized points column is complete. Moreover, our synthesis is the only one to be

performed in real-time (see Table 4.1).

Figure 4.24: Comparison with the state of the art methods: (a) image input; b) [ZHWW12], c) [MWT11],
d) [ROM∗15], e)[TLH19], f) our planar synthesis.
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Figure 4.25: Comparison with a Deep Learning-based method: (a) image input; b)[TLH19], f) our planar
synthesis.

For bounded shapes, we compared our planar synthesis with existing methods using outputs

provided by Landes et al. [LGH13] and Davison et al. [DSJ19]. For Figures 4.26 and 4.27, the

results from our user study highlight that users preferred our output to the others (namely [LGH13]

output which seems the most relevant).

Finally, we generated outputs from inputs containing more than one (here two) lead directions

but also thick bounded shapes to check the robustness of our residual collision avoidance step.

Figures 4.28 and 4.29 present the comparison with state-of-the-art methods for this specific case.

Whereas our method provides a better result than the one from Davison et al. [DSJ19], it is more

questionable for the Landes et al. [LGH13] one as described in the Discussion in Section 4.6.4.

Figure 4.26: Comparison with the previous methods for vector synthesis: (a) image input; b) [BBT∗06], c)
[IMIM08], d) [HLT∗09], e)[MWT11], f) [LGH13], g) our corresponding sketched input, h) our result.

3D distribution Figures 4.1, 4.3, 4.30, and 4.31 show some views of our 3D distribution

results from various 2D sketches. Note that, as such 3D synthesis from a sketch is a new concept,

we find no prior work to compare with. However, our user study allowed us to perceptually

validate our 3D results (see Appendix B).
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Figure 4.27: Comparison with the state-of-the-art methods: (a) image input; b) [BBT∗06], c) [IMIM08],
d) [HLT∗09], e)[MWT11], f) [LGH13], g) our corresponding sketched input, h) our result.

Figure 4.28: Comparison with the state-of-the-art methods: (a) image input; b) [BBT∗06], c) [IMIM08],
d) [HLT∗09], e)[MWT11], f) [LGH13], g) our corresponding sketched input, h) our result.

Figure 4.29: Challenging structured distributions: (a) input; (b) sketched representation of the input; (c)
result of [DSJ19]; d) ours.
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Figure 4.30: Stems: a) inspiration picture; b) sketched input; c) a snapshot of the 3D distribution created
from the input.

Figure 4.31: 3D distribution synthesis of a set of bounded elements.

4.6.2 User study for perceptual validation

Experiment setup

We carefully designed an online user study aimed at a broad public to validate the perceptual

hypotheses presented in Section 4.2.1, as well as the perceived quality of our results. We provide

screenshots of this user study in Appendix B. In this study, we first ask users to draw shapes

to complete an area around an existing sketch. These examples ranged from simply replicating

bounded shapes to extending (or not) unbounded shapes, avoiding collisions, and maintaining the

anisotropic distributions of both bounded and unbounded shapes. Providing a drawing session

allows us to obtain the most intuitive answers from users without any influence on the desired

result. Then, thanks to a comparison session, they were able to confirm or deny their first instinct

but also compare the resulting 2D planar synthesis for bounded shapes ([LGH13] and ours), as
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well as 3D immersion alternatives both on bounded and unbounded shapes, presented in GIF

formats.

Results of the user study

This study involved 35 users, ranging in age from 19 to 61 years, including 22 males, 9

females, and 4 unspecified genders. Most users had no experience with paper-based (26) or

computer-based (21) design. Figure 4.32 presents a summary of the user profiles. Each session

lasted about 10 minutes, most of which was spent in the drawing session.

Figure 4.32: Summary of the user’s profile for our user study.

We validated our design hypotheses using both the drawing and comparison sessions. For

H1 (groupings and alignments are meaningful), we mostly rely on the drawing session. In the

latter, all users preserved bounded stroke clustering when replicating bounded shapes in the

extended domain, and 97% maintained the grouping of fiber-like shapes. In addition, 75.9% of

users respected the anisotropy directions of bounding shapes. Finally, alternative results from the

second part of the study that did not preserve stroke clustering (such as 3D environments assigning

a different depth to each stroke) were never retained as correct.

In contrast, H2 (repetitiveness is explicit) was primarily evaluated during the comparison

session, although this guideline was considered the most questionable one. During the drawing

session, only one input contained both repetition and singularity, and it was only for unbounded

strokes. We could not process this case as 63% of the users only extended the unbounded strokes

to the output domain without any replication (probably showing that the concept of texture was

not clear for beginners). In the comparison session, 56.7% of users preferred the output where the

isolated fiber was not duplicated, against 40% for repetition and 3.33% neutral.

H3 (avoiding overlaps when not present in the input) was validated through both sessions. Of

all the drawn outcomes, 73% were overlap-free drawings. In addition, 91.4% of users maintained
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groupings and overlap avoidance between unbounded strokes when they share the same anisotropy

direction and a consistent gap with other strokes or groups. This proportion dropped to 76.6%

when unbounded strokes or groups of strokes were separated by different gaps. During the

comparison session, we let users decide how important our curvature step was by displaying two

alternative outputs: one with our additional curvature; the other without it, showing brand-new

overlaps. Among all user answers, 54.3% preferred the overlap-free output, 31.4% chose the

straighter lines with more overlaps, and 14% chose none of the proposed solutions. For this

example, we had used an α value of 0.5 which could have resulted in too much straightening of

our curves and may have led users to not be satisfied with our curvature algorithm.

In addition, we take the opportunity of this user study to let users compare our results with

Landes et al. [LGH13], which is the only existing solution focused on anisotropic distributions of

bounded shapes, to determine the best planar synthesis in terms of proximity to a provided input.

As we are the first method to use sketches as input and to facilitate the comparisons between

the two, we use our software to redraw over Landes et al. [LGH13] for both the inputs and the

planar synthesis for the ants (Figure 4.26) and balloons (Figure 4.27) examples, as illustrated in

Appendix B. For this comparison, we allow users to choose both methods if they considered them

to be perceptually equal. Our 2D synthesis results were considered the best for the two selected

inputs by more than 80% of users, as depicted in Figure 4.33.

Figure 4.33: Sum up of the comparison results with our method and Landes et al. [LGH13], for the ants
and balloons examples.

Finally, we exploited this study to determine at which level of our hierarchy the 3D parameters

should be set (see Section 4.5). To do this, we separated the unbounded and bounded shapes into

two different inputs and proposed three 3D immersions (in the form of GIF clips) depending on

whether the 3D parameters were set on the lead directions, the fiber medians, or directly on the

individual strokes. Based on the results, the lead directions were preferred for the immersion

of unbounded shapes (60%) over the fiber medians (34.29%) and the stroke level (5.71%). In
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contrast, it was a tied score between the lead directions and fiber medians for bounded shapes.

However, with the exception of the 3D immersion directly at the stroke level, the groupings and

alignments in 3D may not have been as clear on our GIF animations.

4.6.3 Computation times and real-time performance

The table 4.1 presents the timing of our method. This was calculated using the Performance

DevTools panel of Google Chrome on an Intel(R) Core(TM) i7-7920HQ CPU at 3.10 GHz. The

first number is the number of points in the input example, followed by the time in milliseconds

for analysis, planar synthesis, and 3D immersion, respectively. As can be observed, the overall

computation time of all the presented results is less than a second. This confirms that we are

targeting 3D immersion applications that require real-time performance.

Note that unlike learning-based methods, our method requires little memory space and no

pre-computation time.

Example Points A. Time P.S. Time 3D Time
Teaser 7699 73 114 183
Biology (Fig.4.3) 4574 35 102 133
Ants (Fig.4.26) 9447 134 233 413
Balloon (Fig.4.27) 4034 42 68 100
Wheat (Fig.4.28) 4813 27 47 104
Trunks (Fig.4.29) 3164 68 83 155
Rods (Fig.4.30) 3224 36 328 356

Table 4.1: Computational times in milliseconds: Points being the number of input in the example, A. Time
stands for the analysis time, P.S Time as Planar Synthesis Time, and 3D Time for 3D immersion.

4.6.4 Discussion and limitations

In comparison with existing shape distribution methods, our approach does not require any

neighborhood matching or learning during the synthesis stage, given that our hierarchical

representation already captures correlations. This leads to real-time performance, adapted to our

application context.

However, as illustrated in Figures 4.28 and 4.29, our current implementation of the residual

collision avoidance may require some adjustments to improve our current results on dense bounded

shapes distributions along more than one lead direction. For example, using a relaxation method

to adjust the final positions, as done in PCF-based synthesis, might be a good option.
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One can also observe in Figure 4.30 some curved stems were generated when they were not in

the input. This is probably the result of a curvature analysis near the edge of the input space.

In the current version of this chapter, we have focused on anisotropic distributions through

computations of linear directions. An interesting way to generalize this work to isotropic

distributions would be to introduce a default direction, such as the horizontal or the vertical

ones as the leading direction to synthesize such distributions of bounded shapes.

Another useful extension would be to increase user control during both the analysis and

synthesis stages. For instance, this could go from choosing perceptual hypotheses to deciding how

to handle singular patterns (i.e., repeating them or not) or even adjusting parameters regarding

repetitions and the amount of perturbation during synthesis. As illustrated by the input in

Figure 4.3, even though they had different main directions, the fibroblasts (depicted in pink/red)

should remain attached to fibers. This is prevented by our current choice of proximity during the

successive clustering (see Section 4.3). We could also let the user decide what distance to apply

when grouping bounded strokes into shapes. For example, Figure 4.34 presents a failure case for

our bounding boxes approach since each stroke should be considered as an individual shape, while

their bounding boxes unfortunately overlap, which would currently result in their grouping.

Figure 4.34: a) Input example from [MWT11], in which a point-based approach to cluster bounded strokes
into shapes can be more relevant than the bounding box representation in b).

Lastly, many perceptual improvements in terms of 3D immersion could be considered. One

of them would be to vary the stroke’s opacity and thickness in a continuously way to emphasize

their inclination. In addition, an authoring system such as the one in [TWY∗20] could be used to

interactively allow any local adjustment desired by the user in the final synthesized distribution.
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4.7 Conclusion

Motivated by the development of an interactive sketching tool to draw, extract structure, and

give depth to simple sketches, we have designed a method to efficiently extract key anisotropic

properties in a 2D input sketch and then generate visually similar distributions into a larger 2D

or 3D domain. Our method compares well with the state-of-the-art results in the 2D case and is

the first one, to our best knowledge, that addresses the generation of a repetitive 3D environment

visually similar to an input 2D sketch.

The construction of our new representation, the Support Structure Hierarchy, is crucial to

our method. Extracted at the analysis stage, it allows us to efficiently capture and replicate

the multi-scale anisotropic structures while maintaining a good level of visual diversity in the

synthesized distribution of elements.

Indeed, one of the advantages of this framework is that no particular expertise in graphics

nor sketch-based design is required.

Future work: Although perceptually similar to the input sketches, the 3D illustrations we

generate are not fully 3D, in the sense that each stroke remains planar. Inferring 3D geometry for

the strokes from their 2D depiction, e.g., using 3D helices instead of planar sinusoids for curves

as in [WBC07] would be an interesting avenue for future work.

Furthermore, curves with complex branching structures often appear in organic distributions,

for instance, in the biological illustration applications we are targeting. Since we address distri-

butions of individual shapes, our method cannot handle such branching. Procedural techniques

such as [MM10] can enrich our efficient replication framework to generate complex curves both

in 2D and 3D. In this context, synthesizing patterns along curves or ribbon-like surfaces may also

be tackled more directly compared to classical optimizers or dynamic programming techniques

[ZJL14].

Our system can be used by artists to quickly design new distributions and test new patterns

using simple sketches. It can also be used by scientists to quickly convey the vision of the

object of study they have in mind. Indeed, while biologists often use sketches as simplified

representations, the tissues they represent are inherently 3D. Our exploration of a 3D distribution

of fibers from a sketch was motivated by their needs. The next chapter presents how such 3D

distributions can be used to create a 3D environment inside which shapes can be created and

animated, using only sketching input. Applied to cell biology, we illustrate the potential of our

method using two narrative scenarios of real phenomena to point out the potential of our tool

for exploring and communicating a dynamic phenomenon.

134



5
Sketching dynamic environments:
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Figure 5.1: Preliminary results of our tool: the user sketches to model surfaces but also to define motions
through schematic representations, and deformations with our keyframe snippets.

As a second case study and to explore phenomena related to life sciences, we focus this

application on cell biology. This allows us to study, on the one hand, the creation of organic shapes

from sketches and, on the other hand, how animated sketches could be created and controlled.

In the targeted system, scientists are not only able to represent their understanding of a static

situation but also their hypotheses about relative motion, and ideally, they can tell a story about

it. In this work, we address the problem of proposing a new progressive sketching paradigm for

both geometric modeling and animation without any predefined and rigid editing pipeline and

dedicated to satisfying the needs of biologists to communicate or explore phenomena. To support

narrative design in cell biology, we present Narrative Sketches, a new 3D sketching environment

focused on the representation, exploration, and communication of dynamic phenomena. Our

model allows for the progressive creation of nested structures that evolve according to the sketch

inputs. In particular, our sketch-based animation solution relies on a set of schematic vocabulary

inspired by the standard depictions in cell biology but also on keyframe snippets.
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Résumé en français

Comme deuxième cas d’étude et pour explorer les phénomènes liés aux sciences de la vie,

nous avons axé cette application sur la biologie cellulaire. Cela nous a permis d’étudier d’une

part, la création de formes organiques à partir de croquis et d’autre part, comment des croquis

animés pourraient être créés et contrôlés. Par conséquent, les scientifiques sont non seulement en

mesure d’illustrer leur compréhension d’une situation statique, mais aussi leurs hypothèses sur le

mouvement associé, et éventuellement leur capacité à raconter une histoire à ce sujet. Dans ce

travail, nous présentons un nouveau paradigme progressif de croquis, à la fois pour la modélisation

et l’animation, sans pipeline d’édition prédéfinie et rigide, et destiné à répondre aux besoins des

biologistes en termes de communication ou d’exploration des phénomènes. Pour favoriser le

design narratif en biologie cellulaire, nous introduisons les Croquis Narratifs (Narrative Sketches),

un nouveau type de croquis 3D dédié à la représentation, l’exploration et la communication de

phénomènes dynamiques. Notre modèle permet la création progressive de structures imbriquées

évoluant en fonction des indications de l’utilisateur. En particulier, notre solution d’animation

par le croquis s’appuie sur un vocabulaire schématique inspiré des représentations standard pour

indiquer le mouvement dans les croquis en biologie cellulaire, mais aussi permet de spécifier des

déformations par images clés. Nous prévoyons de valider l’applicabilité de notre système par

une étude utilisateur qui sera réalisée auprès d’utilisateurs biologistes et artistes.
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5.1 Motivation

While architecture involves creative design limited by some practical rules, biology is concerned

with the scientific study and understanding of life. From the evolution of a population to the

composition of an individual to the close analysis of molecular and atomic structures, this field

covers a wide range of phenomena and especially multiple levels of organization.

Even though biological data provide 2D or 3D images, these are often quite difficult to

understand, if not impossible to control, because only the motion that took place in the actual

data can be observed. Therefore, biologists are looking for intuitive and creative tools to clarify,

visualize or even communicate on their representation of some shapes but also explore some

hypotheses. For this reason, we would like to offer a tool that not only allows to represent nested

3D shapes in a simplified way, but also to create and control any animation scenario involving

both motion and deformations. In this chapter, we have focused our application on the cellular

level, which examines the structure, function, and behavior of cells living in an environment. As

illustrated in Figure 5.2, in response to a specific situation (here an infection), the cells can be

induced to strongly deform to escape their default environment.

Figure 5.2: Illustration of the human body’s response to infection: neutrophils (in blue) escape the blood
vessel to fight the infection while dendritic cells leave the site to enter the lymphatic vessel. ©Betsy Goic,
Ph.D., DrawInScience.

Biologists often represent their phenomenon of study by images, ranging from real data

pictures, for instance, captured by putting a camera on a microscope, or illustrations varying

from highly schematic to more representative and artistic (as in Figure 5.2). In addition, such

representations can require the help of professional artists, which typically implies some long

discussions to communicate the biologists’ ideas and a series of trials and errors.
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While many methods have focused on the representation and visualization of biological data

from the molecular level to the mesoscale (interior of cells), only few have targeted the cellular

level. As presented previously (see Related work 2.1.1 and 2.3.3), existing methods either target

the modeling of vascular systems from sketching conventions, or present a system combining

both the creation and animation of a biological environment. In particular, these last methods are

specific to either vascular diseases or blood circulation. In particular, none proposes a system

enabling the creation and animation of a complex 3D scene inside which cells can navigate and

evolve.

In this chapter, we tackle the problem of proposing a new progressive sketching paradigm

both for modeling and animation, without any predefined and rigid editing pipeline and dedicated

to satisfying the biologists’ needs to communicate or explore phenomena. In particular, this work

involves a collaboration with the biologist Jean-Luc Coll from IAB Grenoble, who studies cancer

targets and experimental therapeutics; and with the professional artist Renaud Chabrier, who has a

long-lasting experience in the field of scientific illustration, especially in the domain of cell biology.

We conducted a pre-study among biologists of different specialties to learn the depiction and

narration in biology. This study helped us understand that biologists not only need to visualize

information, such as through microscopic imagery but also to depict in a simplified way their

understanding of their animated phenomena of study. We therefore started by analyzing three case

studies to identify the types of shapes, motions, and deformations to consider. In complement, our

collaborator from biology introduced us to the schematic vocabulary used to represent dynamics

in biological illustrations. Finally, we describe the phenomenon represented in each of our case

studies through a narrative scenario. Creating such scenario helped us first identify the sequences

of actions we need to reproduce virtually and dynamically but also to experiment how such a

tool could be used by biologists to directly represent their understanding of a phenomenon of study.

Based on these guidelines, we introduce Narrative Sketches, a new type of 3D sketch dedicated

to the exploration and communication of dynamic phenomena. Without any specific editing

pipeline, the biologist can progressively create an animated 3D sketch representing a phenomenon

of study by using simple sketched input to model new shapes but also embed animation cues

representing constraints on the dynamics or the deformation process.

In addition to the concept of Narrative Sketches itself, our main technical contributions include:

• a sketch-based modeling method dedicated to the illustration of a biological phenomenon,

• an interactive solution to insert dynamics in a 3D sketch based on a simple vocabulary

inspired by standard representations in biology and keyframe snippets.
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Note: At the time of writing this thesis, the implementation of the contributions of this Chapter

was still under development. Therefore, we presented below only the preliminary results and we

plan to improve some algorithms at the time of publication. In addition, we plan to conduct a user

study with both biologists and artists to validate the applicability of our system.

5.2 Depiction and narration in biology

Pre-user study

We conducted a pre-study with researchers specialized in different subtopics of the field of

biology to learn more about their study phenomena. We were particularly interested in how they

characterize their phenomenon in terms of cell types, behaviors, and constraints. In addition,

we asked them how they would sketch such features. Finally, we questioned them about the

usefulness of an interactive and animated illustrative system.

To widen the range of phenomena, we interviewed our collaborator from IAB Grenoble in

addition to a professor specialized in cell mechanics (Ecole Polytechnique), a research director

on cell polarity and division (Institute Curie Paris), and another one who studies membrane and

cytoskeleton dynamics in the context of breast cancer (Institute Curie Paris). They were all able to

provide us simple and clear descriptions of the main steps of their study phenomenon, referring

to analogies or visual vocabulary when necessary ("cutting similarly as scissors", "the cells

hook to the collagen fibers to squeeze through it"). In particular, they present their phenomenon

as a story in which a default animated environment evolves in response to some triggering

events. Although their oral explanations were clear, they had no visual medium to highlight the

motions and deformations they were describing and support their talks. Indeed, the visualization

of only static representations is not sufficient for biologists because it does not allow them

to depict in a simplified way their understanding of their mental vision of the dynamics of

a phenomenon. Moreover, while they can easily express their knowledge orally, it remains

quite complicated for them to do the same with the help of sketches. Indeed, providing a

legible drawing of an animated phenomenon requires good artistic skills that they usually do

not possess. Therefore, as explained in the introduction, they usually use different sources of

representations, from real data to schematic or more explicit drawings, which may also potentially

require the use of professional artists.

Analysis of illustrations

Based on these insights and discussions with our collaborators, we selected some illustrations to

emphasize their characteristics. The main idea was to use them as case studies. Therefore, we

analyzed these sketches to identify the models we could use to create the elements of interest,
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which are often part of a complex visual environment, and also which types of motions and

deformations we should target.

We relied on the following three illustrations (two of which were created by Renaud Chabrier),

which seemed to us sufficiently representative to give us an overview of cell biology phenomena

and the way they are usually illustrated:

• Figure 5.3 depicts the immune response in the context of a cut,

• Figure 5.4 focuses on the escape of cancer cells from a bladder to a collagen field,

• Figure 5.5 proposed by Jean-Luc Coll, is taken from a biology article [SMJ18] and

represents the propagation of a tumor and the consequence of the surrounding environment.

Figure 5.3: Immunology illustration from the magazine Globule, by our collaborator. © Renaud Chabrier.

From our observations, we first roughly classified elements according to their level of organiza-

tion:

• Upper level (everything upper than intermediary): skin (Figure 5.3) and bladder (Figure 5.4),

• Intermediary: vessel and fiber network,

• Cellular,

• Mesoscale (from inside of cells and lower): inside of shapes.
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Figure 5.4: Illustration of the cancer cells propaga-
tion and escaping the bladder. © Renaud Chabrier.

Figure 5.5: Illustration of the propagation of a
tumor from Figure 1 of [SMJ18].

Then, when looking at their representation, we had organic (bladder, vessels, cells, and inside

cells), linear (fibers) shapes, and large surfaces or volume (skin). We also noted the variety of

rigidity parameters needed to depict various types of fibers: soft for Figure 5.4 and more rigid for

Figures 5.3 and 5.5.

For the motion part, we noticed that in Figures 5.3 and 5.5, the cells are navigating inside the

vessels, or more exactly, they let themselves be carried by a flow.

Finally, we identified four different deformation behaviors:

• Deformation of a cell during a change of context and adapted to the escape hole’s size

(Figure 5.3 and top of Figure 5.4),

• Cellular division (Figure 5.5),

• Adaptive deformation of a cell to navigate in a cluttered environment (Figure 5.4 bottom),

• Deformation of a vessel due to the tumor growing around it (Figure 5.5).
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Schematic vocabulary

The biologist working with us completed these observations by introducing the schematic

vocabulary used to represent the dynamics in biological illustrations (see Figure 5.6):

• for the individual motion of an element,

a single arrow representing the trajectory path,

• for the flow inside a vessel,

three arrows followed by a straight line (homogeneous flow) or by a curve line (friction

forces increasing towards the vessel borders and decreasing in the middle),

• for gradient concentration,

from the environment, an isosceles triangle that partitions its surrounding environment

into isolines to first attract elements towards its basis and whose amount of gradient is

represented by its height,

from a specific element, dispersion waves propagating in space following the element’s

isovalues and expressing a decreasing concentration.

Figure 5.6: Schematic vocabulary in biological illustrations, examples of use in three different situations.
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Narrative scenarios

The three previous sections have respectively described our objective, the basic guidelines on

representations, the motions and deformations we are targeting, and the schematic vocabulary we

can use to insert motions and/or control them through attraction forces within an environment.

Thus, the final step is to describe our target phenomena as narrative scenarios, which involves a

series of key steps.

For the narrative scenarios presented below, we have mostly focused on the main steps of

creation and animation to reproduce the main idea of a phenomenon. Indeed, since our objective

is to depict a phenomenon in a simple way, we did not address all the small events that can occur.

Furthermore, throughout the design pipeline, the first step is always to create the default, "stable"

environment within which one or a series of triggering events will bring the phenomenon into

existence.

For the phenomenon described in Figure 5.3, the triggering event is the cutting of the tissue,

which separates the tissue into two parts, and also impacts the fibers and the vascular network. In

addition to cutting the structures, this event directly results in blood cells near the cut escaping

through it. On the other hand, the white cells, actors of the immune response, are attracted by the

edge of the vessel containing them. They then roll on the vessel’s inner border before escaping by

deforming their shape to pass through holes. These escaped cells are then drawn to the cut to help

the wound heal.

For our second case study (Figure 5.4), the cancer cells inside the bladder continue to divide,

resulting in increasing the local pressure. The triggering event can be seen when the cells manage

to escape the bladder by making holes in it. Some cells may even group together to force their

way out of the bladder. They then have to adapt their shapes to navigate the cluttered environment

made of a fiber network.

Finally, for our last phenomenon in Figure 5.5, the triggering event can be seen primarily

as the division of cancer cells. Indeed, successive divisions first increase the pressure of the

environment and the permeability of the vessels. Secondly, as tumor cells are spread out in space,

they can interact with the surrounding entities when they approach them. For example, they

deform a vessel by pushing its surface, which can also help these cells obtain more nutrients that

promote the process of cell division. One case not desired in real-life situations is to see cancer

cells enter a vessel and then navigate the vascular systems, with the prospect of infecting another

area. Finally, when these cells are in contact with a set of fibers, they deform the fibers (elastic

force) to a certain point before breaking them.
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5.3 Overview

5.3.1 Our concept: Narrative sketches

Figure 5.7: Overview of the preliminary state of our tool. a) The user paints a region to define a 2D
silhouette; b) The sketch is inflated into an implicit surface (a 3D surface, here visualized using expressive
sketch-like rendering); c) The user can sketch cell center-points to texture the vessel; d) The vessel could
be made partially transparent to insert nested structures (e) The user can add cells, schematic symbols, and
even defined keyframe snippets.

Based on representation and narration in biology, we propose a new type of 3D sketching

targeting the exploration and communication of animated phenomena. During the interactive

session, a biologist can progressively convey the understanding of a phenomenon using sketch

inputs. In particular, as illustrated in Figure 5.7, these inputs remain simple and representative

enough to let the user easily model a shape or a distribution of elements but also add dynamics

constraints or define new deformation processes without any specific editing pipeline. We call this

framework Narrative Sketches.

In addition to this concept, our main technical contributions include:

• a solution to create a 3D illustration,

defined as a set of evolving and nested virtual worlds,

and the tools to create it,

• an interactive solution to insert animation in a 3D sketch,

based on a simple vocabulary inspired by standard representations in biology,

and keyframe snippets.
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Figure 5.8: Overview of our interface with the sketching environment, the toolbox, and the timeline.

5.3.2 Presentation of our interface

On our interface (see Figure 5.8), the user can create and animate a 3D scene using the different

modes proposed in the toolbox. We render the scene using a perspective camera whose parameters

can be updated at any time to navigate in the 3D environment.

We have divided our menu into two main parts: a toolbox and a timeline. The timeline is

played automatically each time a new element is animated and no matter the editing order. In

addition, the user can click on the stop button to reset the positions of all the animated shapes. We

have decomposed the timeline into regular time samples.

Following the left to right order, our toolbox is composed of:

• two brush parameters: a width slider and a color picker;

• four modeling modes: the painting brush to model organic shapes,

the leopard patch to draw a Voronoi-style texture on a surface,

the cutter to partially open a vessel around the cutting stroke;

• four animation modes: the single arrow to either create a trajectory path,

the branching arrow for a flow field (inside a vessel),

the triangle to create a global concentration gradient,

the pencil to sketch keyframe snippet;

• two local zoom in and out and the classical load and save buttons.
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Figure 5.8 presents the current functionalities of our interface. The final one will con-

tain a feather to sketch distribution sample, which would be automatically synthesized in 3D

(using the method in Chapter 4) and the radiation mode for the local concentration gradi-

ent around an element.

5.4 Creation of a biological environment

Our goal is to let biologists construct a complex 3D environment serving as support for their

phenomenon of study.

5.4.1 Evolving and nested virtual worlds

Nested structure

From our first categorization of shapes (Section 5.2), we can directly notice that a biological

environment can be composed of elements at multiple levels of detail. In addition, these elements

are usually embedded in larger-scale structures, such as a vessel in which cells navigate or the skin

wrapping everything. Therefore, we can first describe our 3D environment as a nested structure of

theoretically, an infinite number levels of detail.

Nested virtual worlds

Moreover, if we consider our analysis of the motion when a cell moves inside a vessel, its

motion is guided first by the flow but also by the shape of the vessel and possibly by some

additional constraints imposed on this vessel. The same can be said, for example, for the elements

inside a cell.

Therefore, as illustrated by Figure 5.9, we consider the environment of a phenomenon as a set

of virtual worlds, the latter consisting of a habitat and virtual sub-worlds. For example, a vessel

can be seen as a virtual world whose habitat contains a plasma (and potentially a set of properties

or constraints) and a set of virtual worlds that are mainly cells. At the cell virtual world level,

the habitat is composed of a cytoplasm and the virtual sub-worlds are even tinier elements. The

properties of a habitat, such as density, fluidity, compressibility, impact the displacements of the

virtual sub-worlds living inside it. Thus, we extend our previous definition by representing our 3D

environment as a set of nested virtual worlds.
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Figure 5.9: Overview of our nested virtual worlds model. Notations: Wi and SWj stand respectively for
virtual world i and virtual sub-world j, Hk for the habitat of the virtual world k.

Evolving and nested virtual worlds

Finally, because of their their ability to be guided by the user’s strokes and especially deform

to escape a habitat, virtual sub-worlds such as cells are not attached to a specific virtual world. In

particular, after leaving their current virtual world, such sub-worlds will be connected to another

one as depicted by Figure 5.10, thus their displacement and potentially deformations will be

updated according to the habitat of new virtual world. Therefore, we can extend our definition

again to take into account the evolutionary property of our nested virtual worlds.

Figure 5.10: From nested virtual worlds to evolving and nested virtual worlds. Same notations as before:
Wi and SWj stand respectively for virtual world i and virtual sub-world j, H for habitat. Note that the
sub-world labeled SWi in Wk is leaving its current virtual world (Wk) to arrive in W0.

This structure, quite simple in appearance, brings a lot of freedom to the creative process. For

instance, as each world is defined individually and only its motion is relative to the surrounding

habitat, there is no hierarchy of creation. Indeed, through this structure, we also promote multi-

scale design without the constraint of creating the container before the content.
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5.4.2 Modeling tools

In this section, we present the modeling tools we provide to users to create their 3D environment.

In particular, as analyzed in Section 5.2, a virtual world can have various shapes, ranging from

organic to linear and extruded surfaces. In addition, they can have an outer layer of texture and

be part of a distribution. Finally, to match our evolving and nested structure, we support two

modeling processes: creating a new virtual world directly in the global environment or defined as

a sub-world of an existing world. In the latter case, we took inspiration from illustrative rendering

to introduce a cutting tool that allows users to visually open a part of a shape to see its interior and

create sub-shapes within it.

In our current implementation, we propose the following sketch-based tools:

• 2D silhouettes drawing to model organic shapes,

• distribution sample to create a 3D field of fibers,

• dot placing for surface texturing,

• cutting gestures to create a cutting window on a surface, similarly to cutter cutting.

Modeling organic shapes from 2D silhouettes By their organic nature and their ability to split

into pieces, implicit surfaces were chosen as the best model to represent what we defined as

organic shapes (bladder, vessel, cell, inner structures in a cell, etc.). To keep the sketching part as

simple as possible, we used the work of Bernhardt et al. [BPCB08] and Zanni et al. [ZBQC13]

to infer an implicit surface out of a user’s 2D painting region (see Related work 2.1.1). To give

a brief overview. The user paints a region from which they extract a convolution skeleton. This

skeleton is then warped and convolved to generate a scale-invariant field. Finally, they generate

the desired surface from this field by an implementation of the Marching Cubes algorithm.

To provide a non-photorealistic but expressive rendering, we adapted the fragment shader of

the resulting surface by adding some Phong shading, a Fractional Brownian Motion noise, and

also some contour detection and bump recognition, as depicted in Figure 5.11.
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Figure 5.11: Example of vessel modeled on our system using Matisse [BPCB08] and enhanced with the
Scalis [ZBQC13] field functions.

Synthesizing a sketched distribution From our case studies, we estimated that 3D environ-

ments are usually filled with arrangements of elements. To cite a few, it can range from field of

fibers to distribution of cells, on and inside a vessel and on the skin tissue. Up to now, we have

only proposed tools for the generation of a field of 3D fibers and the texturing of vessel-like shapes.

Creating a 3D field of fibers from a sketch (in process of transfer)

To let the user model the desired 3D field of elements in a simple way, we rely on an example-

based synthesis and especially on the algorithm we proposed in Chapter 4. When this feature

is transferred in the narrative sketching system, the biologist will be able to sketch a 2D sample

of the desired fiber distributions. From this sketched sample, a Support Structure Hierarchy

encoding the distribution parameters will be constructed and guide the real-time generation of a

3D environment inspired by the input. In contrast to the interactive exploration proposed in the

last Chapter, we plan to display a 3D distribution block that can be moved and spatially extended

by the user through direct manipulation.

Texturing the outer layer of a vessel

As illustrated in Figures 5.3 and 5.5, the vessels we target are composed of an external texture

partitioning the space into regions. To achieve this and enrich our illustrative rendering, we assume

that this partition can be represented by a Voronoi diagram on a free-form surface.

The ideal solution to achieve this would be to let the user define a sample of Voronoi cells on

a surface and use a dedicated synthesis algorithm to propagate this distribution over the whole

surface. The coarse Voronoi regions would then be defined by computing the geodesic distance

between these cells and the surface triangulation. As the last step, a refinement of the mesh would

have allowed obtaining a higher resolution of the Voronoi cells delineation. However, finding

and computing the geodesic distance and the local refinement/re-meshing step may result in an

algorithm that is too computationally expensive for our real-time needs.

On the other hand, we propose a simple yet improvable solution, which consists in letting the

user click on the surface to position the Voronoi cells. Currently, the user has to define all the
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centers of the Voronoi cells but we plan to improve this step using an existing synthesis algorithm

adapted to this task. We create our Voronoi cells by calculating the Euclidean distance between

the Voronoi cells and the vertices of the surface to group them with their closest kernel. Indeed,

we assume that in the case of close Voronoi cells, the Euclidean distance can be considered as

an acceptable approximation of the geodesic distance. However, as explained above, depending

on the mesh triangulation, this can lead to a too coarse partitioning. To solve this problem, we

apply a single refinement pass locally at the separation of two coarse regions. Figure 5.12 shows

the result of our simple approach in the case of a 3D vessel.

Figure 5.12: Example of texturing: (left) original vessel on which the user has positioned dots; (right)
results from our texturing and according to two different viewpoints.

Visually opening a virtual world To allow the user to model sub-worlds directly within existing

worlds, we propose a cutting tool similar to the cutter in that the length of the cutting stroke will

determine the degree of openness. Indeed, we have followed the Figure 5.3 in its concept of a

cutting window. Furthermore, we especially account for the fact that the structure the user will cut

(ex: a vessel) would be in 3D, so it would not be possible to cut everything in the same cutting

plane. As this feature is one of those still under study, two different scenarios for the opening of

virtual worlds are still being considered: rectangle or eye-shape clipping. This choice is especially

undetermined if the surface does not contain any texture; otherwise, the opening should follow

the partition stitches. In the same spirit, the type of opening is correlated to the chosen distance

function that can range from Gaussian to more complex convolution fields.

In addition, to allow opening and closing at any time and in various places in a virtual world,

we decided to preserve the geometry of the surface and rely solely on the fragment shader to

remove the unwanted areas. Figure 5.13 shows a simple example of cutting a surface containing a

texture.

While this section focused on creating a 3D environment, depicting the underlying phe-

nomenon also requires inserting animation cues that need to be simple to sketch and whose

functions are easy to comprehend.
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Figure 5.13: Example of visual opening: (left) original and textured vessel on which the user has drawn
the cutting stroke; (right) results from the cut and after the user has inserted some cells inside.

5.5 From motion depiction to animation

To insert animation into a 3D environment, we rely on the schematic vocabulary extracted from

our analysis (see Section 5.2) to have the correspondences between the schematic depictions,

which biologists are usually familiar with and the expected behavior. In particular, we propose a

dynamics model to encode such animation. However, these schematic depictions only act on the

motion of animated shapes, from flow to attraction field. Therefore, we complement this model

with the possibility to design deformation states through the introduction of our new concept of

keyframe snippets.

5.5.1 Dynamic model & depiction of the standard representations

Even in the context of schematic representations where the goal is not to simulate motion, the use

of simplified physical models, such as those we have used in architecture to deform buildings, can

be interesting. Thus, we have adopted the following approach: forces are used for the animated

elements to follow the user’s gestures while remaining capable of interacting with each other

and with obstacles. A force can either represent a motion to follow or a constraint to maintain.

Moreover, motions and deformations generally respect intrinsic constraints (e.g., preservation of

length, area, or volume for lines, surfaces, and solids, respectively). Finally, adding or removing

forces allow the user to test different hypotheses.

From the identified schematic vocabulary (see Section 5.2), we propose the following tools

and associated behaviors:

Individual arrow: one free-form stroke drawn by the user and represented by an arrow. This

tool is only applied to the element closest to the beginning of the stroke and can be seen as a

trajectory. Furthermore, as we want to use the speed of drawing as trajectory speed, we defined

the underlying force by the gradient of the potential, taken at positions along the trajectory.
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Flow: one stroke represented by three arrows and then another one for the friction factor. In

contrast to the previous mode, the arrow is straight, and its direction is computed only from its

first and last points. We compute the speed flow from the difference between these extreme points’

time. We assume a flow to always be inserted on a habitat (see Section 5.4.1). The principal

challenge of this flow tool is that the user only defines the desired flow field locally, and the latter

should propagate throughout the whole structure where this habitat lies. Two behaviors can be

used to achieve this. The first one consists of hard coding the flow direction throughout the whole

structure, for instance, relying on a graph structure and retrieving all the local flow directions from

the surface’s skeleton bone directions. However, in the case of large vascular network, this can

easily lead to a heavy structure. The alternative is to define a default flow direction as the user

sketches it and rely on local collision avoidance with the surface’s borders to compute locally the

desired flow. While this solution does not require constructing a data structure, this may lead to

undesired oscillations on the resulting motion (ping-pong effect). Indeed, we are currently looking

for an optimal solution based on the default flow concept but using an intermediary region search

local flow process. In addition to this flow, we provide more turbulence in the motion by adding

some random noise motion.

Gradient triangle: one click to position the base and then drag-and-drop gesture to position

the last vertex, and thus, orient and scale the represented triangle. As for the flow, we associate a

triangle with a habitat. As a first simplification of this tool, we considered this tool as an local

attraction. In particular, the triangle partitions its surrounding environment into isolines parallel to

its height direction and whose potential values are computed from the ratio between the height

over the base. Therefore, we define the associated force by first computing the potential of the

two isolines surrounding the element to animate and taking the gradient of these potentials.

Figure 5.14 illustrates our flow and gradient triangle tools.

Figure 5.14: Representation of the flow and triangle gradient. Note that the gradient triangle can be
oriented in any direction.
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In addition to these tools, we added some collision detection and avoidance algorithm between

animated sub-worlds and virtual world borders.

The schematic motion-design vocabulary we have defined, combined with the collision

constraints, allows users to create a default animated environment. However, they are only focused

on motion and are not suitable for the deformations that occur during a phenomenon (e.g., cell

deformation to escape a habitat, cell division, etc.).

5.5.2 Deformations from sketches

To enable easy depiction and control of deformation, we have explored two approaches: deforma-

tion to escape from an environment by sketching holes on the surface and keyframe snippets.

First approach: sketch holes on the surface

Based on the identified deformations extracted from our case studies, one of the most common

deformations taking place were those used to escape from an environment. The main characteristic

of this deformation is that the amount of deformation varies with the size of the hole. To specify

this hole size and determine the amount of available space for a shape to escape, we let the user

sketch either a set of segments (dotted area) or a ring-shaped hole on the contact surface.

Let t be the shape to deform (target) and h the hole. We want to model the following phe-

nomenon:

• if Rt < Rh, the target will escape without any deformation,

• if Rt ≫ Rh, the target’s compression will be too important so the escape will be impossible,

• otherwise, the target will deform at constant volume,

with Rt , the target half-width and Rh is the hole’s half inner width.

We assume that the target, and the surface carrying holes, are represented by implicit surfaces.

Therefore, we simulate the hole on the surface by adding to the potential field of the surface,

a deformation field attached to the hole region. To match the desired behavior, we defined

our deformation field as follows.
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First, we partition the concerned region into three parts: an outer interior ring, a middle

ring, and the rest (around the center). Then we have:

• Negative field in the outer interior ring to locally compress the target and makes it fit inside

the available space,

• Positive field in the middle ring as to roughly preserve the target’s volume,

• No field for the rest as the target has enough room to pass.

As this lead is still in progress, in our current version we did not really look at an accurate

model to preserve the volume during the deformation, see Figure 5.15.

Figure 5.15: Early results on our deformation field approach.

While we could extend this approach to provide a valid model for shape deformation in a

limited space, this method is specific to implicit surfaces and this kind of deformation. In addition,

it would not be easily extendable to a variety of deformations such as cell division.

Second and chosen approach: keyframe snippet

To handle a wider variety of deformations with possible topology change while leaving the

user in control, we introduce a new concept of keyframe snippets. We define a keyframe snippet

by a set of deformation states (or keyframes) and a stroke gesture (for the deformation timing).

As illustrated in Figure 5.16, the specific interface for this process is composed of three parts:

sketching, gesture, and visualization. For sketching, we drew on the painting metaphor used to

create organic shapes to let the user paint the deformation states. Since the shapes we target are

generally relatively simple, this technique allows users to quickly define the desired deformation.

The user then sketches gesture strokes to define the timing between two key poses. Finally, the
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visualization tab provides direct feedback on the appearance of the deformation. If the user is not

satisfied or wishes to refine the deformation, the other modes are still available for editing.

We mainly base our current deformation model on Galin’s [Gal97] thesis and in particular, the

work on the characterization of the Minkowski sum of two polyhedra and the metamorphosis of

BlobTree. To avoid tedious matching, we rely on the Minkowski sum characterization to compute

approximate correspondences between vertices of the source and target skeletons. Then, we

discretize this formula to obtain a set of vertex positions for each of our intermediate shapes. We

also simplify the morphing by displacing only the source vertices while keeping their connectivity.

As illustrated in Figure 5.16, the morphing is far from accurate (no volume preservation for

example) but it gives us a first model to improve.

Figure 5.16: Early results on our keyframe snippet approach.

A first improvement would be to take all the skeleton features, such as the potential field,

during the morphing to make a smooth transition from the source and target and match the desired

target pose. In particular, this skeleton-based approach might be even more suitable to our cell

division deformation thanks to the implementation of Scalis [ZBQC13] in Matisse [BPCB08],

which makes implicit surfaces only blend if they are in contact. In addition, the recent work

of these authors has allowed the skeleton to express the topology [ZGC15] but it has not been

implemented in Matisse. Finally, we could also consider solutions combining some ideas explored

in our two deformation models.
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5.6 Perspectives of validation & Discussion

As this work is still under implementation and improvement, our results are limited to the ones we

presented throughout this chapter; therefore, we can not provide a proper validation of our method.

5.6.1 Narrative scenarios

As a short-term objective of validation, we plan to use the narrative scenarios described by our

collaborators to test the general applicability of our system but also verify if our choices of

models for our sketching tools were relevant.

5.6.2 Discussion

Let’s discuss the main features we currently offer and how they could be improved.

Texturing

As explained in Section 5.4.2 our simplistic model for texturing surfaces (skin, vessels) with a

cell texture could be improved. To find a better balance between accuracy and real-time, it would

be useful to first rely on a synthesis algorithm to decrease the user’s work while maintaining

real-time. An alternative could also be to provide a coarse texture in real time and gradually

converge toward the accurate one. However, this may cause some visual disruption to the user.

Visual cut operation

Although we made the choice to cut only a window of surface, it could be interesting to set

up a comparative user study to get more feedback about this choice or propose both possibilities.

Indeed, proposing a complete opening along a certain viewpoint can ease the creation of virtual

worlds as the access to the interior of this surface would be bigger. However, the concept of

opening only a window allows the user to only focus on a small part of the data. Leveraging

this window concept, we could also consider a brush that makes the first surface encountered a

transparent area. In addition, this local area could also benefit from the example-based synthesis

framework as the user will only need to specify a sample distribution in this area, which will be

generated all along the surface. In this sense, the user will define the desired sample area while

sketching directly in the context of the interior.

Variety of animation

This work focused on the ability to reproduce biological scenarios from inspirational illus-

trations. Based on our prior study and collaboration with a biologist, we tried to offer the most

simple and understandable sketching tools. While we mainly focused on deformations of cell

shapes, we had identified during our analysis other deformations, such as the deformation of a
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vessel due to the pressure of the tumor growing on it. Such an example may be more complicated

to represent by our keyframe snippet models because we assume motion during the deformation.

One solution to this could be to let the user "pinch" the vessel at the desired location, but it might

be complicated to correlate this with the pressure of the tumor. Another extension would be

to augment our schematic vocabulary with the ability to insert, for example, pressure cues. As

various types of pressure could happen in a system, a color code or other indication could help

preserve the sketch readability. With this in mind, the possibility of having indications on some

properties like the rigidity of fibers could also increase the range of application of our system.

5.7 Conclusion

In this chapter, we proposed a new 3D sketching tool dedicated to the narration of biological

scenarios, a problem still little addressed in the literature. Based on a detailed analysis of biological

illustrations and a collaboration with a biologist and a professional artist, we introduce the concept

of Narrative Sketches allowing both the creation and animation of shapes from a simple sketch

and aiming at the representation, communication, and exploration of a biological phenomenon.

Our final tool will be the first one, to our knowledge, to combine sketch-based modeling,

sketch-based distribution synthesis, and sketch-based animation. The strength of our approach lies

in the fact that both the creation and animation rely on simple sketch inputs, either by sketching

linear fibers, relying on painting metaphors, or schematic representation. In addition, we extend

the concept of nested structures to evolving nested structures promoting freedom in creative design

and we propose a simplified physical model to infer both motion and deformation of shapes.

Future work: In addition to the short-term improvement of our system, we see two principal

axes of extension.

While we rely on the standard representation of dynamics in biological illustrations completed

by our keyframe snippet model, there is still room for other intuitive ways to create deformation or

motion from sketches. For example, the schematic vocabulary used in comic strips could provide

simple and understandable sketch symbols. Another interesting avenue would be to use a "thin"

(in opposition to deep) learning approach and extend example-based synthesis to sketch-based

animation when the motion of an element (or a set of elements) is analyzed and synthesized on a

specific set of elements, for instance, all the white cells. To increase the potential of this approach,

allowing the user to use both direct gestures (such as shaking the cell with the mouse or pen) and

sketch-based input could allow for more varied animation samples.
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The other direction of future work concerns multi-scale creation, representation, and visu-

alization. While our evolving nested structure promotes an infinite level of details, our current

implementation follows our case studies and focuses on only a few levels of representation. Indeed,

our shape representation is independent of the camera’s zoom, and if a user zooms in on the

interior of a cell, some rendering problems may appear. In particular, this level of representation

leads to two challenges: how to adapt the rendering of a shape according to the current level of

detail; and how to transition between these representations. Such systems supplemented by a

sketch rendering would enforce the notion of nested sketches. Some related work has already

explored this issue of multi-resolution visualization and abstraction representation but only in

the context of molecular structures [vdZLBI11].
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Throughout this thesis, we have explored sketch-based solutions for modeling shapes and textures,

synthesizing shape distributions, and animating shapes. Motivated by the current imbalance

between the richness of a paper sketch and its simplified representation when used on digital media,

we proposed three real-time, user-friendly approaches for digitally creating augmented sketches:

• a new type of 3D sketch for easy creation and exploration of ideas applied to the preliminary

design of man-made shapes and tested in the context of architectural design;

• a new synthesis framework from a sketch representing anisotropic distributions of bounded

and unbounded elements, both in an extended 2D domain and in an immersive and

exploratory 3D environment;

• a new 3D sketching framework dedicated to the representation, exploration, and communi-

cation of dynamic phenomena, tested in the context of cell biology.

For the design of all these three projects, we have relied on the issues identified in the

introduction to set up our key contributions, namely the synthesis of anisotropic distributions from

a sketch, nested sketches, and finally, time-evolving shapes guided by the user’s sketch. In the

following, we present how these contributions contribute to enhancing the creativity of the user.

Synthesis of anisotropic distributions from a sketch Motivated by anisotropic arrangements

of shapes in architecture and biology, we have developed an interactive tool on which the user

can quickly sketch anisotropic distributions that our system synthesizes in a larger 2D domain

or a 3D environment that can be interactively explored. To interpret a sketched input, we first

introduce a set of design guidelines expressing constraints on the desired synthesis. We then

introduce a nested structure (Support Structure Hierarchy) to encode the key anisotropic features

present in the user’s 2D sketch. Based on these guidelines and this structure, we first propose

a coarse-to-fine synthesis method in an extended 2D domain. Then, we extend sketch-based

modeling to anisotropic 3D environments by embedding this extended distribution in 3D. Using
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simple perceptual adjustments, users can immediately explore a 3D environment inspired by their

sketch. The user may also set the default parameters of the synthesis environment and return to

the sketching interface to edit the input and perform a new synthesis.

Nested sketches: While the creative process of designing a complex building may seem very

different from synthesizing anisotropic distributions or even illustrating a cell biology phenomenon,

all of these projects involve nested elements structured in a hierarchy. By exploiting the nested

property of architectural models, we have been able to provide users with visualization and

editing tools to display or hide part of a sketch. More importantly, this contributes to an easy and

consistent design throughout the editing process, which is essential to promote user creativity

in both the creation and exploration of alternative options. On the other hand, as our Support

Structure Hierarchy points out, it can also be used to extract, encode, and replicate the multi-scale

anisotropic structures present in a sketch and in an efficient manner. Furthermore, this allows

to maintain a good level of visual diversity in the synthesized distribution of elements. Finally,

in the context of cell biology phenomena, we have extended the notion of nested structures to

evolving nested structures in which virtual worlds are defined as individuals and their motion

is constrained by their parent but they can deform to leave the latter and become the child of a

new one. The strength of this structure is that it promotes multi-scale creative design without

imposing a hierarchy on the creation process.

Time-evolving shapes guided by the user’s sketch The detailed analysis of architectural and

cell biology sketches allows us to identify a set of visual cues essential for artists to convey motion,

deformation, and even alternative options. These features range from stroke density (lighter

stroke areas and over-sketching) to the schematic vocabulary used as a standard representation

of dynamics in biological illustrations. Identifying these visual characteristics enables us to first

propose sketching tools that allow users to insert the cues they are familiar with into a 3D sketch

and then use their functions/actions to extend this static sketch into a dynamic sketch. The variation

in stroke density in architectural drawings was indicating the confidence of presence which we

exploited as a confidence field upon which curves, and then surfaces, would be interactively

attracted and deformed promoting the exploration of alternative options. In contrast, the schematic

vocabulary used in cell biology represents the dynamics of shapes. This helps us define the

desired motion by a simplified physical model based on the forces associated with each symbol. In

addition, we introduce the concept of a key-frame snippet, which can be viewed as an additional

deformation symbol composed of a set of simple sketches interactively painted by the user and a

gesture stroke defining the deformation timing. By relying on morphing techniques, the shape will

be interactively deformed into the states sketched by the user. Therefore, whether for refinement

or dynamics, the evolution of the shape is always guided by the user’s sketch. Combined with

160



6. Conclusion

our nested structure, this property is even more important as the evolution of a shape affects those

of its children.

While allowing for the synthesis of anisotropic distributions present in a sketch can be an

interesting feature to add to the toolbox of a more general system, nested structures and time-

evolving shapes introduce the concept of our common and general methodology.

Perspectives

In addition to the future work specific to each chapter, we provide, in what follows, some more

general challenges whose solution would be essential to extend our contributions to more general

situations. They thus contribute to our main objective of establishing a general methodology.

Specific challenges This thesis explored solutions in sketch-based modeling, distributions

synthesis, and sketch-based animation. While our primary focus has been on combining these

creative processes, it might be interesting to look at improving each one separately. For sketch-

based modeling, one perspective might be to focus on the representation at different levels of

detail. For example, why not let the user refine a model by using its representation at different

levels of detail. In shape distributions, only few works have addressed nested distributions, in the

sense that the user can define a sample, and then this distribution is stored as a pipette that can be

used to create a higher distribution. In particular, this can also be associated with the previous

challenge regarding levels of detail. Finally, sketch-based animation brings some challenges in

how to provide in simple sketches the desired animation and for a wide variety of shapes.

Exploration of other applications To test the ability of the methodology introduced in this

thesis to generalize to more diverse situations, a first direction would be to choose another specific

application (other than architecture and biology) and apply the same main steps: analyze its

characteristics (from sketches or other types of data) and extract the features or constraints

to be added when transferring into a 3D sketch. The choice of application can be to address

a combination of sketching paradigms as we did with sketch-based modeling, sketch-based

synthesis, and sketch-based animation, or even to focus on one. For instance, for 3D characters,

distributions syntheses would not be the focus but there is room for improvement on the creation

and more specifically on the animation. In other words, many sketch-based modeling methods

can provide tools to represent a coarse model, however, it can be harder to sketch a detailed one.

On the animation side, while this thesis tackles only simple shapes, such as cells, providing the

ability to sketch the pose of more complex models to deform them on the fly remains a challenge

as the correspondences are particularly difficult to determine.
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6. Conclusion

Towards a general methodology Although we have limited our projects to specific applications,

this thesis has highlighted the potential of a future common and general system. Indeed, as outlined

in the introduction as our long-term vision, we are looking for tools that allow users to start the

creative process from coarse structures and then refine them. Then, the expressions of motion

and deformation could directly set the shape into animation while the geometric model is still in

process. In addition, indications of alternate options or prior knowledge could help users clarify

their mental vision. Finally, the user could iteratively refine the representation and animation

without going through a specific editing pipeline. This ambitious future system would offer

the most creative process possible, as it would follow the mental process of creation, from one

idea to its refinement and then to the final result.
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A
Expressive Modeling for Architecture

For this project, all the studies have been conducted physically and the architects needed to fill

out a paper survey. We described below the questions that were asked to the architects during

both the pre-study and the final user study.

A.1 Pre-study

We conducted a pre-study to understand the architects’ creative workflow and the needs and

constraints on their ideal tool. Below are the questions asked during our pre-study. In the

following, sketching refers to using the paper medium.

1. Is the sketch always the first step in designing a building? Can we start directly on digital

tools? How does this choice affect the rest of the design process?

2. How is the sketching part important for you? How does it help you?

3. How important is the part of digital modeling, whether in 2D or 3D, to you? How does it

help you?

4. Do you use digital media as a support for sketching or vice versa?

5. What is for you the ideal part between the sketch/drawing on paper and the digital modeling

2D or 3D?

6. What are, for you, the limitations of digital software?

7. What would be the perfect digital design tool for you?

8. In what way does, for you, digital software formalize the thought?

9. [Sketch Vision Part] What does uncertainty in a sketch mean to you? Is it important for

you to keep the memory of all the sketched strokes, of the hierarchy in order of importance?

In short, why is it important to keep the "draft" side of a sketch?
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10. [Rendering Part] Do you find that the rendering of 2D and 3D models in digital software

restricts your imagination/creativity? Would you like a more pencil/sketch rendering, e.g., a

scanned sketch that is represented "naturally" and can be digitally modified, or even seen in

3D?

11. [Animation Part] Would you use animation in your building design work? Sketch overlay?

Past or future uses of the building? History of creation with the different stages of design?

A.2 User study

As explained in Section 3.6.1, our user study was composed of two parts: a creative part during

which the architects were experimenting with our prototype on a WACOM tablet and a survey

part in which they needed to answers to the following questions.

The following two pages present the two examples of creative architectural projects that we

took as inspiration. In particular, we believe these examples of free-form building shapes, to be

hard to model using the standard industrial software: Sou Fujimoto’s White Tree (© Sou Fujimoto

architects) and the Cottbus library from Herzog and de Meuron (© Herzog and de Meuron agency).

In two next pages after, the reader can find the paper sheet that was provided to each user during

the study.
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User study – Visual References

Model 1: Sou Fujimoto’s White Tree

 



Model 2: Cottbus library from Herzog and de Meuron



Nested   Explorative Maps  

I. User Profile

Name:
Gender:
Age:
Years of experience in architecture:
Drawing hand:
Specialized software used:

II. Evaluating NEM

a) Learning curve :
Need for specific training                                         Immediate usability                

1                      2                      3                      4                      5

b) Free-form shapes:
Straight strokes and limited shapes    Free-form strokes and shapes     

1                      2                      3                      4                      5

c) Editing pipeline:
Imposes a specific pipeline                                                       Promotes creativity

1                      2                      3                      4                      5

d) Progressive creation, from coarse-to-fine:
Impossible                                                                                  Promoted               

1                      2                     3                      4                       5               

e) Simultaneous design of the exterior and interior of a building:
                 Impossible                                                                            Promoted

1                      2                      3                     4                       5



g) Representation of uncertainty and exploration of possible options:

Impossible of representing uncertainty                                   Possible by over-tracing                  
1                      2                      3                      4                      5

No exploration of options                                    Excellent exploration 
1                      2                      3                      4                      5

II/ Creating from a model

a) Sketching an imposed model:
              Difficulty                                                                   Easiness

1                      2                      3                      4                      5

b)  Sketching an imaginary model
                Difficulty                                                               Easy, facilitate the creation 

1                      2                      3                      4                      5

III) Comparison with the frequently used digital software (precise the software)
- Software 1: 
- Software 2 (to answer under the results from Software 1):

a)  Slower learning curve for NEM                                    Faster learning curve for NEM 
1                      2                      3                      4                      5

b)    NEM is less suitable for the creation                                  NEM is better for the creation
1                      2                      3                      4                      5

IV) Remarks and free comments (what I like, what was missing, possible use)



B
Anisotropic distributions from a sketch

B.1 User study

This appendix completes Section 4.6.2 with screenshots of our online study as well as some

results from users during the drawing session.

B.1.1 Drawing session

During the drawing session, the user was asked to draw to complete a provided sketch in an

extended domain delimited by a black square. The ratio between the input sketch and the output

domain was 1 : 2. For this interactive session, we sorted the tasks by increasing orders of

complexity. Using a toolbox composed of a pencil and an eraser, the user had no timer to achieve

the tasks. In the following Figures B.1, B.2, B.3 and B.4, the title and the left part (in a)) was

what the user was seeing, in addition to a small toolbox menu. In addition, most of the examples

were done with a mouse by non-artistic skills users.

For the first example, no anisotropic distribution was presented thus the task was just to

preserve the bounded shapes during their replication. The idea was mainly to let the user be

familiar with the presented interface and the main goal. Figure B.1 presents on the left, the

provided input, and on the right, four results from users.

For the second task, we first introduced the notion of unbounded shapes without giving any

indication to the user. We expected users to extend and replicate the unbounded shapes to the

extended domain while avoiding intersections both inside a group and with another group. As

depicted by Figure B.2, users globally respected the anisotropic distributions, while some decided

to create loops (see the bottom right result).

We completed the previous example’s goal by adding a singularity with the two vertical lines.

We supposed that users would extend all the curves but only replicate the horizontal ones. From
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all the results and as presented in the sample in Figure B.3, most of the outputs consist in just

extending the bounded strokes to the output domain thus, this task has not been considered for our

validation.

Finally, we closed this drawing session with an input composed of bounded shapes aligned

along with two directions. The objective was to check whether users would preserve the anisotropic

distributions. From the results in Figure B.4, the users saw different patterns regarding the

anisotropic distributions of these shapes. Considering the limited available space, users usually

favored either one shape or one direction over the other.

Figure B.1: Replication of bounded shapes: a) provided input with an empty area around it; b) set of four
outputs taken from the users answers.

Figure B.2: Unbounded shapes extension and replication without collision: a) provided input with an
empty area around it; b) set of four outputs taken from the users answers.
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Figure B.3: No replication of singularity and no collision for unbounded shapes: a) provided input with an
empty area around it; b) set of four outputs taken from the users answers.

Figure B.4: Bounded shapes alignments: a) empty data; b) set of four outputs taken from the users answers.

B.1.2 Comparison session

After letting users complete a provided input, they were asked to choose one or several outputs

(depending on the task) from a provided 2D input. The goal was to pick the ones they thought to

be the closest from the example. We believed that it was important for them to see at least two

alternative options, no matter what they had drawn before. The number presented under each

choice presents the proportion of users that picks this option. For the last task, as users could

pick all the 3D immersions, we affected either 1 if the choice was unique, 0.5 if two choices were

picked, and 0.3 if all the solutions were considered correct.
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For the first two examples illustrated in Figure B.5, the user was asked to choose a unique

solution between two alternative methods or none of them. We focused these examples on

unbounded shapes and on our two less common design guidelines, which are the non-repetition

of singularity, and no overlap of unbounded shapes in the output if they are not present in the

input. The first input presented two groups of curves that are getting closer towards the end of the

input space. The choice was between no overlap avoidance, a solution to overlap avoidance, or

none of these outputs. Depending on the user choice at this step, we adapted the outputs for the

second example to only focus on the replication of singular elements. The numbers below the

repetitiveness task represent the proportion of users who picked no repetition on singular elements

both for the case of with and without overlap.

Our second set of comparisons focused on evaluating our method with the method of Landes

et al. [LGH13], after rendering the outputs from Landes et al. with the same style as ours. At

this step of comparisons, we let the user pick both outputs if he or she considered that they were

perceptually equal. Figure B.6 presents the outputs from Landes et al. and our method and under

them the proportion of users who picked which choices.

Finally, to fix our depth choices for 3D immersion, we presented to the user GIF clips showing

different groups of depth parameters for unbounded shapes (top) and bounded ones (bottom) (see

Figure B.7). For both shape type, we assigned different 3D parameters (mid-point depth and

slope) to lead directions, fiber medians, support segments or individual strokes.
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Figure B.5: (top) Comparison between overlaps or not: a) input, b) choice. (bottom) Comparison between
repetitiveness or not: a) input b) choice.

Figure B.6: Comparison with the best state-of-the-art method ([LGH13]).
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B.1. User study

Figure B.7: (top) Comparison between 3D immersion for the unbounded strokes: a) input, b) 3D parameters
determined at the lead direction, the fiber median or the fiber level. (bottom) Comparison between 3D
immersion for unbounded strokes: c) input, d) 3D parameters determined at the fiber median, individual
stroke or support segment level.
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Titre : Croquis dynamiques : Modélisation hiérarchique de scènes complexes et évolutives

Mots clés : Systèmes d’aide à la création, Informatique graphique, Modélisation par esquisse, Animation par
ordinateur, Modélisation géométrique

Résumé : Les représentations visuelles sont essentielles
pour explorer et communiquer une idée ou un phénomène.
Alors que les logiciels numériques pour la modélisation 3D
et l’animation restent complexes et spécialisés, ils ne fa-
vorisent généralement pas la créativité. En particulier, ils
ne permettent pas l’ébauche rapide d’options alternatives.
Ainsi, le croquis sur un support physique reste jusqu’à main-
tenant, la manière la plus simple et générale pour créer
de telles représentations. Récemment, les techniques de
modélisation par esquisse ont été intensément étudiées
pour la création de modèles 3D mais seulement peu d’entre
elles se servent du croquis comme entrée pour créer et
immerger les utilisateurs dans un environnement 3D, gui-
der le mouvement ou encore explorer des hypothèses.
Cette thèse se concentre sur la modélisation temps-réel
de scènes complexes et évoluant dans le temps à partir
d’entrées croquis. Plus précisément, la vision à long terme
serait de fournir aux utilisateurs une sorte de crayon ’aug-
menté’ leur permettant de créer interactivement une scène
3D composée de formes qui peuvent être mises en mouve-
ment ou déformées tout en permettant le raffinement à la
fois sur la création et le mouvement, sans se voir imposer
d’ordre spécifique dans ce processus de création. Grâce
à une collaboration avec des architectes, nous avons tout
d’abord mis en place Nested Explorative Maps, un nouveau

type de croquis 3D dédié à la création rapide et l’explora-
tion d’idées pour le design préliminaire de formes architec-
turales. Notre modèle permet d’esquisser du grossier aux
détails des structures imbriquées afin de donner forme à un
bâtiment en 3D, du plan de sol aux détails d’intérieurs et de
façade, tout en gardant les traits de l’utilisateur et permet-
tant une navigation interactive à travers les designs alterna-
tifs suggérés visuellement par le croquis.
Nous avons ensuite abordé la synthèse de distributions ani-
sotropes à partir d’une esquisse comme un outil général
de création de contenu à la fois en 2D et en 3D. À par-
tir d’une analyse multi-résolution sur les distributions de
formes présentes dans un croquis, nous proposons une
méthode efficace pour la synthèse de ces distributions dans
un domaine 2D étendu. Une intégration 3D de cette nou-
velle distribution a également développée, complétée par
une illusion de profondeur afin de permettre aux utilisateurs
une immersion immédiate dans un environnement 3D qui
s’inspire de leur croquis.
Enfin, nous avons collaboré avec des biologistes afin d’ex-
plorer les croquis 3D animés, dans lesquels les mouve-
ments et déformations de formes organiques peuvent être
exprimés et raffinés à travers l’utilisation d’un vocabulaire
schématique inspiré des représentations standards de leur
domaine et d’encarts d’image clés.

Title : Dynamic sketches : Hierarchical modeling of complex and time-evolving scenes

Keywords : Creative artificial intelligence, Computer graphics, Sketch-based modeling, Computer Animation,
Geometric modeling

Abstract : Visual representations are essential to explore
and communicate an idea or a phenomenon. As digital soft-
ware for 3D modeling and animation are still complex and
specialized, they usually do not favor creativity. In particu-
lar, they offer no easy way to quickly draft a series of al-
ternative options. Thus, up to now, sketching on a physi-
cal medium remains the only simple and general means to
create such representations. Recently, sketch-based mode-
ling techniques were intensively studied to create 3D mo-
dels but only few techniques use sketching as input to create
and immerse the users into a 3D environment, guide the
motion of shapes or explore hypotheses.
In this thesis, we focused on the real-time modeling of com-
plex and time-evolving scenes using only sketching as in-
put. More precisely, the long-term vision would be to provide
users with an augmented pen enabling them to interactively
create a 3D scene composed of shapes that can be put into
motion or deformed while enabling refinement both on the
creation and motion without any editing pipeline.
Through a collaboration with architects, we first introduce
Nested Explorative Maps, a new type of 3D sketch for the

easy creation and exploration of ideas applied to the pre-
liminary design of man-made shapes. Our model enables
coarse-to-fine sketching of nested structures to progressi-
vely shape a 3D building from the floor plan to interior de-
sign while keeping the original strokes and allowing interac-
tive navigation through the alternative design that the sketch
visually suggests.
We then tackle the synthesis of anisotropic distributions
from a sketch as a means for the general creation of content
both in 2D and 3D. From a simple multi-resolution analysis
of the shape distributions, we propose an efficient method
to synthesize the input distribution into an extended 2D do-
main but also a 3D embedding of this extended distribution
in addition to an illusion of depth to enable users to imme-
diately explore a 3D environment inspired from their sketch.
Finally, we collaborated with biologists to explore animated
3D sketches, where motions and deformations of organic
shapes can be expressed and refined through the use of a
simple depiction vocabulary inspired from standard repre-
sentations in their field, and key-frame snippets.
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