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A B S T R A C T

This thesis aims to investigate a variety of effects linking the auditory distance
perception of virtual sound sources to the context of audio-only augmented reality
(AAR) applications. It focuses on the ways in which its specific perceptual context
and primary objectives impose constraints on the design of the distance rendering
approach used to generate virtual sound sources for AAR applications.

AAR is a term that refers to a set of technologies that aim to merge computer-
generated auditory content into a user’s actual acoustic environment. AAR sys-
tems have fundamental requirements that distinguish them from conventional
human-computer interfaces: the user must have perception of his environment
through all sensory modalities, and an audio playback system must enable a seam-
less integration of virtual sound events within the user’s environment. Different
challenges arise as a result of these critical requirements.

Among the different technical challenges, one is to process sound using an arti-
ficial spatialization technique in order to monitor the apparent position of virtual
sound sources and reproduce the acoustic properties of the room. It is well es-
tablished that the procedure chosen has a direct effect on the reproduction of the
room effect’s properties.

The precision required for acoustic cue reproduction is closely related to the
human auditory system’s ability to infer a distance percept from sound signals.

The first part of the thesis’ motivations concerns the critical role of acoustic
cue reproduction in the auditory distance perception of virtual sound sources in
the context of audio-only augmented reality. In comparison to other dimensions,
auditory distance perception is understudied. It is based on a range of cues cate-
gorised as objective/acoustic, and cognitive/subjective. We examined which dis-
tinct strategies for weighting auditory cues are used by the auditory system to
create the perception of sound distance. By considering different spatial and tem-
poral segmentations, we attempted to characterize how early energy is perceived
in relation to reverberation.

The second part of the thesis’s motivations focuses on how, in AAR applications,
environmental-related cues could impact the perception of virtual sound sources.
In AAR applications, the geometry of the environment is not always completely
considered. In particular, the calibration effect induced by the perception of the vi-
sual environment on the auditory perception is generally overlooked. We also be-
came interested in the particular instance in which co-occurring real sound sources
whose placements are unknown to the user could affect the auditory distance per-
ception of virtual sound sources through an intra-modal calibration effect.

The study of these effects was done through the development of different per-
ceptual experiments, which were mainly done with remote participants recruited
online.
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Overall, we revealed advantages of early-to-late energy perception over the
direct-to-reverberant sound energy ratio as an auditory distance reproduction cri-
terion. Additionally, we researched temporal criteria defining how the auditory
system perceives this early energy effectively to infer a distance percept. Addition-
ally, we exhibited that the auditory distance perception of similar sound sources
might vary significantly based on the listening position in the room, the shape of
the room, and the presence of ambient sounds. This collection of results aims to
demonstrate what objective requirements a sound signal generated by a distance
rendering approach must meet in comparison to real sound sources and how it
should adjust based on the a priori knowledge provided to the user regarding the
environment.
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R É S U M É

La RAA est un terme qui désigne un ensemble de technologies visant à fusionner
un contenu auditif généré par ordinateur dans l’environnement acoustique réel
d’un utilisateur. Les systèmes de RAA ont des exigences fondamentales qui les dis-
tinguent des interfaces homme-machine conventionnelles : l’utilisateur doit avoir
une perception de son environnement à travers toutes les modalités sensorielles
et un système de reproduction audio doit permettre une intégration transparente
des événements sonores virtuels dans l’environnement de l’utilisateur. Différents
enjeux découlent de ces exigences critiques.

Parmi les différents défis techniques, l’un d’entre eux consiste à appliquer au
son différent traitements de spatialisation afin de contrôler la position apparente
des sources sonores virtuelles et reproduire les propriétés acoustiques de la salle.
La précision requise pour la reproduction des indices acoustiques est étroitement
liée à la capacité du système auditif humain d’inférer un percept de distance à
partir de signaux sonores.

La première partie des objectifs de la thèse se concentre sur le rôle critique de
la reproduction des indices acoustiques dans la perception de la distance auditive
des sources sonores virtuelles dans le contexte de la réalité augmentée auditive.
En comparaison avec d’autres dimensions, la perception auditive de la distance
a peu été étudiée. Elle est basée sur une série d’indices catégorisés comme ob-
jectifs/acoustiques et cognitifs/subjectifs. Nous avons examiné quelles stratégies
distinctes de pondération des indices acoustiques sont utilisées par le système au-
ditif pour créer la perception de la distance sonore. Plus particulièrement, nous
avons tenté de caractériser comment l’énergie précoce est perçue en relation avec
la réverbération en considérant différentes segmentations spatiales et temporelles.

La seconde partie des objectifs de la thèse se concentre sur la façon dont, dans les
applications de RAA, les indices liés à l’environnement peuvent avoir un impact
sur la perception des sources sonores virtuelles. Dans les applications de RAA, la
géométrie de l’environnement n’est pas toujours complètement prise en compte.
Plus particulièrement, l’effet de calibration induit par la perception de l’environ-
nement visuel sur la perception auditive est généralement négligé. Nous nous
sommes également intéressés au cas particulier dans lequel des sources sonores
réelles co-occurrentes dont l’emplacement est inconnu de l’utilisateur peuvent af-
fecter la perception auditive de la distance des sources sonores virtuelles par un
effet de calibration intra-modale.

L’étude de ces effets s’est faite par le développement de différentes expériences
perceptives qui ont été réalisées principalement avec des participants à distance,
recrutés en ligne.

Au cours de cette thèse, nous avons révélé les avantages significatifs du rapport
entre énergie précoce et énergie tardive en comparaison du rapport entre l’énergie
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du son direct et celle du son réverbéré comme critère de perception de la distance
auditive. De plus, nous avons étudié les critères temporels par lesquels le système
auditif perçoit efficacement cette énergie précoce pour en déduire un percept de
distance. Enfin, nous avons montré que la perception de la distance auditive de
sources sonores similaires pouvait varier de manière significative en fonction de
la position d’écoute dans la pièce par rapport aux parois, de la forme de la pièce
et de la présence de sons ambiants. Cet ensemble de résultats vise à démontrer
quelles exigences objectives un signal sonore généré par une approche de rendu
de distance doit satisfaire par rapport à des sources sonores réelles et comment
il doit s’ajuster en fonction des informations a priori fournies à l’utilisateur par
l’environnement.
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1
I N T R O D U C T I O N

1.1 general context and motivations

Audio-only Augmented Reality (AAR) is part of the larger concept of Augmented
Reality Augmented Reality (AR). Augmented reality refers to the process of reach-
ing a flawless superimposition of reality and computer-generated elements. The
general context of AR is applicable to visual perception (superimposition of virtual
images on real images), auditory perception, and/or proprioceptive perceptions
such as touch.

AAR limits the modality of its virtual objects to the auditory sensory modality.
Its main goal is then to reach the seamless integration of virtual sound sources
within the environment of a user. The generation and display of virtual sound
sources necessitate a variety of technical challenges, including producing 3D audio,
allowing real sound sources to remain unaltered by the device used for sound
rendering, and developing technologies that enable motion tracking.

A more detailed breakdown of the different processes involved in the integra-
tion of virtual sound scenes into a user’s environment in AAR applications is pre-
sented in Figure 1.1.

In the past few years, the technological development of spatial audio rendering,
especially for binaural audio and headphones, has facilitated the delivery of AAR

applications. The technology has been used in a variety of applications, including
teleconferencing, location-based games, and education.

The research work in this thesis was motivated by an inherent question that led
to the choice and development of spatial rendering methods for AAR applications:
how precise should a spatial rendering process be to satisfy the seamless inte-
gration of virtual sound events ? More precisely, among the different dimensions
concerned, we only focused on the rendering of sound source distance. The main
motivation of this thesis is at the interface between two different topics:

1. Auditory distance reproduction: in spatial audio reproduction, an inherent
compromise exists in the reproduction of an acoustic environment between
the access to a priori information, the use of limited computational power,
and still reaching a satisfying level of precision in the rendering of a vir-
tual sound scene. In the case of AAR, the main goal is for the virtual sound
source(s) generated to be perceived at the intended location.

2. Auditory distance perception: a large body of research has been conducted
on auditory distance perception, demonstrating its reliance on a variety of

1



2 introduction

acoustic and subjective cues. Common patterns, such as inherent compres-
sion and variations in perceived distance, have been revealed. It has nonethe-
less been established that auditory distance perception is highly dependent
on the precise context of perception: the presence of visual signals, the type
of source employed, the amount of reverberation in the acoustic environ-
ment, and so on.

Auditory distance perception has rarely been evaluated in experimental contexts
emulating generic AAR scenarios. Additionally, these scenarios could put into per-
spective the requirements needed to be met by distance rendering methods in the
spatial audio modules of AAR technologies. This initial motivation led us to re-
search multiple possible effects on auditory distance perception of virtual sound
sources that could arise from AAR scenarios and to verify their relevance using
perception experiments.

1.2 objectives of the thesis

The most obvious subject that has arisen was the role of acoustic-only cues for
auditory distance perception, and how their reproduction was critical in AAR ap-
plications. The first objective was to evaluate the cognitive process behind the use
of reverberation and if it could be summarized by a minimal quantity of objec-
tive criterion. We focused on how the combination of such a cue with sound level,
another primary distance cue, produces an auditory distance judgement. We as-
sessed to what extent the weighting attributed to each acoustic cues in the combi-
nation was individual or could be linked to the environmental context of the user.

The second part of the objectives concerned the influence of the environment
on auditory distance perception. What partly defines AAR is the capacity for the
user to have access to the real environment through all sensory modalities, vision
included. Vision, when available, is well-known to have strong cross-modal inter-
actions with audition in localization tasks. The condition of associating a visual
source with an auditory signal through a so-called "ventriloquist effect" has been
subject to a large body of research. However, how the visual modality can act as
a calibration scale for auditory distance perception has been subject to relatively
little research in comparison. This aspect, which seemed critical and that could
largely modify the auditory distance perception depending on the visual envi-
ronment, caught our attention. A part of this thesis was searched to appraise its
significance.

Finally, one characteristic of a substantial proportion of AAR applications that
drew us to a last research objective is that virtual sound sources can co-occur
with real sound sources. We assessed the possible intra-modal calibration effect
where real sound sources calibrate the cognitive process behind the interpretation
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Figure 1.1: Schematic breakdown of the concept of AAR for a headphones display, all tech-
nologies used in the final process should be able to run in real time. All pro-
cesses appearing in blue are part of the technical choices of the thesis frame-
work described in Section 1.3. In red are the sub-processes in which are in-
cluded the motivations and objectives described in Section 1.2.
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of acoustic cues into distance judgements. Moreover, we explored which acoustic
cue reproduction had a primordial role in this calibration effect.

1.3 key aspects of the framework

The thesis consisted of the evaluation of the significance of the perceptual effects
inherent to AAR scenarios on the auditory distance perception of virtual sound
sources. The evaluation of the different effects was based on perceptual experi-
ments, as we aimed to assess their significance across a broad range of applica-
tions. First, we had to keep the methods used for spatial audio rendering generic
and easily reproducible to test different effects:

• Similarly to most AAR applications, we focused on binaural rendering for
headphones and on the use of Spatial Room Impulse Responses (SRIRs). This
technique can be used for spatial audio rendering and enables its decoding
on different rendering setups as well as spatial transformations (e.g. rotation)
in dynamic applications.

• The evaluation of acoustic cues were made with distance rendering methods
based on the extrapolation of SRIRs from a single measurement.

• All virtual sound sources were spatialized in the far field (beyond 1 meter).

Second, we kept the experimental context of the auditory distance evaluations
as generic as possible, so the results can be considered valid for more complex and
specific situations:

• Only static situations were employed.

• Speech signals were used in all scenarios in order to keep the same degree
of familiarity with the sound source for all participants.

• The effect of the vision of the room was explored. However, the perception
of audio-visual sound sources was not studied. The distance perception of
audio-visual sources depends on subjective factors and is mainly driven by
the visual modality.

A longer explanation of these choices in the framework is presented, in the
context of the previous research done in their related fields, in Chapter 2, Chapter 3

and Chapter 4.

1.4 contributions

The main contributions of the thesis are:
First, we successfully developed an online experimental protocol for frontal dis-

tance localization tasks. We also used it as an evaluation of the listener’s environ-
mental cues, which has never been done to our knowledge.
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Second, we used and developed distance rendering methods to evaluate the use
of reverberation and sound level for distance perception. We evaluated different
criteria to define how listeners use the ratio between early energy and reverber-
ation for distance perception and how it is relatively weighted with sound level
to produce an auditory distance judgement. The results of the first of two experi-
ments linked to this contribution has been published in the proceedings of Forum
Acousticum 2020 conference [109].

Third, we conducted online experiments to illustrate the importance of the cal-
ibration of the auditory space by vision. Findings from this study have been pub-
lished in the special issue Psychoacoustics for Extended Reality (XR) of the journal
Applied Sciences [108].

Finally, we evaluated, through other online experiments, the calibration of the
auditory distance perception of virtual sound sources through the perception of co-
occurring real sound sources. The presented experiment’s results were presented
at the ASA Meeting 2021 [107].

1.5 thesis structure

The first part of the manuscript introduces the thesis setting within its connected
research areas. In Chapter 2 we introduce the concept of AAR and we discuss how
our objectives are related to the many challenges associated with enabling AAR

applications. Chapter 3 focuses on an overview of the mechanisms and behav-
iors behind auditory distance perception. We address how perceived distance is
considered to be tied to acoustic and non-acoustic cues. Additionally, we present
how auditory distance judgments are usually predicted. Finally, the relationship
between auditory distance perception and externalization is reviewed. The moti-
vation for evaluating acoustic cues is discussed in relation to this section of the
thesis’s theoretical foundation. In Chapter 4 the reader is introduced to the role of
vision in auditory distance perception. To begin, a review of the mechanisms and
performance of visual distance perception is presented, emphasizing its higher re-
liability in measuring distances when compared to the auditory modality. Then,
we discuss the different types of multisensory effects that could have an effect on
auditory distance perception. To conclude the first part, we explain our choices for
studying the auditory space calibration impact caused by vision in AAR applica-
tions.

The second part of the thesis describes the different methods used in the de-
sign of experimental protocols. Chapter 5 covers the technical approaches used
throughout the thesis to display spatialized virtual sound sources over headphones.
The first choice of using Spatial Room Impulse Responses (SRIRs) was made since
it appears to be a promising technology for AAR. We detail the procedure by which
we measured and converted initial measurements into usable Binaural Room Im-
pulse Responses (BRIRs). Chapter 6 refers to specific methods used for the experi-
mental protocol. The first section describes in detail the auditory distance report-
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ing method used in all experiments. Its advantages and drawbacks are compared
to other regularly used methods. The second section discusses the online protocol
that was extensively implemented throughout the thesis studies. We go through
the existing tools as well as the ones we used to build online experiments with.

The third part of the thesis presents the results of the different experiments
achieved to measure the impact of acoustic or environment-related cues on au-
ditory distance perception of virtual sound sources. Chapter 7 presents and dis-
cusses the results of experiments aiming to evaluate the use of acoustic cues for
distance perception. A particular emphasis is put on the definition and evalua-
tion of a reverberation-related distance cue. It contains results of a preliminary
lab-based experiment including the perceptual evaluation of sound sources gener-
ated by different distance rendering methods. It is followed by the results of two
online experiments designed to corroborate the first findings. Chapter 8 presents
and discusses the results of an online experiment examining the impact of visual
environmental cues on the auditory distance perception of virtual sound sources.
Two hypotheses were tested, how a visual spatial boundary could act as a calibra-
tion of the auditory space and how room volume could calibrate the acoustic cues
weighting strategies. Throughout this thesis an auditory-only discrepancy, due to
the reproduction of the room effect will be referred to as "divergence". A discrep-
ancy between auditory cues and visual environment will be mentioned to as an
"incongruence". Chapter 9 presents and discusses the results of an online experi-
ment measuring one possible impact of the presence of co-occurring real sound
sources on the auditory distance perception of a virtual sound source. We assessed
the impact of an acoustic divergence between real and virtual sound source. We
notably investigated if an intra-modal calibration effect, caused by the presence of
the real sound sources, could occur.

To conclude, Chapter 10 summarizes the work realized in this thesis. A broad
overview of the contributions and findings is included, as well as some proposi-
tions for further research directions.
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2
A U D I O - O N LY A U G M E N T E D R E A L I T Y

This chapter aims at giving an overview of the concept of audio only aug-
mented reality. First, the definitions of Augmented Reality (AR) and Audio-
only Augmented Reality (AAR) are presented in Section 2.1. Then, a review of
different applications and devices used in AAR is given in Section 2.2. Finally,
the main technical challenges emerging from the requirements enabling AAR

are presented. To conclude, the positioning of the thesis among these different
challenges is characterized.

2.1 introduction

2.1.1 Augmented Reality Definition

Nowadays, Augmented reality is a well-known concept. Its first technological de-
velopment goes back to the 1960s [160] and in 1994 Milgram and Kishino [122]
formalized the “reality-virtuality continuum”, a continuous scale defining all the
forms of mixed space that aim to blend virtuality and reality. In this scale, AR and
Virtual Reality (VR) are both parts of the general concept of mixed reality.

Real 
Environment

Augmented
Reality (AR)

Augmented
Virtuality (AV)

Virtual
Environment

Reality-virtuality continuum

Mixed reality 

Figure 2.1: General principle of the reality-virtuality continuum as defined by Milgram
and Kishino [122].

Whereas VR aims to replace reality by virtuality, augmented reality refers to a set
of technologies and devices able to enhance the perception of the real environment
through the superimposition of virtual objects on a physical environment. From
the user’s point of view, virtual elements are positioned and aligned in order to
appear as if they were part of the real world. Thus, in all applications of AR, the
users should keep contact with the real world. A specific definition of AR was
introduced in 1997 by Azuma [13]:
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10 audio-only augmented reality

• AR combines real and virtual content.

• AR is interactive and runs in real time.

• All virtual content is registered in the real world in 3 dimensions.

2.1.2 Audio-Only Augmented Reality Definition

The general context of AR encloses technologies linked to all sensory modalities
and is not limited to a single one. AAR is considered as an outgrowth of the AR

concept, it restrains the modality of the virtual content to audition. It does not
imply that the user only has access to audition but that virtual events should only
be auditory while the user has complete sensory access to the real-world [71]. A
fourth property that can be added to the definition of AR introduced by Azuma to
explain the concept of AAR is that all virtual content displayed to the user should
be auditory.

The use of headphones or loudspeakers for AAR can be restricted to self-explanatory
mono (0-dimensional), stereo (1-dimensional), or surround (2-dimensional). How-
ever, most applications developed nowadays focus on 3D auditory display on
headphones. This chapter mainly focuses on the technological aspects and ap-
plications induced by this type of auditory display.

2.2 some aar applications

The emergence of affordable consumer technologies for 3D audio listening, as
listed earlier, has facilitated the delivery of AAR applications. Most of the appli-
cations were thought of as mobile (MAAR) or wearable audio augmented reality
(WAAR) applications. Indeed, in mobility contexts, audio is an appealing alter-
native to vision as a display modality, avoiding the physically and cognitively de-
manding interaction with graphical user interfaces when on the go [60, 75]. In this
section, we present a review of different AAR application scenarios. The existing
applications can be categorized as: human-to-human interactions (Section 2.2.1) or
location-based applications (Section 2.2.2).

2.2.1 Human-to-human interactions

binaural telephony A normal communication through mobile phones trans-
mits through a mono signal with a limited sound bandwidth of 300Hz to 3400Hz,
even with the use of headphones. Binaural telephony means that the signal trans-
mission is done through a Head-Related Transfer Function (HRTF) (See Section 2.3.2.1).
This type of signal is incompatible with normal telephone lines or GSM networks,
and thus must be done through the Voice over IP standard. A standard of com-
munication that allows no limit to the use of frequency bandwidth. In a telephony
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scenario, the use of binaural signals can allow one interlocutor to be spatially lo-
cated from the perspective of the other. The spatialization of the interlocutor’s
voice in front of the other creates a more natural feeling of the conversation [103].

audio meetings This principle can be extended to audio meetings where mul-
tiple users are present. In recent years, audio meetings have become increasingly
popular. Since the COVID-19 Pandeminc, face-to-face meetings have become in-
creasingly difficult.Audio meetings are traditionally conducted via telephones and
speakerphones. One of the issues is the lack of telepresence. Each voice of the
participants in the meeting is displayed on a single mono channel. The use of
spatialization of the different interlocutors can take virtual meetings to a new ex-
tent. Remote interlocutors can be panned around the user (see Figure 2.2) and
blended into the user’s acoustical environment. The key benefit is that it enhances
the overall comprehension of the conversation [103].

Among the different possible use cases of this type of AAR, one instance is when
a traditional meeting is scheduled and one team member is unable to attend be-
cause he or she is out of town. This member can virtually participate in the meeting
if he or she has an AAR device and at least one speaker is present at the meeting
(see Figure 2.2). One downside being the need of a speaker system at the other
end. CHAPTER 3. OVERVIEW OF ARA TECHNOLOGY 31

Local Remote 

Remote Remote 

Figure 3.17: Diagram of audio meeting using ARA technology where participants are
panned around the user.

principle as with the binaural telephony.

Meeting room Out of town employee 

Figure 3.18: Diagram of audio meeting where an out-of-town employee is participating the
meeting with the help of ARA headset.

3.5.3 Acoustic Post-It Stickers

Acoustic Post-it sticker application is a location-based communication application [22].
The basic idea of this application is that users can leave auditory messages to a specific
location or attach them to objects. The messages can be left to oneself or to other users.
For example, if a person is going to a meeting he/she can leave an acoustic Post-it sticker
attached to the office door, which says how long the meeting is going to take and where it is

(a) Multiple remote and local partici-
pants
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3.5.3 Acoustic Post-It Stickers

Acoustic Post-it sticker application is a location-based communication application [22].
The basic idea of this application is that users can leave auditory messages to a specific
location or attach them to objects. The messages can be left to oneself or to other users.
For example, if a person is going to a meeting he/she can leave an acoustic Post-it sticker
attached to the office door, which says how long the meeting is going to take and where it is

(b) Single remote and multiple local participants

Figure 2.2: Exemple of audio meetings situations.
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2.2.2 Location-based applications

AAR devices providing motion-tracking capabilities allow for location-based appli-
cations. The basic idea is that the AAR application knows the relative or absolute
geographic position of the user and can display virtual sound sources associated
with a specific location or a real object.

art exhibition and museum tours One use-case being explored for location-
based applications is museum tours [19, 39, 185]. The challenge tackled by these
applications is to embed sound recordings into works of art. When the user moves
in the physical space of the exhibition, he or she can experience the display of
virtual sound sources placed in the environment, associated with a specific work
of art. The idea is to increase the perceptual, emotional, and pedagogical effects
of a museum exhibition. Moreover, the transparent aspect of AAR devices allows
people to keep social contact with other visitors and interact as they experience
the exhibition.

audio tourist guide The museum tour principle can be extended to audio
tourist guide applications for navigation in outdoor areas. Urban tourists can be
found exploring unfamiliar areas alone or with other tourists in a variety of ways,
ranging from unstructured, spontaneous, and unorganized explorations to com-
pletely structured and fixed navigation. As a result, unlike systems for indoor
application settings, AAR tour guide systems for outdoor, metropolitan areas must
meet distinct and perhaps more complicated user demands, such as freedom of
choice, open-space exploration, and social interaction [23, 113, 162].

It has the potential to replace tourist guides by allowing users to explore a city
without following predetermined paths or schedules. With the application being
aware of the user’s location and direction of gaze, the user can then use the AAR

headphones to wander around the city and automatically hear information on
interesting places they pass by. Some applications tried to add the possibility for
users to create and share their own recordings associated with specific locations[23,
113].

pervasive games Pervasive games represent an emerging game genre, wherein
the gameplay is transferred from the virtual to the real world, thus spatially,
temporally, and socially extending the way of playing games. Pervasive games
are based on scenarios exploiting environmental information about the user. The
use of spatialized sound is beginning to be exploited in prototypes of pervasive
games[38, 53].

2.3 technological challenges of aar

For an application to be defined as AAR, many issues must be overcome so the
experience is satisfying. AAR aims to superimpose virtual events on a real acous-
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tic environment [71], meaning that the listeners should perceive the surroundings
as if they were not wearing headphones and should not be able to distinguish
between real and virtual sound sources. This is still one of the most difficult tech-
nological challenges to overcome in the area [54].

Among the different processes presented in Figure 1.1, there are three main chal-
lenges arising in order to achieve the seamless merging of real and virtual sound
sources. Firstly, real sounds must be unaltered by any devices implied in the AAR

applications. Secondly, the audio system must create a virtual sound that closely
resembles real sound and embed it within the real environment in which the user
is located. Finally, to enable interactivity in AAR applications motion tracking is
often integrated into the overall process.

We present here an overview of how these three issues are generally tackled in
AAR applications.

2.3.1 Treatment of real sounds

The rendering of real sounds is closely linked to the playback system used for the
AAR application. A loudspeaker array may be used to create a static AAR environ-
ment, but the true value of AAR is realized when it is mobile. That is why almost
all actual applications in AAR implies the use of headphones (see Section 2.2).
Moreover, headphone-based systems for spatial rendering provide the following
advantages: they are portable and they have high channel separation, allowing
precise control over the ears input signals [151].

The main problem with using headphones in AAR is the blockage of real sounds.
Whether they are closed, open, or in-ear, the structure of the headphones attenu-
ates sound coming from the acoustical environment of the user. This attenuation
of the real sound can lead to an alteration of the user’s natural hearing capabilities
and localization accuracy.

Two types of solutions can be distinguished, so the headphones used are as
transparent as possible [146]. The first possibility is using a hear-through equaliza-
tion on headphones equipped with microphones in order to compensate for the
attenuation due to the headphones’ structure. A second one is to use bone con-
ducting devices that are transparent by design and leave the ear canals open [71,
100].

2.3.1.1 Hear-through equalization

The wearing of conventional headphones significantly modifies the natural hear-
ing process, regardless of its type [145]. This effect leads to a modification of the
auditory cues conveyed by a sound source, and leads to an alteration of the percep-
tion of sound localization. Several attempts to playback spatial audio on conven-
tional commercial headphones have been made in recent years. A first AAR headset
was developed in 2004 using a pair of in-ear binaural microphones, and an individ-
ual equalization process to assist the user in hearing real acoustic scenes[71]. This
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system was further developed with the addition of an AAR mixer [144, 162]. The
mixer allows to superimpose virtual scenes to the rendering of the real sounds on
the headphones. A basic system diagram of the functioning of the overall device is
displayed in Figure 2.3. Works from Gupta [68] refined this system by considering
and compensating possible sound leakage from the headphones to the binaural
microphones.
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Figure 1: Smartphone-based AAR system, inspired by [1]. 

Tikander obtained positive results after testing an equalised hear-through function on a portable 

AAR system in real life situations, and observed some adaptation after the subjects wore the device 

for at least 1.5 hours [3]. Previous studies already suggested that humans can adapt to changes in 

their Head-Related Transfer Function (HRTF) if they are exposed to them for an extended period of 

time [9-11]. The goal of this study is to further explore the effect of long-term user adaptation to an 

AAR system built with off-the-shelf components (rather than custom-made ones), aiming at achieve 

perceived realism in an equalised hear-through function. Two individual case studies were per-

formed where subjects used a AAR headset for several days while performing periodic control tests 

(localisation accuracy and subjective perception) to check the progress of the adaptation.  

The following sections will outline the proposed AAR device, the adaptation test methods, and 

the results of the experiment. The paper ends with concluding thoughts and ideas for future work. 

2. AAR system 

2.1 System description 

The proposed AAR system uses insert-type earphones and binaural microphones to implement a 

hear-through function, a concept that was first introduced in [1] and further developed in [2, 3]. 

Contrary to those approaches, which implemented an AAR mixer/equaliser with custom analog 

circuits, this device is smartphone-based and only uses commercial off-the-shelf components. 

Therefore, it is more accessible to the public and can be easily integrated with other applications, 

such as music listening, hands free calling or games, which is one of the main areas of improvement 

suggested by test subjects in previous studies [3, 8]. 

The components (see Fig. 2) are:  

• A pair of Roland CS-10EM binaural earphones/microphones. 

• A TASCAM iXJ2 audio interface, to power the microphones and provide stereo audio input. 

• An Apple iPhone 5 smartphone running iOS 10. 

Audio processing and routing is performed by a custom app based on the open source library 

AudioKit [16]. The app includes a sound equaliser, which consists of four second-order parametric 

filters that the user can adjust as needed. This approach was chosen over more complex solutions 

(e.g., a high-order FIR filter) to minimise in-out latency, as discussed in subsection 2.3. 

Figure 2.3: Diagram of a smartphone-based AAR system using Hear-through equalization.
After Engel & Picinali [54].

2.3.1.2 Transparent headphones

bone conduction One of the transparent headphone technology that was
successfully used for sound spatialization in AAR scenarios is bone-conduction
[100, 105].

Bone-conductive headsets, sometimes known as "bone-phones" [169], transfer
sound to the cochlea by producing vibrations in the skull directly, bypassing the
ear canals. Bone-phones have already been used to produce spatialized audio and
"hear-through augmented reality" [105]. Different works by Lindeman and Barde
[14, 15, 101] tested the performance of a bone conduction headset in various lo-
calization tasks (elevation, azimuth, and externalization) of virtual sound sources.
Its performances were demonstrated as satisfying in terms of elevation and exter-
nalisation, but slightly poor for azimuth reproduction when compared to regular
headphones or speaker arrays.

Most of these AAR experiments with bone conducting headphones, individual-
ized HRTF were used to enable sound spatialization. A large part of the localization
errors attributed to these works are explained by the incapacity of the headphones
to reproduce faithfully the attributes of this transfer function. This is explained
by the relatively narrow frequency range of bone conducting headphones (e.g
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Audio-Bone used in [105] ranges from 50Hz to 4kHz) when compared to regular
headphones.

Figure 2.4: Bone-conducting headphones used by Macdonald et al. [105]

open-ear headphones The use of transparent headphones has been intro-
duced by Tappan in 1964 [161] suggested using "Nearphones", i.e small loud-
speakers worn near the ears. The Bose Frames and the Microsoft Hololens are two
open-ear headphones currently on the market. Due to the recent emergence of
these devices, little to no performance evaluation of these devices has been made
in AAR scenarios. Nagele et al.[129] noted that the high latency of the Bose Frames
was a problem for the reproduction of virtual sound sources in their interactive
AAR scenario.

Figure 2.5: Bose Frames designed for AAR application, based on speakers integrated to the
frame of the glasses near the user’s ears.
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2.3.2 Generating a spatialized virtual sound source

An augmented reality system should be able to merge real and virtual sounds
so that the virtual sounds seem embedded in the real environment. Harma [71]
even suggests that ideally an augmented reality audio system should withstand
a test close to the Turing test for artificial intelligence [163]. If a listener can’t tell
whether a sound source belongs to the real or the virtual audio environment, the
software generates a subjectively flawless augmentation of the listener’s auditory
environment.

This requirement demands the application of appropriate spatialization process-
ing of virtual auditory events in order to meet this criterion, so the virtual source
seems to be emitted in the real acoustic environment. Moreover, the room effect
is well known to contribute significantly to the perceived location of sound events
[20, 90]. As a result, the room effect processing must be carefully designed to en-
sure that the perceived location of a virtual event corresponds to the intended
position. In AAR applications, the idea is that the virtual event seems to originate
from a precise location in the environment, which could be, for example, a spe-
cific real-world object or position, or perceived behind, next to, or in front of other
real-world sound sources.

The challenge is two-fold: a) choosing an appropriate spatialization model to
control the placement of virtual auditory events and the related room effect in
order to meet room-related perceptual criteria, b) obtaining a priori knowledge
about the acoustical or architectural features of the real environment to tune the
model appropriately; and c) being able to run in real time, since it should be
applied in an AAR scenario. The spatialization model chosen has a direct impact
on the replication of auditory cues transmitted by the room effect. It will have
an impact on the spatial perception of a sound source and, more broadly, on the
perceptual representation of the overall virtual sound scene.

This current section focuses on the different methods used for the spatial ren-
dering of virtual events in front of the listener and how to perform a binaural
rendering for a headphone display.

2.3.2.1 Binaural Rendering

A normal-hearing listener can obtain all the auditory information about incoming
sounds, such as distance and direction, with just two ears, depending on the time,
level, and frequency content of the sound signals received at the two ears. Thus,
if the two ears’ signals can be replicated exactly as in direct listening, a flawless
reproduction of the real auditory scene may be synthesized and, as a result, nat-
ural sound can be generated. The disparities in sound received at the two ears
are caused by shadowing, reflections, and scattering of sound on the torso, head,
and pinnae prior to reaching the ears [121]. Three so-called binaural cues emerg-
ing from these disparities can be interpreted by the auditory cognitive system to
enable spatial localization Inter-aural Time Difference (ITD), Inter-aural Level Dif-
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ference (ILD) and spectral cues [124, 130]. ITD and ILD are crucial for the perception
of the sound azimuth and the near-field distance. Spectral cues are required for
the perception of elevation.

The reproduction of the filtering due to the head, torso, and pinnae and, there-
fore, of the binaural cues can be achieved by the use of a Head-Related Impulse
Response (HRIR) in the time domain or by the use of a Head-Related Transfer
Function (HRTF) in the frequency domain. A HRTF is a set of two functions, that
are defined as the filtering relationship between the sound pressure at a point in-
side the human ear canal and the sound pressure at the center of the head in the
absence of the listener [22]. The profile of a HRTF is highly dependent on the dif-
ferent morphological structure of each individual. In practice, HRTFs are measured
by placing a microphone at the entrance of the ear canal (blocked ear) of a par-
ticipant and measuring impulse responses from desired directions in a free-field
condition. The Fourier transform of these measured HRIRs constitutes the HRTF set
of an individual. A large number of measurements is necessary to record HRTFs

with an adequate resolution.
The rendering of HRTFs necessitates channel separation in order to precisely

control the sound signal at each ear. Thus, headphones are particularly suited
for their reproduction. In order to spatialize an auditory object for headphones
reproduction, a filtering of a monophonic input signal by the HRTF is generated
for each ear. The auditory object is then perceived to be positioned in the same
direction as the measured HRTF. This process is referred to as "binaural synthesis"
[84].

A common problem in headphone reproduction is the inside-the-head localiza-
tion (IHL) [22]. It is a perceptual phenomenon characterized by the perception of
a virtual sound source inside the head. Similarly to real sound sources, the lis-
tener must perceive spatialized virtual sound sources as coming from outside the
head. This phenomenon is defined as "externalization" [72]. A review of the cues
involved in externalization can be found in reviews by Durlach et al. [52], Blauert
[22] and Best et al. [21]. Among the cues enabling externalization, binaural cues
play a major role.

Reaching externalization with headphones reproduction is a challenging prob-
lem. One way to tackle it is to use personalized HRTF [88]. Using personalized
HRTF allows for the correct reproduction of individual binaural cues, suiting the
expectations of a listener concerning the content of externalized sound [21]. This
method has been proven efficient for the externalization of virtual sound sources
in the horizontal plane, but sound sources presented frontally have been shown to
be difficult to externalize [141]. Sources located in front present a high correlation
between the sound signals at each ear. This lack of differences, and thus of binau-
ral properties in the sound signals, leads to internalization or front-back confusion
effect (a source in front of the head perceived behind it) [72].

Personalized HRTF are measured most often in free-field conditions, and pair-
ing them with a room effect is necessary to enable spatial sound reproduction.
The combination of a personalized HRTF with a room effect (see Section 2.3.2.2)
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increases the decorrelation of the sound signal at the two ears and is therefore
beneficial for externalization [21]. The concept of externalization is more exten-
sively reviewed in Section 3.3, notably its relation with the perception of sound
source distance.

2.3.2.2 Room effect reproduction

The ability to reproduce the room effect is a critical prerequisite for the AAR ap-
plications in order to provide expected room-related perceptual cues to the user.
The process of reproducing the room effect is referred to as "auralization." In
this section, various existing auralization approaches are presented, including the
straightforward Room Impulse Response (RIR) convolution approach, physically-
motivated approaches for reproducing the sound field, and perceptually-motivated
approaches with the goal of accurately reproducing room-related perceptual crite-
ria. The benefits and drawbacks of these various techniques for AAR applications
are highlighted.

RIR is defined as the transfer function of the sound between a source and a
receiver in a room. It precisely characterizes the acoustic signature of an environ-
ment. A RIR between two places in a room is generally measured by producing a
deterministic signal, such as a sine sweep, with a loudspeaker at one point and a
microphone recording the sound pressure at the other [156].

Direct sound

Early re!ections

Late reverberation

time 

Figure 2.6: Standard Room Impulse Response (RIR) decomposition.

An anechoic input signal can be convoluted with a RIR to produce a reverberated
signal corresponding to a single source-receiver position in the room. Because of
the technique’s precision, the convolution approach is particularly suited for com-
parison or predicted auralization. However, unless numerous microphones or a
moving microphone are available, measuring RIRs over a wide range of positions
and orientations can be a laborious and time-consuming task. Therefore, interac-
tive auralization with a moving source or receiver is not permitted. Interactivity
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can be partly enabled with the use of SRIR measurements. This type of multi-
channel recording can be measured with a spherical microphone array. These
measurements enable rotation transformations and can be decoded with a per-
sonalized HRTFs for binaural rendering. A longer explanation of this technology
and of the associated decoding process is presented in Chapter 5.

Because of the intrinsic constraints of the convolution approach, several room
effect reproduction methods have been developed to replicate, at least partially,
the performance of the convolution approach with actual RIRs.

A solution to the reproduction of a specific room effect is to use physically-
motivated approaches to approximate a solution of the wave equation in the acous-
tic environment. Computational acoustics methods such as finite-difference time
domain (FDTD) [94], finite element method (FEM) [154], and boundary element
method (BEM) [89] are physcially-motivated [168]. This type of methods are based
on the time and space discretized solutions of the wave equation. The accuracy of
the overall solution is linked to the level of discretization employed and, thus, to
the computational power allocated.

Another type of physically-motivated approach is geometric modelling meth-
ods. It designates the use of one or several methods, such as the image-source
method (ISM) [6], ray tracing [95], and its variants to approximate the calculation
of real RIRs.

In order to achieve a satisfying level of accuracy, these solutions come at a very
high computational power cost. However, in the case of AAR, the spatial audio
module used is governed by several constraints:

• To reach a satisfying level of precision in the reproduced localization

• To reach a satisfying level of realism in respect with the enhanced environ-
ment

• To be able to run in real time in order to enable interactivity and communi-
cation with a motion tracking system

Ultimately, the precision and realism are not only limited by the computational
power but also by the necessity to run in real time to enable interactivity. There-
fore, physically-motivated approaches, due to their cost in computing power, are
not adapted to AAR applications.

It is then critical to identify which characteristics of the room effect must be
reproduced, and what is not necessary when developing a spatial rendering mod-
ule for AAR. Indeed, a full model that accounts for all the characteristics of spatial
hearing has yet to be produced. Nonetheless, algorithms with reduced computing
and hardware costs but perceptual performances comparable to more complex
physically-motivated systems have been developed. These methods rely mainly
on perceptual effects in order to generate the room effect, and can be referred to
as "perceptually-motivated".
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One method is based on the use of Feedback Delay Networks (FDNs) [83]. The
general idea behind their use is to synthesize a generic room effect, reproducing
different parts of a RIR. It consists of a recursive delay network that can gener-
ate the first reflections and the late reverberation for an input signal. Their de-
sign aims to reproduce a desired room effect by manipulating the energy and the
time-frequency profile of the generated first reflections and late reverberation. The
tuning of the FDN parameters is often made through measures of the acoustical
characteristics of the reproduced room effect [37].

In order to enable interactivity, this type of method needs to be paired with
a distance rendering method that tunes the FDN parameters as a function of the
source-receiver distance. Moreover, another model must be added to modulate the
room effect as a function of the source and receiver orientations.

Finally, RIR synthesis method by extrapolation of existing measurements can be
mentioned [177] as perceptually-motivated. This method implies identifying the
relevant cues and information in real measurements, in order to feed a model that
extrapolates RIR corresponding to other source-receiver positions. This method is
relatively unusual when compared to FDN applications. During this thesis, we
chose to develop and apply an extrapolating method of this type. We notably
aimed to define what objective criteria in terms of reproduction must be met in
the reproduction of RIRs.

2.3.3 Motion tracking

To enable interactive AR applications, knowing the user’s position and orienta-
tion is necessary. Therefore motion tracking modules are often implemented in
AR applications. The exploitation of a geographic absolute location and the head
orientation of the user allows overlaying information onto the physical environ-
ment. To do so, the module tracking device should aim to achieve the following
characteristics:

• provides orientation and position information of the user.

• transmits tracking data with minimum latency and high update rate to avoid
discrepancy between proprioceptive sensations of the user and the auditory
feedback.

A complete overview of the different solutions generally used to generate mo-
tion tracking in the context of AR can be found in [60].

2.4 summary and technical choices

We define here how the work done in this thesis is located among the different
challenges inherent to AAR and presented in the previous sections. The different
technical choices resulting from these challenges are also precised.
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As precised in Chapter 1, the main motivation of this thesis is the understanding
of the auditory distance perception of virtual sound sources for AAR. The goal
is to investigate how AAR-specific contextual effects influence auditory distance
perception and how prerequisites can be determined for the design of distance
rendering methods.

First, among the main technical challenges existing in AAR research, the thesis
mainly concentrates on issues linked to the production and perception of virtual
sound sources. Among the different dimensions possible (azimuth, elevation, and
distance), this thesis focuses on frontal auditory distance perception. and omit the
treatment of real sounds (Section 2.3.1). Nevertheless, the impact of the presence
of co-occurring real sound sources on the perception of acoustically divergent
virtual sound sources was addressed in Chapter 9. We notably examined whether
the presence of divergent and co-occurring sound sources has an effect on the
calibration of the auditory space, and which acoustic cues ultimately drive this
intra-modal calibration.

Second, like most of AAR applications developed (see Section 2.2), binaural ren-
dering for headphones was used to display virtual sound sources (Section 2.3.2.1).

Third, all the acoustical information employed in the experiments was extracted
from SRIRs measured in the room that is supposed to be reproduced by the dis-
tance rendering method. We have notably tested in Chapter 7 a distance rendering
method based on the extrapolation of a single SRIR measured in a reference room.
This choice was motivated by the limitation in AAR applications to have access
to a priori acoustical information and the limited computational power inherent
to these applications (see Section 2.3.2.2). This method seemed as an easy way
to encapsulate the acoustic signature of a room. Moreover, manipulations of the
initial measurement could easily been done in real time, in accordance with a
key requirement of AAR applications. Therefore, the main challenge was to find
out which prerequisites a distance rendering method based on SRIR extrapolation
must fulfill.

Finally, due to the COVID-19 pandemic, most experiments were done with re-
mote participants, preventing the use of motion tracking systems. In this way, is-
sues related to motion tracking (Section 2.3.3) are not treated, and the experiments
presented in this thesis are limited to static scenarios.





3
A U D I T O RY D I S TA N C E P E R C E P T I O N

The mechanisms and performances of auditory distance perception are dis-
cussed in this chapter. In Section 3.1, the systematic biases linked to auditory
distance perception are presented, as well as a common model used for estimat-
ing the tendency to compress perceived distances. Furthermore, in Section 3.2
the different cues involved in auditory distance perception are listed, and more
specifically, for the frontal plane. The chapter is concluded by presenting how
the literature has impacted the methods and motivations of the thesis work.

3.1 auditory distance estimation

Auditory distance perception of a sound source is a complex process involving the
perceptual system’s interpretation of acoustic and non-acoustic information. De-
pending on the characteristics of the listening situation, the same source-receiver
distance can be estimated very differently. The explanation of this behavior is ad-
dressed in Section 3.2. However, a pattern in the way a sound source distance is
translated into a percept has been established. In this section, we first present the
systematic biases observed on sound source distance judgements. We limit our
review to sound sources in the far field, i.e. at distances superior to 1 meter and to
studies relying mainly on absolute distance reports.

3.1.1 Auditory distance perception accuracy: An inherent compression effect

Perceived auditory distance is inherently compressed. Listeners tend to overesti-
mate the distance of far sources and underestimate the distance of close sources
[90]. What is meant by "far" and "close" is related to the concept of a "crossover
point" [7]. It is the distance for which there is no bias in perceived distance; its
value is considered to be around 1 meter but varies depending on acoustic envi-
ronment characteristics. Contrarily to azimuth and elevation, which present lim-
ited absolute errors of localization [22], the error in auditory distance perception
is virtually infinite for increasing distances. As a result, it is regarded as the most
imprecise dimension in the perception of sound localisation.

In order to characterize auditory distance perception, Zahorik proposed a model
[183] where the perceived distance D is related to the actual distance d through a
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Figure 3.1: The perceived distance as a function of the sound source distance according
to the compressive power function (in red) introduced by Zahorik [183] over a
logarithmic scale.

compressive power function, which is a suitable approximation to the majority of
psychophysical distance functions:

D = k ∗Da (1)

Where k and a are the fitting parameters of the function. They are respectively
called the linear compression (when k > 1) or expansion (k < 1) coefficients, and
the non-linear compression (when a < 1) or expansion (a > 1) coefficients. They
are equivalent to the slope and intercept when represented on a logarithmic scale
(see Figure 3.1).

This two-variable function offers a comprehensive representation of the com-
pression effect on a set of reported distances and is used thoroughly in this thesis
work. In [183], 84 data sets were fitted with the above compressive power function.
A mean value of 1.32 was found for k, while a mean value of 0.54 was found for
a. This result illustrates the systematic compression effect observed on auditory
distance reports.
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This compression effect has often been held responsible for the so-called "audi-
tory horizon effect". This effect is defined as the limit from which an increasing dis-
tance is no longer perceived [27]. Because of the compression effect, all increasing
distances are progressively absorbed by the perceptual blur of auditory distance
perception. As a result, if the auditory horizon is detectable in a set of distance
reports, its value can also be used to characterize a compression effect present in
a set of distance reports.

3.1.2 Auditory distance perception variability

Auditory distance perception manifests a large intra-subject variability in auditory
distance reports, often mentioned as a "perceptive blur". Zahorik [180] has shown
that the variability in distance reports can reach 20 to 60% depending on the par-
ticipant. Haustein [74] is more optimistic and reports an intra-subject variability of
5 to 25% for distances ranging from 0.9 to 9 meters. This intra-subject variablility,
often qualified as a "perceptual blur", is also linked to the familiarity of the partici-
pants with the listening situation (nature and characteristics of the source and the
environment) [22].

The large differences in terms of observed accuracy and variability across differ-
ent studies may also be due to the different report methods used. Possible biases
due to the report method are more extensively presented in Section 6.1.

3.2 auditory distance perception cues

The perception of sound localization is based on the sound signal perceived through
the two entrance points of the auditory system: the ears. The location of a sound
source is processed by the cognitive system based on the objective and subjective
content of the audio signals perceived at the ears. For an estimation of the sound
source distance, a variety of cues are extracted from the perceived signals:

• Acoustic (or objective) cues are solely related to the signal. They include
the four following cues [22, 90, 119, 183]: intensity, reverberation, spectral
content and interaural differences.

• Non-acoustic (or subjective) cues are linked to the idiosynchratic processing
of sound and vary from one person to another.

A distance percept results from the combined interpretation of these different
cues. We first describe how each of the acoustic cues can be interpreted as an
auditory distance. Then, we define how cognitive cues could also affect the final
distance percept. Finally, we discuss the specificity of a dynamic situation in which
the source and/or the listener are moving.
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3.2.1 Acoustic cues

Among the acoustic cues, a distinction is made between absolute and relative cues.
An absolute cue does not require multiple distance presentations of the same
sound source, or a priori knowledge of the sound source from the user, to be
interpreted into a reliable distance judgement. Usually, an acoustic cue becomes
absolute when the user is completely familiar with the sound source and the sur-
rounding acoustical environment (see Section 3.2.2). The acoustic cues and their
significance for auditory distance perception are presented in ascending order of
impact, with intensity and reverberation being considered as primary cues for
auditory distance perception.

3.2.1.1 Intensity

As sound intensity decreases with distance, its level is informative of sound source
distance [41, 59]. In the free field, an environment without any reflective surfaces,
sound intensity is proportional to 1/r2, resulting in a sound level decrease of
approximately 6dB per doubling distance. However, in the more common case of
a reflective environment, the sound level decrease with distance is specific to the
environment depending on its architectural characteristics. Thus, sound intensity
requires not only the a priori knowledge of the sound source power but also of
the environment in order to be absolute and thus be interpreted as an auditory
distance [119].

Despite its relative nature, sound intensity is often considered as one, if not the
most important cue for auditory distance perception [119], because of the capacity
of the auditory system to detect small changes in sound level. Miller found that
broadband noise changes could be detected if they were over 0.4dB [123], while
sine waves’ smallest perceptible changes were 1 to 2 dB [81]. For relative distance
perception between two sound sources, the pressure-discrimination hypothesis
states that just-noticeable differences are linked to the sound intensity sensitivity
of the auditory system. According to this hypothesis, the auditory system should
be capable of discriminating between two sound sources separated by a distance
difference of 5%[12] to 25%[3].

3.2.1.2 Reverberation

Contrarily to the case of the free field (i.e., in a reverberant environment), part of
the sound emitted by a source reaches the listener directly and the rest arrives af-
ter reflecting on surfaces. From an objective point of view, information relative to
the distance between the source and the receiver could be extracted from the ratio
of energies between the direct sound and the reflection. Direct sound decreases
faster than reverberation when the distance to the sound source increases. It has
been shown that an artificial augmentation of the reverberation in an acoustic en-
vironment leads to longer auditory distance judgements [31, 131]. More generally,
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a room with a larger amount of reverberation tends to induce a longer impression
of distance [117].

The Direct-to-Reverberant energy Ratio (DRR) is often considered as the cue that
explains the role of reverberation in auditory distance perception. In theory, if the
listener is familiar with the room, it is an absolute cue [119].

Warren demonstrated that the reproduction of this cue from a varying distance
while maintaining a constant sound intensity still leads to coherent auditory dis-
tance judgements [173], even if those are more accurate if both cues are available
to the listener [183].

The DRR could also be used as an explanation of the compression of perceived
auditory distance (see Section 3.1), as the value of the ratio converges to a certain
limit when the distance increases.

Despite a variety of results on DRR suggesting that it is a salient distance cue
[31, 119, 179] [131, 180], its relevance for auditory distance perception has been
questioned. Zahorik [181] indicated that the only discernible difference in the cue
is around 6dB, which translates into surprisingly large differences in distance,
a result that contradicts Warren’s findings. He questioned how such an imprecise
distance cue could be considered as salient. According to Zahorik[179], Bronkhorst
[26] and later Kopčo and Shinn-Cunningham [93], it is very unlikely that the au-
ditory system could effectively separate direct sound from reverberation, particu-
larly for sounds with gradual onsets and offsets.

Several propositions have been made to find a more relevant reverberation-
related distance cue. Larsen et al. [97] suggested that changes in acoustical param-
eters such as interaural cross-correlation or spectral cues parameters co-varying
with the DRR could explain the role of reverberation for auditory distance percep-
tion. The early-to-late energy ratio has also been hypothesized to be a relevant
reverberation-related distance cue, i.e. where the energy of the first reflections is
aggregated to that of the direct sound [93]. Bronkhorst tested a predictive model
in which he used an early-to-late energy power ratio to compute the perceived
distance with success [27]. He also highlighted the role of the spatial distribution
of early reflections. In [26] he showed that the early energy definition could be
based on a lateralisation window (i.e. aggregation of the reflections sharing an ITD

close to that of the direct sound) rather than on a time window.

3.2.1.3 Spectral content

Larsen et al. [97] stated that spectral changes could be related to the perception
of the DRR. More precisely, he demonstrated that the perceptual sensitivity of DRR

is correlated to spectral properties of the signal such as the spectral centroid and
the spectral envelope. Apart from these findings, spectral cues are considered to
influence auditory distance perception through two principles.

First, the high frequency components are progressively attenuated by air ab-
sorption when propagating over long distances. This effect was demonstrated to
have a significant influence on auditory distance perception for sound sources at
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distances superior to 15 meters [22]. More generally, sounds with a decreased con-
tent in the higher frequencies relative to the lower ones are perceived further away
[31, 42].

Second, the sound scattering around the head varies with frequency and dis-
tance. For nearby sources (< 1m), these changes significantly influence auditory
distance perception [28, 93].As the source approaches, a global low-pass filtering
can be observed, associated with an increase of ILD at low frequencies.

In both cases the spectral content is considered as a relative cue, unless the
listener is familiar with the spectrum of the sound source.

3.2.1.4 Interaural differences

When a sound comes laterally, it first arrives at the nearest (ipsilateral) ear and
then at the opposite (contralateral) ear. This results in an interaural time delay
ITD. Moreover, the presence of the head shadow reduces the level received at the
contralateral ear and is responsible for an interaural level difference ILD.

Dichotic experiments where ITD and ILD may be manipulated independently,
allow to reveal there respective roles and weights on the lateralisation of the sound
percept[22].

For stationary pure tones, the ITD can be interpreted from the phase difference
between the signals at the two ears. A complete lateralisation of the sound percept
is only achievable for frequencies below 800Hz, i.e. where the maximum ITD corre-
sponds to half-period. Interaural phase differences are only effective up to 1.6kHz.
Above this limit, ITD is still effective for complex sounds (band noise, keyed sig-
nals...).

In the context of dichotic experiments, interaural level differences are effective
throughout the full auditory frequency range. However, in a free sound field, the
ILD depends strongly on frequency. At low frequencies, the shadowing effect of
the head is significantly reduced. The ILD progressively vanishes and becomes
ineffective.

In natural situations, ITD and ILD interact, and their relative weights depend on
the sound signal, with increasing importance of the ILD above 1.6kHz and when
the level is low [22].

Whereas both interaural cues play a major role in the perception of the sound
source direction, their effectiveness for auditory distance perception is limited,
except in the near field.

In the case of nearby sound sources (< 1m), and especially when presented lat-
erally, these binaural cues have been shown to be beneficial to auditory distance
perception. Indeed, since in the near field the wavefront cannot be assimilated to
a plane wave [22], the binaural localization cues undergo significant changes with
distance. In particular, the ILD changes significantly and increases progressively
as the source moves closer to the listener’s head [28]. In this case, the significant
changes in ILD and ITD can be beneficial to auditory distance perception [153].
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Another consequence is linked to the spectral cues originating from the scat-
tering of the pinna [18], the head [50] and the torso [5] of the listener, which are
represented by the HRTF. When the source is close enough to the listener, a sub-
stantial difference occurs between the angle of the source relative to both ears.
This parallax induces different types of spectral filtering for both ears. Kim et al.
[87] demonstrated the possibility to virtually elicit the sensation of nearby sound
source distance from this auditory parallax. However, when primary cues such
as intensity and reverberation are available, this effect is less significant. For in-
stance, according to Zahorik [178, 180], the use of non-individualized HRTFs does
not affect auditory distance perception.

3.2.1.5 Acoustic cues combination

Throughout this section, multiple acoustic cues relevant to auditory distance per-
ception are listed. Their interpretation by the auditory system infers a distance
percept.

In Section 3.2.1.2 we have notably seen that the perception of reverberation
changes with distance can be linked to several cues: the DRR, the early-to-late en-
ergy ratio, spectral cues and spatial characteristics. Their classification does not im-
ply that they are totally independent from each other. In a real listening situation
all these cues are correlated to distance and, therefore, change simultaneously with
it. Several studies have investigated the relative importance of these reverberation-
related cues and of sound intensity for the perception of distance. Zahorik [179]
showed that the perceptual system uses weighting strategies of intensity and of the
DRR flexibly to produce a distance percept, depending on the characteristics of the
listening situation: stimulus nature, angular position and source-receiver distance.
Zahorik [183] also suggested that the weighting of cues may rely on the consis-
tency associated with each cue. Cues that are either unavailable (e.g. reverberation
in a free field environment) or unreliable (e.g. in a virtually created environment
when a cue stays constant with distance) are given less perceptual weight in the
combination process.

Recently, Prud’homme and Lavandier [141] showed in a study implying the
perception of virtual sound sources, that when available, the primary mono-aural
cues (sound intensity and reverberation-related), were sufficient for a majority
of participants to judge the distance to the sound source. Spatial aspects had a
limited influence, with exceptions made for some participants, notably due to the
relation between externalization and distance perception. This relationship is more
extensively reviewed in Section 3.3.

3.2.1.6 Dynamic situations

When the sound source and/or the listener are moving, additional dynamic cues
contribute to the perceived source distance [90, 183]: the time-to-contact or acous-
tic tau, the absolute motion parallax and Doppler effect. They are mainly related
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to changes of intensity, binaural and spectral cues, respectively.

The acoustic tau refers to the sound level variation occurring when the distance
to the source changes [11]. It may be exploited by the perceptual system either for
distance evaluation or for time-to-contact estimation when the source is looming
or when the listener moves towards the source. Ashmead et al. [11] established
that participants could benefit from increased auditory distance perception accu-
racy when they were able to move towards the source compared to situations
where they stood still.

The absolute motion parallax refers to the case where the source and the listener
are not moving exactly towards each other. In this case, the change in angular di-
rection of the source creates dynamic changes in binaural information that can
contribute to the distance estimation. Speigle and Loomis [155] notably illustrated
the benefit of this effect in a situation where the sound source was displayed out-
side of the median plane of participants. Moving participants exhibited increased
accuracy in judging the distance to a sound source compared to static situations.

A particular dynamic situation must be mentioned here. When a sound source
moves towards a static listener (looming source), a systematic asymmetry in dis-
tance judgements is observed [70]. Indeed, the perceptual system tends to over-
estimate the change in intensity of looming sounds when compared to receding
sound sources. This results in a systematic bias of underestimation of looming
sound sources. This bias might be triggered by the perceived biological impor-
tance of looming sounds that could be potentially interpreted as a threat or an
incoming collision [34].

Gardner [62] noticed that head movements could be very slightly helpful for
auditory distance perception of speech signals in anechoic conditions. The main
benefit that these movements could provide is the ability for the listener to hear
the source laterally, which could enable the use of binaural cues for evaluating the
distance of nearby sources [79].

3.2.2 Non-acoustic cues

The contribution of vision to auditory distance perception is reviewed in Chapter 4.
However, other non-acoustic cues may influence auditory distance perception.

3.2.2.1 Prior knowledge and expectation

Without any prior knowledge of the sound source, most of the above described
acoustic cues provide only relative distance judgements. In contrast, sounds fa-
miliar to the listener may enable the interpretation of acoustic cues as absolute
distance judgements. Certain sounds, such as speech, are instantly recognizable
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to all listeners, even more for languages with a prosody similar to their native
language(s) [30]. Vocal signals also present particular characteristics that link their
production mode (e.g. whispering to shouting) to an expected sound source power.
Gardner [62] demonstrated that the estimated distance of a source playing back
whispered speech is underestimated as a result of a low expected sound power.
Conversely, the estimated distance to a source playing back shouted speech is over-
estimated due to its high expected sound power. Similar effects may be elicited by
musical instruments or motor sounds.

3.2.2.2 Learning

Learning results from the repeated exposure to similar listening settings. Cole-
man [40] illustrated this phenomenon in a distance reporting experiment where
participants were asked to assess the distance between an unfamiliar stimulus
played back on loudspeakers distributed at various distances. Initially, listeners
were unable to determine which loudspeaker was displaying the stimulus. As the
session progressed, performances improved incrementally without any feedback
from the researcher. Makous and Middlebrouks [106] and Kopčo et al. [92] also
observed such a learning effect in similar experiments. Carlile [36] emphasized
the importance of training sessions that enable participants to become acquainted
with unfamiliar auditory environments and stimuli, as well as accustomed to the
distance reporting method.

3.3 relationship with externalization

In natural situations, sounds emitted from a physical source are perceived outside
the head. This sensation is called "externalization". With the emergence of spa-
tialization techniques and rendering over headphones, reaching and measuring
externalization has been the subject of a large body of research. The contribution
of different acoustic and non-acoustic cues to sound externalization has been re-
viewed by several authors [21, 22, 52].

The presence of reverberation and, more importantly, the presence of binaural
cues enhances the externalization. Reproduction of spectral features related to the
pinna is also important, which emphasizes the importance of using personalized
HRTF for binaural rendering. Moreover, dynamic cues such as head movements
and self-motion in general are also beneficial to externalization. Finally, the lis-
tener’s familiarity with a specific listening situation and the presence of visual
cues can contribute to a better externalization.

All these cues should fit the expectation of a listener about the spatial attributes
of the acoustical environment. The lack of externalization, i.e. when the sound is
perceived as originating from inside the head, results from a violation of this ex-
pectation [21]. Externalization was frequently linked to the plausibility and realism
of the sound scene in studies with virtual spatial audio.
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Another relationship that is often discussed and with conflicting conclusions is
that with the auditory distance perception. As internalization is described as the
perception of a sound inside the head, any signal that does not reach externaliza-
tion could be qualified as perceived at a minimal distance. Thus, externalization
could be considered as a prerequisite to a distance percept [141].

This assertion is still debatable. The primary justification for their depiction as
distinct principles is that their perception is mostly based on distinct stimuli. While
auditory distance perception is predominantly influenced by mono-aural acoustic
cues (intensity and reverberation), externalization is driven by binaural cues. Addi-
tionally, the majority of studies examining auditory distance perception of virtual
sound sources rarely take the externalization criterion into account. Frequently,
participants are requested to judge the distance of frontal sound sources. Sound
sources that are displayed on headphones through binaural rendering. A config-
uration that is well-known to produce poorly externalized stimuli. Furthermore,
Zahorik [180] and Prud’homme and Lavandier [141] have demonstrated that the
absence of individualized HRTFs had no effect on participants’ auditory distance
reports, despite the fact that it is a key factor in producing externalized stimuli.

3.4 summary & perspectives on the thesis framework

In this chapter, we reviewed the various cues that can affect auditory distance
perception. Numerous topics and stated findings affected the formulation of this
thesis’s motivations and methods.

In Section 3.1, we have seen that auditory distance perception can be modeled
with a two-variable compressive power function. In the experiments reported in
Part III, this type of function is fitted to distance reports’ data sets to get a com-
prehensive representation of the compression effect within them. It is applied to
distance reports of all participants on a single condition to quantify the impact of
the condition on the compression effect. It is also applied to individual results, in
order to get an insight into individual acoustic cues weighting strategies.

In Section 3.2.1 we listed the different acoustic cues involved in auditory dis-
tance perception. As we mentioned in this section, the nature of reverberation-
related distance cues and their relative perceptual weights for distance are still
debated in the literature. It could be argued that it depends on a combination of
an early-to-late energy ratio, several spectral cues and spatial characteristics.

In Chapter 7, we seek to determine the optimal time window depth for the
early reflections, in order to define a perceptually relevant early-to-late energy ra-
tio. Several values are tested, and the best fit for the observed data is researched.
Moreover, weighting mechanisms with the sound level are examined in Chapter 7

and Chapter 8, as well as the possibility of an environmental or individual depen-
dency.
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Dynamic cues are frequently discussed in the literature as a supplement to the
cognitive process of auditory distance perception. Their presence is frequently ben-
eficial to the accuracy of auditory distance perception. As a result, we concentrated
on static scenarios in this work. We assume that if the condition over the perceived
distance of virtual sound sources is met in static scenarios, it should also be the
case in dynamic scenarios. Moreover, practical reasons linked to the use of remote
participants prevented us from using motion tracking systems.

However, as presented in Chapter 2 summary, we centered our work on tools
(SRIR) and distance rendering techniques (impulse response extrapolation) that
could be easily adaptable to real-time applications, as required by the context of
AAR.

In Section 3.2.2 the importance of non-acoustic cues was stated. Prior knowl-
edge or familiarity with the nature of a stimulus can significantly influence the
perception of its auditory distance. As a result, all subsequent experiments re-
ported in Part III use speech signals as stimuli, as they are presumed to be equally
familiar to all individuals. Swiss-German was used as the speech signal language.
An exclusion criterion concerned participants who understood German, so partic-
ipants could not concentrate on the semantic content of the sentence but only on
its acoustic aspects.

In Section 3.3, the question of the relationship between externalization and audi-
tory distance perception was reported. It was reported that externalization could
hardly be considered as a continuum of auditory distance perception. However,
it can be considered as a prerequisite for auditory distance perception and total
in-head localization could lead to important biases in terms of perceived distance.
In all experiments reported in Part III, externalization reports were not collected,
but a final questionnaire ensured that participants did not experience complete in-
head localization during each experiment. Participants reporting this phenomenon
were considered as outliers.

Hence, it was important for the production of auditory stimuli to keep spa-
tial aspects, enabling partly externalization. Most of the auditory stimuli were
constructed from SRIR measurements (here, in 4th order Higher Order Ambison-
ics (HOA)) converted to binaural signal. Chapter 5 describes the method used to
generate the binaural auditory stimuli used throughout this thesis. The individual
aspect of HRTFs on auditory distance perception was proven to be insignificant. Ad-
ditionally, logistic reasons due to the recruitment of remote participants prevented
us from using personalized HRTFs. Consequently, a generic set of HRTF linked to a
dummy head, was used.





4
V I S U A L C O N T R I B U T I O N T O A U D I T O RY D I S TA N C E
P E R C E P T I O N

In most AAR applications the user has access to visual information about his
environment. In Section 4.1 a short review of the mechanism behind visual
distance perception and its performance in terms of accuracy and variability
compared to the auditory modality is given. Then, in Section 4.2 the impact
of vision on auditory distance perception of virtual sound sources in AAR

applications is presented.

4.1 the superior spatial resolution of vision

The human normal eye’s monocular vision field extends horizontally to around
60 degrees toward the nose and 100 degrees away from it [170]. This field extends
vertically for a range of 150 degrees. The binocular region, which is formed by the
intersection of the two monocular vision fields, extends horizontally to around 120
degrees. The light coming from this field is focused on light-sensitive cells called
photoreceptors, by the various components of the eye operating as an optical sys-
tem. Incident light is converted to neuronal information and sent to the brain for
processing via the optic nerve. Spatial information is finally derived from the data
delivered by the optic nerves of both eyes.

This section solely focuses on the mechanisms underlying visual depth percep-
tion, and its accuracy and variability performances when compared to auditory
distance perception.

4.1.1 General mechanisms of visual distance perception

Similarly to auditory distance perception, visual distance perception relies on cues
that can be classified as relative or absolute. Absolute cues do not require exter-
nal information to be computed into distance, while relative cues need a priori
knowledge about the item or surroundings to be considered absolute.

Cutting and Vishton [46] have proposed a review of the different cues involved
in visual distance perception, and have indicated the relative importance of each
cue as a function of the distance between the observer and the visual object (see
Figure 4.1).

The different monocular cues (requiring only one eye to be perceived) involved
in visual distance perception are:

• Occlusion allows to position the objects relatively in depth. Indeed, if an
object masks another object, it is then easy for the observer to know which
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Figure 4.1: Just-discriminable depth thresholds as a function of the logarithmic distance from the
observer. After Cutting and Vishton [46].

object is placed in front of the other. The occlusion is therefore a relative
distance cue.

• Height in the visual field of an object relative to the horizon line allows one
to estimate the distance in an absolute way. Indeed, the more an object is
distant, the closer it gets to the horizon line.

• Relative size and density give information on the absolute distance of an
object when its dimensions are known by the observer. In the opposite case,
this monocular index only allows for relative distance judgments. The larger
the retinal projection of a visual object, the closer the object is perceived.

• Aerial perspective can be seen as analogous to the role of air absorption for
auditory distance perception. Here, aerial perspective refers to the filtering of
the light due to the atmosphere. At large distances, visual objects’ visibility
and contrast decrease.

• Accommodation results from the deformation of the lens of the eyes. This
adaptive phenomenon allows the eye to focus on near or distant objects and
ensures the focus of the images projected on the retina. This monocular cue
allows an absolute estimation of the distance of a visual object.
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The binocular cues (requiring both eyes) involved in visual distance perception
mainly result from:

• Binocular disparities, which are the differences between the projections of
the light on both eyes. Each eye’s fovea contains projections of the fixated ob-
ject. When another object has projections that correspond to matching spots
in the retina, the (angular) disparity is the angular distance between the pro-
jections and the fovea. It is self-evident that the difference increases with
distance from the physical world’s fixation point. Additionally, the sign of
the discrepancy indicates whether an object is ahead of, or behind the fixa-
tion point.

• Convergence of the eyes’ axis to the fixation point depends on the distance
of the focused object. The closer the focused object gets, the more important
the axis convergence becomes. This cue gives absolute distance information
about the visual object.

Finally, when the observer or the object is moving relatively from one to another,
dynamic cues are beneficial to visual distance perception:

• Motion perspective refers to the perception of changes in the projection
due to motion. These changes can be interpreted as a relative movement
of the object with respect to the observer. It gives relative information on the
object’s distance to the observer.

4.1.2 Visual distance estimates

In contrast with auditory distance perception, humans can evaluate visual dis-
tances in real environments accurately. The power function D = k ∗ da (see Sec-
tion 3.1), can be used to link absolute perceived visual distances to real distances.
For visual distance perception, in contrast to auditory distance perception, the a
and k compression coefficients are close to a value of 1, being respectively slightly
less than 1 and greater than 1. Reviews from Cook [43] and Da Silva [47] report
a mean exponent a = 0.9 for visual distance perception, which approximates a
fairly small compression effect.

Anderson and Zahorik [7] compared visual and auditory-only distance judge-
ments. Auditory stimuli consisted in Gaussian noise reproduced on headphones
through convolution with non-individualized BRIRs. Visual stimuli consisted of
photographs of a loudspeaker displayed on a high-quality large screen. Despite the
biases introduced by the reproduction method of the visual and auditory modality,
their findings show that there are significant differences in terms of accuracy and
variability between the visual and auditory distance perceptions.
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4.2 audio-visual integration

In the previous sections, we have listed the different mechanisms contributing to
visual and auditory distance perception. However, the evaluation of the distance
to a sound source in the real world or AAR scenarios does not rely only on the
auditory sensory modality and is influenced by vision.

Two types of vision influence on audition can be distinguished. Either the sound
source is associated with a visual object and therefore, stimuli from both sensory
modalities (vision and audition) have to be integrated as a single percept. This
"direct" influence of source-related visual cues is first discussed in Section 4.2.1.

In AAR scenarios, virtual sound sources are not necessarily linked to a specific
visual object. In that case, vision does not directly affects the auditory distance per-
ception of the source. However, the possibility for the user to see its environment
can influence the auditory distance perception. This is discussed in Section 4.2.2.

4.2.1 Ventriloquist effect

One well-known consequence of the simultaneous presentation of auditory and
visual stimuli is the "ventriloquist" effect. Even if the auditory stimulus is spatially
incongruent with the visual stimulus, both stimuli can be perceived as a single
percept.

Gardner [62] was one of the first to effectively assess the existence of a ventrilo-
quist effect in distance. In his experiment, participants were placed in an anechoic
room facing a line of 5 loudspeakers (from 1 to 9 meters) at eye-level, so they
could only see the nearest speaker. When a speech signal was played on the fur-
thest speaker at 9 meters, the participants always indicated the closest loudspeaker
as the source of the sound. Here, the acoustic cues conveyed by the loudspeaker
were particularly poor due to the anechoic situation and the arbitrary choice of
the sound level. It is therefore not surprising to witness such a large integration in
distance. Mershon et al. [118] conducted a similar experiment in an anechoic and
reverberant environment and observed the same "image proximity effect". They
observed, however, that in the case where the sound source was closer than the
visual one, the depth of the integration window was reduced. More recently, stud-
ies have tried to define more precisely the limits of integration. Gorzel et al. [67]
found a relatively large integration window in depth that tends to increase with
the relative distance between the user and the source. Moreover, in this study, the
quality of the sound reproduction tends to widen the window of multisensory in-
tegration. Both these effects can be explained by the maximum likelihood estimate
model, in which the more variable the auditory distance perception is, the more
likely it is to be integrated with a visual source as a unified percept [4].
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4.2.1.1 Maximum likelihood estimate model

Welch and Warren [175] conceptualized a multisensory integration model. Among
their different hypotheses, Welch and Warren proposed the sensory modality preci-
sion hypothesis, stating that a multisensorial percept is biased and spatially tends
towards the most precise sensory modality. In that regard, Alais and Burr [4] later
applied a maximum-likelihood estimate model to explain the ventriloquist effect.
According to this model, the spatial localization mAV of an audio-visual stimulus
can be decomposed as:

mAV =
σ2V

σ2V + σ2A
mA +

σ2A
σ2V + σ2A

mV (2)

with mV , the perceived distance of the visual-only stimulus, and mA, the per-
ceived distance of the auditory-only stimulus, as well as their associated variances,
σ2A and σ2V .

The resulting variance σ2AV is defined as:

σ2AV =
σ2Vσ

2
A

σ2V + σ2A
6 min(σ2V ,σ2A) (3)

The model allows to predict, among other things, the distance perception of an
audio-visual source. It illustrates that this prediction is linked to the reliability of
each sensory modality. The model provides an explanation of the ventriloquist
effect in distance, which is often translated as a bias of the overall perception
towards the perceived visual location.

In the case of a more variable visual stimulus (e.g. smoke or haze degrading vi-
sual sensitivity), a reversed ventriloquist effect can occur. By artificially enhancing
the noise of the visual modality, Alais and Burr [4] demonstrated that the overall
audio-visual percept can significantly shift towards the auditory location. How-
ever, most often vision is significantly more accurate for spatial localization. For
instance, when participants are required to make distance reports in auditory-only,
visual-only, or audio-visual conditions, the audio-visual condition is very similar
to the visual condition in terms of accuracy and variability, but significantly differ-
ent from the auditory-only condition [7].

4.2.1.2 Cognitive factors

Cognitive factors can be beneficial to the integration of incongruent visual and
auditory stimuli. Welch [174] argues that external information not linked to the
structural differences (spatial and temporal) between visual and auditory stimuli
can participate in their integration as a unified perception. External information
could participate in the "unity assumption" driving the expectation of the listener
that both stimuli come from the same source. The main factor that can strengthen
the unity assumption is the familiarity with the audio-visual combination.
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Stimuli that share a strong semantic link constitute a familiar combination. For
example, a speech signal and a video of a person moving their lips coherently
with the speech will induce a strong unity assumption (e.g. McGurk effect [114]).
For example, a study demonstrated that auditory and visual information were
successfully integrated despite a 200 milliseconds delay [167], far more than what
was measured in previous experiments using noise and flash [184].

4.2.2 Environment-related visual cues

In AAR scenarios, the goal is not always to merge sound with a specific visual
source, but to locate a sound source in the visual space at an intended position.
In that case, vision and audition provide non-redundant information, preventing
them from being directly merged as a unified perception. We intend here to make
a review of the possible effects due to the vision of the environment that could
influence the perception of virtual sound sources.

Vision can operate a calibration of auditory distance perception. Warren [171]
first hypothesized the possibility implying that the vision of the environment
could modify the way acoustic cues are interpreted into distance judgements. This
sensory combination allows to collect non-redundant aspects of the observed en-
vironment to complement the auditory information.

This hypothesis was extended by Cabrera et al. [32], who argued the existence
of a relationship between the visually perceived size of an environment and the au-
ditory distance perception within the environment. According to them, if a sound
source and a participant are in the same environment, then perceived distances
are only possible within the limits of the visually perceived environment.

As seen in Section 4.1 visual distance perception is quite reliable for estimating
distances, and thus has a great advantage over the auditory sensory modality
for estimating the size of a closed environment. It could thus act as a reliable
calibration of auditory distance perception if the assumption that the sound source
is in the visual environment is respected.

Calcagno et al. [33] successfully illustrated the benefit of visual context informa-
tion for auditory distance perception. They have demonstrated that participants
who were given visual range information about the room were substantially more
accurate in determining their distance to a hidden sound source. The greater the
number of visual cues that were presented, the more accurate their reports were.
The authors propose that the perceived distance of the sound source was calibrated
by the visual information related to the size of the experimental room, calibration
that was more reliable when the participants had complete vision of the room.

More broadly, the hypothesis that perceived room size calibrates the perceived
distance agrees with the results over other combinations of sensory modalities.
Etchemendy et al. [56] have registered a positive correlation between visual dis-
tance perception and the perceived size of the room through auditory cues. Ko-
larik [91] observed a correlation between auditory distance perception and audi-
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tory room size perception.

In addition to the calibration, vision could also drive the expectation of the
acoustical characteristics of a room. Calibration is not only influenced by the per-
ception of the size of the room but also by the identification of certain absorbing
materials and furniture, for example. An experiment by Sandvad [147] showed
that participants could usually link photographs of rooms to reverberation time.

4.3 summary & perspectives on the thesis framework

In this chapter, we presented the potential impacts of visual information on au-
ditory distance perception. In contrast with auditory distance perception, vision
gives a very reliable estimation of distance.

This reliability can be beneficial for auditory distance perception of virtual
sound sources in two ways: determining the distance of audio-visual sound sources
and using the visual modality as a calibration tool for auditory distance perception.
From a technical standpoint, linking a visual source with an audio signal enables
a degree of relative tolerance in the replication of auditory distance. As the main
motivation of this thesis is to evaluate the prerequisite for distance rendering meth-
ods linked to auditory distance perception, we chose to omit the investigation of
auditory-visual integration objects in AAR scenarios .

However, visual calibration effects cannot be neglected for AAR. The auditory
distance perception of virtual sound sources is not only affected by the reproduc-
tion of the acoustic cues but also by the visual environment of the user. In AAR

scenarios, the acoustic environment may not be accurately characterized and/or
faithfully reproduced, resulting in a possible incongruence between the visual and
acoustic perception. Thus, this visual incongruence could modulate the auditory
distance perception of virtual sound sources.

The experiment reported in Chapter 8, is dedicated to the influence of the visual
environment on the auditory distance perception of virtual sound sources.





Part II

M E T H O D S





PA RT I I - I N T R O D U C T I O N

The second part of the thesis introduces the common methods used throughout
the experiments of part III.

Chapter 5 focuses on the techniques employed to generate the different stimuli
of the reported experiments. In all experiments, BRIRs are used as initial measure-
ments for distance rendering methods or to create reference stimuli for percep-
tual performance comparisons. This chapter describes how BRIRs, usable for con-
volution, are converted from initial SRIR measurements. The technical solutions
adopted for each of the sub-processes presented are referred among other existing
alternatives.

Chapter 6 introduces two different aspects common to the experimental proce-
dures applied throughout this thesis. First, the existing reporting methods com-
monly used in auditory distance studies are listed. The different advantages and
drawbacks of these methods are discussed, and our choice among these methods
is presented. Second, an overview of existing tools and the steps needed to design
online experiments is given. This overview presents the specific tools we applied
to conceptualize the online-based experiments reported in Part III. The different
advantages and drawbacks linked to online approaches are discussed in relation
to typical lab-based procedures.
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5
B I N A U R A L R E N D E R I N G A P P R O A C H O F V I RT U A L S O U N D
S O U R C E S

This chapter describes how the sound material evaluated in the thesis exper-
iments was conceived, from the measurements procedure to denoised and us-
able BRIRs for convolution. The many stages of the process are reported in
Figure 5.1.

Spherical Microphone Array (Eigenmike® EM32)

Room

Loudspeaker

 4th order HOA encoding and denoising

Decoding on 25 virtual loudspeaker array

HRTFs (left) HRTFs (right)

BRIR

. . . .        32 microphone cells        . . . .  

Inverse sweep method

 25 channels HOA SRIR (ACN - SN3D convention)

. . . .         32 monophonic RIR        . . . .

. . . .         32 sweeps  recording        . . . .

Exponential sweep signal

Converting SRIR to BRIR

SRIR measurement process

Figure 5.1: Schematic flow of the different processes involved in the measurements of SRIRs

(framed in blue) and their conversion to BRIRs (framed in green).

Section 5.1 introduces the notion of SRIR and discusses why this type of mea-
surement was chosen. It proceeds to describe the measurement technique and
the tools used to carry it out. Then, the procedure used to convert SRIR to BRIR is
described in Section 5.2. A presentation of the HOA concept is given, as well as a re-
view of known decoding approaches. Finally, two specific treatments of the overall
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method used here are presented: SRIR denoising and the diffuse-field equalization
technique.

5.1 spatial room impulse responses

As seen in Chapter 2, RIRs are commonly used to measure and reproduce the room
effect for a given source-receiver position and orientation. It is a compact way of
characterizing the acoustic properties of an environment. Typical methods use
mono or stereo microphones to measure it. Therefore, it neglects spatial features
of room acoustics, such as the directional of arrival of reflections. This limitation
can be tackled by using multiple measurements [2] or microphone arrays for a
more in-depth look into the acoustics of a room.

The use of Spherical Microphone Array (SMA) enables the measurement of Spa-
tial Room Impulse Responses (SRIRs) on a single receiver point. The SMA spatially
samples the sound field through each of its Q transducers. It consists in recording
simultaneously the impulse responses on the Q transducers generally distributed
on the surface of a rigid or open sphere [80]. The resulting recording consists of
Q channels, each containing a monophonic RIR. Compared to conventional mono-
phonic RIRs, such measurements extend considerably the possibilities of applica-
tions: spatial audio synthesis, spatial room acoustics parameters analysis and spa-
tial modification of the resulting SRIRs.

Owing to the manipulation potential of impulse response’s properties and of
the information they contain, SRIRs were exploited to generate Binaural Room Im-
pulse Responses (BRIRs) for multiple source-receiver positions with varying frontal
distances.

5.1.1 Measurement Procedure

Figure 5.1 illustrates the general measurement procedure of SRIRs. The so-called
swept-sine recording technique, and subsequent inverse-sweep convolution [58]
were used to measure all SRIRs. It consists of sending a sine-sweep signal from
20 to 20000Hz to a loudspeaker through a sound interface, and recording the
resulting signals from the different transducers of the SMAs. Generally, multiple
successive sweeps are recorded for a given source-receiver position. As mentioned
by Farina [58], averaging multiple repetitions of sweep allows reducing artifacts
in the final response due to the occurrence of unwanted sound events and back-
ground noise during the recording. In order to avoid any time aliasing errors,
the length of the silence after each sweep signal period must be longer than the
room response. Finally, an inverse-sweep convolution is applied to each channel
of the recorded signal to obtain a 32 monophonic RIRs. The swept-sine method is
commonly used as it rejects the harmonic distortion artefacts prior to the causal
part of the impulse response, which corresponds to the linear contribution. It pro-
vides an excellent signal to noise ratio [156] when compared to the Maximum
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Length Sequence (MLS)[149], the Inverse Repeated Sequence (IRS)[51], or to the
Time-Stretched Pulse[10] impulse response recording method.

5.1.2 Used tools

Throughout all the work of this thesis, the mh acoustics Eigenmike©EM32, a spher-
ical microphone array with 32 transducers, was used as the SRIRs acquisition sys-
tem. An Amadeus PMX5 amplified speaker was used as the sound source. A RME
Fireface UC was used as the sound interface. IRCAM Spatialisateur was the soft-
ware used to generate the logarithmic sine sweep and the multi-channel record-
ing. Apart from the recording of raw incoming signals, the software handles the
deconvolution of recorded sine-sweeps into impulse responses.

5.2 converting directional room impulse responses to binaural

room impulse responses

5.2.1 Encoding into Higher Order Ambisonics (HOA)

In the 1970s, Gerzon [63] developed ambisonics, a sonic theory based on the spa-
tial decomposition of a soundfield into a succession of spherical harmonics. The
decomposition allows rendering 3D sound fields in a flexible manner based on
knowledge of their first order directive information at one point: omnidirective
(W) and 3D bidirective (X, Y, Z) components constitute the so-called B-Format. A
narrow listening region is limited by its low spatial resolution, especially for high
frequencies. An extension called "higher order ambisonics (HOA)" enables the de-
composition to be extended to a greater resolution by using higher order spherical
harmonics [142, 143, 186]. The use of a Spherical Microphone Array with multiple
transducers provides access to HOA, and ultimately, the storage of a recorded 3D
sound field in the Spherical Harmonics Domain (SHD).

Spherical harmonics consist of a complete set of orthogonal functions along a
spherical surface. Thus, the Spherical Harmonics Domain(SHD) is a logical repre-
sentation for a recording made on a spherical microphone array. The representa-
tion in the SHD can be written as follows, with Xl,m the coefficients for each com-
ponent of the spherical harmonic Yl,m(Ω) of order l ∈ Z∗ and degree m ∈ [−l, l]:

Xl,m =

∫
Ω∈S2

x(f,Ω, t)Yl,m(Ω)dΩ (4)

Where, Ω(Θ,Φ) is the angular position on the sphere at a fixed radius r = a, in
spherical coordinates. x(f,Ω, t) is a time-frequency domain representation of the
sound field on the sphere. This equation describes the ambisonics transformation
using ACN channel ordering, following the Ambix convention.[128] The SHD de-
composition of Equation 4 has a theoretically infinite number of terms as order
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can be infinite. In practice, the decomposition of a spherical microphone array sig-
nal is limited to a certain order L. The Ambisonics order L is determined by the
number of transducers Q on the microphone array. Actually, we can estimate HOA

signals up to a restricted order L so the total number (L+ 1)2 of components does
not exceed the number Q of sensors [48].

The integral of Equation 4 can be discretized and approximated by a weighted
sum over the microphone position on the spherical array. The discretization can
be written:

xSHD(f, t) = Y ∗ x(f, t) (5)

Here x(f, t) is the column vector containing a time-frequency domain represen-
tation of the signal measured at each of Ω(q) transducer’s angular positions. Y
is the encoding matrix of (L + 1)2 ∗Q elements yq,n = αq ∗ Yl,m(Ω(q)), with
n = l2 + l+m+ 1 and αq the weight estimated from the approximation of the
integral in Equation 4. xSHD(f, t) is the column vector of the SHD coefficients Xn.
Finally, a correction for the SMA’s so-called mode strengths (or holographic func-
tions) must be added in order to get an array-independent representation of the
observed sound field. According to Daniel and Moreau [48], this is the case with
the higher-order ambisonics format, which uses the center of the sphere as a refer-
ence point and for which the correction filters are determined.

In our case, a spherical 32-microphone array was used, and the encoding of the
recorded signal was of the 4th HOA order.

5.2.2 Decoding HOA to the binaural format

In order to decode the HOA signal into a binaural format, a convenient way is to
use the so-called the so-called virtual speakers paradigm. It consists of decoding
an HOA signal on an array of virtual loudspeakers. Corresponding to the position
of each virtual speaker, associated HRIRs for both ears are computed. Each of them
is convoluted with that speaker feed, and the convolution products for each of the
ears are then summed up, giving the binaural signal for each ear. In this thesis,
generic HRTFs measured on a dummy head Neumann KU100 were employed.

Numerous techniques have been developed to transcode an HOA signal onto a
loudspeaker array [187]: Direct-Sampling, also referred to as the Sampling Am-
bisonic Decoder, the Energy-Preserving Ambisonic decoder, Mode-Matching de-
coder...

Their goal is to transcode HOA signals on regular or irregular speaker arrays.
Their advantages and drawbacks in different loudspeaker configurations are com-
pared by Zotter et al. in [187]. In the case of the virtual speakers approach, most
constraints linked to the configuration of the speakers array and the position of
the ears where the signal must be reproduced are easily overcome. Therefore, a
uniform layout of speakers, using equal area partitioning [99], was applied. In this
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type of configuration, all methods are equivalent in terms of performance. In our
case, the energy-preserving approach[188] was used.

For the decoding of HOA signal the minimal number of speakers is equal to
(L + 1)2 with L the ambisonic order. In our case, as the Spherical Microphone
Array limited the signal to the 4th order, an array of 25 virtual loudspeakers was
employed.

5.3 specific treatments

As mentioned earlier, the use of SRIRs enables the use of a large panel of manipula-
tions and the extraction of room acoustics information. However, the method used
to generate binaural signals comes with some drawbacks. Firstly, RIRs measure-
ments made with a microphone present a non-negligible noise floor that can lead
to a perceptible "infinite reverberation effect"[110]. Furthermore, it was intended
to manipulate the energy of temporal segments of BRIRs to drive the perceived
distance of convoluted stimuli. Such manipulations could lead to an amplification
of the noise floor, and limit the usable dynamic range of the impulse responses.
Therefore, a denoising process must be applied to the measured SRIRs. Secondly,
audio processes can impact the spectral content of the impulse responses used to
generate sound stimuli. The modification of the spectral content may lead to an
additional bias in the auditory distance perception of sound sources created with
these measurements. Thus, an equalization process must be integrated to compen-
sate for these spectral differences.

5.3.1 Denoising Spatial Room Impulse Responses

A standard RIR can be divided into three parts: the direct sound, the early re-
flections, and the late reverberation. The latter is the part usually affected by the
measurement’s noise. As energy of the RIR decays with time it reaches at some
point the "noise floor" induced by the measurements. The denoising process is
thus based on a manipulation of the late reverberation.

RIRs were initially modeled as an exponentially decaying stochastic process [150].
This assumption has been demonstrated to be appropriate with a high enough
echo density and modal overlap [139]. The echo density condition is satisfied be-
yond a certain time limit in the RIR and is qualified as the "mixing time". The modal
condition density is fulfilled beyond a so-called Schroeder’s frequency. The part
of the RIR that is beyond both these limits can be qualified as the late reverberation
field, and is considered as fully diffuse.

A diffuse sound field is a theoretical sound field in a volume V , that has a ho-
mogeneous energy density at all points of the volume with an equal probability
of energy flow in all directions [49]. The diffuseness of a sound field is established
through these three main characteristics: homogeneity, isotropy and incoherence.
Homogeneity refers to the uniformity of the mean energy at all locations in the
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volume. Isotropy signifies that, for a given point, the energy coming from all di-
rections is equivalent. Incoherence implies that individual wavefronts are weakly
correlated.

A zero-mean Gaussian noise filtered by an exponentially declining energy en-
velope can be used to create such a field [82]. Thus, zero-mean Gaussian noise
filtered by a prolongation of the energy decay envelope can be used to replace the
noise floor of measured RIR.

These different findings have driven the steps of the denoising process devel-
oped by Massé et al. [110]. Specific aspects of the method related to the denoising
of anisotropic reverberation tail can be found in [111]. The implementation of the
process with the software MatLab includes the encoding of the raw SMA measure-
ments into SRIRs. The denoising is performed in the SHD. First, an EDR analysis is
run to detect the envelope of the reverberation tail. Then, an analysis of the mixing
time is realized to detect the beginning of what is considered the late reverbera-
tion field. Finally, the energy decay envelope of the SRIR is used to parameterize
a synthesized incoherent reverberation tail replacing the noise floor. The specific
changes in the method induced by this type of reverberation tail is mentioned in
the description of the sub-processes.

edr analysis EDR is an extension of the Energy Decay Curve (EDC) intro-
duced by Schroeder, in which the energetic envelope is characterized for multiple
frequency bins. The analysis of this EDR consists in each frequency bin undergoing
three main steps: The noise floor is determined by fitting a theoretical profile of a
reverse-integrated constant power noise, a segmentation of the EDR is performed
to ensure the further fitting procedure; Then, the exponential decay region of the
curve is determined by allowing for some headroom above this noise floor (delim-
ited by the value Pnoise(f) and tlim(f)) and avoiding non exponentially-deceasing
noise; Finally, by fitting an exponential decay model to the given region (starting
at the segmentation point tlim), the decay parameters are found.
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in the repetitions will inevitably end up in the noise floor of

the average, and therefore also in the noise floor of the RIR

obtained by convolution with the time-reversed and

amplitude-corrected excitation signal. This is especially

troublesome when considering Schroeder-type reverse-inte-

grated analysis such as the EDR, since these artefacts will

not only accumulate in the reverse-integration of the noise

floor, they will also deviate substantially from the theoreti-

cal profile of a reverse-integrated constant-power noise floor

(see Sec. II B 1 below).

Attempting to reduce the relative amplitude of the arte-

facts by greatly increasing the number of repetitions is not

only impractical but also increases the risk of breaking the

long-term stationarity condition on the measurement environ-

ment. Therefore, we seek to minimize the influence of these

short-term non-stationary noise events by comparing the mag-

nitude spectrograms of the individual sweep repetitions among

each other. Non-negligible positive deviations from the mean

magnitude spectrogram are thus used as a discriminating crite-

rion in order to identify artefacts. This maximum allowed devi-

ation is defined as nðf ; tÞ ¼ lðf ; tÞ þ arðf ; tÞ, where lðf ; tÞ is

the mean magnitude spectrogram, rðf ; tÞ is the standard devia-

tion over the available repetitions, and a is an empirically-set

deviation factor used as a control parameter. Artefact magni-

tude values identified as greater than nðf ; tÞ in each realization

are then replaced with the corresponding mean magnitude

over the remaining repetitions.

This process is applied independently to the ESM mea-

surement signals recorded by each SMA transducer. Some

example results are illustrated and discussed in Sec. III A.

B. Reverberation tail analysis and re-synthesis

In this section, we first review the EDR analysis proce-

dure used to extract the reverberation decay parameters, and

then present a characterization of the SRIR’s mixing time

using a measure of the sound field’s coherence, before

showing that re-synthesizing the reverberation tail as a zero-

mean Gaussian noise in the SHD preserves the late field’s

spatial properties.

1. EDR analysis

The EDR is a time-frequency extension of Schroeder’s

reverse-integrated broadband EDC, from which frequency-

dependent decay envelope parameters can be extracted by

analyzing each frequency bin individually (Jot et al., 1997).

We begin our analysis by identifying the exponential decay

section of the reverse-integrated curve presented by the

EDR at each frequency bin. In dB scale (such that exponen-

tial sections become linear), this curve is first segmented

using an adaptive Ramer-Douglas-Peucker (RDP) algorithm

(Prasad et al., 2012) in order to help identify the different

sections (early reflections, exponential decay, and noise

floor). Developed for dominant point detection in digital

image processing, the adaptive RDP algorithm determines

the point with the maximum deviation from a linear regres-

sion over the curve, and calculates a related tolerance factor.

If the maximum deviation is greater than the tolerance fac-

tor, the algorithm is recursively applied to either side of the

maximally deviating point. Such adaptive segmentation is

crucial to the robustness of the sectioning and fitting proce-

dures described below.

The noise floor limit point fPnoise; tlimg can be found by

fitting the theoretical dB-scale profile of a reverse-integrated

constant-power noise to the curve segments (see the shaded

area In Fig. 2). Additional headroom above this noise profile

is then adaptively determined (see below) to ensure the lim-

iting point fPnoise; tlimg belongs to the exponential decay

section of the curve, thereby avoiding discontinuities when

prolonging the reverberation envelope for tail re-synthesis.

Finally, any non-exponentially decaying early reflection

regimes are discarded by selecting an appropriate starting

segmentation point (tstart, see Fig. 2) using a criterion on the

local slopes of the curve segments up until tlim (early seg-

ments to discard are assumed to be shorter and have signifi-

cantly different local slopes than those belonging to

exponential decays). The exponential decay section is thus

delimited by tstart and tlim and the reverberation time (T60)

and initial power (P0) values can be determined by fitting an

ideal decay envelope model.

In the case of single-slope decay, the envelope param-

eters can be found by performing a linear regression on

the identified decay section of the dB-scale curve. For

multiple-slope decays, such as those observed in certain

configurations of coupled volumes (Cremer et al., 1982),

a parameter-space search can be performed in order to fit

the model to the measured decay (Xiang et al., 2011). In

general, if we consider the global energy envelope of a

system of C coupled volumes to be a sum of C exponential

decays

FIG. 2. (Color online) EDR analysis schematic for a given frequency bin.

The reverse-integrated decay curve is first segmented (black points). The

noise floor (shaded area) is then identified, along with the noise floor limit-

ing point fPnoise; tlimg (dotted and dashed lines, respectively). Early decay

sections are avoided by identifying tstart (dashed-dotted line), and the expo-

nential decay model is fitted between tstart and tlim.
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Figure 5.2: Schematic representation of an EDR analysis performed for a given frequency
bin of an impulse response. The different segmentation points considered are
represented (in black) with notably, the noise floor limit (tlim(f),Pnoise(f))
and the beginning of the fitting of the decay model (in red) at tstart(f). From
Massé et al. [110].

mixing time estimation The goal of this sub-process is to detect the point at
which the diffuseness of the impulse response is reached. The COMEDIE measure
of diffuseness [55] is used in this approach, as it is well suited for SHD. It detects the
time limit after which, in a given frequency bin, the evolution of the incoherence
reaches its maximum value. It must be verified that this mixing time is located
before the starting point of the noise floor. To this end, a weighted average value
of the tlim(f) is defined as a global value for the noise floor limiting time. In
the case of an anisotropic reverberation tail, the noise floor might be reached at
different times depending on the direction. Therefore, this analysis is run in a
direction-dependent manner through a Plane-Wave Decomposition (PWD) instead
of running it in the SHD.

incoherent tail synthesis As mentioned earlier, late reverberation can
be synthesized as a zero-mean Gaussian noise. Here it is performed in the SHD.
It is applied to each SHD component individually. Due to the orthogonality of the
spherical harmonics and the spatial independence of plane waves, it can be demon-
strated that the combination of a zero-mean Gaussian noise per SHD component
produces a global incoherent reverberant field for the resulting SRIR. In the case
of an anisotropic reverberation tail, the denosining process is run after a PWD and
encoded back to the SHD. An example of the denoising process on a single SRIR is
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displayed in Figure 5.3.

(a) EDR of the omnidirectional component of an SRIR before the denoising
process.

(b) EDR of the omnidirectional component of the same SRIR after the de-
noising process.

Figure 5.3: EDRs of the omnidirectional component of an SRIR measured in the Gallery room
at IRCAM (see Figure 7.8) before (up) and after (down) the denoising process.
The black line shows the tlim value for each frequency bin.
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5.3.2 Diffuse field equalization

The nature of the microphone array used, HOA encoding and decoding, introduce
spectral changes to the resulting binaural signal when compared to a direct BRIR

measurement. In order to avoid perceptual biases caused by the spectral changes
of the "binauralization" process, we applied a diffuse field equalization process.
Contrarily, a direct sound (or free-field) equalization aims to compensate for the
spectral coloration of the direct sound. As a result, understanding that it would
have been more difficult to tackle the equalization of direct sound and diffuse
sound separately, only a diffuse-field equalization process was applied to SRIRs.

During the denoising processes of the different SRIRs and BRIRs measurements
used to create auditory stimuli, several parameters are calculated[110]. Among
them, the initial power spectrum P0(f) of the impulse response late reverberation
tail is calculated, where f is a frequency bin.

As explained in Section 5.3.1, in a stochastic model, the late reverberation field
can be considered as diffuse, meaning it is isotropic and independent of the re-
ceiver and source positions. It is therefore only characterized by the initial power
spectrum P0(f) of the late reverberation tail and a decay coefficients δ(f), related
to the reverberation time as T60(f) = 3ln(10)/δ(f). The reverberation time is con-
sidered independent of the source and receiver positions, so the initial power spec-
trum must share the same properties as the late reverberation.

According to Jot et al. [82] the initial power spectrum can be expressed:

P0(f) =
ρ0c

2

V
W(f)R2d(f) (6)

where, ρ0 is the density of the air, c the celerity of sound in the air, W(f) the
energy supplied by the sound source, and Rd(f) the diffuse field sensitivity of
the microphone’s transducer. Therefore, if we consider measurements made in the
same room at any given source-receiver position, with the same loudspeaker, but
just differing by the microphone used, an equalization based on the respective
value of P0(f) can be made. A filtering can be applied to a SRIR measurement
so the resulting initial power spectrum P0(f) is equal to the one computed on a
BRIR measurement. This so-called diffuse field equalization method enables the
possibility to strip out the sound coloration of binauralized SRIRs and equalize it
with BRIRs measured on a dummy head. A Neumann KU100 dummy head was
used for BRIRs measurements.
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Figure 5.4: Power spectrum of the filter used for the diffuse field equalization process,
applied to SRIRs measured with an mh acoustics Eigenmike©EM32 and based on
BRIRs measured with a Neumann KU100 dummy head.

In our case, for the measured SRIRs, the value of the initial power spectrum
was extracted from the omnidirectional component. While for the BRIRs, the mean
value of P0(f) between the left and right channels was used. A single filter was
averaged on SRIRs and BRIRs measurements. This equalization filter was systemati-
cally applied on every SRIRs employed in the conception of auditory stimuli used
in following experiments. Its power spectrum is displayed in Figure 5.4

Ideally, the extraction of the P0(f) should have been made on the BRIRs converted
from SRIRs, as the virtual speakers paradigm might also induce spectral changes.
The performance of this process was first assessed in a preliminary perceptual
experiment reported in Appendix a.

5.4 measurements usage in the experiments

Chapter 7 and Chapter 8 introduce three experiments using a common type of
distance rendering method, illustrated in Figure 5.5. Initial SRIRs measurements
are converted to BRIRs. One of these BRIR is used as input for a distance rendering
method. In these different experiments, we seek to assess the importance of differ-
ent acoustic cues, which are reproduced with varying degrees of accuracy by these
methods. The perceptual performances are then compared to a reference method
based on actual measurements in order to assess the influence of their differences
in acoustic cues reproduction. The common objective of these experiments is to
define the prerequisites for this type of distance rendering method in static AAR

scenarios.
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Figure 5.5: Schematic breakdown of the use of SRIRs measurements in Experiment I to Ex-
periment III. Initial measured SRIRs are converted into BRIRs which will serve
as reference. One of the BRIRs is then transformed by an extrapolation method-
/model to synthesize several BRIRs corresponding to other distances. An ex-
trapolation towards distances shorter than the initial measurement position is
labeled as "Forward" synthesis in the manuscript. An extrapolation towards dis-
tances longer than the initial measurement position is labeled as "Backward"
synthesis.





6
E X P E R I M E N TA L P R O C E D U R E

In this chapter, the different methodological choices that were made in the ex-
periments are explained. A brief review of commonly employed report methods
for auditory distance perception studies in the far field is presented. The report
method used in the experiments listed from Chapter 7 to Chapter 9 is justified
in the view of its benefits and drawbacks in Section 6.1.

In Section 6.2 the tools used for the design of online experiments are pre-
sented. The advantages and disadvantages of online compared to lab-based
experiments and their impacts on the quality of collected data are discussed.

6.1 distance report methods

In most of the studies investigating auditory distance perception, participants
show large biases and high variability in their judgements. Close sound source
distances (generally closer than 2 meters) tend to be overestimated, while far
sound source distances are underestimated [2]. The compression of reported dis-
tances, nonetheless, greatly varies from one study to another. This variability can
be partly interpreted as a consequence of the experimental conditions (type of stim-
uli, sound rendering method, visual context, etc.), but also by the methodological
choices and, more particularly, the report methods employed[8, 57].We list differ-
ent methods used in the literature, the biases they can create and how they may
impact the results’ analysis. These methods can be classified into three categories:
verbal report, direct-location method, and spatial representation method.

Finally, we detail and justify the report method adopted in the experiments
conducted during this thesis. Additionally, we discuss how this choice was driven
by the benefits associated with this approach.

6.1.1 Verbal report

The most commonly used report method in auditory distance perception studies
is the verbal report. It consists in asking the participant to report the distance of a
sound source with an explicit distance scale (e.g. in meters or feet). This method
is mainly used because it avoids practical limitations. The task is relatively easy
to understand by participants compared to direct-location tasks and is not time-
consuming. Hence, it allows a large number of reports within a fixed time session.
Additionally, the verbal report method is easy to implement as it does not require
any specific materials.

59
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Verbal report has a great advantage when compared to other methods as it
is not limited by the boundaries of the environment in which the task is per-
formed. Hence, responses are not distorted or biased by a floor and ceiling effect.
This advantage makes verbal report an appropriate choice for auditory distance
perception investigations in virtual environments, since it allows virtual sources
to be tested at great distances without requiring an equally large real environ-
ment. It has also been demonstrated to be a precise method, in comparison to the
direct-location method, for estimating distances under certain experimental con-
ditions, notably for sources at a distance further than 3 meters and closer than
5 meters[138]. The presence of visual cues is also beneficial for the verbal report
method, as participants more easily associate visual distance with a scale in meters
[33].

However, outside of these particular circumstances, verbal report of distances is
generally less accurate than other direct-location methods[8, 57]. It also presents
higher variability. The question of high inter-subject variability can also be raised
as the spatial representation of an explicit scale may vary from a participant to
another.

6.1.2 Direct-location

Direct-location methods designate reporting tasks in which the subject performs
an action to indicate the perceived distance. These actions in far field auditory
distance perception are often motor-associated (e.g. walking with eyes covered or
uncovered) or vision-associated (e.g. pointing with a laser).

Comparative studies have demonstrated that responses relying on vision [57]
and motor control [8] are generally more precise than verbal reports. Brungart et al.
[29] [29] also compared these methods in the near field, obtaining similar results,
with direct-location methods showing smaller bias and variability. They claimed
that the direct-location approach appears to be a more natural response because no
mental alteration of the target position is necessary, and individuals can determine
the target’s location using their own anatomical reference points. However, even if
this type of report is considered more natural, one of the problems is that it calls
for the use of another sensory modality (vision, proprioception...), introducing
possible biases through cross-modal interactions (see Chapter 4).

Direct-location methods are rarely adopted for distance perception studies in
the far-field. In the far field, the distances that need to be estimated are out of
hand reach, thus the report is time-consuming and lessens the advantage of their
consistencies. They also imply having access to a large space to perform them,
raising important logistical challenges.

Etchemendy et al. [57] recently experimented with a method qualified as "Cross-
modal direct location" bypassing some of these practical drawbacks. In a study
comparing the latter report method to verbal report, distance judgements were
reported using a visual marker whose position was piloted by a participant using a
hand held control. This method quickened the response task, demonstrated fewer
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biases, and increased accuracy when compared to verbal reports. Nonetheless, it
still rests on specialized equipment, programming, and logistics.

6.1.3 Selected method: the Visual Analogue Scale (VAS)

The choice of a report method is often driven by practical reasons (duration
and complexity for the participant) and by scientific reasons (stability, presence
of cross-modal interactions, stability ...). Each method possesses advantages and
drawbacks in both fields. The lack of consistency over the methodologies em-
ployed to gauge listeners’ responses is a major flaw in auditory distance percep-
tion research. The outcomes of multiple studies are difficult to compare because of
the methodological heterogeneity. Unifying the criteria used to evaluate auditory
distance perception would be a significant step forward in the comparison of the
findings. Our choice was motivated by a method that needs little logistical effort
and is easily reproducible. In all three experiments, participants reported their
auditory distance judgements on a Visual Analogue Scale (VAS) with no explicit
scaling. This method has several advantages:

• Similarly to the verbal report method, the time needed between each re-
sponse is short.

• It avoids any bias due to personal representation of explicit scales.

• It is easily reproducible with most Graphical User Interface builders

However, the main drawback of this type of method is the presence of a floor
and ceiling effect. Moreover, likewise Likert scale, it may introduce a central ten-
dency bias in the responses if no explicit instructions are given relative to the
minimum and maximum position of the scale.

6.2 online experiment methodology

In March 2020, the situation due to the COVID-19 pandemic was a major set-
back for the development of lab-based experiments. Until July 2020, and during
different epidemic outbreaks throughout the year, all experiments with partici-
pants in the laboratory were strictly excluded. Afterwards, the resumption of the
research protocols was possible provided compliance with the health and safety
instructions established for the management of the COVID-19 epidemic, and that
inclusion was limited to only those persons who are not categorized as being "at
risk".

During this thesis, the first lockdown (March 2020) happened two months after
the analysis of the results of Experiment I. Instead of losing time in logistics in or-
der to comply with the health instructions, we chose to start running experiments
online. This had an impact on the research goal of the thesis and required the
comprehension of tools specific to this type of experiment.
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In this section we introduce which tools were used to develop and share online
experiments. Then we discuss how this type of format might impact data quality
when compared to lab-based experiments.

6.2.1 Technical aspects of online experiments

Online data collection has begun to become a large part of the behavioral sciences
methodology. For example, in the last three years, the number of participants and
researchers on the online recruitment platform Prolific has reportedly expanded
by more than sevenfold, with a substantial portion of this increase occurring dur-
ing the outbreak of the COVID-19 pandemic in early 2020. However, conducting
carefully controlled behavioral online experiments introduces a number of new
technical and scientific challenges, from experiment design to online compatibility
to participant recruitment. The procedure for running an online experiment can be
decomposed as follows: a) programming the experiment on an appropriate soft-
ware b) uploading the experiment to a compatible host platform c) recruiting study
participants. The first two steps must be compatible in terms of programming lan-
guage, while the integration of the second and third should respect the European
General Data Protection Regulation (General Data Protection Regulation (GDPR)).
These requirements were necessary for the experiment to be approved by the Re-
search Ethic Committee of Sorbonne-Université1 (approval number CER-2020-080).

Researcher

a) Experiment 
Builder

b) Hosting 
platform

c) Recruitment
Platform

Participants

Data

Experiment 
sent to

Finds

Complete 
experiment on

Defines participants criteria

Stores

Made 
available to

Builds 
experiment on

Figure 6.1: Schematic flow of the different processes involved in an online experiment as
defined by Sauter et al. [148]. a) The experiment is conceived by a builder; b)
The experiment is hosted on a platform’s server; c) Participants are recruited
following inclusion or exclusion criteria defined by the researcher. They run the
experiment on the hosting platform, and their data are stored on the hosting
platform servers and made available to the researcher only.

1 https://cer.sorbonne-universite.fr/

https://cer.sorbonne-universite.fr/


6.2 online experiment methodology 63

6.2.2 Experiment Builder: PsychoPy

As defined in the previous section, the first step in the development of an online
experiment is the choice of a builder. Most of the softwares designed for online
experiments are based on Javascript (JS), a well established language for interac-
tive web page design. The main established open-source experiment builders are
lab.js2[76], jsPsych3 OpenSesame4[112], PsychoPy5[136], and PsyToolKit6[159]. Some
of these softwares are more suited to be integrated with specific hosting platforms.

Other builders even offer the possibility to develop and host on a single ecosys-
tem, enabling time savings and avoiding compatibility issues: Gorilla.sc7[9], Inquisit
Web8, Labvanced9, Testable10. Because it is generally not possible to change the code
of the components, this type of solution lacks openness and flexibility. Due to this
problem, this form of approach was ruled out.

Our choice of the software was also driven by the practical qualities offered for
integrating audio in the experiment, and the possibility to integrate the experiment
on a hosting service which does not require an institutional server. In the end,
PsychoPy was the experiment builder that was kept. Moreover, PsychoPy offers the
possibility to modify the base modules of its code with Python as it possesses a
base-Python to JS translator.

6.2.3 Hosting platform: Pavlovia

As mentioned earlier, most of the experiment builders work with a JS backend. One
possibility is to host the experiment on a lab-based specific server, which would
require equipment that was not available in our case. Therefore, we directed our
choice to centralized hosting providers. The goal of hosting experiments on these
platforms is to make processes like user management, automatic data storage, and
the generation of unique participation linkages easier to handle. On the other hand,
many of these services come at a cost, usually in the form of an annual license or
a per-participant fee.

Considering the choice of using PsychoPy, the most adapted platform for its in-
tegration was Pavlovia. In each experiment, a per-participant fee of 0.3€ was paid
to Pavlovia. Its operation guarantees the anonymity of the data collected, in accor-
dance with the General Data Protection Regulation (RGPD). The data was initially
stored on the servers of Pavlovia, managed by Open Science Tools Ltd. located in Eng-

2 https://lab.js.org/

3 https://www.jspsych.org/

4 https://osdoc.cogsci.nl/

5 https://www.psychopy.org/

6 https://www.psytoolkit.org/

7 https://gorilla.sc/

8 https://www.millisecond.com/products/inquisit6/weboverview.aspx/

9 https://www.labvanced.com/

10 https://www.testable.org/

https://lab.js.org/
https://www.jspsych.org/
https://osdoc.cogsci.nl/
https://www.psychopy.org/
https://www.psytoolkit.org/
https://gorilla.sc/
https://www.millisecond.com/products/inquisit6/weboverview.aspx/
 https://www.labvanced.com/
https://www.testable.org/
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land, before being downloaded on the local hard disk of a computer and erased
from Pavlovia servers

6.2.4 Recruiting participants: Prolific

Because of some constraints on participants’ attention specific to online experi-
ments (see Section 6.2.5), the time of the procedure must be minimized. Conse-
quently, to obtain an equivalent number of responses when compared to a lab-
based experiment, it is necessary to recruit a larger number of participants. The
process of recruiting participants (e.g. through institutional mailing-lists) was con-
sidered, but due to the higher number of participants than in lab-based studies,
we decided to employ a specialized provider. Two platforms were considered: Pro-
lific11 and Amazon Mturk12.

Different aspects led us to choose the first option: Prolific. First, the global inte-
gration of the builder PsychoPy with the hosting platform Pavlovia is recognized as
a compatible ecosystem with GDPR, with no need for an external anonymization
system for data and payments. Other researchers also reported having an overall
good experience with this ecosystem [148]. Moreover, Prolific is focused towards
behavioral research studies and offers adapted targeting audience tools. Finally, a
comparative study of Peer et al. [135] demonstrated the advantage of Prolific on
data quality concerning behavioral research.

The recruitment process begins once the study is made available online after
the pre-screening. For experiments II, III and IV it generally took a few hours to
recruit 120 participants. The data of each participant had, however, to be carefully
checked and approved before the participants could receive their compensation.

6.2.5 Data quality concerns

A considerable strength of online studies is the possibility to recruit and collect
data of a large number of participants very quickly, especially if a recruitment
platform is used. They can be easily scaled to large pools of participants, as re-
cruiting larger samples does not require a higher workload. Moreover, it allows
precise pre-screening of participants through different inclusion criteria. [134] For
example, in the online experiments presented in this thesis, participants could be
included based on the characteristics of their listening environments. Lab-based
experiments, on the other hand, may suffer from the use of non-representative
samples of the population, according to[77].

However, unlike lab-based experiments, many concerns on data quality have
to be taken into account when preparing an online experiment. Four different as-
pects can be drastically different in online experiments and impact data quality:
attention, comprehension, honesty, and reliability [135]. In the current section, we

11 http://prolific.co

12 https://www.mturk.com/

http://prolific.co
https://www.mturk.com/
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present how these aspects can affect data quality and what measures were taken
to limit their impact.

Attention refers to the extent to which participants are committed to the exper-
iment. Studies have demonstrated that online experiments can induce decreased
attention because there is no direct interaction between the experimenter and the
participant [85]. As a result, participants may be less likely to pay attention solely
to assist the experimenter with their research. As a result, explicitly stating the re-
search’s relevance should be considered to increase participants’ attention. More-
over, paying an appropriate fee to participants is also necessary as it can affect the
motivation of participants[45]. In our case, an average hour rate of 9£ was used. Fi-
nally, attention tests placed at certain moments during the experiment procedure
can ensure that participants still pay attention to the instructions.

As interactions between participants and researchers are limited, instructions
must remain simple and, therefore, complex tasks must be avoided. In Prolific, an
online chat system is present. During the period of time while participants were
doing the experiment, we were ready to answer or tackle any problem encountered
by a participant.

Finally, to assure reliability and honesty, a pre-screening of participants was
conducted. The following inclusion criteria were applied:

• Participants had a high approval rate on Prolific studies(> 95%) and a num-
ber submissions to previous studies superior to 10.

• Participants were requested as normal-hearing and with no uncorrected vi-
sual impairment.

• Participants had an age inferior to 55 years old, to reduce large differences
in memory capacities among participants.

The following exclusion criteria were applied:

• Participants who understood the German or the Swiss-German language.
All stimuli were based on an anechoic recording of a Swiss-German sentence
pronounced by a male speaker. The choice of the language, unknown to all
participants, was made to avoid them focusing on the semantic content of
the sentence.

• Participants who took part in one of the other experiments.

In both experiments, we also chose to hold a debriefing session following the
experiment, with each participant, to verify that the answers given during the
proposed questionnaires were consistent. Moreover, different criteria were applied
to identify possible outliers:

• Participants with a mean response time inferior to 1 second.
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• Participants showing larger deviations than 2 standard deviations from the
global means.

• Participants reporting a total internalization of the presented stimuli.
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PA RT I I I - I N T R O D U C T I O N

This part presents four experiments conducted to address the role of acoustic and
non acoustic cues for auditory distance perception in AAR. The studies and meth-
ods followed the tenets of the Declaration of Helsinki, and informed consent was
obtained from participants prior to data collection and after the presentation of an
information note. The collection of online data was in compliance with the GDPR.

Chapter 7 reports and discusses the findings from two experiments labeled "Ex-
periment I" (lab-based) and "Experiment II" (online-based). The first experiment
examines the perceptual performances of two distance rendering models that re-
produce some of the auditory distance cues conveyed by real measurements. The
application of these rendering models enables the exploration of 2 distinct objec-
tives: gaining an insight into acoustic cues weighting strategies applied by the
participants and investigating the relevance of the early-to-late energy ratio as a
distance cue. The second experiment focused on the relevance of the early-to-late
ratio in two different listening environments. The importance of reverberation-
related spectral aspects for auditory distance perception is also discussed.

Experiment I results were published in the proceedings of Forum Acousticum
2020 conference [109].

Chapter 8 presents and discusses the results of an online-based experiment la-
beled "Experiment III". It evaluates the influence of visually incongruent environ-
mental cues on auditory distance perception. Its objectives are twofold: to study
the impact of a visual spatial boundary and of the room volume on auditory dis-
tance perception.

Experiment III results have been published in the special issue Psychoacoustics
for Extended Reality (XR) of the journal Applied Sciences [108].

Chapter 9 presents and discusses the results of the last online-based experi-
ment labeled "Experiment IV". This experiment aims to reproduce an AAR scenario
where the acoustic environment of the user is not correctly reproduced, thus in-
ducing a room divergence between real and virtual sound sources. It investigates
the possibility of an intra-modal calibration effect caused by the divergent acoustic
cues conveyed by real co-occurring sound sources on the auditory distance percep-
tion of virtual sound sources. In particular, it examines the importance of intensity
and reverberation in this calibration effect.

Experiment IV results have been presented at the ASA Meeting 2021 [107].
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7
E VA L U AT I O N S O F T H E I M P O RTA N C E O F I N T E N S I T Y A N D
R E V E R B E R AT I O N

This chapter presents two experiments labeled as "Experiment I" and "Ex-
periment II". Their objective is to evaluate the importance of primary acoustic
cues for auditory distance perception: intensity and reverberation-related cues.
Two distance rendering methods, based on the manipulation of the energetic
envelop of an initial SRIR are evaluated in Experiment I. Its results demon-
strate the possibility to render sound source distance with this approach.
It also illustrates that, despite a similar listening situation, the perceptual
weights attributed to intensity and reverberation-related cues differ from one
individual to another. Given the findings of Experiment I, the relevance of
the early-to-late energy ratio as a reverberation-related distance cue is further
evaluated in Experiment II (from Section 7.6). Additional distance rendering
methods correctly reproducing this cue with distance are evaluated in this
online-based experiment. Each of them synthesizes BRIRs with different tem-
poral distributions of the early energy, while correctly reproducing the global
energy and the late reverberation. It investigates if the reproduction of the
early-to-late energy ratio could encapsulate the role of reverberation for au-
ditory distance perception. Different temporal limits between early and late
energies are evaluated through these methods.

7.1 introduction

As discussed in Part I, reproducing room effects using perceptually motivated ap-
proaches is particularly well suited to AAR applications. These methods attempt to
replicate cues relevant to the spatial perception of auditory events. In this regard,
a review of the various acoustic cues relevant for auditory distance perception
was provided in Chapter 3. Two of them are considered to have a prominent role:
intensity and the DRR. The combination of intensity and the DRR is acknowledged
as the main factor driving the auditory distance perception of stationary sources.
Zahorik [179] showed that the auditory system uses weighting strategies of in-
tensity and of the DRR flexibly to produce a distance percept, depending on the
characteristics of the listening situation.

Concerning the DRR, several studies have demonstrated that it is very unlikely
that the auditory system can effectively separate direct sound from reverberation
and process a strict DRR. That is why different studies suggested the definition
of perceptually more relevant reverberation-related distance cues correlated to the
DRR [27, 93, 97, 141]. Three cues have already been evaluated, an estimation of
the perceived distance with an early-to-late energy power ratio [27], the interaural
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coherence [141], and monaural changes in the spectral centroid or in frequency-
to-frequency variability in the signal [97]. Kopco and Shinn-cunningham [93] de-
termined that an early-to-late energy ratio could be a good candidate. Concerning
the temporal limit between what is considered as the early energy, which includes
the direct sound as well as early reflections, and the late reverberation, no clear
conclusions have been drawn.

The objective of the two experiments presented in this chapter is twofold: 1) to
investigate the perceptual relevance of the early-to-late energy ratio as a distance
cue through the perceptual evaluations of different distance rendering methods 2)
to assess the acoustic cues weighting strategies applied by participants to infer a
distance judgement.

A first lab-based experiment was conducted with online listening tests in which
participants had to evaluate the distance of virtual sound sources produced by
different rendering methods. The choice of the rendering methods was made to
design stimuli categories in which the availability and reproduction quality of
acoustic cues are different. Two different distance rendering models have been
designed and their perceptual evaluation contrasted by a method based on actual
measurements of SRIRs.

A first model labeled "envelope-based model" was used to investigate if dis-
crepancies between the simplified energetic envelope of the model and that of the
measurements would influence distance perception. Its evaluation enabled inves-
tigating whether or not a portion of the early energy of an impulse response can
be considered as fused with the direct sound.

A second model, labeled "intensity-based model," was designed to reproduce
accurately intensity while maintaining reverberation-related cues constant with
distance. The perceptual evaluation of this model provided insight into partici-
pants’ weighting strategies on acoustic cues, including intensity and reverberation-
related cues.

These two models and the reference method based on actual measurements
were tested in a first experiment (denominated Experiment I in the manuscript)
on 20 participants, in a room from which the models take a priori information.

7.2 experiment i : development of distance rendering models

Two models have been designed to reproduce the distance of a virtual sound
source in an acoustic environment, from which the models exploit a priori infor-
mation given in the form of a single RIR. In experiment I, these models are applied
to a specific room: a classroom at IRCAM, labeled as Classroom in the following
(semi-damped, dimensions: 8.7m × 4.7m × 3.5m – L × W × H, T60 at 1kHz of
0.55s).
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7.2.1 Reference measurements

Different SRIRs were measured in the Classroom with a spherical microphone array
Eigenmike©EM32. Nine SRIRs were measured for distances ranging from 1 to 7m
(1, 1.5, 2, 2.5, 3, 4, 5, 6, 7m) by changing the speaker position and with a single mi-
crophone position. The different measurements were performed on an axis shifted
60cm from the median line of the room to avoid spatial symmetry of the first lat-
eral reflections. This precaution was taken to favor decorrelation of the resulting
binaural stimuli, which also contributes to their externalisation [21]. These SRIRs

were converted from a 4th order ambisonic signal to BRIRs (see Chapter 5). This set
of 9 BRIRs is referred to as the "reference". The BRIR corresponding to a distance of 1
meter was used as a single initial impulse response by the two following distance
rendering models.

7.2.2 Envelope-based model

This model is based on a simplified representation of the energy envelope of the
impulse response, here divided into two temporal segments: the early energy Es
comprising both the direct sound and early reflections, and the late reverberation
energy Erev. The energies of these two temporal segments are modified according
to the desired distance.

Different perspectives can be considered to demarcate the time limit between
these two segments. This transition time can be derived from perceptual consid-
erations, regardless of the room geometry. For instance, a time limit of 50 ms has
been considered in room acoustics for criteria describing the quality of speech per-
ception, such as definition (D50) or clarity (C50). In order to delineate the ‘useful
sound’ in opposition to the ‘detrimental sound’, Lochner and Burger [102] con-
sider a weighting function equal to 1 until 35ms and then linearly decreasing up
to 95ms.

Alternatively, this transition time can refer to the physical properties of the room
and of its impulse responses. After reaching a sufficiently high echo density and
modal overlap, the room reverberation exhibits an exponentially decaying stochas-
tic behavior. This lower time limit is referred to as the "mixing time". Several es-
timators of the mixing time have been suggested in the literature. The estimation
tm =

√
V (with tm the mixing time in milliseconds and V the volume of the room

in cubic meter) was proposed in [140]. Other methods rely on the evaluation of
the diffuseness of the sound field from the statistics of the echoes observed in the
impulse response. This estimation may either be conducted in the time domain [1,
157], or in the spatial domain, when a SRIR is available [111]. In our case, a tempo-
ral estimation of the mixing time was chosen and provided a value of 15ms (after
the onset delay). This time defines the temporal limit between what is considered
as the early part of the BRIR and the reverberation tail.

The design of this model was based on the hypothesis that the auditory system
could not effectively separate the direct sound from the early reflections to infer a
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distance percept [93]. A part of the early reflections could perceptually fuse with
the direct sound. The mixing time, separating the pattern of discrete reflections
from diffuse reverberation, was chosen as a first estimation of the length of the
integration window of early energy by the auditory system.

The model applied to alter the initial BRIR to control its apparent source distance
is inspired by previous work from Jot et al. described in [82]. In their proposed
approach, the sound source distance is driven through the control of two temporal
segments, the direct sound energy Edir and the reverberated energy Erev. The level
of the direct sound according to the source distance d is expressed as follows:

Edir(f,d) =
Sφ(f)

2µ(f)d

4πcd2
(7)

with c the sound celerity, f the frequency, µ(f) the frequency dependent sound
absorption for a 1-meter propagation in the air, and Sφ(f) the free field transfer
function of the source in the direction of the receiver.

The level of the diffused part of the reverberation after the mixing time τ in the
impulse response is expressed as follows:

Erev(τ, f) =
Tr(f)Sd(f)

13.81 ∗ V
exp(−13.81 ∗

τ+ d
c

Tr(f)
) (8)

with Tr(f) the reverberation time, V the volume of the room, Sd(f) the prod-
uct of the diffuse-field transfer functions of the source and the microphone. The
dependence of the reverberation energy with the distance d agrees with Barron’s
revised theory on energy relations in the room response [16]. In the present exper-
iment, some further simplifications are made. Air absorption is neglected when
considered distances are small (< 15m). The spatial dependence of the free field
transfer function of the source is ignored as it is always heard from its frontal di-
rection. Moreover, the attenuation law of the direct sound is extended to the whole
early reflection pattern, thus introducing discrepancies between the measured and
the simulated early reflections of the extrapolated source positions. Under these
assumptions, the modifications that are applied to the early and late segments of
the initial impulse response measured at a distance dref to derive the new impulse
response at distance d can be written, respectively, as follows:

Es(d) = Es(dref) ∗
d2ref
d2

(9)

Erev(d, f) = Erev(dref, f) ∗ exp(−13.81 ∗
d− dref
cTr(f)

) (10)

This model is referred to as the “envelope-based model”. Applying Equation 9

and Equation 10, nine BRIRs were generated upon modification of the initial im-
pulse response measured at dref = 1m to simulate the different distances selected
in the Classroom.
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7.2.3 Intensity-based model

This simplified model extrapolates the BRIRs corresponding to different distances
by applying a global gain to the initial reference BRIR measured at 1m. The gain
used to extrapolate the BRIR for a given distance was tuned so that the loudness
of the resulting stimulus corresponded to the loudness of the stimulus generated
with the BRIR measured at the same distance. The loudness criterion used here
is EBU R128. This model is used in contrast to the envelope-based model and the
rendering method based on measurements as no modification of the reverberation-
related cues is present when distance increases.

This second model is expected to give insights into the participants’ auditory
cues weighting strategies. The assumption is that, participants who primarily rely
on intensity to infer a distance judgment, should show similarities in their distance
reports for stimuli created with this model and for stimuli generated with the refer-
ence measurements. In contrast, participants who primarily rely on reverberation-
related cues should exhibit significant differences between distance reports associ-
ated with the intensity-based model and the measurements.

7.2.4 Objective comparisons

The differences between the BRIRs generated with the two models and the measure-
ments recorded in the Classroom are displayed within the scope of the energy con-
tained in different temporal segments of the impulse responses. Figure 7.1 depicts
the energy contained in the early part ES, preceding the considered mixing time,
and in the reverberation Erev of each impulse response generated by the models
and of the measured ones. When compared to the measured impulse responses,
the envelope-based model mainly underestimates the early energy Es, a difference
that increases for longer distances. This behavior comes from the 6dB attenuation
law being applied to the whole early energy considered in this model, instead of
the direct sound only. Contrarily, the late energy tends to be slightly overestimated
as distance increases, with a maximum difference not exceeding 1dB. In summary,
we can state that the envelope-based model reproduces correctly the energy con-
tained in the late reverberation, but strongly underestimates a part of the energy
of early reflections.

For the intensity model, the attenuation law used to tune the global gain of
impulse responses produces opposite differences in terms of energy contained in
the different segments of the generated BRIRs. As a global gain is applied to the
entire impulse responses, the late energy is highly underestimated as distance
increases, whereas the early energy tends to be slightly overestimated as distance
increases, with a maximum difference not exceeding 1dB.

Both models show a slight underestimation of the total energy, but the differ-
ence does not exceed 2dB at its maximum. A value just above the just-noticeable
difference threshold of intensity perception [81]. The attenuation law used for the
intensity-based model was based on a loudness criterion (EBU R128) over the re-
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sulting stimuli, so their loudness was equivalent to the stimuli generated with the
reference measurements.
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Figure 7.1: Evolution of the early energy Es (left), reverberation Erev (middle) and total
energy Erev (right) according to the source distance of the generated BRIRs for
the two models and of the measured ones.

7.3 experiment i : perceptual performances of the models in a con-
gruent situation

The main goal of this first experiment is to have a first evaluation of the per-
formance of the models in a simple AAR scenario. The listening environment is
the same as the one used for the measurements. Therefore, the reproduction of
the room effect was congruent with the visual environment. The envelope-based
perceptual performances enable a preliminary assessment of the importance of
accurately replicating the energy contained in the early part of BRIRs for the repro-
duction of sound source distance. The comparison of intensity-based model per-
formances with reference measurements allows for the analysis of acoustic cues
weighting strategies used by participants to infer distance judgements in this con-
gruent situation.

7.3.1 Material & Methods

7.3.1.1 Participants

A total of 20 (8 women) participants, ages ranging from 19 to 35 (mean age: 26.05),
took part in the experiment. Inclusion and exclusion criteria reported in Chapter 6
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were applied. All the participants had little to no knowledge about audio process-
ing or room acoustics. Informed written consent was signed by each participant
before the experiment starts.

7.3.1.2 Listening environment

The listening tests were conducted in the Classroom used for the SRIRs measure-
ments (see Figure 7.2). The participant was seated exactly at the place correspond-
ing to the location of the SMA used for the measurements and was looking in
the same direction. Twelve chairs were distributed every 45cm along a line facing
the participant at 0° azimuth and starting 1.2m from the participant’s position, in
order to guide the visual distance perception. However, the participant was in-
formed that the spatial distribution of the chairs did not correspond to the actual
spatial distribution of the measured and modeled stimuli. A visual fixation cross
was drawn at a height of 1.2m on the wall facing the participant who was asked
to look at it during the playback of the stimuli.

Figure 7.2: Configuration of the Classroom during the experiment.

7.3.1.3 Auditory Stimuli

The stimuli were generated by convoluting a Swiss-German anechoic speech record-
ing with each of the measured or modeled BRIRs. The playback level was set by
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calibrating the level of the speech stimulus convoluted with the reference BRIR mea-
sured at 1m. For this BRIR, the stimulus was reproduced with headphones placed
on the Neumann KU100 dummy head, and the level was adjusted to match that of a
standard male speaking standing at 1m in front of the dummy head (68dB - LAeq) .
Stimuli were rendered through circumaural open headphones (Sennheiser HD 650),
no head-tracking system was used. The participant’s head was immobilised using
a chin rest during the trials, to prevent inadvertent movements.

7.3.1.4 Report method

The participant reported the perceived sound source distance with a graphical
slider presented on a touchscreen tablet (see Section 6.1.3). The software MAX/MSP
was used for the rendering of the stimuli, the creation of the graphical interface,
and the data collection.

7.3.2 Procedure

The participant was given the tablet and was introduced to the graphical interface
used for reporting distance judgements. It was explained that the minimum of the
slider corresponded to the participant’s position and the maximum to the back
wall. After an indication of the expected duration of the experiment (1 hour), the
participant started a training session of 27 stimuli, composed of all the different
possible conditions (9 distances × (2 models + reference)). The goal of the training
session was to familiarize the participant with the distance reporting method and
to ensure that the procedure was understood. After the training, the experiment
was divided into three blocks, each of them containing 81 stimuli. Each stimulus
was repeated 3 times within each block. The order of the stimuli within a block was
randomized. During the trials, the participant could trigger the stimulus playback
when she/he wanted, but it was played only once. The trial response was collected
through the graphical interface given to the participant. A final questionnaire was
filled out at the end of the 3 blocks to collect additional information related to the
localization of the source (externalization, direction), realism, problems with the
interface, global attention of the participant, and noticeable differences between
the different stimuli apart from the distance.

7.4 experiment i : results

Statistical analysis were performed using TIBCO Statistica© except for the power-
function fittings, which were performed using Mathworks Inc MATLAB©.

Initial attention was focused on the normalization of the responses of each
participant on every condition (9 distances × (2 models + reference)). A Jarque
Bera-test indicated that one participant showed a non normal distribution of the
responses for a majority of the tested conditions. This participant was excluded
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from the pool of participants. The following analysis is based on the data of 19
participants.

7.4.1 General results

To analyze the performance of each model and reference, the geometric mean
of the perceived distance of each participant in each condition was computed.
For comparison purposes, the perceived distances considered here, result from a
linear conversion of reports made by participants on the VAS (0% on the slider
corresponding to 0m, and 100% to 7m).

Dg(d) =

n∏
k=1

9∏
i=1

9n

√
Dk,i(d) (11)

Dg the geometric mean perceived distance over all participants for a sound
source at a distance d, n the number of participants, i the repetition of the stimulus
(9 presentations of the same stimulus in total). This mean was used because it is
admitted that distances are perceived following a power function [183].

Consequently, it is relevant to use a geometric mean over the perceived distance
instead of a direct arithmetic mean. Thus, analysis is based on the logarithmic
perceived distance. The logarithm of the geometric mean is equal to the arithmetic
mean of the logarithm:

log(Dg(d)) =
n∑
k=1

9∑
i=1

log(Dk,i(d))

9n
(12)

A repeated measures ANOVA applied to the geometric mean distances of each
participant was carried out, with the within-subject factors DISTANCE (9 levels
from 1 to 7m) and MODEL (3 levels: 2 models and the reference).

• The main effect DISTANCE was significant ((F(1, 8) = 283, 08 p < 0.01,
Partial− η2 = 0, 9402)

• as well as the MODEL (F(1, 2) = 12, 87, p < 0.01 , Partial− η2 = 0.4168)

• and the interaction DISTANCE × MODEL
(F(1, 15) = 5, 34, p < 0.01, Partial− η2 = 0.2287).

The analysis of the reference conditions confirms that the perceptual distance is
globally overestimated for short distances, here from 1 to 5m and underestimated
for longer distances. This behaviour is also observed for the envelope-based model.
For the intensity model, the perceived distance is always underestimated, although
it is close to the actual distance between 2 and 3m.
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Figure 7.3: Experiment I: Geometric mean perceived distances according to the model
used to generate the sound source: Reference based on measurements (red),
Envelope-based model (blue) Intensity-based model (green).

The crossover point, the distance from which there is no bias in the perceived
distance, is between 4 and 5 meters for the envelope-based model and reference
condition, while it is between 3 and 4 meters for the intensity-based model.

The similarity between the enveloped-based model and the reference was fur-
ther investigated using a post-hoc analysis (Fisher LSD). For each distance, no
significant differences between the reference and the envelope-based model were
found. Besides, this post-hoc analysis reveals the presence of a distance beyond
which no significant effects of the distance are observed anymore. This auditory
horizon appears at 5m for the envelope-based model and the reference and at 4m
for the intensity-based model.

7.4.2 Individual results

The general results following the ANOVA revealed a perceptual similarity between
the reference and the envelope-based model. The similarity between the envelope-
based model and the reference can also be found at an individual level. The log-
arithm of the power function defined in Section 3.1 was fitted to the logarithm
of the geometric mean perceived distance for each participant on each model (19
participants, 3 models) using a linear regression model (with k corresponding to
the intercept and a corresponding to the slope). The values of the fit parameters,
mentioned in the following as "compression coefficients" allow us to quantify the
quantity of compression in the reported distances.
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Figure 7.4: Comparison of the individual compression coefficients a (left) and k (right),
between the reference and the models: Envelope-based (above,blue), Intensity-
based (below,green).

The distribution of dots in Figure 7.4 confirms the presence of a similarity be-
tween the envelope-based model and the reference for each participant, in terms
of auditory distance perception (the distribution of dots is close to the main di-
agonal). In contrast, the distribution of both coefficients for the intensity-based
model is more dispersed, showing no correlation at an individual level. The result
for the intensity-based model also shows that the majority of the non-linear com-
pression coefficients a are lower than those obtained for the reference model. The
graphical user interface had a limited range, which could introduce a bias in the
collected perceived distances. Thus, for trials corresponding to distances from 5 to
7m, the normality of the responses was affected. Hence, no further analysis of the
individual variability (intra-subject) could be conducted.
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7.5 experiment i : discussion

Experiment I evaluated the importance of different cues known to drive auditory
distance perception. The procedure applied here aimed to be close to a simple
AAR scenario, with participants having access to the vision of the room during the
experiment, and the environmental context being congruent with the reproduced
room effects. The roles of the global intensity and of the intensity contained in var-
ious temporal segments of the room impulse response were investigated through
the comparison of three different rendering methods.

7.5.1 Envelope-based model performances

The envelope-based model and the rendering method based on measurements
were shown to provide very similar auditory distance perceptions. This result was
further confirmed by the post-hoc analysis applied to each tested distance. How-
ever, they differ significantly by design in terms of their early-to-late energy ratio.
We intended to investigate if setting an adequate temporal limit (designated "offset
time") on the evaluation of early energy may account for this perceptual similarity.
To do so, the early and late energies of the BRIR associated with the envelope-based
model and the reference were computed for different offset time values. For each
distance, the early and late energies differences computed between a BRIR gener-
ated by the envelope based-model and converted from an actual measurement are
displayed in Figure 7.5.

The envelope-based model underestimates the early energy for offset times un-
der 50ms, and with increasing distances. In spite of this objective discrepancy, the
observed perceptual similarity raises the question of the definition of a reverberation-
related distance cue, and which definition could best explain the perceptual sim-
ilarity between the model and the measurements. Previously, Kopčo and Shinn-
Cunningham [93] have suggested that an early-to-late power ratio is the best can-
didate to overtake DRR as a relevant reverberation-related distance cue. However,
past studies that explored the importance of this ratio as an auditory distance
cue present contrasting results on the temporal limit that should be considered
between the early energy and late energy [26, 27, 120, 125, 165].

The differences in terms of late energy between the measurements and the ex-
trapolated responses by the envelope-based model are not significant for any offset
time considered superior to 10ms (see Figure 7.5). Early energy differences tend to
reach their minimum for a considered offset time of 50ms. When considering an
early-to-late ratio for a limit of 50ms, consistent with the definition of speech clar-
ity C50, the difference between measurements and generated impulse responses is
around 1dB. For speech signals, the just-noticeable-differences of C50 are around
1.1 dB and a significant change value is considered to be around 3dB [24]. The
early energy difference observed between the measured impulse responses and
those generated by the envelope-based model is inferior to 3dB.
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(b) Late energy differences as a function of offset time

Figure 7.5: Early and late energy differences between measured BRIRs of the room and
extrapolated BRIRs with the envelope-based model. Fifteen milliseconds corre-
sponds to the limit considered in the envelope-based model between the early
part of the impulse response and the late reverberation.
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Thus, for a considered offset time of 50ms, the similarity in terms of early en-
ergy could explain the perceptual similarity observed in the current experiment,
between the envelope-based model and the rendering method based on measure-
ments. As the experiment results are only related to a single acoustical environ-
ment, it is not sufficient to draw a general conclusion about what an appropriate
limit should be considered as an early-to-late energy ratio in order to compute a
distance cue. It does, however, corroborate the assumption that early reflections
are perceived as part of the direct sound [26].

7.5.2 Intensity-based model performances

The importance of reverberation-related distance cues for auditory distance per-
ception is also put into evidence when comparing the reported distances obtained
on the intensity-based model to those obtained for the two other rendering meth-
ods. Reported distances for the intensity-based model exhibit a stronger compres-
sion effect and a larger inter-subject variability than for the envelope-based model.
Mean values and standard deviation of the compression coefficients a and k (see
Table 1) confirm this observation. Both coefficients are closer to 1 for the envelope-
based model and the rendering method based on measurements.

This result relative to the intensity-based model, is coherent with the objec-
tive differences illustrated in Figure 7.1. Stimuli generated by this model faith-
fully reproduce the loudness when compared to stimuli generated with actual
measurements, but the energy contained in the late reverberation is strongly un-
derestimated, and the early-to-late energy ratio is constant despite the varying
distance of the source. The absence of variation when the stimulus distance in-
creases is probably the main reason why the sound source distance produced by
the intensity-based model is generally under-estimated when compared to the dis-
tances reported with the measurements. These results are consistent with auditory
distance perception studies in anechoic environments, in which the early-to-late
energy ratio is constant when distance changes [31].

7.5.3 Acoustic cues weighting strategies

Individual participant’s compression coefficients for the envelope-based model
and the rendering method based on measurements are homogeneous. Each par-
ticipant presents a similar compression effect for these two rendering methods.
In contrast, the difference between the compression coefficients associated with
the rendering method based on measurements and the intensity-based model sug-
gests that different strategies were used to judge the distance of sound sources.
Participants for which the value of the compression coefficients estimated on the
intensity model is comparable to the value obtained with the rendering method
based on measurements mainly base their auditory distance judgements on inten-
sity. Some participants obtain a smaller compression coefficient a for the intensity-
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based model only, then do not only use intensity as a distance cue, and rely primar-
ily on a reverberation-related distance cue. One participant received a coefficient a
equal to 0, indicating that he did not consider intensity to infer distance judgments
at all.

These results show that the acoustic cues weighting strategies are mainly an
individual characteristic. This result is based only on 19 participants, therefore, it
was further investigated in Experiment III (see Chapter 8). We notably examined
if other participants only based their auditory distance judgements on intensity.
The influence of environmental context on the weighting of acoustic cues is also
examined to determine if it can be linked to characteristics of the environment or
if it is only an idiosyncratic characteristic.

7.5.4 Influence of the experimental context and comparison with past studies

Calcagno

[33]

Anderson [7]

Audio

Anderson

AV

Zahorik

[183]
Ref. Envelope Intensity

k
1.14

+- 0.12

2.22

+- 1.99

1.38

+- 0.91

1.32

1.24

+-0.50

1.16

+-0.49

1.75

+-1.22

a
0.89

+- 0.06

0.61

+- 0.30

0.87

+- 0.27

0.54

0.85

+-0.24

0.87

+-0.33

0.83

+-0.55

R^2 n/a
0.64

+- 0.22

0.84

+- 0.18

0.91

0.79

+-0.1

0.78

+-0.08

0.71

+-0.24

Sound rendering Speaker Binaural n/a Binaural

Stimuli content Noise Bursts Gaussian Noise n/a Speech

Room type Semi-reverberant Concert hall n/a Damped room

Distance Range 2-6m 0.3-9.8m n/a 1-7m

Report method Verbal Verbal Verbal Visual analogue scale

Table 1: Mean values of compression coefficients a and k with standard deviation and R2

reported in different studies.

To evaluate the influence of the specific perceptual context (presence of room-
related visual cues, speech stimuli) of the current experiment on accuracy and
variability, the results are compared with previous auditory distance perception
studies. Table 1 compares the mean value of the Zahorik’s power function pa-
rameters obtained in several studies: a meta-analysis realized by Zahorik [183]
over 81 different studies dedicated to the perception of auditory distance, a study
from Anderson [7] comparing auditory distance judgements in audio-only and
audio-visual condition and a study from Calcagno [33] studying auditory distance
judgements in presence of visual cues. For the two models and the reference of
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the current study, the non-linear compression coefficient a is shown to be closer to
1, compared to the values obtained in the meta-analysis realized by Zahorik. The
coefficient k is also closer to 1 for the reference and envelope-based model. These
values can be interpreted as a better global accuracy in distance judgements. The
superior accuracy of auditory distance perception associated with the reference
and the envelope-based model can be caused by the presence of visual cues and
the use of speech, while the meta-analysis ran by Zahorik [183] is mainly based on
studies implying blind auditory distance judgements and various types of stim-
uli (from noise bursts to speech signals). In order to confirm that the presence
of visual cues and the use of speech signals enhanced the accuracy and possibly
reduced the variability of auditory distance reports [104, 179], comparisons with
auditory distance perception studies involving visual cues are made.

With both coefficients closer to 1, the results are similar to what can be found in
the studies run by Anderson & Zahorik [7]. The results in terms of accuracy are
also consistent with a study conducted by Calcagno [33]. One of their protocols is
actually similar to the current experiment (see Table 1), as the participants could
have access to the visual configuration of the room prior to the experiment. Al-
though their experiment was using a real loudspeaker, in contrast with our exper-
iment, which uses binaural reproduction on headphones, the mean fit parameters
are comparable. However, the comparison in terms of variability must be done
cautiously considering the difference in fitting methods (Calcagno uses fitting on
raw data with a least square method instead of using linear fitting on logarithmic
data) and number of trials per condition (3 instead of 9).

Compression coefficients are also consistent with those obtained in the audio-
visual condition of the study by Anderson & Zahorik [7], although the nature of
the visual cues’ influence is different. In their study, each auditory stimulus con-
dition is associated with a simultaneous projection of a loudspeaker image at the
same location, whereas in our experiment, the distribution of the visual anchors
(chairs) does not coincide with the auditory stimuli. The comparison of the stan-
dard deviation calculated on the compression coefficients a and k, indicates lower
inter-subject variability in this experiment. However, Anderson & Zahorik used a
verbal reporting method, and the inherent noise it induces could lead to an overes-
timation of the real perceptual noise. Contrarily to verbal reports, the use of a VAS

induces the presence of a maximal reported value. Consequently, a ceiling effect
was observed on distance reports for stimuli generated for distances beyond 5m.
This lead to an underestimation of the intra and inter-subject variability.
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7.6 experiment ii : evaluating the relevance of the early-to-late

energy ratio

The perceptual evaluation of the envelope-based model in Experiment I demon-
strated its capacity, in the Classroom, to reproduce sound source distance when
compared to stimuli convoluted with actual measurements. The model was di-
rectly inspired by the work of Barron [16] and Jot [82], which were initially in-
troduced to model the objective impact of the source to receiver distance on late
reverberation.

Compared to the actual measurements, the envelope-based model accurately re-
produces the evolution of the late reverberation energy and of the total energy ac-
cording to the distance (see Figure 7.1). However, the energy of the early segment,
including the direct sound and the first reflections before the mixing time t < Tmix,
becomes greatly underestimated as distance increases. Despite this energetic dif-
ference, the subjective distance reports were observed very similar between the
envelope-based and the measurements rendering methods (see Figure 7.3).

In Figure 7.5 it was seen that, if a transition time Ttrans = 50ms is consid-
ered between the early reflections and the late reverberation segments of the BRIRs

extrapolated by the envelope-based model, then their respective energies are com-
parable to the ones of the measurements. This could be an indication that such
a transition time should be considered rather than a strict DRR when defining an
early-to-late energy ratio as a reverberation-based distance cue. However, although
the model reproduces correctly the overall energy contained in the early segment
up to Ttrans, it induces a significantly different temporal distribution of the energy
within it. This is illustrated by the schematic of the envelope-based model design
displayed in Figure 7.6.

The purpose of this second experiment is to ascertain the perceptual relevance of
the early-to-late energy ratio for auditory distance perception. In order to analyze
the relevance of this criterion, BRIRs correctly reproduced this ratio with distance,
but inducing various distributions of the energy within the early part, were synthe-
sized. The stimuli convoluted by these BRIRs are compared to stimuli convoluted
by actual measurements in an online-based experiment involving 120 participants.

Two different considerations of the transition time Ttrans defining the temporal
limit of the early energy were tested: 40ms and 80ms. For Ttrans = 40ms, de-
spite varying energy distributions in the early part of the impulse responses, we
expected that no significant perceptual differences with measurements should be
revealed.
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induced in the early reflections distribution for t < Tmix.
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7.6.1 BRIRs synthesis method

The following method, illustrated in Figure 7.7, is used to synthesize BRIRs with
different temporal distributions of the early energy contained between their onsets
and Ttrans. For a given transition time Ttrans and a set of SRIRs measured in a
given environment:

1. The measured SRIRs are converted into BRIRs as described in Section 5.2.2.

2. The early segment (i.e. direct sound + first reflections) of an initial BRIR is
extracted, from its onset time t = 0 to the transition time t = Ttrans.

3. This initial early segment is then substituted to the early segment of the
different BRIRs measured at other distances after applying a correction gain
in order to match their original early energy.

This method allows to create synthetic BRIRs which differ from the original mea-
sured ones by the distribution of the direct sound and first reflections prior to
Ttrans. The synthetic BRIRs presents a late reverberation tail (for t > Ttrans) fully
identical to the original ones, as well as their total energy and the global early en-
ergy contained in the interval [0, Ttrans]. However, although the global gain of the
synthetic early segments matches that of the original BRIRs, their time, frequency
and spatial distributions are modified.

Depending on the chosen initial measurement and the reproduced distances, dif-
ferent temporal distributions of the energy in the early segment [0ms, Ttrans], will
occur. Here, the closest and furthest measurements available in the environment
were used as initial measurements. This was done so that differences in terms of
early energy distribution within the synthetic BRIRs were maximized.

When the initial measurement is chosen as the closest available, the synthesis
consists of extrapolating further distances. This BRIRs synthesis is labeled as "Back-
ward". The stimuli generated through convolution with such BRIRs are labeled as
"Backward stimuli".

Contrarily, when the initial measurement is chosen as the furthest available, the
synthesis consists of extrapolating closer distances. This BRIRs synthesis is labeled
as "Forward". The stimuli generated through convolution with such BRIRs are la-
beled as "Forward stimuli".

For the "Backward" synthesis, extrapolating distances further than the initial mea-
surement position implies an excess of the energy conveyed by the direct sound
compared to the reference BRIRs. This is explained by the fact that sound level
decreases following a 6dB drop per doubling distance, while early and late reflec-
tions decrease more slowly. Hence, applying a global gain to the whole part of
the initial measurement creates an energy excess of the direct sound and possibly
of the earliest reflections. This phenomenon is illustrated by the schematic of the
method design displayed in Figure 7.7.

For the "Forward" synthesis, extrapolating distances closer than the initial mea-
surement implies a lack of the energy conveyed by the direct sound.
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Figure 7.7: Schematic breakdown of the method used to synthesize BRIRs in Experiment
II. The early segment of an initial BRIR is extracted, from its onset time t = 0

to the transition time t = Ttrans. This initial early segment is then substituted
to the early segment of the different BRIRs measured at other distances after
applying a correction gain in order to match their original early energy. The
late segments (for t > Ttrans) of the original BRIRs remain unchanged.



7.6 experiment ii : evaluating the relevance of the early-to-late energy ratio 91

In Experiment II, these methods were applied to two different rooms with dif-
ferent geometrical and acoustical characteristics.

7.6.2 Material & Methods

The experiment was carried out using the previously stated online procedure (see
Section 6.2). The experiment consisted of two separate groups, each evaluating
one of the two room conditions. Indeed, gathering both room conditions within
the same session could introduce biases as a result of the sequencing of succes-
sively contrasted acoustic conditions. As different room conditions with various
level and duration of reverberation and for different ranges of distances are eval-
uated, merging all these conditions in the same evaluation test could lead to im-
portant compression or expansion biases in the distance reports. For each room
condition, the performances of participants on the Backward and Forward stimuli
were evaluated in contrast to reference stimuli based on measurements made in
each room.

Additionally, for each room, two different considerations of the transition time
were evaluated : 40ms and 80ms. These diverse situations (in terms of transition
times Ttrans, acoustic environments, and reproduced distances) permitted us to
further assess the perceptual relevance of the early-to-late energy ratio by com-
paring participants’ distance perceptions of stimuli convoluted with synthetic and
measured responses.

7.6.2.1 Tested conditions

The two environments used for the measurements are illustrated in Figure 7.8.

(a) Classroom at IRCAM mentioned
as Classroom
Volume = 144m3

T60(1kHz)= 0.55s

(b) Patio at IRCAM mentioned as Gallery

Volume > 1700m3

T60(1kHz)= 0.9s

Figure 7.8: The two different acoustic environments used in Experiment II.
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classroom Six different distances were evaluated: 1, 1.5, 2, 3, 4, 6 meters. Mea-
surements at 1 and 7 meters were respectively used as the initial measurements
of the Backward and Forward direction syntheses. A total of 30 stimuli: 6 distances
× 5 rendering methods (2 direction syntheses × 2 transition times + 1 reference)
were evaluated in this room condition.

gallery Six different distances were tested for all rendering methods: 3, 4, 5,
6, 7, 9 meters. Measurements at 1 and 14 meters were respectively used as the
initial measurements of the Backward and Forward direction syntheses. As for the
Classroom, a total of 30 stimuli were evaluated in this room condition: 6 distances
× 5 rendering methods (2 direction syntheses × 2 transition times + 1 reference).

Figure 7.9 and Figure 7.10 illustrate the differences, in terms of energy distribu-
tion within the part prior to Ttrans, between the synthesized BRIRs and the mea-
surements. In order to highlight these differences, a direct-to-reflections energy
ratio D/RefTtrans was computed for each BRIR used to generate a stimulus:

D/RefTtrans(d) = Edir(d) − Eref,Ttrans(d) (in dB) (13)

Edir is the energy of the direct sound and of the first reflections contained in the
temporal segment [0, 5ms[ of the BRIR associated with the distance d. ERef,Ttrans is
the energy contained in the temporal segment [5ms, Ttrans] of the same BRIR.

For each room condition, the range of tested distances was chosen to maximize
the differences in terms of the D/RefTtrans criterion.

To summarize, the late energy of each synthetic BRIR is identical to the corre-
sponding BRIR measurement at a given distance. The Backward method synthesizes
BRIRs with an excess of direct sound. The Forward method synthesizes BRIRs with
a lack of direct sound.

Another representation of these differences can be found in Appendix b with a
criterion similar to the one displayed in Figure 7.5.

7.6.2.2 Participants

A total of 120 online participants were recruited via the recruitment platform Pro-
lific (see Section 6.2). Two groups of 60 participants performed each a separate
version of the experiment, each version containing the evaluation of a single room
condition. Inclusion and exclusion criteria reported in Chapter 6 were applied.

7.6.2.3 Auditory Stimuli

A 3-second recording truncated from the same 5-second speech anechoic recording
used in the first experiment, has been pre-convoluted with each of the measured
and synthesized BRIRs.



7.6 experiment ii : evaluating the relevance of the early-to-late energy ratio 93

3 5 61 2 4 7
-9

-6

-3

0

3

6

9

Distance (m)

D
/R

ef
40

  (
dB

)

D/Ref40 Classroom

Backward   (1m ; Ttrans = 40ms)

Forward     (7m ; Ttrans = 40ms) 

3 5 61 2 4 7
-9

-6

-3

0

3

6

9

Distance (m)

D/
Re

f 80
  (

dB
)

D/Ref80 Classroom

Measurements Backward (1m ; Ttrans = 80ms)

Forward   (7m ; Ttrans = 80ms) 

Figure 7.9: Direct-to-reflections energy ratio (D/RefTtrans) of the synthetic and measured
BRIRs of the Classroom, for Ttrans equal to 40ms (left) and 80ms (right). An
initial impulse response at 1m (blue) and 7m (green) were exploited for the
BRIRs synthesis. Grey symbols represent BRIRs available but not used in the
experiment

1 3 5 7 9 11 13 14
0

3

6

9

12

15

18

Distance (m)

D
/R

ef
40

  (
dB

)

D/Ref40 Gallery

Backward (1m ; Ttrans = 40ms)

Forward   (14m ; Ttrans = 40ms)

1 3 5 7 9 11 13 14
0

3

6

9

12

15

18

Distance(m)

D/
Re

f 80
  (

dB
)

D/Ref80 Gallery

Measurements Backward (1m ; Ttrans = 80ms)
Forward   (14m ; Ttrans = 80ms) 

Figure 7.10: Direct-to-reflections energy ratio (D/RefTtrans) of the synthetic and measured
BRIRs of the Gallery, for Ttrans equal to 40ms (left) and 80ms (right). An ini-
tial impulse response at 1m (blue) and 14m (green) were exploited for the
BRIRs synthesis. Grey symbols represent BRIRs available but not included in
the experiment.
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An additional equalization of the loudness of the generated stimuli was run
following the EBU 128R criterion. The process was done so that all stimuli associ-
ated with a given distance were of the same loudness regardless of the rendering
method used to generate it. The Backward and Forward syntheses induced a mis-
match in the spectral content of the synthesized BRIRs when compared to actual
measurements (which impact is discussed in the following Section 7.8.3). Then,
the use of a speech signal resulted in differences in the loudness of the resulting
stimuli, despite the fact that the total energy of the BRIRs used to generate them
was identical.

7.6.2.4 Report method

A vertical VAS (continuous slider) was used to report the perceived distance of a
sound stimulus (see Section 6.1.3). The top of the slider corresponded to a distant
impression to the sound source while the bottom corresponded to an impression
of proximity.

7.6.3 Procedure

After reading the information note and approving the consent form, participants
were directed to the experiment. Participants had to fill out a questionnaire in
which they were invited to give their age, gender, and the type of headphones
used. They were requested to use circum-aural headphones if possible.

A screening process was launched to ensure the correct use of headphones:
two audio clips corresponding to the weakest and loudest stimuli were played
successively. Participants had to adjust the sound level for the quietest stimulus
to be heard clearly. The loudest stimulus was then played, to ensure that it was
heard at a comfortable level. Finally, broadband noise was displayed laterally first
to the left channel of the headphones and then to the right one to ensure that
participants were correctly wearing them.

Afterwards, a training session began. Participants were instructed to judge the
apparent perceived distance to the male speaker using the VAS. Every stimuli used
in the experiment were presented once during the training in a random order.

After the training session, the experiment began. Participants were informed
that the procedure was the same as for the training session. Participants had to
evaluate 120 stimuli (5 rendering methods × 6 distances × 4 presentations), ran-
domized within a single block. During the trials, participants triggered the stimu-
lus playback, but it could only be played once.

At the end of the experiment, participants were invited to fill out a final ques-
tionnaire to collect feedback on the experiment. More specifically, participants had
to evaluate the general perceived externalization, the number of distinct distances
perceived, and the maximum absolute distance perceived (in meters or feet). The
mean duration of the procedure was 15 minutes.
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7.7 experiment ii : results

The nature of the analysis used here is the same as the one employed in Experi-
ment I. A focus is put on the comparison between reported distances associated
with the 4 categories of synthetic BRIRs (two directions ’Forward’ and ’Backward’
and two transition times Ttrans 40ms and 80ms) and reported distances associ-
ated with the actual measurements. The results of the two room conditions are
presented independently.

outliers Six participants in the Classroom experiment and three participants
from the Gallery experiment were excluded from the analysis. Among these nine
participants, four of them were excluded because the mean and standard deviation
of their responses in most conditions exceeded two standard deviations from the
mean of the population. Two of them completed the experiment in an unrealistic
short time (< 5 minutes) which casts a doubt on the relevance of their reports.
Three of them reported a front-back confusion effect or a lack of externalization.

data scaling Initial attention was focused on the scaling of the responses in
order to create comparable ratings between participants. Some participants exhib-
ited a central tendency bias [65] in their distance reports, as they were only using
the middle range of the slider. A min-max feature scaling was performed on the
responses of participants using less than 95% of the total slider:

Yi,scaled =
Yi −min(Yi)

max(Yi) −min(Yi)
(14)

with Yi,scaled the scaled response ranging from 0 to 1 and Yi the raw response.

7.7.1 Classroom

With the intention of estimating compression coefficients (see Section 3.1), the
perceived distances considered here, result from a linear conversion of reports
made by participants on the VAS (0% on the slider corresponding to 0m, and 100%
to 7m).

7.7.1.1 General Results

To determine the significance of differences between rendering methods, a re-
peated measures ANOVA (α = 0.05) has been conducted on geometric means
of reported distances of each participant per rendering method, with RENDER-
ING (5 levels) and DISTANCE (6 levels ranging from 1 to 6m) as within-subject
factors. The analysis revealed:

• a main effect of DISTANCE (F(1, 5) = 398.6 , p < 0.001)
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• a main effect of RENDERING (F(1, 4) = 73.1, p < 0.001)

• as well as a DISTANCE × RENDERING interaction (F(1, 20) = 7.23 ; p <
0.001)
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Figure 7.11: Experiment II (Classroom): Geometric mean perceived distances according to
the method used to generate the stimuli. The reference (red) based on mea-
surements of the Classroom, Backward (blue) and Forward (green) directions.
With Ttrans equal to 40ms (open symbols) or 80ms (solid symbols).

To assess the observations of Figure 7.11 a post-hoc analysis was run to verify
if for each distance, the differences in terms of reported distances between one
rendering method and the reference, are significant.

This analysis demonstrates that Backward stimuli rendered with Ttrans = 80ms,
induced a significant underestimation of the reported distances, for distances rang-
ing from 2 to 4 meters. For Ttrans = 40ms, no significant differences are revealed.

Concerning Forward stimuli rendered with Ttrans = 80ms, an overestimation
of the reported distances for 1 to 3 meters was exposed. For Ttrans = 40ms, a
significant overestimation of the reported distances for a distance of 1 meter only
was revealed.

7.7.1.2 Individual compression coefficients across rendering methods

In order to get another insight into the perceptual differences induced by the Back-
ward and Forward stimuli, the individual compression coefficients a and k were
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computed by fitting the power function reported in Section 3.1. Individual fittings
were made to the reports of each participant, for Backward and the Forward stim-
uli rendered with Ttrans = 80ms, and for the reference. Only for this transition
time were the coefficients a and k computed as these stimuli exhibit significant
differences with the reference.
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Figure 7.12: Experiment II (Classroom): Comparison of the individual compression coeffi-
cients a (above) and k (below) between the rendering method based on mea-
surements and the Backward(blue,left) and Forward(green,right) syntheses.

The distribution of compression coefficients in Figure 7.12 confirms the presence
of a higher compression in distance reports associated with Forward stimuli. All
coefficients a and k, except one, are respectively inferior and superior, to those
obtained by the same participants with the measurements.
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7.7.2 Gallery

Results from participants who evaluated the Gallery condition are presented in this
section. For comparison purposes, the perceived distances considered here, result
from a linear conversion of reports made by participants on the VAS (0% on the
slider corresponding to 0m, and 100% to 9m).

7.7.2.1 General Results

A repeated measures ANOVA (α = 0.05) has been conducted on geometric mean
of reported distances of each participant, with RENDERING (5 levels) and DIS-
TANCE (6 levels ranging from 3 to 9m) as within-subject factors. The analysis
revealed:

• a main effect of DISTANCE (F(1, 5) = 211.9 , p < 0.001)

• a main effect of RENDERING (F(1, 4) = 74.6, p < 0.001)

• a DISTANCE × RENDERING interaction (F(1, 20) = 8.12 ; p < 0.001)
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Figure 7.13: Experiment II (Gallery): Geometric mean perceived distances according to the
model used to generate the sound source. The reference (red) based on mea-
surements of the Gallery,Backward (blue) and Forward (green) directions. With
Ttrans equal to 40ms (left, open symbols) or 80ms (right, solid symbols).

To assess the observations of Figure 7.11 a post-hoc analysis was run.
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For Backward stimuli, opposite differences with the reference such as those re-
vealed in the Classroom were acknowledged. For Ttrans = 40ms, distances of stim-
uli at 7 and 9 meters were significantly (p > 0.05) overestimated. For Ttrans =

80ms, stimuli associated with distances superior or equal to 3 meters were signifi-
cantly overestimated.

For Forward stimuli, no significant differences with the reference were revealed
by the post-hoc analysis. Except for Ttrans = 80ms, at a distance of 1m, the dis-
tance was overestimated.

7.7.2.2 Compression coefficients across rendering methods
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Figure 7.14: Experiment II (Gallery): Comparison of the individual compression coeffi-
cients a (above) and k (below) between the rendering method based on mea-
surements and the Backward(blue,left) and Forward(green,right) syntheses.
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Individual compression coefficients associated with Backward and Forward stimuli
(rendered with Ttrans = 80ms), and with reference stimuli were computed.

The distribution of compression coefficients in Figure 7.12 confirms the presence
of a smaller compression in distance reports associated with the Backward stimuli.
Most coefficients a and k are respectively superior and inferior, to those obtained
by the same participants on reference stimuli.

Concerning the Forward stimuli, compression coefficients a are slightly smaller,
indicating a stronger compression effect.

7.8 discussion

The goal of this second experiment was to assess the perceptual relevance of an
early-to-late energy ratio for auditory distance perception. To do so, we used meth-
ods synthesizing BRIRs correctly reproducing the early energy (prior to 40 or 80ms)
and the late reverberation with distance, but inducing different temporal distribu-
tions of the energy within the early part.

In respect with the results of Experiment I, we expected that for Ttrans = 40ms,
the Backward and Forward method could not be differentiated in terms of perceived
distance from reference stimuli.

We expected that for Ttrans = 80ms, an excess or a lack of the energy contained
in the direct sound and the first reflections, would respectively induce an underes-
timation or an overestimation of the reported distances when compared to actual
measurements. However, the results of this experiment do not show this symme-
try. Thus, the evaluations of distance reports of the Backward and Forward stimuli
are first discussed independently, in comparison to distance reports collected for
the reference stimuli based on measurements.

Apart from creating a difference in terms of early energy distribution, spectral
and spatial aspects of the synthesized BRIRs were inherited from the initial mea-
surement. The possible effects of these spectral and spatial differences with the
reference measurements are discussed afterwards.

7.8.1 Backward stimuli

In the Classroom, for Ttrans = 40ms, no significant differences are observed. For
Ttrans = 80ms, we effectively acknowledged an underestimation of the reported
distances for stimuli from 2 to 4 meters when compared to the reference. This
underestimation of the perceived distance can be attributed to the differences in
the distribution of the early energy prior to 80ms. The excess of direct sound and
early reflections induced by this BRIRs synthesis method incorrectly reproduced
the early-to-late energy ratio.

In the Gallery, distances of stimuli are overestimated (over 7m for Ttrans = 40ms;
over 3m for Ttrans = 80ms). Greater differences with increasing distance and tran-
sition time were effectively observed. However, due to the excess of direct sound,
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we assumed that it should have induced an underestimation of the perceived dis-
tances.

A specific phenomenon linked to the Backward synthesis might be the cause. The
time-energy envelopes of the early part of the synthesized impulse responses are
inherited from the initial measurement. Thus, BRIRs synthesized from a measure-
ment at 1m present a limited amount of energy in their early reflections when
compared to actual measurements (see Figure 7.10).
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Figure 7.15: Waveforms of Backward impulse responses synthesized in both rooms with
Ttrans = 80ms. An important lack of early reflections energy is noticeable in
both room conditions and especially for the Gallery

The lack of early reflections might have provoked a reduced masking of the late
reverberation. Temporal masking is a suppressing mechanism of the human audi-
tory system that masks, both in frequency and time, lower level sounds after the
onset of a stronger sound. This temporal masking is referred to as the "precedence
effect" [61] or the "Haas effect" (for a single echo masking the perception of speech
[69]). In a room impulse response, the situation is more complex than a single
masker and a masked sound. As a result of the precedence effect, both the direct
sound and reflections can be considered as maskers of the late reverberation [73].
Hence, the combination of direct and reflected sounds is heard as a single entity,
and the perceived location corresponds to the direction of the direct sound. It is
generally admitted that the temporal limit of the Haas effect for speech is 50ms
[73]. Another study by Meesawat and Hammershoi [115] investigating this effect
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within RIRs reported that the masking of late reflection by early reflections could
extend to 40ms. Here, particularly for Ttrans = 80ms, the lack of energy in the
early reflections has reduced the Haas effect. Then, the late reverberation seemed
perceptually more salient in the synthesized responses of the Gallery when com-
pared to measurements, despite their late reverberations being strictly identical.
As the perceived reverberation seemed stronger, the rendered stimuli could have
been associated with a larger environment [147]. Moreover, as mentioned by sev-
eral studies [32, 91] the perceived room size affects auditory distance judgements,
a larger room size implies an auditory distance perceived further.

As a result of the method’s design, this phenomenon had the opposite effect on
perceived distances as anticipated by the energetic differences. For the Classroom
as the reverberation time is lower, the masking effect is less important. Thus, for
Ttrans = 80ms, we still witness the effect of the excess of direct sound and first
reflections, revealed by an underestimation of the perceived distances at 3 and 4
meters.

The presence of this "unmasking" effect prevents us from concluding clearly on
the effect of the Backward synthesis in the Gallery. However, in the Classroom the
effect seems negligible. Indeed, the maximal difference in terms of D/Ref with
the measurements is much lower for BRIRs synthesized in the Classroom (9dB, see
Figure 7.9), when compared to the BRIRs synthesized in the Gallery (18dB, see
Figure 7.10). As a result, the energy distribution disparities produced by syntheses
are larger in the Gallery than in the Classroom.

These results seem to corroborate that a transition time of 40ms, can be consid-
ered as an appropriate time limit for defining an early-to-late energy ratio as a
relevant reverberation-related distance cue, as long as the disparities with actual
measurements in terms of D/Ref are less than 9dB.

7.8.2 Forward stimuli

In the Classroom, the expected effect of energy differences on reported distances is
observed. For Ttrans = 80ms, close distances ranging from 1 to 3 meters, are over-
estimated. For Ttrans = 40ms, the effect is weak, but still significant as reported
distances for 1 meter are overestimated.

In the Gallery, the effect is almost insignificant. For a distance of 1m, and Ttrans =
80ms, the distance is overestimated. For Ttrans = 40ms, no significant differences
with reference stimuli in terms of perceived distance are present, independently
of the internal distribution of reflections within the early part.

These results corroborate that an early-to-late ratio with a temporal limit of
40ms is probably relevant as a reverberation-related distance cue. Its correct repro-
duction induced a single significant difference in distance reports when compared
to reports of the reference stimuli.

The incorrect reproduction of additional reverberation-related cues could ex-
plain this single difference, and the differences between Backward and reference
stimuli. The following sections discuss how observed differences in terms of per-
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ceived distance can be connected to the incorrect reproduction of spectral or spatial
characteristics.

7.8.3 Spectral aspects

Larsen et al. [97] showed that spectral cues account for the role of reverberation
in auditory distance perception. They have proposed two different parameters
to measure these spectral changes with distance: the spectral centroid and the
spectral envelope. Prud’homme and Lavandier [141], have proposed the spectral
balance as a parameter integrating a part of the content of both spectral cues.
It is defined as the difference between the high-frequency (> 1250Hz) and the
low-frequency (< 400Hz) sound levels contained in the stimuli. Spectral balance is
negatively correlated with distance. A similar parameter was used here to quantify
reverberation-related changes in the spectral content of the used stimuli.

In this Experiment, the Backward and Forward methods produced respectively
an excess or a deficiency of direct sound when compared to measurements. This
segment of the BRIR carries a large proportion of high frequency in comparison to
early reflections. As seen in Figure 7.9 and Figure 7.10 the D/Ref in synthetic BRIRs

is constant, contrarily to actual measurements. Thus, when distance changes, Back-
ward and Forward stimuli exhibit fewer spectral changes than measurements. For
all distances, Backward BRIRs yield more direct sound than measurements and thus
carry more high frequencies. Conversely, Forward BRIRs carry less high frequencies.

In order to illustrate the lack of spectral changes in speech stimuli generated
with the Backward and Forward syntheses, spectral balances of the stimuli were
computed. The values are displayed in Figure 7.16. Because the frequency limits
used by Prud’homme and Lavandier (respectively 400Hz and 1250Hz) produced
spectral balances weakly correlated with increasing distances, a higher frequency
limit of 2000Hz was used to compute the spectral balance of each stimulus. This
could be explained by the difference in the nature of the stimuli employed in this
experiment. While Prud’homme and Lavandier convoluted pink noise bursts, a
speech signal with a narrower spectral envelope was applied here.
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Figure 7.16: Spectral Balance of the stimuli used in Experiment II computed with the dif-
ference between the high frequency sound level (> 2000Hz) and the low-
frequency sound level (< 400Hz) contained in each stimulus. The value of
both channel was averaged to compute the spectral balance of the resulting
stimulus.

In both rooms, for Backward and Forward stimuli rendered with Ttrans = 40ms,
the spectral balance is correctly reproduced with distance, except Forward stimuli
rendered for distances < 2m. This could explain the single difference observed for
the Forward stimulus at 1m in the Classroom.

For Ttrans = 80ms, the spectral balances of stimuli are almost constant with
distance when compared to measurements. Thus, reverberation-related spectral
cues become unreliable for inferring a distance judgment. The incorrect reproduc-
tion of these spectral aspects might have participated in the observed perceptual
differences for these stimuli.

These spectral differences could also explain the absence of significant per-
ceptual differences observed in Experiment I between stimuli generated by the
envelope-based model and those produced with real measurements. The spectral
balances of the stimuli of Experiment I are displayed in Figure 7.17. Contrarily
to the Backward and Forward methods, the envelope-based model correctly repro-
duces the spectral balance with increasing distances. Indeed, the design of the
model implied a correct reproduction of the direct sound decrease with distance
(see Equation 7). High frequencies are mainly conveyed by this part of the BRIRs,
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correctly reproducing the direct sound limited spectral differences with the mea-
surements.
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Figure 7.17: Spectral Balance of the stimuli used in Experiment I (envelope-based model
and measurements) computed with the difference between the high frequency
sound level (> 2000Hz) and the low-frequency sound level (< 400Hz) con-
tained in each stimulus. The values of both channels were averaged to com-
pute the spectral balance of the stimuli.

These spectral considerations suggest that summarizing the perception of rever-
beration solely on the basis of time-energy considerations is incorrect. Depending
on the nature of the stimuli and the spectral content of the BRIR, different tempo-
ral segments can be made more perceptually salient than others. Reverberation-
related spectral changes are therefore important for auditory distance perception.
The importance of the spectral cues for each participant is further discussed in
Section 7.8.5.

7.8.4 Spatial aspects

Each set of synthetic BRIRs partly retained their related initial measurement’s spec-
tral characteristics. Spatial aspects of early reflections were also inherited from the
measurement : the directions of arrival of the early reflections remain identical
with changing distances.

The main perceptual characteristic influenced by this modification is the Apparent
Source Width (ASW). It can be referred to as “the perceived width of a sound im-
age fused temporally and spatially with the direct sound image"[127]. There is no
clear consensus on how ASW should be quantified. However, it is assumed to be
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negatively correlated to the early Interaural cross-correlation IACCE [78] as well
as to the early Lateral energy Fraction LFE, and positively to early sound strength
GE [126, 133]. These parameters are generally computed on the first 80ms of an
impulse response [25]).

The strength of sound (G) is defined as the energy of the impulse response
measured using an omnidirectional microphone, relative to the energy of the same
source measured at a 10m distance in a free field. Due to the design of the method,
the early strength of each of the synthesized BRIR was identical to that of the
corresponding measurements.

Interaural cross-correlation is a measure of the similarity between binaural sig-
nals. It was calculated on the first 80ms of the BRIRs used in this experiment. The
values (1− IACCE) (that could be considered as a quantification of ASW) are dis-
played in Figure 7.18. The just-noticeable differences in terms of IACCE have an
average value of 0.075 [44] or 0.065 [132] for music stimuli.

In regard to these values, IACCE stayed constant with changing distances for
Ttrans = 80ms, and can be considered almost constant for Ttrans = 40ms. For
extreme distances significant differences in terms of IACCE between Backward,
Forward and reference stimuli are observed.
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Figure 7.18: Interaural cross-correlation of the BRIRs used in experiment II, computed on
the early part [0; 80ms] of each responses.
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Early Lateral energy Fraction LFE is defined as the linear ratio of the lateral early
energy to the total early energy [17], generally computed on the first 80ms [133]:

LFE =

∫80ms
5ms p2L(t)dt∫80ms
0 p2(t)dt

(15)

With pL(t) the impulse response measured laterally with a figure-of-8 micro-
phone (corresponding to the Y component of an SRIR) and p(t) the impulse re-
sponse measured with an omnidirectional microphone. Here the LFE was com-
puted on Backward and Forward synthesized SRIRs as well as on the actual measure-
ments. The values are displayed in Figure 7.19. Similarly to what was observed on
the IACCE values, LFE values of synthesized SRIRs are almost constant with chang-
ing distances. Cox et al. [44] determined that the just-noticeable difference of LFE
is equal to 0.06. Thus, significant differences are present between synthesized and
measured responses for extreme distances.
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Figure 7.19: Early Lateral energy Fraction LFE of Backward and Forward synthesized SRIRs

and measured SRIRs, computed on the early part [0; 80ms] of each responses.

The absence of variation for both parameters, induced constant values of ASW

with distance for the Backward and Forward stimuli. While it is well known that
this parameter decreases with distance [98], the effect of ASW on distance is still
unexplored. The literature reports contradictory findings about the impact of re-
verberation’s spatial aspects on auditory distance perception.
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Bronkhorst [26] have demonstrated that the degree of lateralization of the early
reflections could influence their fusion with the direct sound for auditory distance
perception. In this regard, the incorrect reproduction of these spatial aspects could
have participated in the perceptual differences observed between the syntheses
and the reference. For the Forward stimuli at short distances, the increased lateral-
ization of the early reflections could have induced a stronger integration of early
reflections into the late reverberation. As a result, it could explain why these stim-
uli distances are overestimated in both rooms. Conversely, for Backward stimuli at
large distances, the lack of early reflections’ lateralization could have contributed
to the underestimation of distances observed in the Classroom.

However, studies by Larsen et al. [97] and Prud’homme & Lavandier [141] did
not observe significant effects of spatial aspects on auditory distance perception.
Both these studies have addressed the influence of spatial aspects by comparing
monaural and binaural RIRs. As a result, spatial cues have not been recognized as
directly influencing auditory distance perception, but rather externalization. How-
ever, the lack of externalization could prevent some participants from accurately
judging the distance of a stimulus [141]. Participants experiencing in-head local-
ization are most likely to be affected by spatial aspects, which were considered
outliers and not taken into account in the current analysis. Therefore, observed
differences in distance reports are most likely not related to spatial cues. Nonethe-
less, this assumption needs to be tested in a study that particularly examines the
impact of early reflections spatialization on auditory distance perception, as well
as its relationship with externalization.

7.8.5 Reverberation-related cues weighting strategies

Similarly to Experiment I analysis, the distributions of dots displayed in Fig-
ure 7.12 and Figure 7.14 indicate that some participants present perceptual sim-
ilarities across distance reports of the different categories of stimuli. Participants
that demonstrate little to no differences probably highly weight the early-to-late
energy ratio as a reverberation-related distance cue, and weakly weight spectral
and potential spatial cues. This result suggests that perceptual weighting strategies
for reverberation-related distance cues are mainly idiosyncratic.

7.9 conclusion

In this chapter, we presented two experiments investigating the role of early energy
in auditory distance perception. Under the hypothesis that the DRR can be over-
taken by an early-to-late energy ratio for defining a relevant reverberation-related
distance cue, we examined if an appropriate temporal limit could fit our initial
hypothesis. Results associated with the Classroom show that for a transition time
of 40ms, both syntheses correctly reproduced sound source distance in the Class-
room. In the Gallery only the Forward method achieved the correct reproduction
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of distance for this transition time. These results suggest that when considering
a transition time of 40ms, the distance judgements are close to the measurements
and nearly independent of the internal distribution of reflections. It is the case
as long as the D/Ref ratio does not differ by more than 9dB, as in the Classroom.
In contrast, for Ttrans = 80ms, the distance judgments are strongly dependent on
the internal distribution of reflections and differ significantly from the distances re-
ported with the measurements. Further studies should be conducted to determine
more precisely, what the optimal transition time is.

The different results also suggest that reducing the role of reverberation for
distance by an early-to-late energy ratio only is oversimplifying. Notably, the lack
of reflections before the transition time in Experiment II has considerably biased
the responses associated with Backward stimuli in the Gallery. The reduced Haas
effect on the late reverberation has considerably changed the perception of the
room volume in which the stimulus is displayed. This effect illustrates that the
energetic content of early reflections can modulate auditory room size perception.
Room size perception and auditory distance perception are two intricate percepts
that can hardly be considered independent.

Moreover, the incorrect reproduction of spatial and spectral cues can also ex-
plain the differences between distance reports associated with syntheses and the
reference. Both type of cues are incorrectly reproduced by the sytheses, when
considering a transition time of 80ms. The results suggest that the correct repro-
duction of spectral changes in the early part of BRIRs with distance is mandatory
for auditory distance rendering methods. The individual results of participants
illustrate that the perceptual weights attributed to each spectral and energetic
reverberation-related cues to infer a distance percept are an idiosynchratic char-
acteristic. Further studies isolating changes in spectral cues should be done to
confirm these assumptions.

The question of early reflections’ spatial characteristics could also be considered.
Our initial hypothesis was based on the fact that direct sound could not be effec-
tively separated from the early reflections by the auditory process. It can be argued
that the direction of arrival of early reflections could participate in the fusion of
early reflections with direct sound. It can be hypothesized that if the direction of
arrival is close to the direction of the direct sound, the spatial proximity might
enable a stronger fusion process. The use of SRIR spatial manipulation such as the
"warping" [96] could enable the study of this effect.





8
E VA L U AT I O N O F T H E I N F L U E N C E O F
E N V I R O N M E N T- R E L AT E D C U E S

This chapter presents and discusses the results of Experiment III that aims to
study the influence of environment-related cues on the auditory distance per-
ception of virtual sound sources. The influence of the visual spatial boundary
and of the room volume are studied through an online protocol. The stim-
uli used in this experiment and in Experiment I are the same, allowing a
comparison between acoustic cues weighting strategies of participants in both
experiments.

8.1 introduction

An aspect that must be considered for auditory distance perception in an AAR

scenario is the influence of the visual environment. Indeed, in most cases, users
of an AAR scenario see their own environment while it is enhanced with virtual
sound sources. The geometry of the room is not necessarily totally known and im-
plemented in AAR applications, and several studies have suggested that the visual
context influences distance perception of the sound sources through mechanisms
related to multisensory integration [33, 166]. Incongruent visual context was also
demonstrated to have an effect on the externalization of virtual sound sources
[176].

It has long been argued that vision could calibrate auditory distance perception
[171, 172]. Calcagno et al. [33] demonstrated that a priori visual information about
an environment can be beneficial to the accuracy of auditory distance perception
of real sound sources.

The authors hypothesized that the representation of the visual space can serve
as a spatial reference into which distance cues are integrated to create an audi-
tory distance judgment. Consequently, the reference space conditioned by visual
information scales auditory distance perception and can compress or expand the
auditory distance responses, depending on the congruence of the acoustic informa-
tion with visual spatial cues. This hypothesis about calibration of space perception
has been tested with stimulation of a single or multiple sensory modalities. Pre-
vious studies have notably demonstrated that distance perception responses can
be calibrated by information collected by the same or a different sensory modality.
For instance, Etchemendy et al. [56] demonstrated how sound reverberation con-
ditions affect visual distance perception, with highly reverberant rooms implying
an overestimation of visual distance perception.

111
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Given these results about spatial calibration of a sensory modality, the specific
impact of visual spatial boundaries on the perception of virtual sound sources
is addressed in this experiment.

In Experiment I, we have shown that despite a similar listening situation, differ-
ent acoustic cues weighting strategies were employed by participants. This finding
suggests that the weight attributed to each cue is mainly idiosynchratic. In this ex-
periment, environmental characteristics influence on the acoustic cues weighting
strategies used by participants to infer an auditory distance judgement is investi-
gated.

8.2 experiment iii : evaluating the influence of incongruent vi-
sual cues

8.2.1 Objective of the experiment

The aim of this experiment is twofold: 1) to investigate the influence of two en-
vironmental characteristics, the visual spatial boundary and the volume of the
environment, on the auditory distance perception of a virtual sound source 2) to
evaluate the impact of these characteristics on acoustic cues weighting strategies.

8.2.2 Material & Methods

The experiment was carried out using the previously stated online procedure (see
Section 6.2).

The evaluation of the acoustic cues consisted of online listening tests using head-
phones in which participants had to evaluate the distance of virtual sound sources
produced by the same stimuli employed in the previous Experiment I (see Sec-
tion 7.2).

An experiment gathering two pools of 60 participants each, were ran with two
different inclusion criteria on the distance the user should be to the wall she or he
is facing. In the Close Wall group (CW) of participants, the seating distance from
the wall they were facing was required to be less than 3m. Participants who were
seating at a distance of more than 5m from the wall were included in a Far Wall
group (FW).

The analysis of the differences between both groups’ results was made to inves-
tigate the influence of this visual spatial boundary condition on auditory distance
perception. Participants of both groups had also to report the dimensions of the
room in which they were during the experiment. The volume estimated from this
report was considered as a primary descriptor of the quantity of reverberation in
the room. As participants were each accustomed to the specific acoustic proper-
ties of the room where they were running the experiment, we decided to study
through each participant’s reported room volume, the influence of a possible ex-
pectation on auditory distance perception.
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8.2.2.1 Participants

Online participants were recruited via the Prolific recruitment platform. A total of
120 participants were recruited and paid to complete the task. Initial inclusion and
exclusion criteria reported in Chapter 6 were applied. Additionally, participants
were screened on the basis of the self-reported distance from the wall they were
facing. When the experiment had reached the targeted number of participants,
data were manually accepted into the final results pool after inspection of the
participants’ individual data. After identification of statistical outliers, fifty-five
out of sixty participants (age range 18 to 42 ; M = 25 ; SD = 6.5 ; 23 females, 32
males) were included in the CW group. Fifty-three out of the sixty participants
were included in the FW group (age range 18 to 46 ; M = 25 ; SD = 6 ; 23 females,
30 males).

8.2.2.2 Auditory Stimuli

The rendering methods, speech stimuli, simulated acoustic environment and source
to receiver distances are exactly the same as those used for Experiment I (see Sec-
tion 7.2). A 5-second anechoic speech recording was pre-convoluted with each of
the BRIRs, either measured or generated by the models. A total of 27 stimuli, simu-
lating 9 different sound source distances for both rendering models and 9 stimuli
based on the measures for the same distances, were used. Each stimulus appar-
ent distance was evaluated 4 times throughout the test, for a total of 108 stimuli
presentations.

8.2.3 Procedure

After reading the information note and approving the consent form, participants
were directed to the experiment.

Participants had to fill a questionnaire in which they were invited to report the
main geometric features of the room where they were running the experiment:
surface (in square meters), height of the room (in meters), as well as the distance
to the wall (in meters) they were facing. They were requested to use circum-aural
headphones.

A screening process was launched to ensure the correct use of headphones:
two audio clips corresponding to the weakest and loudest stimuli were played
successively. Participants had to adjust the sound level for the quietest stimulus to
be heard clearly. The loudest stimulus was then played, to ensure that it was heard
at a comfortable level. Finally, broadband noise was displayed laterally to ensure
that participants were correctly wearing their headphones.

Afterwards, a training session began. Participants were instructed to look at the
facing wall while listening to a stimulus, and to judge the distance of the stimulus
using the slider. Every 27 stimuli available (27: 9 distances × 3 rendering methods)
were presented in a random order in this training session.
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After the training session, the experiment began. The order of the stimuli within
the experiment was randomized. During the trials, participants triggered the stim-
ulus playback but the stimulus was only played once.

At the end of the experiment, participants were invited to fill out a final ques-
tionnaire to collect feedback on the procedure. The total duration of the procedure
was 15 minutes. Two weeks later, a second debriefing was conducted through Pro-
lific.co electronic mail service, to ensure the validity of the answers about the room
characteristics.

8.3 experiment iii : results

Statistical analyses were performed using TIBCO Statistica© except for the power-
function fittings, which were performed using Mathworks Inc MATLAB©.

outliers Five participants (1 female, 4 males) from the CW group and 7 par-
ticipants from the FW group (2 females, 5 males) were excluded from the analysis.
Six of them were excluded because the mean and standard deviation of their re-
sponses in most conditions exceeded more than two standard deviations from the
mean of the population. Furthermore, their mean response time was substantially
short and without variation, giving us reason to suspect that they did not correctly
perform the task. Six of them were excluded because they did not participate in
the final debriefing. The analyses were conducted on the remaining 55 partici-
pants (21 females, 34 males) for the CW group and the remaining 53 participants
(23 females, 30 males) for the FW group.

For comparison purposes, the reported distances that will be considered in the
fitting, result from a linear conversion of scaled reports made by participants on
the visual analogue scale. The maximum of the visual scale (0% on the slider
corresponds to the minimal distance of 0meter and 100% to the maximum possible
distance of 7 meters).

8.3.1 General Results

In the following statistical analysis, the logarithmic value of the geometric mean
of each participant’s responses over a type of stimulus was considered as a depen-
dent variable (27 different stimuli: 9 distances × 3 rendering methods). For both
groups separately, a focus was put on ensuring the normality of the dependent
variables associated with a specific stimulus. A Jarque-Bera test indicated that in
all cases for both groups, the null hypothesis “the data were normally distributed”
was not rejected.

A repeated measures ANOVA (α = 0.05) has been conducted on geometric
mean of reported distances of each subject with RENDERING (3 rendering meth-
ods) and DISTANCE (9 levels ranging from 1 to 7m) as within subjects factors and
GROUP (2 Groups) as inter-subject factor.
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The analysis revealed:

• a main effect of DISTANCE (F(1, 8) = 580.8 , p < 0.001)

• a main effect of RENDERING (F(1, 2) = 68.0, p < 0.001)

• a DISTANCE × RENDERING interaction (F(1, 16) = 11.7 ; p < 0.001)

• a GROUP × DISTANCE interaction (F(1, 8) = 2.05 ; p = 0.039)

• and no significant main effect of GROUP was revealed
(F(1, 1) = 0.74, p > 0.05).

8.3.2 Effect of room volume

Participants had to answer questions about the boundaries and dimensions of
the room they were in. Their answers were used to estimate the volume of the
room in which they performed the task (see Figure 8.2). In the FW group, the esti-
mated room volumes were larger on average and more dispersed than in the CW
group. A non-parametric statistical test confirmed that both distributions were
significantly different (Kruskal-Wallis: H = 16.85p < 0.001). Consequently, in the
following analysis, the influence of volume on auditory distance perception will be
investigated separately in each group. For each group, separate linear regressions
were applied to responses associated with each specific stimulus (27 different stim-
uli: 9 distance × 3 rendering methods) with the room volume as a factor. In the
CW group, significant correlations between the room volume and distances longer
than 4 meters generated with the intensity-based model were found (D = 4m
F = 4.16 p = 0.034 ; D = 5m F = 6.05 p = 0.017 ; D = 6m F = 5.06 p = 0.028 ;
D = 7m F = 6.40 p = 0.014). For these specific stimuli only, larger volumes were
significantly correlated to a larger compression of the reported distances. No sig-
nificant correlations were found for shorter source distances (p > 0.05) and stimuli
generated by the other rendering methods, nor for all stimuli in the FW group.
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Figure 8.1: Geometric means of reported distance according to the rendering method used
to generate the stimuli and the visual spatial boundary condition. Clear dots
represent the geometric mean of a single participant for a given distance,
opaque dots represent the geometric mean over all participants for a given
distance.
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Figure 8.2: Estimated room volume of participants in each group (CW Group:M = 37.5m3

; FW Group: M = 81.7m3).

8.3.3 Compression effect quantification across rendering methods

The compression effect is quantified with the fitting method described in Sec-
tion 3.1. The quality of the fitting is quantified with the cross-correlation coeffi-
cient R2. For each rendering method, a positive correlation was found between a
fitted power function and the distances reported by each participant for the ren-
dering method based on measurements (Mean(R2) = 0.73;SD = 0.12) and for
the envelope-based model (Mean(R2) = 0.75 ; SD = 0.11). A slightly smaller but
positive correlation was found for the intensity based model (Mean(R2) = 0.68 ;
SD = 0.28). The mean value of R2 obtained on reported distances of stimuli gen-
erated by the intensity-based model is significantly lower than the mean obtained
on the envelope-based model. In that respect, stimuli rendered with the intensity-
based model tend to produce significantly higher intra-subject variability.

To further investigate the similarity between the rendering method based on
measurements and the envelope-based model at an individual level in both groups,
each participant’s compression coefficients were compared. In Figure 8.3, the in-
dividual compression coefficients a and k collected among the two groups are
contrasted between those estimated for each model (ordinate) and for the render-
ing method based on measured BRIRs (abscissa). A linear regression analysis was
run for each distribution of dots. In all eight analyses, the null hypothesis “the
coefficient of the regression slope is equal to zero” was rejected (p < 0.001). The
distributions evaluating individual similarity between the envelope-based model
and the measurements produce regression slopes close to 1. While the distribu-
tions related to the intensity-based model produce regression slopes significantly
inferior to 1.
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Figure 8.3: Comparison of the individual compression coefficients a (above) and k (below)
between the rendering method based on measurements and the models. On the
left, the Envelope-based model (blue). On the right, the Intensity-based model
(green). Open symbols correspond to coefficients estimated from participants
of the FW group, and plain symbols of the CW group. Light lines correspond
to the regression curves associated with the FW group, dark lines with the CW
group.

The distribution of compression coefficients a and k indicates the presence of
a similarity, in terms of auditory compression effect, between the envelope-based
model and the rendering method based on measurements. In contrast, the distri-
bution of coefficients for the intensity-based model is more dispersed, showing
less correlation at an individual level. The distribution also highlights that most
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compression coefficients a estimated for the intensity-based model are lower than
those obtained for the rendering method based on the measurements.

8.3.4 Influence of the visual spatial boudary on compression coefficients

In order to study the influence of the environment on auditory perceived distance
compression, the following analysis method, inspired by the work of Anderson
and Zahorik [7] was applied. The mean values of compression coefficients for
each distance rendering method are displayed in Figure 8.4 for each group.
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Figure 8.4: Mean and standard deviation of individual fitting coefficient a (left) and k

(right) classed by groups (CW group (black, n = 55) and FW group (grey,
n = 53)) and by rendering methods: measurements-based (red), envelope-
based model (blue) and the intensity-based model (green). Parameters for FW
group are closer to 1 compared to those obtained for CW group demonstrating
a lower compression effect of auditory distance perception. (∗) t-test indicated
a p-value < 0.05 (∗∗) t-test indicated a p-value < 0.01

The mean values of the coefficients a and k, being both closer to 1, suggest that
the compression effect is weaker in the FW group. For each model, independent
sample t-tests have been conducted between the values of coefficients a and k

estimated from the data of the CW group and those estimated from the data of
the FW group. The null hypothesis “the two population means are equal” is re-
jected for all tests, except for the comparison of the values of the coefficient a for
the intensity model. According to these results, the visual spatial boundary had
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a moderate but significant effect on the compression effect of auditory distance
perception.

8.3.5 Influence of the room volume on compression coefficients

The effect of room volume on reported distances was investigated by running
a linear regression analysis applied to the individual a compression coefficients
estimated in the CW group for the intensity-based model (see Figure 8.5). The
logarithm of each reported volume was considered as factor for this regression
analysis. According to the results of this analysis, a higher volume is significantly
correlated with a lower parameter a (F = 5.60; p = 0.021). This result confirms that
a larger volume is linked to a stronger compression effect of reported distances of
stimuli generated by the intensity-based model.
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Figure 8.5: Value of the fitting coefficient a (green dots) obtained on the intensity-based
model, for participants of Group CW as a function of the self-reported volume
of the room.

8.4 discussion

The current experiment evaluated the influence of environmental context cues on
auditory distance perception. The effect of the visual spatial boundary on the
auditory distance perception was assessed by comparing the value of the mean
compression coefficients a and k between both groups.

The integration of the same set of stimuli used in Experiment I allows us to
corroborate the results about acoustic cues weighting strategies (see Section 7.5.3).
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The impact of room volume was investigated through linear regression fitting on
distance reports and each rendering method associated compression coefficients.

8.4.1 The influence of the visual spatial boundary

The influence of visual incongruence was studied by investigating differences be-
tween the CW and FW groups. Results in Figure 8.4 demonstrates that FW group’s
participants that were exposed to a longer spatial boundary, present a smaller
compression effect. This result can be compared to past studies concluding that
the presence of congruent visual cues could enhance the accuracy of auditory dis-
tance perception [7, 33, 86].

In this experiment, a visual incongruence originates from the discrepancy be-
tween the reproduced room and the experimental environment specific to each
participant. The geometrical characteristics of the reproduced room are, however,
closer to the dimensions reported on average by the participants of the FW group
than those reported in the CW group. The volume of the reproduced room is
144m3, while the mean volume is 81.7m3 in the FW group and 37.5m3 in the CW
group. The presented stimuli intend to reproduce auditory distances up to 7m,
while the visual spatial boundary is limited to 3m in the CW group and ranges
from 5 to 10 meters for the FW group. Therefore, the presence of more congruent
visual cues might have enhanced the auditory distance perception accuracy of FW
group.

It has been long argued that the visual context in which auditory judgements
occur, contributes to the organisation of the auditory space [33, 171, 172]. This
finding about the influence of the visual spatial boundary could be seen as an
extension of the hypothesis discussed by Calcagno et al. [33]. In their experiment,
participants had to evaluate the distance to a real loudspeaker, presented frontally
and emitting white noise bursts. As a result, no room divergence was present.
Participants had access to an increasing quantity of visual cues, ranging from be-
ing blindfolded to having full vision of the room. Intermediate scenarios in which
only 2 or 4 LEDs were lit during the reports were also examined. The authors have
demonstrated in this acoustically congruent situation that the presence of congru-
ent visual cues increases the accuracy of auditory distance perception. They hy-
pothesized that visual range information helped calibrate the reported distances of
real sound sources, visual distance perception being a sensory modality far more
accurate for distance estimations [7]. In the current experiment, the visual spatial
boundary condition could also have acted as a calibration of auditory distance
perception in an acoustically divergent situation. A long visual spatial boundary
condition might have influenced the representation of the auditory space and in-
cited participants to expand the range of the reported distances. This influence on
the reporting strategy explains the significantly lower compression effect of the
FW group.
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8.4.2 The influence of volume on acoustic cues weighting strategies

This experiment investigated the influence of volume on auditory distance per-
ception. Results in Section 8.3.5 demonstrated a slight influence on the reported
distances of stimuli generated by the intensity-based model. This specific result
illustrates the influence of the reported volume on the compression effect of par-
ticipants on the intensity-based model.

The effect of volume is not observable on the compression coefficients associated
with participants of the FW group who benefited from a longer visual spatial
boundary.

In the CW group, the mean and maximal value of the non-linear compression co-
efficient a tend to a smaller value when volume increases. This can be regarded as
a reduction in the number of strategies observed for producing auditory distance
judgments when the volume increases. In large volumes (> 100m3), participants
seem to only rely on a reverberation-related cue to produce an auditory distance
judgement. Under the hypothesis that a larger volume generally leads to the per-
ception of a more reverberant environment [32, 91, 117, 147], this effect can be
explained by the expectation induced by these environments. Participants who ex-
pect a large variation in a reverberation-related cue may be more likely to rely on
it.

It is possible that the statistical effect observed on the a coefficient values is
due solely to the 7 participants with a room volume greater than to 100m3. These
participants potentially adopted the same strategies for reporting distances, that
imply mainly relying on a reverberant-related cue, without being influenced by
their perceived acoustic environment.

8.4.3 Experiment limitations

8.4.3.1 Online aspects

Practical difficulties linked to online-based experiments may reduce the signifi-
cance of the observed effects and limit their comparison with similar lab-based
studies. The inherent lack of control on the participants’ experimental conditions,
such as the use of diverse headphones models and different environmental noise
levels, may have increased the variability of the reported distances.

Experiment I could be reproduced not only in a congruent environment (Class-
room) but also divergent situations. A totally new environment could be used, or
modification of the congruent environment visual spatial boundary could be also
tested. This could be performed by adding a movable surface, such as a curtain,
to induce a closer visual spatial boundary. This specific scenario could permit to
assess the agnostic nature of the visual spatial boundary criterion.
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8.4.3.2 Binaural reproduction & externalization

In this experiment, the influence of divergent environmental characteristics on au-
ditory distance perception was examined. Participants were asked to assess the
perceived distance of auditory stimuli, but no reporting about externalization was
proposed. Externalization and auditory distance perception are two related con-
cepts, however primarily depending on distinct cues [21]. The presence of binau-
ral cues in the sound signal is mandatory for externalization which can be consid-
ered a prerequisite for an accurate distance perception for some listeners [141]. To
this respect, the perception of externalisation is regarded as dichotomous whereas
distance perception is continuous and mainly driven by monaural cues [21, 90].
Therefore, precautions were taken to favor the externalization, such as preserving
binaural cues in the auditory stimuli. Generic HRTFs were applied to generate the
binaural stimuli, which is known to increase the risk of in-head localization, es-
pecially for frontal sources [164]. However, aside from practical constraints linked
to the online-based experiment, this decision was motivated by previous findings
showing that non-individualized HRTFs had no impact on the auditory distance
perception of frontal sound sources [180].

8.5 comparison with experiment i

In the current experiment, the same auditory stimuli as Experiment I were em-
ployed. It permitted us to observe results similar to the one discussed in Experi-
ment I (see Section 7.5). This similarity enables a confirmation of the findings of
Experiment I.

8.5.1 Envelope-based performances

As expected, similarly to what can be observed in Experiment I, the statistical anal-
ysis demonstrated that distance reports associated with the envelope-based model
present no significant differences with distance reports associated with the refer-
ence. Moreover, the individual compression coefficients a and k (see Figure 8.3)
associated with the envelope-based model and the measurements-based method
are similar. This reveals the presence of a similarity between both methods at an
individual level for participants of this experiment.

8.5.2 Acoustic cues weighting strategies

The distributions of dots in Figure 8.3 concerning the coefficients a and k cor-
roborate what was observed in Experiment I on the participants’ acoustic cues
weighting strategies. A part of the participants of this experiment appeared to
rely mainly on intensity to make an auditory distance judgment, resulting in
coefficients that are almost identical for both the intensity-based model and the
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measurements-based method. Some participants obtain a compression coefficient
a nearly equal to 0 for the intensity-based model only. Hence, these participants do
not use intensity as a distance cue, but rely primarily on reverberation-related cues
to infer an auditory distance judgement. However, as mentioned in Section 8.4.2
the room volume was shown to influence participants strategies. Larger volumes
imply a greater reliance on reverberation-related cues. However, the acoustic cues
weighting strategies used by participants seem to be mainly linked to idiosyncratic
aspects.

8.6 conclusion

In this chapter, we presented and discussed the results of an online experiment
investigating how environmental characteristics influence the auditory distance
perception of a virtual sound source. Through statistical analysis of mean distance
reports and individual quantification of compression effects, the effect of the self-
reported visual spatial boundaries and the room volume was investigated.

First, visual spatial boundaries influence auditory distance perception. The closer
the visual boundary is, the more compressed the overall distance judgments are.
The effect of this boundary on auditory distance perception is thought to be ow-
ing to a partial calibration of the auditory space by vision of the room’s apparent
boundaries.

Second, the volume of the room also has an effect on the acoustic cues weighting
strategies. The larger the room is, the more participants rely on reverberation to
judge the auditory distance. This could be explained by the greater expectation of
reverberation driven by large rooms. However, the limited number of participants
that led to this result casts doubt on the significance of the reported effect. Fur-
ther lab-based studies under controlled conditions are necessary to confirm this
finding.

In AAR applications where real and virtual sound sources are present in the
same auditory scene, the occurrence of an acoustic divergence between the repro-
duced room effect and the real listening environment is an inherent challenge. The
room divergence effect is then not only characterized by the incongruence between
the reproduced room effect and the visual geometry of the listening environment,
but also by this acoustic divergence with the actual room effect. Its impact on the
auditory distance perception of virtual sound sources will be assessed in Chap-
ter 8.
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I M PA C T O F T H E A C O U S T I C D I V E R G E N C E B E T W E E N
R E P R O D U C E D R O O M E F F E C T S

This chapter describes Experiment IV conducted to determine the impact of
an acoustic divergence between a reproduced and and the actual room effect
of the listening room. As seen in the Chapter 8 the visual incongruence has
a significant influence on the auditory distance perception of virtual sound
sources. Besides visual incongruence, another conflict related to the acoustic
aspects may also emerge. Acoustic divergence can occur in AAR applications
where real and virtual sound sources are part of the overall sound scene heard
by the listener. An acoustic divergence might occur between the synthesized
room effect and the listening environment. The problem addressed is twofold:
1) what effect does this divergence have on auditory distance perception, and
2) what characteristic of the divergence is primarily responsible for it?

9.1 introduction

One of the main challenges of AAR applications is to faithfully reproduce the acous-
tic environment of the user, in order to seamlessly blend virtual and real auditory
events. In AAR scenarios, the acoustic environment may not be accurately charac-
terized and/or faithfully reproduced. This can lead to a divergence between the
synthesized room effect and the real acoustic environment.

Two different situations can be distinguished: 1) a real sound source is at a
known position in the environment surrounding the listener, 2) the listener is
unaware of the exact position of the real sound sources, and the listener cannot
directly use this information to infer a judgement of the relative distance between
the virtual sound event and the real source. Then the influence of the acoustic
divergence can then be envisioned as a calibration effect. The presence of the real
sound sources could induce a processing of the acoustic cues conveyed by the
virtual sound sources, based on the acoustic properties of the real environment. A
similar effect due to the perception of the visual geometry of the environment was
observed in Chapter 8.

Kolarik [91] examined the effect of reverberation on auditory distance percep-
tion, demonstrating that a more reverberant environment tends to elicit a larger
perceived room size and, therefore, longer auditory distance judgments. In this
regard, we investigated if an intra-modal calibration effect could be caused by
divergent acoustical information carried by co-occurent sound sources. Here, we
address the impact of real co-occurring sound sources by studying it through the
generation of a virtual sound scene with divergent room effects. The procedure
was designed to replicate an AAR scenario in which a single virtual sound source
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distance had to be determined in the presence of two co-occurring real sound
sources. To introduce an acoustic divergence, two different types of stimuli were
generated, each representing either the virtual or the real sound sources.

The virtual sound source is referred to as the "target stimulus". It was generated
at different distances with previously used measurements of the Classroom, with a
binaural rendering. Because the experiment was run with remote participants, the
co-occurring sound sources could not be real sound sources, but sound stimuli
generated with a divergent room effect, displayed prior to the "target stimulus"
(the virtual sound source). Co-occurrent sound sources are referred to as "anchor
stimuli". The anchor stimuli were generated with measurements of the Gallery to
induce an acoustic divergence.

We expected that the perceived distance to the virtual sound source could be
biased depending on the characteristics of the acoustic divergence between the
reproduced room effects. Therefore, we studied which component(s) of this diver-
gence, between intensity or reverberation-related cues, is(are) primarily responsi-
ble for the calibration effect.

9.2 experiment iv : an acoustically divergent scenario

9.2.1 Objectives of the experiment

The experiment’s purpose is to determine the significance of an intra-modal cal-
ibration effect caused by the acoustic divergence between the room effects used
to generate the "target" and "anchor" stimuli. Furthermore, we evaluate whether
partially correcting for this divergence in terms of intensity limits its effect.

9.2.2 Material & Methods

The experiment was carried out using the previously stated online procedure (see
Section 6.2). A total of 120 participants,separated into two groups of 60, evaluated
the distance of target stimuli dispatched in several blocks. Within these blocks,
the target is presented after two anchor stimuli. Within a given block, a specific
acoustic divergence is maintained constant. Both groups share the same control
block, where no divergence is present. However, two different divergent blocks
were assigned specifically to each group. Indeed, as online-based studies must
be brief in order to maintain participants’ attention, all conditions could not be
gathered into a single session and assigned to a single group.

9.2.2.1 Auditory stimuli & Conditions

Each of the conditions reflects a different scenario of acoustic divergence: a Control
condition, in which there is no acoustic divergence, a Divergent condition, where
an acoustic divergence between acoustic cues conveyed by the target and the an-
chor stimuli is present, finally, an Intensity-equalized condition, in which the acous-
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tic divergence is compensated in terms of perceived intensity. The latter two differ
depending on the group of participants. Each condition is constituted of nine dif-
ferent sound sequences, which are organized as follows:

• The nearest of two anchor stimulus is played.

• The farthest anchor stimulus is played.

• One of the 9 target stimuli is played.

Timeline

Anchor Stimulus (Near)

Anchor Stimulus (Far)

Target Stimulus

Trial start
0

ms
1500 3000 6000

Distance judgement (slider & validation )

New trial

Figure 9.1: Timeline of a sound sequence in each condition of Experiment IV

The acoustic divergence is created by the differences in the rendering methods
used for the two types of auditory stimuli:

• Target stimuli whose distance is to be evaluated. All nine target stimuli
are the same for every conditions and both groups. The 3-second anechoic
speech recording used in previous online experiments has been pre-convoluted
with each of the BRIRs measured in the Classroom (see Figure 7.8). A total of
9 target stimuli were generated at distances ranging from 1 to 7 meters.

• Anchor stimuli whose aim is to provide the participant with acoustic in-
formation about a divergent listening environment. An anechoic 80ms-long
click recording was used to generate a pair of anchor stimuli. It was convo-
luted with a pair of BRIRs specific to each condition (listed in Table 2).
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9.2.2.2 Groups & Conditions

Control condition Divergent condition Intensity-equalized condition

Gr. 1
Classroom

(1 and 7 meters)

Gallery

(1 and 7 meters)

Divergent condition stimuli (Gr. 1)

equalized in loudness with Control condition

Gr. 2
Reference room

(1 and 7 meters)

Gallery

(1 and 14 meters)

Divergent condition stimuli (Gr. 2)

equalized in loudness with Control condition

Table 2: Experiment IV: Measurements used to generate anchor stimuli for each group
and each condition (Control, Divergent, Intensity-equalized). All target stimuli were
generated with measurements of the Classroom at 9 distances ranging from 1 to 7
meters.

control condition This condition is the same for both groups. Anchor stim-
uli were generated by convolution of the anechoic click recording with a BRIR mea-
sured at 1m and 7m in the Classroom. In that condition, both target and anchor
stimuli are generated with measures of the same room.

divergent condition In Group 1, anchor stimuli were generated by convo-
lution of the anechoic click recording with a BRIR measured at 1m and 7m in the
Gallery. In Group 2, anchor stimuli were generated by convolution of the anechoic
click recording with a BRIR measured at 1m and 14m in the Gallery.

intensity-equalized condition For each group, modified anchor stimuli
of the Divergent condition are generated. The global intensity of each anchor stim-
ulus was adjusted so that their resulting loudness corresponds to the loudness of
anchor stimuli of the Classroom, as used in the control condition (e.g. In Group 1

(resp. Group 2) , the loudness of the 7m (resp. 14m) Gallery anchor stimulus equals
the loudness of the 7m Classroom stimulus).

9.2.2.3 Participants

Online participants were recruited via the recruitment platform Prolific(see Sec-
tion 6.2). A total of 120 participants were recruited to complete the task. The same
inclusion and exclusion criteria as the ones used in the previously described on-
line experiments were used (see Section 6.2). Sixty participants were included in
Group 1 (ages ranging from 50 to 18 years old, mean age = 24, SD = 6, 24 females,
36 males), and another 60 participants were included in Group 2 (ages ranging
from 54 to 18 years old, mean age = 28, SD = 8, 26 females, 34 males).
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9.2.3 Procedure

After reading the information note and approving the consent form, participants
were directed to the experiment. Participants had to fill out a questionnaire in
which they were invited to report their: age, gender, and the type of headphones
they used. They were asked to use circumaural headphones if possible. A screen-
ing process identical to the one used in previous experiments was used.

Afterwards, a training session began. Participants were instructed that the click
sounds were only here to help their sound distance judgement, and to judge their
perceived distance to the male speaker using the slider. The training session was
composed of three stimuli taken from the control block, with a target stimulus at
1, 2.5 and 7 meters, displayed in a random order.

After the training session, the experiment began. Participants were informed
that the procedure is the same as for the training session. Each block contained 27
randomized sound sequences (3 repetitions × 9 different sound sequences). The
order of the 3 blocks within the experiment was also randomized. During a trial,
participants triggered the sound sequence playback, but the sequence was only
played once. Participants had to report the perceived distance to the target stimuli
with a visual analogue slider (See Section 6.1.3). An attention test was triggered
between each block. Participants had to recognize which of two recordings corre-
sponded to the spoken content of the target stimuli.

At the end of the experiment, participants were invited to fill out a final ques-
tionnaire to collect feedback on the experiment. They had to evaluate the perceived
externalization and the general usefulness of the clicks to produce a judgment. The
mean duration of the procedure was 20 minutes.

9.3 experiment iv : results

Statistical analysis was performed with TIBCO Statistica© except for the power-
function fittings, which were done using Mathworks Inc. MATLAB©.

outliers Ten participants in each group were initially excluded from the anal-
ysis: 8 of them because they experienced in-head localization, and 3 failed the
attention tests, 5 completed the experiment too quickly (< 5 minutes) and 4 oth-
ers were excluded because a majority of their mean distance reports deviated of
more than 2 standard deviations from the general mean calculated on all partic-
ipants. Ten more participants were recruited in each group so the analysis could
be conducted on 60 participants.

data scaling Similarly to the other online experiments reported in this thesis,
initial attention was focused on the scaling of the responses in order to create com-
parable ratings between participants. A min-max feature scaling was performed
on the responses of participants using less than 95% of the total slider (see Equa-
tion 14).
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9.3.1 Effect of anchor condition

In the following statistical analysis, the logarithmic value of the geometric mean
of each participant’s responses computed on the 3 reports associated with a single
type of stimulus was considered as the dependent variable (27 different stimuli:
9 distances × 3 anchor conditions). For both groups separately, a focus was put
on ensuring the normality of the dependent variables associated with a specific
stimulus. A Jarque-Bera test indicated that in all cases for both groups, the null
hypothesis “the data is normally distributed” was not rejected.
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Figure 9.2: Geometric mean perceived distances per group (Group 1: Up, Group 2: down)
and per anchor condition (Left: Control vs. Divergent Right: Control vs. Intensity-
equalized).
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In order to investigate possible significant differences between divergent con-
ditions and the control condition, a total of 4 (2 per group) different repeated
measure ANOVAs (α = 0.05) were run. For each group:

• One ANOVA is conducted on the logarithmic value of the geometric mean
of each participant (the dependent variable) collected in the Control and the
Divergent conditions.

• One ANOVA is conducted with the dependent variable collected on the Con-
trol and the Intensity-equalized conditions.

All ANOVAs are conducted with the ANCHOR (2 levels) and DISTANCE (9
levels) as inter-subject factors.

Anchor Distance Distance × Anchor

F(1,1) p-value F(1,8) p-value F(1,15) p-value

Gr. 1

Divergent vs. Control 1.507 0.224 252.1 <0.001 2.241 0.023

Equalized vs. Control 0.190 0.664 268.2 <0.001 1.060 0.385

Gr. 2

Divergent vs. Control 0.013 0.908 252.9 <0.001 3.049 0.002

Equalized vs. Control 2.920 0.092 282.8 <0.001 1.274 0.255

Table 3: Statistical outputs of the 4 ANOVAs ran for both conditions, in each group. Each
line corresponds to the results of a single ANOVA on the dependent variables
present in the condition displayed and in the Control condition.

In both groups, the ANOVAs revealed:

• a strong significant effect of DISTANCE (p < 0.001).

• no significant effect of ANCHOR (p > 0.05).

• a significant cross-effect of DISTANCE × ANCHOR was found between the
Divergent condition and the Control condition.

• no significant cross-effect of DISTANCE × ANCHOR was found between
the Intensity-equalized condition and the Control condition.

9.3.2 Compression effect quantification

The estimation of the compression effect in distance reports associated with each
group and each anchor condition was done with power functions (see Section 3.1).
The mean values and standard deviations of the compression coefficients a and
k are displayed in Figure 9.3. Independent samples t-tests have been conducted
between different groups of parameters to illustrate the influence of the anchor
conditions per group.
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When compared to the values in the Control condition, the coefficients a and
k are significantly smaller in the Divergent condition. This result implies that the
distance reports are more compressed in the Divergent condition.

Identical tests were run between the Control condition and the Intensity-equalized
condition. No significant differences were found. Thus, the compression effect in
distance reports is comparable in both conditions.
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Figure 9.3: Mean and standard deviation of individual fitting coefficients a (left) and k

(right) in each condition per group: Control (red), Divergent (blue), Intensity-
equalized (green). (*) t-test indicated a p-value < 0.05 (**) t-test indicated a p-
value < 0.01.

9.4 discussion

This experiment evaluated the impact of an acoustic divergence between the acous-
tic cues conveyed by a virtual sound source (the target stimulus) and co-occurrent
sound sources (the anchor stimuli). The procedure was designed to reproduce the
effect present in an AAR scenario in which the acoustic environment is not faith-
fully reproduced.

We intended to see whether, like in relative auditory distance perception sce-
narios [179], intensity is the main cue driving the calibration effect rather than
reverberation-related cues.

9.4.1 Effect of uncorrected room divergence effect on auditory distance perception

The presence of divergent anchor stimuli had a significant effect on auditory dis-
tance perception. When compared to the Control condition in which no mismatch
was present between anchor and target stimuli, the Divergent condition induced
more compressed perceived distances. The Divergent condition represents a sce-
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nario in which the real environment corresponds to a larger room with a stronger
reverberation than the simulated room effect (Gallery: T60(1kHz) = 0.90s, Class-
room: T60(1kHz) = 0.55s). The distance report range tends to expand in more
reverberant environments [91]. Hence, a sound source at 7meters would be per-
ceived further in the Gallery than in the Classroom. In group 2, this situation is
more extreme, as the furthest stimulus corresponds to a measurement at 14meters
in the Gallery. This acoustic divergence induced a calibration of the participants’
representation of the auditory space, which was based on the room effect of the
Gallery. The interpretation of the acoustic cues conveyed by the target stimulus
was altered. This is revealed, in each group, by the presence of a stronger compres-
sion in distance reports of the Divergent condition when compared to the Control
condition (see Figure 9.3).

It can be argued that the effect of the acoustic divergence on auditory distance
perception would have been exacerbated if both categories of stimuli were of the
same nature. The anechoic sound used for anchor stimuli was a click, giving no
a priori information on the initial power of the sound source to the listener. The
use of speech for both categories of stimuli could have led to a stronger effect of
anchor conditions as it would have induced a direct comparison of the acoustic
cues conveyed by both categories of stimuli.

9.4.2 Correcting the divergence with loudness matching

We investigated which characteristics of the acoustic divergence drove the calibra-
tion effect. To avoid overlooking the potential impact of reverberation-related cues,
and in line with the hypothesis that in weakly reverberant environments, partici-
pants are expected to rely weakly on reverberation-related cues, the anchor stimuli
were generated in a more reverberant room.

Motivated by studies on relative auditory distance perception [3, 179], the role of
intensity was primarily investigated by providing a loudness match with the Con-
trol anchor stimuli in the Intensity-equalized condition. The global intensity of the
anchor stimuli was changed so their loudness matched the ones measured in the
anchor stimuli of the Control condition. No significant differences were observed
between the Intensity-equalized condition and the Control condition. The same re-
sults were observed in Group 2, where a stronger acoustic divergence was created
by generating an anchor stimulus with a measurement at 14 meters in the Gallery.

These findings show that the anchor condition influenced auditory distance
judgements primarily through the perception of intensity of the two anchor stimuli
positioned at two extreme distances. Reverberation-related cue differences had no
significant impact. As a result, only the intensity aspect of the acoustic divergence
was responsible for the calibration effect.
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9.5 comparison with experiment iii

In order to facilitate comparison, the report method and the instructions given to
participants were the same as the ones used in Experiment IV.

9.5.1 Acoustic and visual divergence

Gil-Carvajal et al. [64] stated that in binaural AAR scenarios, an emphasis should
be put on the matching of the acoustic cues conveyed by real and virtual sound
sources instead of visual congruence. In their study, participants were tested in
divergent auditory, visual, or auditory-visual situations. However, distance judge-
ments were made relatively to a real loudspeaker, so the incongruence and diver-
gence were mainly driven by source-related cues (see Section 4.2.1).

We focused on the visual and acoustic aspects of the room divergence effect,
which was introduced in this experiment and in Experiment III (see Chapter 8).
We have attempted to compare the effect of the acoustic divergence produced
here in the Divergent condition with the impact of the incongruent visual spatial
boundary studied in Experiment III.

Exp III
(Measurements)

Exp IV
(Group 1)

0.0

0.2

0.4

0.6

0.8

1.0

C
oe

ffi
ci

en
t 

a Group FW

Group CW

Control

Divergent

Experiment III 
(Measurements) :

Experiment IV
(Group 1) :

Exp III
(Measurements)

Exp IV
(Group 1)

0.0

0.4

0.8

1.2

1.6

2.0

C
oe

!
ci

en
t 

k

Figure 9.4: Mean and standard deviation of individual fitting coefficients a (left) and k

(right) classed by experiments. Experiment III - Measurements-based method
(grey) ; Experiment IV - Group 1 Control (red) and Divergent (blue) conditions.

The effects of the incongruence due to the visual spatial boundary in Experiment
III and of the Divergent condition have a similar order of magnitude. The acoustic
divergence has a slightly more important impact than the one induced by visual
spatial boundary differences.

However, they are hardly comparable. The visual spatial boundary was tested
in non-controlled environments with criteria only defined as a minimum or a max-
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imum for the visual spatial boundary. Moreover, in Experiment III, the evaluation
of the visual incongruence effect was done between groups of participants. In this
experiment, the acoustic divergence between conditions was controlled. Its effect
on auditory distance perception was explored as an intra-subject factor.

As both observed effects are of similar magnitudes, it is then hard to conclude
whether the visual incongruence or the acoustic divergence is more important
than the other. Lab-based experiments where the experimental conditions and the
room divergence are controlled, are needed to achieve this comparison.

9.5.2 Impact of anchor stimuli in the control condition

No particular instructions were given in the current experiment concerning the vi-
sual conditions, so we hypothesize that participants mainly focused on their com-
puter screens, limiting their visual spatial boundary. The comparison of compres-
sion coefficients a and k indicates that participants in both experiments, with lim-
ited visual spatial boundary, have comparable compression effects (see Figure 9.4).
This result hints that the influence of anchor stimuli in the Control condition was
hardly significant.

Explicitly informing participants about the position of the anchor stimuli could
have resulted in better distance report accuracy. This could have been done by in-
cluding in the instructions that each anchor position corresponds to the maximum
or minimum of the slider. These instructions would have induced a greater weight
on relative auditory distance judgments, which are considered more accurate than
absolute auditory judgments [3]. However, this experiment focused on calibration
aspects and did not aim to create a scenario in which the positions of real sound
sources are known to the listener. Consequently, an intra-modal calibration effect
is responsible for the observed differences between conditions.

9.6 conclusion

We presented an experiment evaluating the impact of the room divergence effect
arising from the presence of co-occurring sound sources. It indicates the presence
of an intra-modal calibration driven by the co-occurring sound sources. This cali-
bration was mainly based on the intensity of the anchor stimuli.

In AAR applications, special care should be taken with the reproduction of acous-
tic environments. The primary cues involved in frontal auditory distance percep-
tion are mono-aural reverberation-related cues and intensity. In this specific sce-
nario, with co-occurrent sound sources, we showed that the focus must be put on
the reproduction of the intensity decrease with distance. In that case, a faithful
reproduction of this cue can prevent an unintended bias due to an intra-modal
calibration of the auditory space.

This finding could be subject to further experiments. The role of reverberation-
related cues in the intra-modal calibration might have been insignificant because
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of the experimental conditions imposed by the online procedure. The potential
importance of these cues could be explored in situations where the acoustic di-
vergence, in terms of reverberation-related cues, is more important than in the
experiment presented here. It could also be assessed in a scenario where the inten-
sity is an unreliable distance cue. This situation could be achieved by suppressing
the sound level variation with distance from the stimuli used as anchors and target
stimuli.
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G E N E R A L C O N C L U S I O N & P E R S P E C T I V E S

In this thesis, we explored the impact of several effects relevant to the design of
auditory distance rendering methods in audio-only augmented reality. This thesis
focused on four contributions concerning: 1) the design and application of ex-
perimental procedures, 2) the influence of reverberation-related cues on auditory
distance perception and how they are relatively weighted with sound level, 3) the
impact of environment-related cues linked to geometry, and 4) the influence of co-
occurring and acoustically divergent sound sources. Each of these contributions
offers perspectives for further research directions in spatial audio rendering for
AAR.

10.1 experimental procedures

All studies, with the exception of the lab-based Experiment I, were carried out
online with remote participants using tools that have been presented in Chapter 6.
To the best of our knowledge, no study has used or evaluated the reliability of
online methods for auditory distance experiments yet. One of the goals of this
thesis was to investigate the impact of environmental cues on auditory distance
perception, which was achieved in Experiment II. The significance of two distinct
effects related to volume and the visual spatial boundary was successfully under-
lined through an online-based approach, despite the uncontrolled aspects of the
participants’ environment.

We encountered the following pitfalls throughout the application of the online
procedure:

• Each experiment had a high rate of outliers (about 10%). As reported in
Section 6.2, participants’ commitment and attentiveness are reduced when
they are remote. This situation probably explains the high rate of outliers.
The systematic use of attention tests, disseminated along the experimental
session, which was only done in Experiment IV, would have helped their
identification.

• The inherent lack of control over the participants’ experimental conditions,
such as the use of diverse headphones models and different environmental
noise levels, may have increased the variability of the reported distances.
This limitation, and the possible biases it engendered, could be prevented
in an online experiment focusing only on within-subject factors. However,
such a design would have been difficult to use in Experiment III (study of
environment-related cues).

137
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• Each experiment had to be designed with a limited number of stimuli per
session due to the time constraint inherent to online experiments. Therefore,
the number of within-subject variables was limited and only a few conditions
could be examined (e.g. Experiments II and IV, Chapter 9). Online platforms
(e.g. Prolific, Gorilla) now allow researchers to schedule several sessions with
the same subjects. This could help overcome the time constraint on the dura-
tion of an experiment.

Overall, the design of the procedure could have been more rigorous. An initial
assessment of the online procedure’s influence may be drawn by comparing the
results of lab-based Experiment I to those of online-based Experiment III, which
used the same stimuli. The reliability of the online procedure can be examined
through the intra and inter-subject variability of reported distances, which are
most likely affected by the lack of control over the experimental conditions and
the reduced attention inherent to online studies.

Apart from the online aspect, the lab-based procedure differs in the reporting
method. In Experiment I, the maximum and minimum of the slider were explicitly
associated with a physical position, the position of the listener and the boundary
of the room. Moreover, a larger number of presentations per stimulus was used (9
instead of 4). Thus, intra-subject variability must be cautiously compared.

In both experiments, power functions were fitted to participants’ data in order
to quantify individual compression coefficients. In both experiments, the quality
of fit of this function is comparable (for the reference measurements: R2 = 0.79
in Experiment I, and R2 = 0.84 in Experiment III). This suggests that despite a
lower number of stimuli, the intra-subject variability is comparable in both exper-
iments. This result hints that the supposed reduced attention of participants has
not affected the quality of individual data.

The inter-subject variability in terms of compression effect can be compared
through the standard deviation of the collected compression coefficients in each
experiment. When comparing these values (reported in Table 4), the inter-subject
variability is lower for online participants. This result is mainly driven by the
higher number of participants in this experiment. It shows that the lack of con-
trol of experimental conditions, which induces increased inter-subject variability
across participants, can be overcome by enlarging the pool of participants. One
main advantage of online experiments is that they enable the recruitment of large
samples of participants easily.
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Measurements Envelope-based Intensity-based

k a k a k a

Experiment I (N=19) 0.5 0.24 0.49 0.33 1.22 0.55

Exp. III - CW Group (N=55) 0.31 0.14 0.25 0.15 0.33 0.24

Exp. III - FW Group (N=53) 0.31 0.12 0.37 0.13 0.33 0.25

Table 4: Standard deviations of compression coefficients a and k collected on participants
for each rendering method in Experiment I and Experiment III.

These results corroborate recent research on the reliability of online procedures.
The ASA P&P task force on remote testing 1 published their first analysis of stud-
ies identifying the impact of remote procedures (online-based approach included)
for auditory experiments. A study based on within-subject comparisons of partic-
ipants performing a similar task in the lab or remotely found that participants are
generally truthful about their demographic characteristics, hearing impairments,
and listening environment characteristics. Moreover, it also demonstrated that par-
ticipants performing an auditory detection task in a lab and at home with their
own material [137] (headphones, computer) showed similar results. This specific
finding suggests that the increased variability, caused by the lack of control over
the experimental conditions in online-based studies, has a limited effect on the
quality of the collected data.

In our case, a within-subject comparison on the evaluation of visual cues (visual
spatial boundary and room volume) with participants in the lab would be neces-
sary to assess the results of Experiment II. The reliability of the characteristics of
the room reported by participants can be questioned. Moreover, these reports do
not entirely allow us to determine if the observed effect is entirely due to a single
visual cue or can be attributed to covarying room characteristics. There, it can be
argued that online-based experiments can be subject to stronger variability, when
involving thoroughly the user’s envrionment. Since experiments in a lab allow to
control visual conditions precisely, it can be expected that lab-based results would
highlight a more reliable effect of visual cues.

10.2 the perception of early energy relatively to reverberation

for distance

The thesis included an investigation into the relevance of the early-to-late energy
ratio as a cue for auditory distance perception. The most frequently acknowledged
reverberation-related cue is the DRR, whose perceptual relevance has been ques-
tioned in previous research.

The first two experiments introduced in Chapter 7, examined if an early-to-late
energy ratio could be perceptually more meaningful. In the specific context of the

1 https://www.spatialhearing.org/remotetesting/

https://www.spatialhearing.org/remotetesting/
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lab-based Experiment I, the envelope-based model was as efficient as real-world
measurements in rendering sound source distance. Following that, we examined if
this perceptual similarity could be explained entirely by the correct reproduction
of an early-to-late energy ratio. The Forward and Backward synthesis methods intro-
duced in Experiment II, were designed in order to faithfully replicate the energy
of the early segment of the corresponding measurements, while deliberately in-
troducing strong modifications of their internal reflections distribution, illustrated
by significant differences in the D/Ref ratio. The experiment showed that when
considering a transition time of 40ms, the distance judgements are close to the mea-
surements and nearly independent from the internal distribution of reflections, as
long as the D/Ref ratio does not differ by more than 9dB. In contrast, when con-
sidering a larger transition time (i.e. 80ms), the distance judgments are strongly
dependent on the internal distribution of reflections and differ significantly from
the distances reported with the measurements. As stated in the previous section,
online experiments did not allow us to test extensively the effect of the transition
time, i.e. testing more transition time values. Further studies should be dedicated
to determine the optimal transition time.

The findings of this second experiment indicated that if it is essential to repro-
duce an early-to-late energy ratio, spectral cues cannot be ignored and their percep-
tual weight is not negligible for some listeners. Indeed, the Forward and Backward
synthesis methods introduced not only differences in the Direct over First Reflec-
tions ratio, but also created significant modifications in the spectral balance and
spatial cues. Similarly, spatial characteristics associated with early reflections that
have been believed to have a limited effect on auditory distance perception should
be examined. It has been argued that the lack of lateralization of early reflections
could strengthen their perceptual fusion to the direct sound [26]. As a result, spa-
tial characteristics may influence how early and late energies are perceived, and
hence how auditory distance perception is inferred from reverberation. The use
of functions specific to SRIRs manipulations, such as the "spatial warping" [96], en-
ables modifications of their spatial characteristics. These functions could be useful
in order to study the importance of reverberation-related spatial characteristics
(e.g. early reflections direction of arrival) on auditory distance perception.

The impact of reverberation-related spectral and spatial cues on auditory dis-
tance perception should be investigated independently in order to quantify their
significance relatively to energetic cues (DRR, early-to-late energy ratio). The design
of artificial room impulse responses enables the complete control of the energetic
and spectral aspects independently, and would therefore be better suited to the
evaluation of these cues.

10.3 acoustic cues weighting strategies and the influence of room

volume

Auditory distance perception is based primarily on sound intensity and reverberation-
related cues. The perceptual system uses weighting strategies on these cues to infer
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a distance percept. The weight associated with each cue is known to vary from one
individual to another, and depends on the listening situation’s characteristics. One
of the goals of the thesis was to examine if the participants’ strategies to infer a dis-
tance judgement were mainly idiosynchratic or could be linked to characteristics
of the environment.

Experiments I and III reported respectively in Chapter 7 and Chapter 8, pro-
vided an insight into participants’ acoustic cues weighting strategies. The use of
a model that only included intensity as a relevant distance cue underlined the
idiosyncratic nature of these strategies. Despite the fact that all participants were
exposed to the same auditory stimuli, a wide diversity of strategies were used by
participants. Some participants judged auditory distance primarily on the basis
of intensity while others relied entirely on reverberation-related cues. In order to
investigate the potential influence of the listening environment on the used strate-
gies, identical stimuli were evaluated with remote participants in Experiment III.
Participants were asked to report the dimensions of the room in which they were
doing the experiment. The volume of the room was shown to have a small but
significant effect on how sound level is weighted in relation to reverberation. A
larger room volume is linked to a greater reliance on reverberation.

Experiment II suggested the presence of weighting strategies on reverberation-
related cues. Some participants appeared to be impacted by spectral differences
in their distance judgements, while others showed comparable performances de-
spite these differences. Thus, some participants based their distance judgements
on reverberation-related spectral cues (and/or potentially on spatial cues) while
others only used energetic cues such as the early-to-late energy ratio.

Future studies can be envisioned in order to study acoustic cues weighting
strategies. Before investigating the impact of individual or environmental char-
acteristics, the relationship between these strategies and externalization should be
assessed. In all experiments, binaural stimuli were generated using generic HRTFs,
which increases the chances of in-head localisation. Moreover, after each stimulus
presentation, the perceived externalization was not assessed by participants. The
lack of externalization is known to disable auditory distance perception for some
participants [141]. Therefore, changes in the compression effect across rendering
methods might be partly related to the externalization induced by them and not
to the acoustic cues weighting strategy adopted.

The influence of environmental characteristics on acoustic cues weighting strate-
gies could be evaluated via lab-based experiments in controlled situations. In con-
trast to an online-based method, it would allow for the examination of the influ-
ence of these characteristics as within-subject factors. It has been suggested that
the weight associated to each cue may rely on its consistency [183]. Cues that are
unreliable (e.g. reverberation-related cues in an anechoic environment) are given
less perceptual weight in the combination process. Therefore, the relationship be-
tween the expected reliability of acoustic cues due to the perception of the environ-
ment, and their perceptual weights, should be examined. Apart from the volume,
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the perception of environmental characteristics (such as the nature of the walls
material) could drive the expectation of a stronger reverberation.

Finally, the effect of the stimulus type on the strategies could be explored. In
all experiments, speech stimuli distance had to be judged. This choice was made
because speech is assumed to be equally familiar to all individuals. Because indi-
viduals are familiar with the power of speech’s sound source, intensity is a more
reliable cue in this situation. It would be interesting to determine the extent to
which the stimulus’s nature has an effect in comparison to the environmental and
idiosyncratic characteristics. The impact of the nature of the stimuli on the optimal
transition time value could also be investigated.

10.4 visual incongruence and acoustic divergence

This thesis investigated possible effects that could occur when the listening envi-
ronment is not accurately characterized and/or faithfully reproduced. Experiment
III demonstrated how the vision of incongruent spatial boundaries can calibrate
auditory distance perception. In auditory-visual incongruent situations, close vi-
sual spatial boundaries induce a larger compressive effect on auditory distance
perception. This result shows that an incongruence between the perceived visual
geometry of the real environment and the reproduced room effect can impair au-
ditory distance perception. This observed effect was independent from the volume
reported by participants. Thus, it could be argued that, according to the position
of the listener inside the same environment, auditory distance perception varies
based on the visual perception of boundaries.

Experiment IV investigated an intra-modal calibration effect that could occur in
an AAR scenario in which an acoustic divergence between room effects is present.
The findings indicate that it could significantly influence the auditory distance
perception of virtual sound sources. In this experiment, we observed a modifica-
tion of participants’ compression effects in acoustically divergent conditions. In
these conditions, the effect of the acoustic divergence was mainly driven by the
intensity variations with distance. Although these findings require additional per-
ceptual evaluations, they suggest that acoustic divergence becomes an issue for
auditory distance perception mainly when the intensity cue is not correctly repro-
duced.

Apart from assessing these different effects in controlled environments, possible
perspectives can be foreseen. Firstly, the impact of these calibration effects could
be assessed in the presence of real audio-visual sound sources. It can be hypothe-
sized that the presence of congruent auditory and visual information about a real
sound source increases the impact of an acoustic divergence. Gil-Carvajal et al. [64]
conducted a study in which they examined the influence of visual-only, acoustic-
only, and acoustic-visual divergence in the presence of a real sound source (loud-
speaker). The location of the source was disclosed to the participants, and they had
to judge the distance to a virtual sound source reproduced with a divergent room
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effect. Participants exhibited a larger influence of the room divergence on auditory
distance perception when they could hear the real sound source (acoustic-only and
acoustic-visual divergence). The impact of the divergence was comparable in both
conditions, indicating that participants based their decisions on a direct compari-
son of acoustic cues. It might be claimed that in an AAR scenario, visual distance
perception could serve as a reliable estimate of the distance to a real sound source.
As a result, the sound of the real sound source is directly paired with a visual ob-
ject, establishing an "anchor" for the representation of the auditory space. In this
situation, it can be expected that auditory distance perception of virtual sound
sources would be made relatively to the position of the "anchor", inducing a direct
comparison of the auditory cues conveyed by the actual and reproduced room
effect.

Secondly, these calibration effects could be assessed in a scenario where motion
tracking is enabled. Most of the studies investigating the role of sensori-motor inte-
gration in the calibration of auditory space have mainly focused on angular percep-
tion, while its effect on auditory distance perception is relatively unexplored. For
individuals with no visual impairments, calibration of the auditory space seems to
be primarily achieved by vision [90]. Calibration of the auditory space through sen-
sorimotor integration only, has been proven to be particularly effective for blind
individuals [66]. In an AAR scenario for normally-sighted individuals, both self-
motion and vision are available. Their integration induces a constant updating of
the visual and auditory cues. They provide a greater amount of information on the
spatial characteristics of the environment than in static situations. Therefore, self-
motion could increase the impact of a potential room divergence effect on spatial
localization.

Finally, it could be determined whether listeners could learn or remap their
auditory space as a result of a room divergence effect. In the case of azimuth
and elevation perception, it is possible to induce an adaptation to altered auditory
cues (e.g. through non-individualized HRTF [182] or ear molds [35]). Three main
methods have been introduced to induce adaptation to altered auditory cues for
angular perception: sound exposure, training with feedback, and explicit training
[116].

Adaptation through sound exposure consists of participants learning implic-
itly the correspondence between altered auditory cues and source position. It is
achieved with a continuous multisensory update as a result of motor exploration.
Sound exposure must be sustained for an extended length of time in order to be
effective with many days of continuous exposure [35].

Contrarily, training with feedback or explicit training consists of short sessions
at intervals of one or several days. Adaptation through training is considered more
efficient than sound exposure, as it necessitates a shorter amount of time [116].
Various feedback paradigms can be used to design a training task. A training task
usually consists of sound localization reporting trials, followed by feedback clas-
sifying the response as right or wrong (explicit) or specifying the true location of
the stimulus. This positional feedback can be provided with visual, motor, and/or
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auditory markers. For example, Zahorik et al. [182] trained subjects on sound
localization tasks with audio-visual feedback displayed on a motion-tracked head-
mounted display. They notably demonstrated that the benefits of the training were
still effective 4 months later with the same participants. Shinn-Cunningham et al.
[152] used light flashes to indicate the correct direction to a virtual sound source
after each spatialized sound stimulus presentation. Stitt et al. [158] designed a
game task in which participants had to search for virtual sound sources by point-
ing with their hand, on which a motion-tracked device was placed. An auditory
feedback designed as a "Geiger counter" metaphor was used. It consisted of pink
and white noise bursts, whose alternation rate got smaller when participants were
getting closer to the right direction.

It could be interesting to investigate if adaptation to altered auditory distance
cues can also be achieved by providing a similar training. Explicit training tasks
could be designed using visual markers in the real world or in VR. Outside the
field of view, a training task adapted from the one used by Stitt et al. could be
applied. If participants are effectively able to adapt to distance rendering laws
that deviate from the rules of the physical world, it could bring into question the
standard to be reached, in terms of accuracy in the reproduction of acoustic cues,
by perceptually-motivated auditory distance rendering methods in AAR applica-
tions. Mendoncca et al. [116] have proposed that most likely, humans are able to
represent several auditory cues combination rules at once to infer a localization
judgement. This would allow AAR users to adapt to non-physical laws without
experiencing real world object localization disruption. However, it presumes that
users can dissociate the virtual or real nature of the perceived sound objects. Con-
sequently, the question of the aftereffects linked to the adaptation to divergent
acoustic cues must be raised. Auditory distance perception is critical for survival
and altering the perception of the physical environment could have dangerous
consequences. Therefore, using non-realistic auditory cues to simulate distance in
AAR requires careful consideration of the ethical implications associated with the
integration of virtuality into our daily lives reality.
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A P P E N D I X , P R E L I M I N A RY E X P E R I M E N T

This appendix presents a preliminary experiment investigating the perceptual sim-
ilarity between BRIRs converted from SRIRs (see Chapter 5) and actual measure-
ments of BRIRs. The procedure is the same as the one used in Experiment I (see
Chapter 7). The procedure only differs in terms of participants and auditory stim-
uli.

a.1 methods

The procedure used for this experiment is the same as the one presented in Exper-
iment I. Only the differences with the procedure presented in Chapter 7 will be
presented.

a.1.1 Auditory stimuli

Auditory stimuli are based on the convolution of BRIRs with a speech recording.
Three categories of measurements were evaluated. All measurements were made
in the Classroom at IRCAM, used in all experiments (see Figure 7.2).

Different BRIRs were measured in a classroom at IRCAM with a dummy head
Neumann KU100. Nine BRIRs were measured for distances ranging from 1 to 7m
(1, 1.5, 2, 2.5, 3, 4, 5, 6, 7m) by changing the speaker position and with a single
microphone position.

For the same source-receiver positions SRIRs were measured with a spherical mi-
crophone array Eigenmike©EM32, and converted to BRIRs following the procedure
described in Chapter 5.

Finally, BRIRs were generated with the envelope-based model used in Experi-
ment I for the same source-receiver distances.

a.1.2 Participants

A total of 20 (8 women) participants, ages ranging from 22 to 52 (mean age: 29),
took part in the study. Inclusion and exclusion criteria reported in Chapter 6 were
applied. Participants were recruited among Sorbonne-Université students and peo-
ple working at IRCAM.
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a.1.3 Procedure, listening environment & report method

The procedure, listening environment, and report method were identical to the
ones presented in Section 7.3 for Experiment I.

a.2 results

A repeated measures ANOVA applied to the geometric mean distances of each
participant was carried out, with the within-subject factors DISTANCE (9 levels
from 1 to 7m) and MODEL (3 levels: 2 models and the reference). The values of
the geometric means over all participants are displayed in Figure a.1.

• The main effect DISTANCE was significant (F(1, 8) = 509, 4 p < 0.01, Partial−
η2 = 0, 9802)

• The main effect MODEL was not significant(F(1, 2) = 0, 73, p = 0.25 , Partial−
η2 = 0.0488)

• and the interaction DISTANCE × MODEL was not significant (F(1, 15) =

0, 981, p = 0.11, Partial− η2 = 0.0756).

The similarity in distance reports across the methods was further investigated
using a post-hoc analysis (Fisher LSD). For each distance, no significant differences
(p > 0.05) between the three different methods were found.

a.3 conclusion

The results of this preliminary experiment illustrate the similarity between actual
BRIRs and those converted from SRIRs. If a perceptual difference exists, our report
procedure indicates that it is not significant.
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Figure a.1: Geometric mean (over 20 participants) perceived distances according to the
method used to generate the sound source: Actual BRIRs(black), BRIRs converted
from measured SRIRs(red), and BRIRs generated by the envelope-based model
(blue).





b
A P P E N D I X , C H A P T E R 7 ( E X P E R I M E N T I I )

This appendix provides an illustration of the energetic differences between the For-
ward and Backward synthesized BRIRs with actual measurements. The differences
in terms of early energy of the synthetic responses with corresponding real mea-
surements can be found in Figure b.1 and Figure b.2. The figures depict the early
energy differences with measurements as a function of the offset time t of the BRIRs

early part:

Edif(t,d, Ttrans) = Eearly,syn(t,d, Ttrans)−Eearly,meas(t,d) (in dB) (16)

With Eearly,syn(t,d, Ttrans) the energy contained in the early part [0, t] of a
synthesized impulse response for a distance d and an offset time t.

And Eearly,meas(t,d) the energy contained in the early part [0, t] of the mea-
sured impulse response at a distance d and a considered offset time t.
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Figure b.1: Early energy differences as a function of its considered offset time, between
synthesized and measured BRIRs of the Classroom, for Ttrans equal to 40ms(left)
and 80ms (right). An initial impulse response at 1m (blue, up) and 7m(green,
down) were used as the initial measurement of the syntheses to create respec-
tively an excess or a lack of energy in the early part (t < Ttrans when com-
pared to real measurements.
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Figure b.2: Early energy differences as a function of its considered offset time, between
synthesized and measured BRIRs of the Gallery, for Ttrans equal to 40ms(left)
and 80ms (right). An initial impulse response at 1m (blue, up) and 7m (green,
down) were used as the initial measurement of the syntheses to create respec-
tively an excess or a lack of energy in the early part (t < Ttrans) when com-
pared to real measurements.
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