
HAL Id: tel-03704053
https://theses.hal.science/tel-03704053

Submitted on 24 Jun 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Traffic congestion reduction based on vehicle platoons
and intelligent crossroads interactions

Wendan Du

To cite this version:
Wendan Du. Traffic congestion reduction based on vehicle platoons and intelligent crossroads in-
teractions. Other. Université Bourgogne Franche-Comté, 2021. English. �NNT : 2021UBFCA020�.
�tel-03704053�

https://theses.hal.science/tel-03704053
https://hal.archives-ouvertes.fr
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Marseille

Rapporteur

MESSAI NADHIR MCF HDR, Université de Reims Champagne-
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INTRODUCTION

Congestion is one of the main concerns of this century. This is due to energy consump-

tion, delay, pollution, and stress. As the transportation demand grows, these problems

dramatically increase. In the urban area, congestion is observed at intersections, where

conflicting vehicles meet to share common road spaces. Intersection management has

taken a big part in research works. From the end of the second world war, several papers

contributed to the improvement of traffic management at the intersection, using traffic

lights.

Traffic lights helped to improve the traffic condition at intersections in the last century.They

allow a higher speed and improve the safety and the throughput of the nodes of the

traffic network in an urban area. Many technologies have been introduced to control

traffic. First, sensors (g.e. magnetic loops) have been added to measure the traffic.

Second, a control loop is implemented to provide adaptive traffic lights. Green and red

times are adapted to the traffic conditions. However, with the constant increasing mobility

and motorization, congestion shows the limitation of traffic lights. Traffic lights can only

manage the flows of vehicles that move on each lane.

The recent progress in the field of connected and autonomous vehicles brings a new way

of managing the traffic in intersections. First, these vehicles can communicate with the

surrounding environment. So, they can communicate their states such as their origin-

destination and their position and speed. In turn, they can get a ”green” that fits their

current state. Second, they are able to control their movement to adjust their speed ac-

cording to the received traffic sign. Both communication ability and driving automation

allow these vehicles to organize themselves at intersections autonomously. This self-

organization capability, at the intersection, was the subject of an active research com-

munity, for more than two decades. This new approach for managing intersections has

several names, such as autonomous intersection management, cooperative intersection

management, or unsignalized intersection.

Cooperative intersection management has a great potential to improve intersection

smoothness. First, connected and autonomous vehicles negotiate together to get the

3



4 CHAPTER 1. INTRODUCTION

green. This makes the traffic signalization optimization more accurate, by considering

each vehicle individually. Second, vehicles adjust their speed at intersection, to avoid as

much as possible useless slowdown. This significantly improves the vehicle behaviors,

minimizing the time wasted by the integral red and amber lights of the traditional traffic

lights.

With this new technology, traffic management requires new approaches. Two main prob-

lems are raised by the cooperative intersection management. The first one is scheduling.

How can vehicles decide in real-time which one go first and which one go after and so

on. Because of the dynamic of the traffic and the hard real-time constraints, many papers

rely on rule based system. The second problem is traffic control. Many strategies are

proposed in the literature, such as model predictive control, optimal trajectory and so on.

However, when the thesis was launched, both problems were almost studied separately.

Our main objective is to make the intersection benefit from both improvements brought by

connected autonomous vehicles: efficient scheduling rules and suitable cruise control.

This thesis is organized as follows:

First, the next chapter introduces the reader to the traffic management literature. It de-

scribes the studied intersection as well as the traffic lights optimization capabilities and

limitations to manage an isolated intersection. Then, the chapter gives an overview of

the state of the art of cooperative intersection management. The research works are

discussed according to the negotiation protocols and scheduling approaches.

The third chapter studies the scheduling optimization of the virtual platoon protocol. It

introduces the synchronization point to the reader through the problem formulation of the

virtual platoon and presents the used cooperative cruise control. Later, it gradually intro-

duces a rule based policy to efficiently schedule the vehicles. A simulator is built, and

new metrics are used to compare the policies. The new introduced virtual platoon cou-

pled with a distributed clearing policy shows a significant improvement of the intersection

throughput.

The last chapter intends to gain time between two intersecting movements. An optimal

control point is proposed to improve the intersection throughput. This point is studied

into an elementary intersection and generalized to a simple ordinary intersection. Re-

sults show that the optimal control point improves the intersection speed, but it does not

improve the throughput. To overcome the raised problem, a mobile synchronization point

is introduced, using distributed particle swarm optimization and simulation results are

commented.



2

STATE OF THE ART AND PROBLEM

STATEMENT

2.1/ INTRODUCTION

Traffic congestion is one of the worrying problems of the coming years. In cities, inter-

sections are at the core of the traffic slowdown and the resulting pollution. More than fifty

years ago, a special attention has been paid to the optimization of traffic light in order

to smooth the urban traffic. Many theories have been applied, such as control theory,

combinatorial optimization, multi-agent systems and machine learning. Currently, sev-

eral research works are focusing on the potential of new emergent technologies, mainly

connected vehicles and autonomous driving, for preventing traffic congestion. First, wire-

less communication is very promising for improving the performance of traffic lights. The

Green Light Optimized Speed Advisory (GLOSA) systems allow extending the control

loop of traffic light to the speed of the incoming vehicles. Second, connected autonomous

vehicles (CAV) are able to negotiate together to pass through the intersection, safely and

efficiently.

CAV provides an opportunity to come up with a variety of innovative negotiation protocols

at intersection. These protocols aim to establish a bridge between the self-driving ob-

jectives of a CAV and the surrounding traffic objectives for coexisting harmoniously and

efficiently. On the one hand, the dynamic of each CAV is individualized to respond more

flexibly and efficiently to the surrounding. On the other hand, the traffic is kept smooth,

allowing each CAV to reach its destination at a minimum cost. More precisely, CAVs at

intersection optimize together the following two key parameters:

• Sequence: CAVs negotiate together or all of them follow a given order which one

pass through the intersection first, which one the second and so on, in order to free

the intersection the soonest or to minimize the exit time of the priority vehicles.

• Speed profile: Each CAV adjust its speed to free the intersection zone the soonest.

5



6 CHAPTER 2. STATE OF THE ART AND PROBLEM STATEMENT

The optimization of these two key parameters allows overcoming the current limitation of

traffic lights that periodically distribute the green to a given flow of movements. The ne-

gotiation between CAVs allows a more accurate share of the intersection by considering

each CAV state. However, because of the dynamic nature of the traffic, the optimization

of both together is still a challenging issue.

This chapter is organized as follows. First, section 2.2 describes the isolated intersection

geometry that will be the object of the study of the whole thesis. Later, section 2.3 re-

views the current management solutions for enhancing its performance. The presented

solutions focus on the traffic light that is today the key device for controlling the traffic in

urban area. After a discussion of the inherent limitations of the traffic lights, this chapter

introduces the cooperative intersection management, in section 2.4. The chapter dis-

cusses the literature contributions in terms of protocols of sharing the common spaces,

the scheduling algorithms and the communication architecture to achieve the negotiation.

Finally, the chapter ends with a conclusion that precise the starting point of the work.

2.2/ ISOLATED INTERSECTION

An isolated intersection is two or more roads (see the example presented in Figure 2.1 A)

that meet in a conflict zone. A road is characterized by its length, its number of lanes, as

well as its traffic directions. The example shows an intersection of 4 roads, with one lane

for each traffic direction on the road. A movement is defined by its origin and destination.

An approach is all the movements of vehicles that come from the same origin. The move-

ments that belong to the same approach are admitted simultaneously without conflict and

receive the same traffic signal. Some lanes may be dedicated to a particular movement,

such as turning left. These lanes need to be considered separately. An intersection may

consist of several diagrams relating to the geometry of the infrastructure and the crossing

rules. However, in each intersection, we can identify three functional areas (see Figure

2.1 B):

• Conflict Zone (pink zone): In this zone, the movement trajectories intersect. In other

words, it is the critical resource shared by all vehicles crossing the intersection, with

a high potential of collision.

• Storage Zone (blue zone): It is located upstream of the conflict zone. It is the road

before crossing the intersection.

• Exit zone (green zone): Downstream of the conflict zone. It allows the relief of the

conflict zone.

A conflict point (see red points) results from the meeting, in the same place, of at least
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two movement trajectories with a non-zero angle. The conflict zone of any intersection

includes all the conflicting points. Conflict points are the potential area of the collision. For

safety reasons, two vehicles coming from different lanes should not access to the conflict

point simultaneously. Some conflicts between vehicles find a solution in the traffic regu-

lation, such as priority to the right. However, conflicts must be carefully studied according

to the field of view of the drivers and the importance of the conflicting movements in terms

of traffic flow and speed limit. In many cases, some conflicts must be systematically elim-

inated, using traffic light signals. This is achieved through the implementation of traffic

lights visible to the drivers from the storage zone. The traffic light is located at the border

of each storage zone with conflict zone (between blue and pink zone). The principle is

to provide different time access to the conflict zone to the major conflicting movements.

Therefore, traffic lights eliminate the major conflict points through a time split mechanism.

Figure 2.1: A- A top view of a four-way intersection, B- Illustration of the three functional
areas and the terminology used to analyze the intersection: 4 approaches, 12 movements
and 20 conflict points.

2.3/ TRAFFIC LIGHTS

The main purpose of traffic light is to improve the safety of intersections. As they can

be controlled periodically or instantaneously, they were the subject of several research

works that aim to optimize the traffic. Many techniques were used to optimize the traffic

management through traffic lights, since the beginning of the last century [1], such as

optimal control [2], metaheuristics [3], fuzzy logic [4], deep policy-gradient [5] and colored

Petri nets [6]. The next section introduces the traffic enhancement through traffic lights

management and discusses the limitations of this control approach.
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2.3.1/ CONTROL LOOP OF ISOLATED INTERSECTION

Traffic management is carried out through the intersection control loop (see Figure 2.2).

The loop is composed of intersection and the related signal system (traffic lights, priority

panels, sensors...). The intersection is characterized by its geometry, movements and the

corresponding demand. On the premise of ensuring traffic safety and smooth flow, the

corresponding signal system is selected according to the city’s policy. The signal system

based on traffic light includes the following devices:

• Signalization system: It refers to a group of vertical and horizontal signals displayed

to the driver to ensure safety. They are designed to avoid, as much as possible, con-

flict movements to cross simultaneously the conflict zone. This is mainly achieved

through the traffic lights that the drivers observe from the storage zone.

• Measurement infrastructure: It reflects traffic conditions at different scales. The

traffic measurements mainly give the traffic flow (number of vehicles per unit of

time), the occupation rate (percentage of occupancy time of given loop) and the

average speed of vehicles. These values are measured by sensors installed at the

infrastructure, such as magnetic loops (embedded rectangles in the road presented

in Figure 2.2).

• Controller: it is the brain that controls the traffic. According to the data get from

the measurement infrastructure, it computes the scheduling strategy in real-time

to achieve a precise goal (specifications) such as queue length and waiting time

minimization.

Figure 2.2: Illustration of the control loop component through a four-way intersection.

The signal system is the visual part of the studied system. Among other horizontal and

vertical permanent signalization systems, traffic lights should be installed at every place
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authorized to enter the conflict zone. Therefore, in the storage area of the intersection, all

vehicles can clearly see each traffic light. In general, the characteristic of traffic lights is

that one color is illuminated at a time. The color of the light signal is either green, yellow

or red. The meaning of each color is as follows:

• Green: green signal light allows vehicles to go carefully.

• Yellow: every driver should mark a stop in front of a fixed yellow signal as far as

possible because it indicates the red light is coming soon.

• Red: Access to conflict zone is not allowed.

The illuminated colors define the state of the traffic light.

2.3.2/ TRAFFIC LIGHT TIMING

Most of the research efforts to improve traffic flow safety and efficiency focus on traffic

light timing. Traffic light timing means the duration computation of each traffic light state,

the selection of the suitable sequence of these states and their synchronization with other

traffic lights. According to the city’s policy and relevant authorities, traffic light timing can

have several objectives. For example, the city’s policy can aim to promote soft transporta-

tion modes, public transport or specific corridors. However, these choices must be in line

with local travel characteristics. In other words, the implementation of traffic light timing

should not result in congestion. Hence, traffic efficiency is always the main purpose of

traffic light timing, after the safety purpose.

First, before the traffic light timing, phases are defined. This is called stage specification.

Each phase allows a set of movements to pass through the conflict zone together. To this

end, a matrix of conflict is computed. Each pair of conflicting movements are analyzed

from the dangerousness standpoint. There are several levels of dangerousness. At the

highest level comes the orthogonal intersecting straight movements. These movements

should belong to different phases to get into the conflict zone separately. The intersection

of turning movements might be considered less dangerous. These lower-level conflicts

can be solved through traffic regulation rules such as the priority to the right. In such a

case, movements are admitted to pass together during the same phase. These lower-

level conflicting movements must be studied carefully before allowing them to cohabit

in the same phase. An example of phases of the intersection, presented in Figure 2.1,

is given in Figure 2.3. In this figure, only the highest levels of dangerous conflict are

eliminated through the phases’ definition, whereas the left-turning movement needs to

respect the rule of priority to the right.

The most simple traffic light timing in an isolated intersection is periodic. The period is

called a cycle time that refers to the duration that the traffic lights need to back to the initial
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Figure 2.3: Example of phases’ definition of a 4 way-intersection.

state (see Figure 2.4). The computation of the cycle time raises the issue of finding a

compromise between the average waiting time and the intersection throughput [7]. This

is due to the fact that there is a lost time at each transition from one phase to another.

The lost time includes the time for the clearance of the conflict zone and the acceleration

time of the first vehicles that get the green. Moreover, because of the yellow light, some

vehicles stop before the end of the stage. Hence, the effective green is the sum of actual

green time, yellow time (actual green) and integral red time for clearance minus the lost

time. As the cycle time gets longer, the vehicles need to wait more time to get the green

but, simultaneously, the ratio of effective green time to the cycle time becomes bigger,

which increases the throughput. Figure 2.4 illustrates the cycle analysis. Once the cycle

length is computed, the time of the effective green given to each phase is proportional to

the demand of each phase. This is called traffic light split.

2.3.3/ EXISTING APPROACHES

With the stage specification, the cycle time computation and the split, the traffic light

timing is determined. Many approaches are used to adapt the traffic light timing to the

traffic demand. The following folds recall the most important ones:

• Daily fixed time plan [8]: This control method is based on regular variations in

traffic demand. Traffic demand variations during the day are studied. A fixed cycle

traffic light is calculated according to the corresponding traffic demand at a given

period of the day. For example morning peak hour, the off-peak hour of the day,

evening peak hour and night off-peak hour. The fixed time cycles are then applied at
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Figure 2.4: Cycle time analysis

the relevant time. This approach can be extended to consider real-time variations in

traffic demand. For example, a fixed cycle time is chosen with the nearest assumed

demand to the current measured traffic demand.

• Vehicle-actuation [9]: This control method is mainly used for isolated intersec-

tions. Minimum and maximum green time are computed for each phase. As long

as vehicles are detected by the electromagnetic loop at a given time interval, the

green is extended, until the maximum green time is reached. More sophisticated

approaches are used to extend the vehicle-actuation approach in order to consider

the synchronization with other intersections [10].

• Real-time optimization [9]: Several approaches consider the responsive traffic

light timing as an optimization problem. The problem formulations as well as the

used techniques are different according to the authors. One example of the con-

sidered approach is the one proposed by the authors of PRODYN [11]. They

use dynamic programming coupled with the Model Predictive Control to decide

whether the switch from one phase to another must occur. Other similar approaches

[12, 13, 14] differ in terms of sampling time, optimization and the chosen rolling hori-

zon approach. Another example is given in [15]. It consists in using a queue theory

and reinforcement learning to choose the best policy, according to the observed

traffic state. The real-time optimization approaches are either applied to an isolated
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intersection or a network of intersections, such as the ones discussed in [16, 17].

Note that the computation of the traffic light timing requires solving two problems: traffic

demand forecasting and traffic performance optimization. The traffic light timing is still

of interest to many research works. In particular, machine learning-based techniques

for control and for predicting traffic are being developed [18, 19] in order to improve the

traffic safety and efficiency. In addition, the complexity of city policies, such as adding

bus priority [20] or saving energy [21], makes the traffic signal timing problem particularly

challenging.

2.3.4/ INHERENT TRAFFIC LIGHT DRAWBACKS WITH CONNECTED AND AU-
TONOMOUS VEHICLES

Traffic lights contributed to significantly improve urban traffic conditions. The various tech-

niques developed by researchers to specify stages and to compute the responsive du-

rations of cycles and phases allow obtaining safer intersections with higher speed and

throughput. First connectivity allows to include the vehicle in the control loop. The Green

Light Optimized Speed Advisory (GLOSA) [22] informs the vehicle about the traffic light

timing. This allows to display to the driver the optimal vehicle’s speed to reach the green,

avoiding useless stops and encouraging Eco-Driving. However, the traffic light mecha-

nism suffers from several problems related to the lack of responsiveness [23, 24] and

accuracy that we discuss hereafter. These traffic light limitations are raised with the

perspective of using connected and autonomous vehicles (CAV). Here are the most im-

portant ones:

Figure 2.5: Cycle time analysis

• Hard coded phases: Once the stage specification is computed, it is not possible

to introduce new phases according to the current traffic demand. The signalization
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system and the measurement infrastructure are expensive hardware devices that

are implemented for some years, according to the stage specification. The respon-

siveness of the traffic light is then limited to either the extension of the duration of

the current phase or to the choice of the next predefined phase. No new phase can

be defined dynamically. Figure 2.5 gives an example of this situation. Assume that

the phases are defined according to Figure 2.3 A, CAVs coming from the road R1

can safely cross the intersection, but they get the red color.

• Phase safety issues: Because of the lost time when switching from one phase to

another and infrastructure limitations, the number of phases in a cycle is limited. As

a result, some conflicting movements are admitted in the same phase (e.g. turning

left with the opposite going straight). Even if the meeting of these movements should

not be highly dangerous, this does not avoid collisions [25]. To solve the problem,

advanced driver-assistance systems and new expensive layouts of intersections are

needed [26, 27].

• Inaccurate signaling system: The traffic light is seen by all vehicles coming from

the same approach. The number of vehicles that can cross the intersection isn’t

deterministic. Some vehicles should leave the intersection, but they don’t. Similarly,

some vehicles go through the intersection, but they shouldn’t. From Figure 2.3 B, it

is impossible to predict whether the third and the fourth vehicles will pass. If both

vehicles leave the storage they block the box junction.

• Traffic control: Traffic light timing approaches are based on the expected traffic

demand. They almost use the historical data of the traffic demand to cross the

intersection. Even vehicle-actuation approach requires to steady the time headway

at each approach. Moreover, the phase extension is based on the flow (number of

vehicle per unit of time) and the lane capacity (maximum flow 1). flow measurement

can not accurately give the current traffic situation. For the same flow, traffic is

either smooth or congested [28]. Besides, the lane capacity is only an estimation. It

varies according to the time of the day, the sampling time, types of vehicles and their

movements. In traffic engineering, passenger car equivalent (PCE) is used to get

an average estimation of the capacity [29, 30]. However, this need to be thoroughly

studied according to the behavior of the traffic at the controlled intersection [31].

From the details of the four highlighted limitations of the intersection management system

based on traffic light, one can note that CAVs allows a new intersection management

paradigm that solves them all. The novelties are brought by the driving autonomy coupled

with the connectivity. Both autonomy and connectivity allow CAV to communicate their

destination earlier, such that in the situation of Figure 2.3 A, CAVs that turn left can pass

1Maximum here isn’t the maximum maximum but an average of maximum
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through the intersection. Also, they can receive the signal, so that only allowed CAVs can

cross the intersection. In the example given in Figure 2.3 B, only the two first CAVs in

R4 are allowed to go, to avoid blocking the box junction. More precisely, the phase logic

to manage the intersection can be removed, which avoids simultaneous green given to

conflicting movement and increases the opportunity of non-conflicting movement to go

together.

The other advantage of CAVs is the minimization of the lost time between conflicting

movements. The connectivity allows CAVs to inform the others when they exactly clear

the conflict points. This avoids the estimation of the integral red (see Figure 2.4) that is

designed to cover the theoretical time needed to clear the conflict zone. Thus, as soon

as the intersection is clear, the CAVs get into the conflict zone without waiting for the end

of the integral red. When the conflict zone is empty, CAVs must simply negotiate together

to avoid simultaneous access to conflict movements.

From the previous discussion, CAVs allow theoretically much more accurate intersection

management and also safer, by negotiating together the right of way : Which one can go

first and exactly when it is possible. With the premise assumptions of connection and

driving autonomy hold, there is no need for traffic lights. We call, in the following, this kind

of intersection management based only on the negotiation of the right of way between

CAVs, Cooperative Intersection Management (CIM). CIM brings at least the following

novelties:

• CIM allows to precisely decide which vehicle has the right-of-way and addresses

the right-of-way to only these vehicles rather than decide the duration of phases or

decide whether the phase is still kept for another period of time [12].

• The allowed CAVs to pass through the intersection is computed according to the

actual traffic demand instead of using prediction of the traffic volume based on the

past statements of the inductive loops.

• CIM facilitates the deployment of priority policies between vehicles because each

vehicle is considered individually.

CIM is described in the next section, by considering the most noticeable contributions.

2.4/ COOPERATIVE INTERSECTION MANAGEMENT

CIM deals with CAV intersection. Even if some papers consider ordinary vehicles [32,

33, 34, 35], the intersection of only CAVs is still an open topic and many contributions

are ongoing to provide an optimized CIM. The capabilities of CAVs to communicate with
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their neighbors and to control their trajectory have been the focus of research to bring

many improvements to the traffic in terms of safety and efficiency. These capabilities

offer unprecedented potential that significantly outperforms current approaches used to

manage intersections.

Firstly, this potential is offered by wireless communication that allows CAVs to predict

future obstacles. Indeed, communication allows the observation of the trajectories of

CAVs that are not in the field of vision (hidden behind a building or enough far away to

be detected by the sensors). By overriding the limitation of the existing traffic rules, CAVs

can also wirelessly schedule together with their passage, before they arrive in the conflict

zone.

Secondly, the driving autonomy, if well exploited, allows a significant minimization of the

time lost between the passage of two conflicting movements. The CAV can plan to enter

the conflict zone when it is free. Also, it can avoid unnecessary stops in the storage area,

if CAV cooperates well with the other CAVs. Thus, the concept of the right of way is

more complex than the one used in daily traffic control systems. The right of way can be

expressed as a red or a green, but can also be extended to a more complex signalization

system that challenges CAV longitudinal control. For example, CAV receives a right of

way that allows it to access to the conflict zone after 10 seconds. The CAV uses a complex

longitudinal control to respect it.

With this huge potential, the work in the literature differs not only in terms of the tech-

niques used by the authors but also through the concept of cooperation between CAVs.

This diversity makes it particularly difficult to give an exhaustive overview of the CIM liter-

ature. To overcome this difficulty, we give a definition of CIM that covers the large majority

of works, and we classify the assumed concept, according to the addressed problems.

2.4.1/ PROBLEM STATEMENT

In order to contextualize our work as well as the ones presented in the literature, we use

the definition 1. This definition extends the one given in [36]. From this definition, there

are two problems that need to be solved by CAVs and/or intersection manager when a

CAV gets into the storage zone of the intersection (see Figure 2.1-B). These two problems

are as follows:

• Scheduling: CAVs and/or the intersection manager must decide wich CAV pass

through the intersection first, which one the second and so on.

• Longitudinal control: CAVs and/or the intersection manager must decide the

speed profile that allows CAVs to respect safely the schedule.
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Both scheduling and longitudinal control are subject to optimization. However, the the-

ories behind both optimizations are different. Scheduling optimization uses the theories

of combinatorial optimization, whereas the longitudinal control of CAVs is mainly based

on the optimal control theories of continuous or discrete-time systems. Solving both op-

timization problems together remains an open challenge, for several reasons. One is the

dynamics of the traffic system. When a new CAV arrives, it questions both already com-

puted sequence and longitudinal control. The other one is real-time constraints because

of vehicles move forward during the computation time. Hence, both problems needs to

be solved under a very short time. To remedy these problems, first works in the litera-

ture tries to find a balance between optimal solution and computation time, as well as

a balance between scheduling and longitudinal control. The various CIM concepts can

then be described first through the approach they use to deal with each of both problems,

i.e. scheduling and longitudinal control. They are also different from the way in which

computation and negotiation are carried out.

Definition 1: Cooperative Intersection management

We call CIM, the CAV traffic management at a single intersection that consider

all the following features together:

• The accesses to the intersection are ordered (sequence) according to the

requests received from the vehicles via wireless communication.

• Each vehicle individually receives its own right-of-way, with respect to the

sequence

• Each CAV respects the received right of way by performing the suitable

longitudinal control.

• Each vehicle instantaneously participates in the decision-making process

by requesting the right of way and/or by communicating its current state.

• Regardless of technological and practical limitations, such as the road ca-

pacity or the restriction of the wireless communication, the traffic manage-

ment at intersections is able to consider an unbounded number of vehicles

without preprogrammed schedule.

In order to introduce the CIM literature, we use the following classification items:

• Protocol: The protocol refers to the way in which two conflicting CAVs share the

common space to plan their successive passages. This defines the longitudinal

control problem of the second vehicle in order to avoid collision with the former one.

• Policy: It defines the way in which the passage sequence is negotiated between the



2.4. COOPERATIVE INTERSECTION MANAGEMENT 17

CAVs under real-time constraint.

• Architecture: It refers to the level of involvement of CAVs in the decision-making

process. The level varies not only upon the problem statement but also upon the

assumed safety level.

Before discussing each item according to the different approaches in the literature, it

should be noticed that compared to the abundance of theoretical work on CIM, real tests

remain few. Despite this contrast between theory and practice, tests on robots, mixed

reality tests and demonstrations on real vehicles allow us to have a glimpse of the flaws

of some hypotheses. In the following, we consider the documented real tests presented

in Table 2.1.

Table 2.1: Real tests of CIM

References test vehicles Number of vehicles
[37] 8-shaped intersection mini robots 6
[38] 8-shaped intersection fully automated vehicles 2
[39] 4-way virtual intersection fully automated vehicle 1
[40] 4-way intersection Robots 4 (1 per lane)
[41] 2-way intersection Ordinary connected vehicles 4
[42] 2-way intersection robots 3
[43] 8-shaped intersection fully automated vehicles 3
[44] 4-way intersection Robots 4 (1 per lane)
[45] 4-way intersection Robots Unlimited

[46, 47] 4-way intersection fully automated vehicle 3 (1 per lane)

2.4.2/ PROTOCOLS : CRUISE CONTROL

Many protocols have been proposed for negotiating the successive passages of two

CAVs. Figure 2.6 shows the most important protocols in the literature, through a sim-

ple intersection. They are mainly as follows:

• Stop and go: The second CAV receives a stop sign until the first one leaves the

conflict zone (see Figure 2.6 A).

• Reservation: The first CAV sends the time when it leaves the conflict space and the

second one manage to get through the space later, through a given cruise control

approach (see Figure 2.6 B).

• Virtual platoon: The second CAV considers the first one as a virtual obstacle and

adjusts its speed accordingly (see Figure 2.6 C).

Some protocols seem more complex than the above classification, in particular, the one

proposed in [48]. More precisely, this protocol split the storage zone into two successive
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areas: deceleration and acceleration areas. The latter allows CAV to cross the conflict

zone at maximum speed. This protocol is a mix of virtual platoon and reservation. First, it

belongs to the virtual platoon because CAVs receive deceleration instructions in order to

avoid collision with the precedent ones. Second, because the maximum speed allows a

known occupancy time of the conflict zone, CAVs are managed according to the expected

time of the free conflict zone. Except a few papers, to the best of our knowledge, most of

the literature works can be easily classified in one of the three families of protocols given

above.

Figure 2.6: Illustration of the three main protocols to share the intersection. A-Stop and
go, B- Reservation, C- Virtual platoon : Conflicting CAVs are considered as virtual obsta-
cles

2.4.2.1/ STOP AND GO

This is the first proposed protocol [49]. It is analogous to the ordinary traffic light. Indeed,

we can map ”stop” to the red light and ”go” to the green. It is different from the traffic

light because each CAV negotiates its own green and gets it individually. In practice, this

protocol improves the traffic light efficiency by avoiding useless red and by exploring all

possible phases (see Figure 2.7). Despite its simplicity, it is necessary to define some of

its features. For example, in the first version of the stop and go protocol, some details are

missed. In [49] vehicles calculate their priority dynamically. The vehicle with the highest

priority passes, i.e. gets the green. However, this assumption has to take into account the

safety issues linked to vehicle dynamics. It is difficult, even dangerous, to lose permission

during the CAV movement in the storage area. For example, a vehicle that has the red

at the last seconds may not be able to stop before the conflict zone. More details about

the stop and go protocol are given in [50, 41]. In [50], the authors assume a V2V (Vehicle

to vehicle) communication, with a green by default. When the vehicle is alone, it has

the green. Otherwise, when the vehicle detects conflicting vehicles, if it is the leader or is

alone on the line, and it is able to stop, it has the red, and it becomes a server to distribute

signals to the new incoming vehicles from the other lanes. The vehicles that receive the
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Figure 2.7: Example of adaptive phase with Stop and Go protocol (B) compared to static
phase of traffic lights (B)

traffic signal, i.e. green or red, must respect it.

For safety issue, in [41], the authors use an external server: V2I (Vehicle to infrastructure)

communication. The server is only used to propose a default deny policy. That means,

when a CAV enters the storage zone, it has the red by default. Then, it needs to negotiate

with the other CAVs through the server later, to get the green. If there are no conflicting

vehicles with the green, the server gives the green to the first request.

Both protocols consider two kinds of vehicles. They are used for traffic of CAVs [51, 52]

as well as for traffic of ordinary vehicles [53, 54, 55]. For ordinary vehicles, the color is

displayed on the screen inside the vehicle. For CAVs, the red is the maximum distance

that the CAV can travel (movement authority). The CAV must control its trajectory to come

to a complete stop before the end of the movement authority.

2.4.2.2/ RESERVATION

The reservation protocol aims to fully use the potential of driving automation and connec-

tivity. Rather to get simple stop-and-go signs, the CAV gets the time when it is allowed

to access to the conflict zone and respects it. Regardless of the used approach, in the

reservation protocol, the input control of the CAV is the time of entering and exiting the

shared spaces. The reservation protocol was first introduced by Dresner and Stone in

[56]. In this version, the conflict zone is split into tiles which are shared between CAVs.

The authors use a multiagent approach to manage the intersection. Each CAV books

the tiles needed to reach the destination. The reservation time is computed according

to the position and the speed of CAV. If tiles aren’t available (already booked), the CAV

updates its reservation request, until it gets its reservation. The main advantage of the
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approach is the small time-interval between two passages of conflicting CAVs. However,

the reservation protocol raises the issue of respect for the time schedule. To this end,

cruise control was studied in order to make CAVs meet the reservation time. Hence, the

reservation protocol requires performing two tasks: The time-schedule of the CAV pas-

sages through the shared spaces and the longitudinal control to meet the due times. The

time scheduling is discussed later in Section 2.4.3.

In [57], the cruise control is based on the computation of the time-velocity diagram with 3

pieces of a linear function of velocity. Each piece of the linear function is adjusted to meet

the reserved time. A more complex cruise control was studied in [58], by using Reinforce-

ment Learning with discrete acceleration and speed values. More precisely, CAVs are

trained according to the different scenarios of positions and speeds. In [59], the authors

use Pontryagin’s maximum principle, to minimize the control effort. The Hamiltonian is

used to compute the optimal trajectory. In [60], the authors use a non-linear programming

(NLP) based on the infinitesimal method to minimize the energy consumption. A rolling

strategy is used to overcome the problem of the schedule feasibility during the CAV move-

ment and the update of the entrance time because of the new incoming CAVs. Moreover,

many papers use Model Predictive Control (MPC) to compute the speed profile, such as

in [61, 46, 62, 63, 47]. The MPC is used for two stages. First, it is used for negotiating

the access time to the common space. Second, it is used to compute the speed profile,

allowing the respect of the scheduled time.

Figure 2.8: Potential collision area

There are three kinds of common spaces considered in the literature. The first one is

the set of tiles of the conflict zone. The conflict zone is split into several squares called
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tiles, with a given resolution. The CAVs book the expected occupancy time of tiles. The

key rule is that one tile cannot be occupied by two CAVs simultaneously. The second is

the conflict points inside the conflict zone (see Figure 2.1-B). Two approaches are used

to model the conflict point. Some authors consider it as a point so that the reservation

consists of the passage time plus a safety time, as in [63]. Other works consider, instead,

the intersection surface of vehicles itineraries, as in [47, 60]. We call it, in the following,

the potential zone of collision (see Figure 2.8). As for tiles, CAV books the occupancy

time of the conflict potential zone of collision. More conservative approach makes CAVs

reserve the whole conflict zone, as in [59]. CAV reserves the occupancy time of the zone.

In such a case, the time constraint to book the conflict zone depends on whether the

precedent CAVs are conflicting or not.

The main advantage of the reservation protocol is that it allows the optimization of the

speed profile. In [59], the authors minimize the control effort 1
2

∫ t f

t0
u(t)2dt, where u(t) is the

CAV acceleration. Other authors minimize the deviation from the reference velocity [64].

The energy consumption was also used as a criterion to compute the optimal cruise con-

trol [65, 66, 35, 67]. However, one of the most important raised issues with the reservation

protocol is the intersection safety. Indeed, if a CAV does not respect the time, a collision

will happen [68]. This issue worsens when the speed of CAV in the booked common

space is difficult to determine [38]. For instance, a CAV that meets congestion at the next

road needs to slow down and thus delays its exit time. One solution to this problem was

proposed in [48], where the storage zone of the intersection is split into three zones: A

high-speed zone at the exit of the intersection, a control zone in the middle of the storage

zone and another high-speed zone at the end of the storage zone to get through the inter-

section. Hence, the conflict zone is used at the maximum speed. However, this requires

more lanes for considering the turning movements and a longer storage zone. Other so-

lutions were designed according to real tests. In [39], the authors use a buffer time when

CAV reserves tiles as well as a low tile resolution (bigger tiles). In the tests described in

[47], the authors add safety distances upstream and downstream of the booked potential

zone of collision. These safety distances allow CAV to perform an emergency braking.

2.4.2.3/ VIRTUAL PLATOON

This protocol was initially introduced by [69] and tested by [51] through real robots. It

was first called Transparent Intersection management. After the contribution of [70], it

is currently known as a virtual platoon protocol. In order to overcome the safety issues

raised by the reservation protocol, instead of using a time schedule, CAVs use sequences

to control their speed. The sequence gives which CAV goes first, which one goes after,

and so on. CAVs share an ordered list of presence that gives the sequence. In the

list of presence, each CAV periodically writes its current position and speed, as well as
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its destination. Accordingly, CAV identifies, from the presence list, the precedent CAVs

as obstacles. The virtual platoon protocol works as follows. Each CAV considers all

precedent conflicting vehicles as obstacles (virtual obstacles). So, there is a position

mapping allowing to consider the conflicting CAV like they are moving in the same lane.

Figure 2.9 gives an example of the mapping. In [51], the stop line is considered by the

CAV while it cannot keep a safe distance with the virtual obstacles. This makes CAV

resort to a complete stop if it is not safe to cross the potential zone of collision. The

cruise control of the CAV allows them to keep a safe distance before getting through the

potential zone of collision.

Figure 2.9: Example of virtual platoon, where the CAV considers the real obstacle (rl)
virtual obstacles vl, includind the next leader nl and the stop line sl. nl is the last CAV that
moving in the distenation lane [71]

In [69], the authors use Gipps model [72, 73] to control the simulated virtual platoon.

Later, in [51], simulations of virtual platoon are based on an enhanced IDM (Intelligent

Driver Model) [74] to compare virtual platoon with stop and go protocol. In [75, 76, 43], the

authors introduce RT-CVC (Reaction Time-based Collaborative Velocity Control) [77] to

consider communication delay and driving automation time. Recently, more usual control

techniques are used. In [70, 78, 79] the authors use linear cruise control with respect

to errors, whereas in [80] the authors use sliding mode controller. Simulations show that

the virtual platoon is more efficient than the stop and go protocol. They show also that

the virtual platoon is less efficient than reservation [80]. However, both simulation results

need to be thoroughly studied according to safety constraints (See Section 2.4.2.2) and

the scheduling algorithm, as it will be detailed in Section 2.4.3.

2.4.3/ SCHEDULING

The protocol determines the way CAVs share the common spaces, either by yielding the

way, by booking or by determining a sequence to form a virtual platoon. It is obvious

that the protocol contributes to the performance of the intersections. However, this is

not sufficient to totally explore the potential of wireless communication, mainly when the

traffic flow is high. Indeed, from the fundamental traffic diagram, when the traffic flow

goes beyond the capacity, the CAVs will come to a complete stop [81]. Scheduling is the
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other key for improving the intersection performance.

The scheduling problem of CAVs in the intersection is a combinatorial optimization prob-

lem that needs to be studied and optimized. First, some assumptions are formulated to

model the problem. Most existing studies prohibit overtaking for two CAVs that move in

the same lane. So, the order of arrival at a given lane is conservative. More recent studies

[82] introduced overtaking, but it splits the scheduling optimization into two stages. The

first one is for changing the order of CAV exits and the second one is for the scheduling

CAVs according to the new order. Mathematically, the sequence conservation allows the

minimization of the number of combinations as follows:

(∑L
i=1 ni
)
!∏n

i=1 (ni!)
, (2.1)

with L and ni are the total number of lanes in the storage zones and the number of

CAVs in the lane i, respectively. In the equation 2.1, the quotient is owed to the order

conservation. Even with the quotient, the equation 2.1 shows a combination explosion.

The other assumption concerns the time when the CAV is ready to cross the conflict

Figure 2.10: Lost time computation when the traffic light switches to green

zone. This time depends on the assumed protocol. This time was first addressed by

using traffic engineering theories to define the headway time, according to the state of the

precedent CAV. The time lost when the traffic light passes to the green [83, 84] is used

in the stop and go protocol [85, 54] (see Figure 2.10). The microscopic simulation [86] is

used for the scheduling virtual platoon protocol [69, 75]. Finally, time constraints and/or

distance with precedent CAV are defined in the reservation protocol. Note that there

is no consensus on security constraints in the reservation protocol. Indeed, it strongly

depends on the assumptions made about the ability of CAVs to respect their reservation

[39]. Moreover, some authors assume a lower time between conflicting vehicles than

the time between two following vehicles that move on the same lane [63]. This leads to
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significant performance gains. However, this assumption is highly questionable.

Two approaches to schedule the intersection are proposed in the literature:

• Exact and heuristic approaches: Depending on the arrival times of CAVs, their

speeds and positions, the intersection server calculates the optimal (near optimal)

sequence and time for getting into the common space.

• Policy: Because the intersection is dynamic and because of the real-time con-

straints, simple rules are defined to allow CAV to get the right of way according

to the protocol (see Section 2.4.2).

2.4.3.1/ EXACT AND HEURISTIC APPROACHES

In order to address the complexity issue, [85] introduces a dynamic programming algo-

rithm that solves the Cmax
2 scheduling problem of cooperative intersection in a polynomial

time and memory space according to the number of CAVs. However, the computation

time and the memory space are exponentially increasing as the number of lane increases.

The complexity of the dynamic programming is O(nL), where n is the total number of

CAVs (n =
∑L

i=1 ni) 3. The proposed dynamic programming models the problem by a di-

rected weighted graph [87] and solves it, using the well-known shortest path algorithms

[88, 89, 90, 91]. The main advantage of the proposed dynamic programming algorithm

is that the nodes and links of the graph can model several assumptions of CAV cruise

control and headway [69] as well as priority CAVs [92, 93]. Another dynamic program-

ming algorithm was suggested in [94]. It aims to minimize the number of nodes by putting

together CAVs that can cross the conflict zone simultaneously. However, its complexity is

still O(nL).

From the scheduling theory, Cmax is the completion time of the last job (CAVs) in the

system. Other more complex objective functions exists such as the total weighted com-

pletion time, the average waiting time or the maximum lateness [95, 96, 97, 98]. To solve

the problem with the other objectives, the authors resort to mixed integer linear program-

ming (MILP) model [99]. For instance, in order to minimize the total travel time delay,

[100] seeks the optimal vehicle scheduling at a multi-conflict area, considering heteroge-

neous vehicle headways and values of time. A MILP model is proposed to solve the exact

optimal solution to this problem. Although small instances of the proposed model can be

solved by existing commercial MIP solvers, their computational time increases exponen-

tially as the numbers of vehicles and approaches increase. A similar approach was used

2Cmax in the context of intersection scheduling means freeing the soonest the storage zone and the conflict
zone, with a given set of CAVs in the storage zones.

3A detailed analysis of the dynamic programming is given in [75]
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in [60] to schedule the reservation of the potential collision area. The optimal scheduling

is used for both following purposes:

• Comparison with the other scheduling approaches: Since the computation time

does not meet the requirement of the real-time application, other real-time schedul-

ing approaches are compared to the results of the optimal solution.

• Rolling horizon: In order to overcome the computation time of exact algorithms, it

is only used for a few CAVs. Two approaches are used in the literature. The first

one reschedules the sharing of the common zone, for each new incoming vehicle,

considering that some are already scheduled. E.g. the one that has already gotten

the green in the stop/go approach keeps the green. The second one splits the

storage zone into two zones. The first one is used for scheduling and once the CAV

is in the second zone, they are considered as they are already scheduled.

Note that despite the simplification provided by dynamic programming, it remains chal-

lenging to obtain the optimal solution as the number of considered CAVs increases. This

is not an issue of computation time when the optimal solution is computed offline for com-

parison. However, the required memory space limits the number of the considered CAVs.

Hence, the comparison with the exact algorithms can only be used for a short simula-

tion period. This motivates many papers to introduce heuristics to obtain near optimal

solutions.

In [36], the authors give an analogy between the scheduling of cooperative intersection

and the well-known Travelling Salesman Problem (TSP) [101], where each CAV is con-

sidered as a city to be visited. This analogy invites the authors to use an ant colony

system [102] to decide which CAV goes first, which one goes second, and so on. The

ant colony system was adapted to form groups of CAVs that can pass together. The re-

sults of the proposed ant colony system were compared with the ones of exact optimal

solution in a real intersection. They show that they are close to the optimal ones. An

ant colony system was introduced later in [103], for a decentralized negotiation between

CAV (see section 2.4.4). More precisely, each CAV participates in the decision-making

process. Genetic algorithms [104] are also used to schedule either a single intersection

[105], priority vehicles [106] or a network of intersections [107]. In [107], groups of CAVs

were formed to pass through the intersection together.

2.4.3.2/ POLICIES

In this thesis, we refer to a scheduling algorithm as a policy if it is in the form of relatively

simple rules that define the priority between each pair of conflicting CAVs (See Defini-

tion 2). There are many motivations to use policies rather than classical algorithms. In
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[63], a policy is used in order to respect real-time constraints. Rules are also used very

early, considering CIM as a multiagent system [56]. Under this modeling approach, the

objective of using policy is the definition of simple agent’s behaviors able to make the

emergence of a global behavior that is close to the optimal [85]. The last motivation is

that the system is dynamic. It has been shown through an example in [54] that each new

arrival of a CAV in the storage zone can modify the previously found optimal solution.

Some common features of optimal solutions can be used to define simple rules that keep

a high level of performance. This process aims at avoiding the costly computation over-

head of algorithms or of heuristics, knowing that the sum of two optimal solutions is not

necessarily an optimal solution [108]. These different motivations led to different policies.

To the best of our knowledge, it is possible to group the policies used into four families:

First In first Served (FIFS), First Ready Out (FRO), Time To React (TTR) and Distributed

Clearing Policy (DCP). Some other policies are discussed also.

Definition 2: Policy

In CIM, a policy is a set of finite priority rules that are sufficient to solve a conflict

between two CAVs that need to cross the same potential collision area coming

from different storage zone. The conflict is solved by designating which one

goes first and which one goes after. This set of rules must be sufficiently well-

defined so that it does not result in a circular dependency when scheduling all

CAVs. Mathematically, a policy must be able to set a transitive order relation

[109] between CAVs.

Figure 2.11: FIFS deadlock examples: A-FIFS deadlock is the result of the reservation
of tiles A, B and C, by CAVs 1, 2 and 3 (The number on CAVs are only ID) B-FIFS
deadlock is due to communication issues in Virtual Platoon that raises the problem of
order inconsistency (The number on vehicles indicates their ranks according to the time
they were discovered: 2 waits for 1 who is behind 3)

Here are the most known CIM’s policies:

• First In First Served: FIFS is the most popular policy, especially for reservation

and virtual platoon protocols. It was introduced in CIM by [56]. In its first version, the

”First In” does not mean the first CAV in the storage zone. Instead, the proposed

policy means that when the CAV books a given tile, this tile is no more available for

the others until the reservation is canceled or fulfilled. From this standpoint, there
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is a kind of competition of booking tiles between CAVs. As a result, the reservation

may not respect the order of CAVs in the storage zone. In such a case, some CAVs

need to reserve the tiles again because they are slowed down by the leading CAV

that move in the same lane. The protocol was improved to solve the issue in [110].

It states that the priority is proportional to the time spent in the storage zone. In [54],

CAVs respect the order of their arrival in the storage zone, except when they can

cross the intersection without conflict. In [111, 112, 113], the authors consider the

deadlock that results from FIFS. Both former papers solve the circular weight due

to the reservation of more than one potential collision areas (see Figure 2.11-A).

The last one considers the deadlock in the virtual platoon, when messages are lost

(see Figure 2.11-B). The solutions proposed in the three papers are based on the

elimination of cycles in the graph [114] that represents the priorities. However, the

solutions aren’t trivial. Except the above-mentioned works, in the majority of papers,

FIFS policy orders the vehicles according to their arrival time in the storage area. If

there are no wireless communication issues, this policy is very convenient for both

reservation and virtual platoon protocols. Each CAV is informed, when it gets into

the storage zone, about the constraints to be considered for the optimization of its

trajectory (speed profile).

• First Ready Out: This policy means that when a pair of vehicles are in conflict,

the CAV that is able to cross the intersection first will have the highest priority. The

priority depends on the speeds and positions of both conflicting vehicles at the time

the priority is calculated. It also depends on when the vehicles in front leave the

intersection. Thus, in [115], the CAV has at least a lower priority than the one

in front, in the same conflict zone. It is obvious that when the priority of CAVs is

computed according to when they are able to cross the intersection, the control

problem becomes more complex. Indeed, it is more about a competition to be the

first in the exit zone. Simultaneously, they must be able to come to a complete stop

if they lose. Thus, to the best of our knowledge, this policy is not fully implemented

in CIM in a dynamic way. Nevertheless, we can find its principle partially applied,

especially when it comes to conflicts between a small group of CAVs. In [116, 117],

vehicles follow an auction principle for reserving tiles. In a competing set of CAVs,

the CAV which is able to clear the intersection at the earliest is the one that books

the tiles first. In [63], due to the non-linearity of the constraint of the conflicting CAVs,

the MPC is distributed so that each vehicle tries to exit with a relaxed constraint. As

soon as an exit time can be ordered, the CAVs in the group respect gradually the

safety constraint (constraint relaxation). The new group of CAVs competes again

with respect to the exit dates of the previous ones and so on.

• Time To React: This policy was introduced for distributed MPC, in [61, 62, 64].

From [64],”TTR is defined as the duration to the furthest point in time tx where the
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vehicle can still decelerate enough to come to a standstill in front of the intersec-

tion”. Each CAV computes TTR which defines its priority. The CAV that has the

lowest TTR goes first. The optimization function includes the safety constraint to

be respected by CAV to do not collide with more priority CAVs. Comparison was

performed with a centralized MPC, showing that the decentralized approach is more

efficient in terms of computation time and even the deviation to the reference speed

[64]. In [61], the authors compare TTR to FIFS and to the priority based on the

remained distance to the potential zone of collision. Both last policies were not fea-

sible in terms of safety. However, to the best of my knowledge, the TTR policy was

only simulated for a few CAVs (6 at most).

• Distributed Clearing Policies: DCP is introduced for the stop and go protocol. It

is based on a set of rules. The rules aim to form a group of CAVs that are allowed

to cross the intersection together [54]. The lane that has the oldest CAV is chosen.

The group is first formed by CAVs that belong to the lane if they are close together.

If the leader CAVs that move on the other lane can cross the intersection in parallel

to the formed group, they join the group, and so on. It was mathematically proven

that DCP minimizes instantaneously the queue length if the headway time between

two conflicting CAVs is at least two times bigger than the headway time between two

CAVs coming from the same lane [118, 54, 119]. DCP is an extension of the well-

known vehicle actuated traffic signal [120, 121]. From this standpoint, the green

is given to a CAV if this one is able to cross the intersection before a given step

of time. Otherwise, the green is given to the oldest CAV in the storage zone. It

was later generalized to a network of intersections [122]. Some works attempt to

adapt the DCP to virtual the platoon protocol. [42] proposed two steps for forming

groups in a real simple intersection of mini-robots. First, there is a small amount

of time during which the new incoming robots negotiate together in order to form

groups with the closest precedent robot in the same lane. Later, the robots adjust

their speed together to avoid collisions. [123] extended the approach by providing

a spatial decomposition of the problem. When a CAV arrives, in the first zone, it

joins the group called a bubble. Then, in the mid-zone, the bubbles are ranked by a

brunch and bound algorithm. Because of the complexity of the problem, the number

of bubbles is bounded for obtaining a feasible sequence in a reasonable time. Later

in the third zone, CAVs respect the local vehicular control to cross safely the conflict

zone. It is obvious that the DCP is difficult to use in a protocol without a complete

stop of the vehicles, like reservation and virtual platoon protocols. The main reason

is that the group needs to be formed dynamically. The CAV must either delay its

exit time or include new obstacles, as it moves forward. Because of the efficiency

of DCP for a high traffic flow, the adaptation of DCP to the reservation and virtual

platooning protocols remains a hot topic [124, 125, 126, 127].
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• Other Policies: The other policies are more complex than the one quoted pre-

viously. A first example of the other policies is the Dynamic Priority (DP). DP is

a policy where each CAV compute periodically its priority as a function of values

that evaluate the correspondence of its state with predefined criteria. The CAV that

has the highest priority goes first. This was first introduced by [49], where the pri-

ority is the weighted sum of the vehicle readiness and the sum of the priority of

vehicles in the same lane. The readiness itself is computed as a weighted sum of

the distance covered in the storage zone, the vehicle’s velocity and the idling time.

A similar approach were used in [23]. The PD is used to solve conflicts between

busses, in order to avoid a bus that has a delay to move behind a bus that is in

advance. Rather than using a weighted sum, the paper uses a max function. How-

ever, DP, if is not properly defined, can lead to permanent changes in the order of

vehicles during their movement in the storage zone. In order to avoid unstable pri-

ority of busses, [23] adds a filter. Another noticeable policy is the one presented in

[48, 128, 129, 130]. The policy is based on game theory [131]. Instead of deciding

who goes first, the system delays one conflicting CAV for each period (0.5 sec).

This CAV is chosen from the set of conflicting vehicles: those that collide if they

do not slow down. The group of conflicting vehicles selects the CAV that delays

the most other CAVs (number of delayed CAV). The chosen CAV decelerates at

the beginning of the next period. This CAV-by-CAV selection requires a stopping

and an accelerating distance. Thus, the author proposes an adapted architecture

of the intersection with a slowing down and acceleration zone in the storage area.

It should be noted that simulations show that the policy performs well in the case of

low and medium traffic flow. When the traffic demand is high, the system tends to

perform like traffic lights.

Remark 1. At this stage of the state of the art, let us draw the reader attention to the

following folds:

• The scheduling problem remains a hot topic to achieve an efficient CIM

• there is a kind of opposition between scheduling optimization and trajectory con-

trol optimization: On the one hand, the reservation protocol seems to be the most

suitable for the optimization of the speed profile (longitudinal control), but it needs

the exit dates quite early to allow CAVs optimally planning its trajectory to reach the

conflict zone. Only no dynamic priority policies, such as FIFS, can fulfill this require-

ment. On the other hand, other policies such as DCP provide good performance

when the traffic flow is high. However, CAVs are prone to a complete stop before

the end of the conflict zone.

• Finally, Some policy/protocol pairs require more lanes or longer storage areas, such

as game theory/reservation [129] and DCP/Virtual platoon [123].
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2.4.4/ ARCHITECTURE

Architecture refers to the way in which CAVs communicate together to negotiate their right

of way and get it. Architecture defines both communication and computational hardware

and software required to achieve the negotiations. Currently, there are several communi-

cation channels [132] that can be used for CIM, such as 5G (cellular network) [133, 134]

and G5 (Dedicated Short-Range communications: DSRC) [135, 136] to quote a few.

Telematics Control Units (TCU) [137, 138] are used to carry the CAV connectivity with

others (V2X: Vehicle to others). Moreover, embedded high-performance computing sys-

tem in vehicle is becoming more widespread [139, 140] for vision, high-resolution display

and vehicle control. At the beginning of CIM studies, there were two opposing visions

of the negotiation architecture, i.e. decentralized and centralized architecture. Later, a

mixed architecture was proposed.

Decentralized architecture

The first architecture was decentralized [49, 141, 142, 143], where CAVs are able to self-

organize their access to the conflict, without the need for an external agent. This architec-

ture avoids the use of external devices (ITS RoadSide Unit), to manage the intersection.

In this architecture, there is only V2V (Vehicle to vehicle) communication. However, the

approach is questionable in terms of intersection safety. Because there is no intersection

server, it is difficult to use a default deny rule. Each CAV that is not able to communicate

with others will react as it is alone. This results in collisions, in the tests of the intersec-

tion of mini-robots presented by the authors of [37]. One solution is to oblige the CAV

that is alone to slow down near the conflict zone to detect whether there are other CAVs.

However, this solution may considerably lower the performance of the intersection.

Centralized architecture

The second architecture is centralized. In this architecture, there is an intersection server

that communicates with CAVs to allow them to reach the conflict space safely. This archi-

tecture is entirely based on V2I (Vehicle to infrastructure) communication. The task of the

intersection is the optimization of the whole intersection, according to the used algorithm

or policy.

This kind of architecture suites the use of optimization algorithms. The centralized ap-

proach was used for the scheduling optimization, through algorithms [92, 94, 100, 60]

and heuristics [36, 104]. From this point of view, the centralized architecture saves com-

munication and calculation overhead compared to the decentralized one. The centralized

architecture avoids that each CAV communicates its status to all surrounding CAVs and

schedules the other’s access time. The server performs these tasks for the whole. A

centralized architecture is also an opportunity to optimize together both schedule and tra-

jectory (See Remark given in Section 2.4.3.2). However, except treating both problems
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into two separate steps as presented in [60], several papers witnessed that solving both

problems together is currently unfeasible because of either the computation time [61, 62]

or convergence [63].

The centralized architecture alone is not sufficient to obtain a collision free intersection.

For instance, in [48], after the computation of the schedule, the intersection manager

sends acceleration to only CAVs that need to decelerate or accelerate. CAVs that main-

tain their speed are not contacted by the server. Simply speaking, the CAV that does not

receive a message from the server because of a communication issue, will just continue

its movement. However, the centralized architecture contributes to the safety enhance-

ment through the default deny rule. The CAVs are resorted to a complete stop before the

end of the storage zone if they cannot contact the server as discussed in [40, 41, 42, 111].

Mixed Architecture

The last possible architecture is a mixed architecture, where both V2I and V2V are used.

This architecture was mentioned in [75, 76]. It can be an alternative to ensure the safety of

the intersection while allowing negotiation of the rights of way between vehicles. This ap-

proach will allow the implementation of distributed intersection management algorithms,

where CAVs take full part in the decision-making process. It is also suitable for policies for

adapting the priorities and trajectory control to the traffic dynamic. For instance, the RSU

broadcasts the presence list to all surrounding CAVs and CAVs negotiate their priorities

together. When they exit, they remove themselves from the presence list. The presence

list can be built using geo-networking protocols of DSRC [144].

2.4.5/ DISCUSSION

There is a consensus that CAV allows a new approach to managing the intersections that

have a great potential to smooth the traffic. There are two opposing visions to achieve

the objective. The first vision consists of planning all the vehicles in an optimal way. This

vision comes up against the computation complexity and the traffic dynamic, which ques-

tions the obtained solutions. The other vision consists in making the CAV smarter so that

the interaction of individual behaviors results in a collective behavior able to enhance the

traffic conditions. This vision in turn faces problems of intersection safety, i.e. without col-

lisions and deadlock. These two opposing visions partly explain the variety of negotiation

protocols, scheduling approaches and the two dominant architecture families.

Contributions must be consistent in the entire decision-making process, that is how CAVs

share the conflict space (protocol), how they get solutions (scheduling) and finally through

which material and software infrastructure (architecture). This consistency requirement

explains partially the lack of real tests in the literature, since more than three decades

(see table 2.1). This requirement raises a deeper theoretical problem, namely how to
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optimize simultaneously both speed profile (trajectory) and sequence (schedule). The two

problems are of different natures and even of distinct research areas. The first problem

belongs to the theory of control of the continuous system (acceleration, speed, position),

whereas the second belongs to the wide field of combinatorial optimization, which deals

with discrete decisions. In addition to this theoretical complexity, the dynamics of traffic

question the solutions taken, however perfect they were at the previous time.

Furthermore, although several papers show significant performance improvements

through simulation, the gains are difficult to quantify from the traffic engineering perspec-

tive. In particular, there is no consensus on the time between successive passages of two

conflicting vehicles. It is not an issue of estimating the exact values, that depends on the

used material. However, at least it is mandatory to reach a consensus in a mathematical

formulation that makes this time compared to the time between two successive passages

of CAVs that move on the same lane. It is obvious that if the conflicting time is lower, the

succession of conflicting CAVs improves the throughput. In this case, the research work

in CIM must be directed towards achieving this low time as safe as possible, without colli-

sions and deadlock. Several real tests need to be achieved to reach the idealistic conflict

time. Otherwise, it is necessary to work fully on the scheduling of CAVs, by searching for

policies that address computation time and traffic dynamics.

The other difficulty of linking the results to traffic engineering is the choice of intersection

geometry. One of the expected advantages of CAVs is that they are able to save space

dedicated to vehicles in urban areas [145]. Thus, it is difficult to quantify the advan-

tage of control solutions that require a significant investment in additional urban space

reserved for vehicles. Instead, the performance gains should be in the space that the

autonomous vehicle gives to other activities (terraces for shops, home gardens...) and

other mobility systems (wider pavements for pedestrians, dedicated lanes for soft trans-

portation modes...). Thus, from this point of view, it is important to study capacity gains

on simple intersections, such as the one presented in Figure 2.1, rather than considering

a huge intersection with several lanes. Simple intersections raise the difficulty of con-

sidering several movements in the same lane, such as turning left movement that often

blocks the other vehicles going straight. Such problems are avoided when studying a

huge infrastructure.

2.5/ CONCLUSION

This chapter has reviewed the state of the art of automated control of elementary urban

intersections. Currently, the most adaptive intersection control is based on traffic lights,

which have some inherent limitations, such as the limited number of phases, due to the

time lost, and the inadequacy of the traffic light with the vehicles actually present, be-
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cause of the lack of communication with vehicles. The perspective of autonomous and

connected vehicles seems to bring new features that have a strong potential to improve

traffic conditions. Vehicles are able to adapt together phases according to their state and

control speeds to save time.

The literature review shows that these two advantages are not easy to be harnessed.

Theoretically, they raise new and complex problems. Depending on the point of view,

the problem can be associated with the control of hybrid systems (continuous-discrete)

[49, 146], the collective intelligence [147] of multiagent systems [56], the control of con-

strained non-linear systems [63], etc. Let us add to these theoretically complex problems,

the traffic dynamics that raise a new problem at each time-step, as well as the cyber-

physical and real-time constraints. In order to overcome this complexity, in parallel to

purely mathematical approaches seeking for optimal solutions, several approaches are

based on simple protocols and policies. Our contribution aims to find simple policies that

harness both velocity profiles and sequence. Our work will start from a virtual platoon

based on FCFS policy [146, 78].





3

EXTENDED VIRTUAL PLATOON

3.1/ INTRODUCTION

Autonomous vehicles that are able to communicate together allowed the emergence of

a new way of controlling intersections. Recently an active research community stakes

on cooperative intersection management. Vehicles and intersections are able to commu-

nicate together in order to improve traffic conditions at intersections. Many simulations

have shown that the cooperative intersection management outperforms traffic lights be-

cause (i) there are no limited stages as within traffic light and (ii) authorized movements

are adapted to the current situation.

This chapter focuses on virtual platoon formation at intersections. More precisely, a virtual

platoon is formed by vehicles coming from different lanes so that each vehicle considers

the precedent CAV moving in another lane as it is moving before it in the same lane.

When traffic flow is low this allows avoiding useless stops and thus the speed adjustment

saves energy and increases the average speed. However, experiments show that as

the traffic flow grows, vehicles need to stop and cooperative cruise control is no more

efficient. The main reason for this drawback is that the studied concepts are limited to

First In First Served.

This chapter aims to extend the existing policy, i.e. First In First Served. Only scheduling

rules are used. To this end, many challenges need to be addressed and parameters to

be set. First, a simulator of the virtual platoon was developed with a visual interface that

displays vehicles in the intersection. This aims to (i) avoid biased results due to hidden

collisions and to (ii) thoroughly set the protocol parameters. Second, the evaluation pro-

cess to compare different policies is defined. The main objective of this step is to fit as

much as possible the known approaches for the capacity evaluation in traffic engineer-

ing. Finally, the extension of the virtual is done gradually, with respect to the encountered

issues.

This chapter is organized as follows. First, it introduces the virtual platoon protocol and

35
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the choice made, in terms of cooperative cruise control and communication architecture.

Second, it presents the most important features of the simulator. Later, it details the newly

introduced policy. Finally, it discusses simulation results before concluding.

3.2/ VIRTUAL PLATOON PARAMETERS

Virtual platoon, as introduced in [42], extends the platoon of CAVs that move in the same

lane [148, 149, 150], by introducing the conflicting CAVs to the platoon. This is possible

through wireless communication, see figure 3.1. In this section, we will detail through

the problem formulation the four parameters that need to be stated to design the virtual

platoon. These parameters answer the following questions:

• The synchronization point: From where the CAV needs to keep a safe distance with

the conflicting leader, in the storage zone?

• Advanced cruise control: How the CAV keeps a safe distance from the precedent

ones?

• Cooperative cruise control: How the CAV consider several obstacles, with some are

virtual and others are real?

• Architecture: How can CAVs modify their schedule?

The four parameters are fixed gradually, by keeping our objective to allow CAVS a wider

opportunity of scheduling negotiation, before getting to the conflict zone.

Figure 3.1: Virtual platoon formed by two CAVs that does not move in the same storage
zone: CAV2 adjusts in R4 its speed according to CAV1 that moves in R1
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3.2.1/ SYNCHRONIZATION POINT

let us give a general mathematical formulation of the problem that two conflicting CAVs

presented in Figure 3.1 have to solve. Without loss of generality, assume that both CAVsi

(i ∈ {1, 2}) have to cross a potential collision area. The dynamic of both CAVs can be

expressed as follows:

Ẋ(t) =


0 1 0 0

0 0 0 0

0 0 0 1

0 0 0 0


X(t) +


0 0

1 0

0 0

0 1


U(t). (3.1)

Such that in (3.1), XT (t) = [p1(t), v1(t), p2(t), v2(t)] and UT (t) = [u1(t), u1(t)], with pi(t), vi(t)

and ui(t) being the traveled distance from the beginning of the storage zone, the speed

and the acceleration of the CAVi, respectively. Speed and acceleration constraints need

to be added as follows:

ui ≤ ui(t) ≤ ui, (3.2)

0 ≤ vi(t) ≤ vi, (3.3)

with ui and ui designate the maximum and the minimum acceleration (deceleration), re-

spectively. The maximum speed is vi. Equation (3.3) avoids both CAVs to move back

but allows them to come to a complete stop. ui, ui and vi are defined, in equations (3.2

and 3.3), not only according to physical limitation of CAVs but also by taking into account

criteria such as the safety and convenience of passengers and good on the autonomous

vehicle and maintenance costs.

With equations (3.7), (3.2) and (3.3) in mind, it remains the safety constraint to avoid

collision of both CAVs when they cross the intersection. Recall that, as discussed in

section 2.4.5, there is no consensus in the way the safety constraint is formulated. In

this thesis, we consider the most general mathematical formulation of the constraint as

discussed in [151, 152]. Let di,inter and di,exit designate the position of the CAVi to get into1

and out the potential collision area, respectively. The conflict constraint is as follows:

2∑
i=1

fi,enter(t) − fi,exit(t) − 1 ≤ 0, (3.4)

with k ∈ {enter, exit}, fi,enter and fi,exit are defined as follows:

fi,k(t) =

0 if pi(t) < di,k

1 if pi(t) ≥ di,k

(3.5)

1di,enter requires considering the safety distance to avoid the collision.
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Equations (3.4) and (3.14) show that the system is hybrid. However, even by stating

which CAV goes first, other parameters need to be set before using only continuous state

variables (pi(t) and vi(t)) instead of fi,k(t). There are two ways to simplify the constraints

of the stated problem:

• Reservation: Setting the times when CAVs are entering and exiting the potential

zone of collision. With these times, it is possible to compute the optimal trajectory

under a reservation protocol as formulated in [59]2. However, as discussed in sec-

tion 2.4.2.2, the safe time between two conflicting is unknown and collisions may

happen if the time is underestimated [39]. For instance, this time is set manually,

according to the traffic flows, through the variable m in [60].

• Virtual platoon: Considering that both CAVs are virtually moving in the same lane.

In the second case, a slack variable must be introduced. If we consider that the index i

gives the rank of the CAVi, so that CAVi precedes CAVi+1, the constraint (3.4) is simply

brought to the following one:

pi(t) − pi+1(t) ≥ di,exit − di+1,enter(vi+1(t)) + δi, j(pi+1(t)), (3.6)

with δi, j(pi+1(t)) is a slack negative variable that allows the initial state to respect the con-

straint. When the CAVi+1 is at the beginning of the storage zone, this variable equals

di+1,enter(vi+1(t)) − di,exit. This allows both CAVs to have the same relative position at the

beginning of the storage zone. As CAVi+1 is close to the conflict zone δi, j(pi+1(t)) tends to

equal zero. [78] introduces such a slack variable to control the cruise of the follower CAV.

However, the choice of the formulation of this slack variable isn’t detailed.

Note that the curve of the slack variable modifies the way CAVs occupy the storage zone.

The slack variable acts as a cursor on where the safety distance is respected. If it tends

towards zero in the middle of the storage zone, the follower CAV prepares the safety

distance before the middle of the storage zone. As a result, the CAV decelerates before

and the other CAVs behind are resorted to stopping earlier (see Figure 3.2). Let’s call

the ”point of synchronization”, the position from which CAV2 respects the safe distance

with CAV1. The choice of the point of synchronization is not neutral. There are two

contradicting behaviors that the designer needs to face:

• Smooth CAVs behaviors at the conflict zone: The earlier is the point of synchroniza-

tion, the faster CAVs are in the conflict zone, but, the shorter is the distance used

for scheduling in the conflict zone.

2The virtual platoon presented in this chapter will be extended in the next chapter to a safe reservation
protocol
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Figure 3.2: Virtual platoon test of three robots, where the point of synchronization is at
the middle of the storage zone (White paper): The two follower robots move slowly so far
to keep a safe distance

• Efficient use of the storage zone: The further is the point of synchronization, the

better is the use of the storage zone for scheduling and for receiving CAVs from the

upstream intersection, but, the CAVs move slower in the conflict zone.

In other words, moving the synchronization point backward reduces the scheduling oppor-

tunities and requires additional distance to clear the upstream intersection. A discussion

about the opportunistic position of the synchronization point was given in [75, 76]. The

position of this point has to be thoroughly calculated according to the performance objec-

tives of the intersection. This work will be conducted in the next chapter. This chapter

intends to fulfill our primary objective: smoothing the intersection traffic by keeping the

intersection geometry unchanged, i.e., without increasing the length of the storage area.

The second challenge that this chapter intends to overcome is to increase the scheduling

opportunity. To meet both challenges, it is obvious that the synchronization point must be

as close as possible to the conflict zone. In order to do not change the current geometry

of the intersection, the constraint of respecting the safety distance in a virtual platoon is

considered at the stop line, namely at the end of the storage zone.

The position choice of the synchronization allows also to fully harness the intersection

scheduling opportunities. As one can observe in Figure 3.2, because of the point of

synchronization, both robots that move in the same lane are separated too early. This big

distance between them makes the platoon with the leader one3 inefficient. With a longer

distance before the point of synchronization, CAVs will have a larger time to form real

groups that will cross the intersection together. So, there is a bigger opportunity to modify

the initial order of arrival (FIFS).
3Forming real platoon in the same conflict zone is one of the priority rule of DCP (see section 2.4.3)
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3.2.2/ ADAPTIVE CRUISE CONTROL

With a continuous objective function, the equation (3.1) under the constraints (3.2), (3.3)

and (3.14) can easily be solved, using Pontryagin [153] maximum principle to derive

the optimal control of the second CAV trajectory [154, 155, 156]. However, the system

dynamic equation (3.7) ignores the time delay issue. In the majority of the well-known car

following models, such as models of GHR [157], of Gipps [158], of Wiedemann 99[159,

160] and of Intelligent Driver Model (IDM) [161], a time delay is added to consider the

reaction time of the human drivers. As for human drivers, a time delay needs to be

considered for CAVs. This time delay is first caused by the sensor’s frame rates, cycle

time and accuracy [162]. Second, the data processing algorithms require time [163, 164,

165]. Third, the normal communication issues are also a non-negligible source of delay

[166, 167, 168]. Finally, the mechanical components of the vehicles to perform the control

take time. As a result, the dynamic of the CAV given by (3.1), must formally be written as

follows:

Ẋ(t) =


0 1 0 0

0 0 0 0

0 0 0 1

0 0 0 0


X(t) +


0 0

1 0

0 0

0 1


U(t − d), (3.7)

with d > 0 is the time delay.

With d > 0, the solution of the optimization problem is subject to approximations through

numerical solutions [169], discrete-time optimal control techniques [170], with a sampling

time or nominal control based on analytical approximations [171]. In this chapter we

considered the last option, using RT-CVC [77]. The objective function of the RT-CVC is to

be instantaneously the closest to the safety distance from the leader. This allows to fully

use the storage zone for receiving CAVs and for scheduling them. Formally, the problem

solved by RT-CVC is written as follows:

min
ui+1(t)

pi(t) − pi+1(t)

s.t. pi(t) −
vi(t)2

2ui︸︷︷︸
hi(t)

− pi+1(t) − vi+1(t)τ − ui+1
τ2

2︸                            ︷︷                            ︸
pi+1(t+τ)

+
(vi+1(t) + ui+1τ)2

2ui+1︸                ︷︷                ︸
hi+1(t+τ)

≥ S

ui+1(t) ≥ ui+1

, (3.8)

with hi(t) and S > l designate the distance that the CAV needs to come to a complete

stop and the constant relative distance that the second CAV needs to maintain for safety.

Figure 3.3 illustrates the principle of RT-CVC. The solution to the problem 3.8 is given

[172] and tested for following real cars during the thesis (see Figure 3.4) and in a real
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Figure 3.3: RT-CVC cruise control principle for safely considering the time delay τ

intersection in ITS world congress [43, 173]. It was also compared to the enhanced IDM

[74] in [75, 77]. It shows that RT-CVC is safer under the following conditions:

Figure 3.4: RT-CVC cruise control combined with lateral control [174] to follow a target
vehicle (0-50km/h), using radar

• ui ≤ ui: This condition aims to consider the difference of braking capability between

the leader and the follower.

• τ = 1.2 ·d: This allows to consider errors to the time discretization of the computation

process.

In addition to the safety advantage, RT-CVC allows to explore the storage zone to the

maximum, since the CAV moves at the limit of the safety constraint.

3.2.3/ COOPERATIVE CRUISE CONTROL

The cooperative cruise control for virtual platoon splits the intersection space into three

sets of zones: entrance, conflict and exit zones. For safety reasons, each CAVi at a rank

ni(t) adjusts its speed in storage and conflict zones according to:

• Real leader (rl): the precedent CAV that moves on the same storage zone,

• Virtual leaders (vl): the set of conflicting CAVs vl j, at a rank n j(t) < ni(t),
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Figure 3.5: Virtual platoon: (a) Intersection, (b) virtual platoon, (C) all considered obsta-
cles

• Next leader (nl): the precedent conflicting CAV that will join the same exit zone,

• Stop line (sl): the boundary between the storage zone and the conflict zone. It can

be any synchronization point chosen previously.

Figure 3.5 gives an example of the obstacles considered by CAV4. In this figure the index

of CAVs correspnd to their rank. One can observe that rl is CAV2 (rl = {2}), CAV1 and

CAV3 form the set of vl (vl = {1, 3}) and nl consists of CAV0 (nl = {0}). sl is the point of

synchronization. It is the virtual obstacle that prevent collision in the case where CAV4 is

not able to adjust its speed according to CAV0, CAV1 and CAV3.

We consider five signed accelerations url
i (t), uvl

i (t), usl
i (t), unl

i (t) and ud
i (t) that are computed

instantaneously according to the speeds of both CAVi (CAV4 in figure 3.5) and obstacles

and their relative distance s∗i . Table 3.1 gives the considered parameters. unl
i (t) is com-

puted for the next leader that has already left the intersection (CAV0 in figure 3.5). ud
i (t)

is used to respect the maximal desired speed of CAVi (vi). Since there are several virtual

leaders, then uvl
i (t) is computed as follows:

uvl
i (t) = min

vl j∈vl

(
u j

i (t)
)

(3.9)

with

u j
i
(t) =

u
sl
i (t) if s j

i < 0

u j
vli

(t) otherwise
(3.10)

u j
vli

(t) is computed according to the relative distance and the speed of CAV j. The instan-
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Table 3.1: Parameters of the acceleration function

Variables Meaning

∗ the obstacle
u∗i the minimal desired acceleration of CAVi for a given obstacle ∗
ui the absolute minimal desired deceleration of CAVi

u∗ the minimal expected deceleration of the obstacle
ui the maximal acceleration of CAVi

vi(t) the current speed of CAVi

vi the maximal desired speed of CAVi

s∗i the relative distance between CAVi and the obstacle ∗ minus a safety
distance

τ the time delay of the system multiplied by 1.2

taneous acceleration that results from all conflicts is obtained by the following equality:

uc
i (t) = max

(
usl

i ,min
(
uvl

i (t), unl
i (t)
))

(3.11)

because CAVi must stop before the conflict zone (synchronization point) if it is not able to

follow its virtual leaders and its next leader. Finally, the CAV must avoid collision with its

real leader. Hence, we have:

ui(t) = min
(
url

i , u
c
i , u

d
i (t), ui). (3.12)

We draw the reader attention to the fact that equations (3.9), (3.10), (3.11) and (3.12) are

open to any adaptive cruise control originaly used by the CAV. The control strategy can

be linear to the errors [175], based on sliding mode techniques [176], on the well-known

IDM [74] or even on Deep Reinfocement Learning techniques [177]. In this thesis, we

use RT-CVC as stated in the previous subsection. The accelerations are computed as

follows:

u∗i (t) =
u∗i · τ − 2 · vi(t) − 2 · u∗i ·

√
X∗i (t)

2 · τ
(3.13)

with in equation (3.13), we have:

X∗i (t) =



ui·τ
2+4·τ(vi(t)−2·vi)+4· vi

2

ui
4·ui

∗ = d

usl
i ·τ

2+4·vi(t)·τ−8·ssl
i (t)

4·usl
i

∗ = sl

u∗i ·u∗·τ
2+4
(
u∗·vi(t)·τ+v∗(t)2

)
−8·u∗·s∗i (t)

4·u∗i ·u∗
∗ , sl, d

(3.14)

In order to illustrate RT-CVC, simulations are performed between two conflicting CAVs,
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Figure 3.6: Simulated scenario of virtual platoon with 2 conflicting CAVs: CAV2 follows
CAV1

i.e., CAV1 and CAV2. Parameters of the simulations are given in table 3.2 and Figure 3.6.

The simulations aim to show that usl
i acts as a cursor for the synchronization point. This

is, somehow, similar to δi, j (pi+1(t)). The simulation results are given in figure 3.7. Figure

3.7-A gives the position of CAV1 and CAV2 under four different values of usl
i . The circles

show where CAV2 begins to follow CAV1. One can note that usl
i modifies the position

where CAV2 begins to follow CAV1. The reason is found in Figure 3.7-B that gives the

acceleration values for the four scenarios of usl
2 . As the usl

i is closer to zero, as CAV2

begins the deceleration sooner to be able to come to a complete stop before the stop line

with respect to usl
2 . So, in the fourth scenarios, CAV2 respects usl

2 . Because we intend to

benefit from the total storage zone for the scheduling, in the reminder of the whole thesis

we set:

usl
i = uvl

i = unl
i = url

i = ui (3.15)

Another important point to highlight, is the intersection safety. This simulation shows that

the formed virtual platoon is a collision free. First, let us focus on figure 3.7-A and B. CAV1

exits the potential zone of collision, at t = 6.6s whereas CAV2 enters later (t = 7.7s and

v2(7.7) = 15.0m/s for usl
2 = −1.5m/s2, t = 7.6s and v2(7.6) = 14.5m/s for usl

2 = −2m/s2, t = 7.5s

and v2(7.5) = 13.5m/s for usl
2 = −3m/s2 and t = 7.0s and v2(7.0) = 14.9m/s for usl

2 = −4m/s2).

Figures 3.7-C and D give the results of the simulation of CAV1 launching a deceleration

of −6m/s2 from t = 5.2, in order to come to a complete stop at the position 96.72m. The

CAV1 remains in the potential zone of collision. Figures 3.7-C shows that the four CAVs

were able to come to a complete stop at a position of 87.74m. In other words, they don’t

enter the potential zone of collision. Figures 3.7-D shows that the four CAVs respect the
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Table 3.2: Simulation data of figures 3.7-A and B

Variables values

CAV length 4m
CAV width 2.2m but the width of the potential zone of collision is considered 3m
v1(t) 15m/s
v1(t) computed
vi 15m/s for i ∈ {1, 2}
d1,enter 92m
d1,exit 99m
d2,enter 95m
d2,exit 104m
u1 −6m/s2 is the value that CAV2 considers for computing u1

2(t)
uvl

2 −4m/s2

usl
2 −1.5m/s2 for pos 1 and accel 1, −2m/s2 for pos 2 and accel 2, −3m/s2

for pos 3 and accel 3 and −4m/s2 for pos 4 and accel 4
ssl

2 (t) 80m
τ 500ms

ui. However, the complete stop happens in the conflict zone. This point is important to

consider while scheduling CAVs.

3.2.4/ ARCHITECTURE

url can be computed by using the frontal sensor of the CAV whereas for computing ac,

the CAV relies on data coming from wireless communication. According to the discussion

given in section 2.4.4, CAVs need a consistent list of presence. To this end, two strategies

are used together in this thesis. They are based on communication with the intersection

manager that can be an ITS Roadside Unit (RSU). The first one is the default deny. A CAV

is resorted to coming to a complete stop before the stop line if it is unable to communicate

with the RSU. The second strategy is based on an Ordered Presence List (OPL) that is

continuously updated and broadcasted by the RSU.

OPL is a list where CAVs are first ordered according to the FIFS policy. A new CAV in the

conflict zone sends to RSU its ID, position, speed and next direction. The RSU adds it at

the end of the OPL. When the new CAV receives the OPL, it analyses all precedent CAVs

to determine the set of conflicting CAVs that are vl and nl. It can then start the negotiation

with them to modify its rank in the list, while modifying vl accordingly. During the whole

trajectory of the CAV, the CAV permanently sends its new position and speed to RSU.

When the CAV exit the exit zone (a sufficient distance to allow the followers to stop safely

v · τ − v2

2u with v = maxi vi and u = mini ui), it cuts the communication with the RSU.

Two negotiation architectures are considered:
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Figure 3.7: Results of the simulated scenario of virtual platoon with 2 conflicting CAVs:
A-position curves and B-acceleration curves

• Mixed architecture: The CAV directly negotiates with the other CAVs its new rank,

without modifying OPL sent by the RSU. The new negotiation results on new sets

of vl for all concerned CAVs.

• Centralized architecture: According to given rules, the intersection manager modi-

fies the rank of OPL. In such a case, once CAVs receive the new OPL they rebuild

their sets of vl.

The mixed architecture is used later. The CAVs negotiate together their rank and the rank

is sent to the intersection manager, which will update the OPL. The new version of the

OPL is considered as an acknowledgment of the results of the negotiation. So, CAVs

update their access list, when they receive the new version of OPL from the intersection

manager.

3.2.5/ DISCUSSION

In this section, we went deeply into virtual platoon parameters. According to our objective

to keep the chance that CAVs negotiate their rank during their movement into the storage

zone, we state the following parameters:

• The synchronization point: The ego-CAV needs to keep a safe space with the con-

flicting CAV only before the latter leaves the conflict zone.
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• Advanced cruise control: The ego-CAV moves behind its real leader, being the

nearest to the safe distance. This allows to stay in the platoon with its real leader

for forming a group together.

• Cooperative cruise control: Four obstacles are considered for the safety of the in-

tersection, real leader, virtual leader, next leader and the stop line. The stop line is

used when the CAV isn’t able to follow the conflicting leader.

• Mixed architecture: There is an intersection manager that broadcast frequently an

updated OPL, where each CAV can find its rank. Accordingly, CAVs negotiate to-

gether their new rank and send it together to the intersection manager that updates

the OPL.

In addition to these four parameters, we recall that, in the proposed approach, we inte-

grated the time delay in the used cruise control as well as the difference of the braking

capability between CAVs, for any emergency reasons, by choosing the RT-CVC algorithm

for the cruise control.

3.3/ SIMULATOR

Now that all the parameters of the virtual platoon are fixed, it is possible to run simula-

tions. The simulation aims to test the different policies and to evaluate them. A graphical

interface was designed to visualize collisions if any. In the reminder, we will describe the

following points:

• Simulated environment

• Main classes and functions

• Chosen metrics

This description allows the reader to better understand the scope of the results presented

in the remainder of the thesis.

3.3.1/ SIMULATED ENVIRONMENT

The simulator is programmed using Java language through Eclipse. The visualization is

based on JavaFX, with a frame rate of 50 frames per second, for showing a 2D top view

of the intersection. The simulated intersection is a usual simple four-branch intersection

presented in figure 3.8, where each 5 pixels represent 1m. As a result, the length of the

storage zone is 80m and the radium for turning left and right are respectively 15m and
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Figure 3.8: Simulated intersection geometry in pixels

12m. The length of each side of the conflict zone square is, 27m. The width of each lane

is 3m.

The simulation considers homogeneous traffic that consists of only CAVs. All CAVs have

the same characteristics. Their length is 4.4m and width is 1.8m. They all use RT-CVC

for the cooperative cruise control. Their control parameters are ui = −4, u = −4m/s2,

u∗ = −6m/s2, τ = 0.5s and v = 13.88m/s, which is 50km/h. These paramters allows a

maximum average flow of 0.5 CAVs per second. The chosen parameters aim to be as

close as possible to the ordinary vehicles in urban area. So, each CAV is a passenger

car unit (pcu) [178]. This allows the use of the passenger car equivalent assumptions to

consider other kinds of vehicles.

The visualization of CAVs uses a picture of a car that can have four colors: green, orange,

red and yellow. They respectively mean that vl = ∅, vl , ∅, ui < u and if ui < 0 in

the conflict zone. Near each CAV, its current speed is displayed. All these data allow

visualizing dangerous cases while testing policies. Two real-time curves are integrated

into the simulation display. The first one gives the instantaneous average speed of all

present CAVs. The second one gives the number of CAVs that exit the intersection, from

the beginning of the simulation. The instantaneous average speed is computed as follows

:

s(t) =
∑N

i vi

N
, (3.16)

with N is the number of CAVs in storage and conflict zones of the intersection.

Figure 3.9 gives the displayed interface for the user when the simulation is running.
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Figure 3.9: Screenshot of the simulator

3.3.2/ CLASSES AND FUNCTIONS

The simulated system is a multi-agent system, consisting of car agents, a driving au-

tomation agent and the intersection manager agent. Our code associates to each agent

a class. Each agent is presented as follows:

Car agent

Car agent has its own ID, origin and destination. It computes the itinerary of the ego-CAV

in the intersection, the absolute and relative coordinates and its speed. This agent up-

dates the set of vl, nl, rl at each new frame, that is 50 f ps. Accordingly, it asks the driving

automation agent to compute the acceleration value. This agent computes also the pa-

rameters needed for negotiating its rank in OPL, such as the time spent, the expected exit

time and so on. This is done through communication with the conflicting cars. The car

agent keeps also contact with the RSU (intersection manager) either to request a right of

way, to be added in OPL, or to update the OPL for changing its rank. The OPL is updated

by sending the new position and speed with the new rank if modified.

Car agents are generated by the main program. The generation function respects a

flow rate of each lane given in pcu/s. The car generation follows Poisson’s distribution

according to the flow rate [179]. This leads to a Markov model of the headway time [180].

The origin-destination is computed according to the probabilities given by the user, to turn

right, go straight and turn left.

Driving automation

This agent is a set of functions of the adaptive cruise control and the desired speed. It was

separated from the car agent, in order to consider several kinds of driver-agent through

car-following models. Initially, several tests were performed using IDM and PID controller.

In this document, only RT-CVC is used for simulations. This class considers the different

kinds of obstacles rl, vl, nl, sl. For each CAV in vl it computes the acceleration according
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Figure 3.10: Fundamental diagram of the traffic (left-side) and the used flow-speed dia-
gram (right-side)

to its relative position and speed. With all received data from the car agent, this driving

automation agent computes the ”best” acceleration.

Intersection manager

The intersection manager receives messages from cars and builds the OPL. It behaves

like a geo networking filter to accept or refuse messages from cars. More precisely, car

position and direction in the messages will either make the intersection manager accept

or refuse the car. The last option will drop the car from the OPL. By default, the OPL is

built according to FIFS.

In addition to the virtual platoon, the architecture of the simulator allows to simulate the

stop and go protocol. To this end, only CAVs that are not in conflict is added to OPL

according to a given set of rules. Remember that we used a default deny policy and sl

as the point of synchronization. Hence, a CAV that is not in the OPL just comes to a

complete stop the furthest in the storage zone. If it is the leader in the lane, it will be

immobilized near the stop line, sending request messages to the intersection manager to

get an OPL where it is included (Green).

3.3.3/ METRICS

There are several ways to evaluate the efficiency of a given policy and to compare it. In

this thesis, we chose a flow-speed diagram. There are three reasons for this choice:

• The virtual platoon makes the CAVs that are on different roads act as they are

moving on the same road. One of the famous ways for modeling the road behavior

is the use of the fundamental diagram [81], where congested and smooth traffic

can be clearly identified. Moreover, the capacity of the road, that is the maximum

average traffic flow, can be computed.
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Table 3.3: Simulated flow rates

Simulations 1 2 3 4 5 6
Flow per lane 0.1upc/s 0.18upc/s 0.2upc/s 0.25upc/s 0.28upc/s 0.3upc/s
Flow sharing
intersection

0.4upc/s 0.72upc/s 0.8upc/s 1upc/s 1.12upc/s 1.2upc/s

• Many simulations in the literature show an improvement in terms of KPI (Key Perfor-

mance Indicator) for some traffic flows and given intersection geometry. However, it

is difficult to link the KPI together, from the traffic engineering standpoint.

• Using several simulation points to address the flow-speed diagram avoids KPI mea-

sures with a few simulations (sequence of arrivals of CAVs, speed, geometry...).

This small number of simulations can be in favor of a given policy.

The fundamental traffic diagram expresses the traffic flow q (pcu/s) according to the traffic

density k (pcu/m) for a given road [181]. Two states of the traffic can be clearly identified

from the diagram, as shown in figure 3.10.This is due to the speed that is inversely propor-

tional to the density. The traffic theory puts a relation between traffic flow, traffic density

and average speed S , as follows:

q =
S
k

(3.17)

The fundamental diagram is used for many purposes in traffic engineering. First, it allows

the estimation of the road capacity and the travel times through the equation (3.17). It

is also used for the traffic forecasting, mainly through the speed-flow diagram. In this

thesis, we use the flow-speed diagram instead of the speed-flow diagram and flow density

diagram. This permits an easy interpretation and comparison of curves. We can easily

observe the capacity of the road as well as the speed improvement. It shows also when

the traffic is congested.

The depicted diagram is computed according to the result of simulations. Simulation

points are presented, as well as the coefficient of determination R2 of the fitting curve.

Each point represents 60s of simulations. The points show the different observed results.

A point can be the result of a sequence of CAVs in favor or against the policy. For instance,

during the simulation minute, there is no spawned CAV who turns left. The fitting curve

hides these kinds of advantages or disadvantages, evaluating the policy in general. Each

policy is simulated with the following traffic flows given in table 3.3 during 10min, six times.

The capacity of a lane is 0.5m/s. In each lane, there are 10% of CAVs who turn left, 80%

who go straight and 10% who turn right.
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3.3.4/ SIMLATION PURPOSE

In this section, we introduced the implemented intersection simulator. This simulator

aims to compare the different policies in terms of traffic efficiency. In this simulator, we

separated CAVs and the intersection manager. However, it is important to note that there

are no simulated communication delays or packet loss. These parameters are integrated

in the value of τ = 0.5s that represents the global delay due to sensors, data fusion,

control algorithms, communication.... In practice, the value of τ needs to be respected

to get similar results than the ones will be presented hereafter. Otherwise, τ must be

thoroughly evaluated according to the existing materials.

To the best of my knowledge, the used metrics are original for such an application. Con-

trary to traffic lights where the designer tries to reach a given capacity through cycle time

and phases, CIM is a fully autonomous flow of CAVs. The metric suite better than the

usual KPI, for the studied case. The simulated intersection is an elementary one that

includes the turning movement. This has the advantage to consider the complexity raised

by such an intersection. Some of these complexities (The three movements in the same

lane) are avoided, while using intersections with more lanes.

3.4/ POLICY

In this thesis, we have simulated many policies. However, only a few were interesting,

in terms of safety and efficiency. In the reminder, we will present the results and the

associated algorithms to the following ones:

• FIFS

• FRO

• VP DCP

To the best of my knowledge, FRO and VP DCP were introduced neither to virtual platoon

protocol nor to the reservation one, before our first paper [71]. In practice, they raise the

issue of adjusting the cruise control to dynamic scheduling. More precisely, a CAV can

have a new obstacle during its movement in the storage zone. As discussed in section

3.2.4, the new OPL is updated only if all conflicting CAVs acknowledge the new order for

VP-DCP, whereas a centralized architecture is used for FRO.
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Figure 3.11: Simulation of FIFS policy under the virtual platoon protocol

3.4.1/ FIFS

By default, the simulator gives the results of FIFS under the virtual platoon protocol. The

OPL is built dynamically. At each new CAV message, the CAV is ranked at the end of the

list. So, FIFS ranks CAVs according to their arrival date to the conflict zone, at the last

position. The most priority CAV is the one that arrived first, and so on. Each CAV forms

a set of vl and nl by reading the OPL from their rank position to the first CAV. A CAV in nl

is ignored only if it is totally removed from the OPL, whereas a CAV in vl is dropped from

the set if it has already freed the potential zone of collision. With this simple behavior,

FIFS policy is respected.

The result of FIFS simulations is given in figure 3.11. One can note from the points

presented in the figure, that only a few simulations are between the extreme smooth

part and the extreme congested part of the graph. The majority of points are in the

congested part of the traffic. This is due to the small intersection capacity. Its maximal

cumulative throughput is averagely near to 0.81upc/s. The half of simulation runs are over

the capacity of the intersection under the FIFS policy (see table 3.3).

3.4.2/ FRO

FRO is an extension of FIFS by allowing CAVs to modify their rank according to their esti-

mated exit time. The used architecture of the negotiation is centralized. Simply speaking,
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the intersection manager modifies the ranks of CAVs. Getting a safe FRO, is not an easy

task. FOS faces deadlock, livelock and collision risks. Three strategies were used to

avoid the deadlock and livelock:

• A step-by-step approach: The OPL is frequently ordered from the bottom to the

top. Each CAV is ranked according to the immediate precedent CAV in the OPL. A

swap happened, only if the exit time of the CAV is smaller than the precedent, and

so on. This allows to avoid a livelock situation, with permanent swaps.

• Exit time constraint: The exit time of a given CAV is always bigger than its real

leader rl. The computed exit time is at least bigger or equal to the exit time of CAVrl

plus 2s. This allows to prevent the intersection from the deadlock presented in figure

2.11-B, where the follower is ranked before the leader that is moving in the same

storage zone.

• Exit time evaluation: The exit time is evaluated according to the conflict zone,

rather than using the potential zones of collisions. This is similar to the approach

used in [59]. This allows preventing the deadlock presented in figure 2.11-A. This

deadlock is owed to a circular wait where at least three CAVs are involved. Even

if the use of OPL prevents circular wait, the dynamic updates of the OPL that is

raked according to exit time of the potential zone of collisions will slow down CAVs

by making several swaps in the same group of CAVs.

Regardless of the exit time of the rl, the exit time is computed as follows:

ti,exit = min


di,exit − pi(t)

vi(t)︸         ︷︷         ︸
(1)

,

√
2(di,exit − pi(t))

ui
+ τ︸                       ︷︷                       ︸

(2)

 (3.18)

The left term of the minimum in equation (3.18), is used when the CAV is moving

(vi(t) >> 0), whereas the right one is used when the state of the CAV is near to a complete

stop(vi(t) → 0). For avoiding collisions in FSO, if the immediate precedent CAV (CAV j) is

in conflict, the swap is allowed only if it is able to come to a complete stop before the stop

line. The swap happens only under the following condition:

p j(t) < 80 −
v j(t)τ +

v j(t)2

2ui

 + s, (3.19)

with p j(t) = 0 at the beginning of the conflict zone and s is a safety distance that equals

2m in the simulator.

The results of the simulations of FRO are given in figure 3.12. One can observe that the

FRO improves the intersection throughput compared to FIFS. The simulation points are
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Figure 3.12: Simulation of FRO policy under the virtual platoon protocol

more homogeneously distributed. The average throughput capacity of the intersection

is close to 0.96upc/s. The scatter plot around the curve is wide, due to the fact that the

efficiency of the algorithm strongly depends on the destinations of CAVs. On the simulator

interface, as the flow increases, the user can notice that the traffic is smooth for only one

part of the traffic, whereas the remainder is at a standstill. The main disadvantages of the

FRO are as follows:

• It continues the evacuation of the lanes that are not loaded, as long as the space

between two exiting vehicles does not exceed the time needed to the evacuation of

the first CAV of the overloaded lanes at a standstill (See equation 3.18 (2)).

• It is difficult to implement when the next intersection is saturated. In this paper there

is no next intersection, so the exit time does not include the presence of nl.

The first disadvantage is solved using DCP. This protocol deserves to be studied and

extended to the virtual platoon protocol. The second one is studied using DCP in [122].

3.4.3/ VP-DCP

This section analyzes DCP and extends it to the virtual platoon. First, let us simulate

DCP, using the stop and go protocol. The architecture is centralized. The intersection

manager receives the requests from all CAVs and the OPL is formed only by CAVs that
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aren’t in conflict. A CAV in the OPL is not dropped unless it exits the conflict zone. There

is neither nl nor vl, since all CAVs in the OPL aren’t in conflict. A CAV is included in the

OPL by using the following rules:

• First CAV: If the CAV is the first one at the intersection (empty OPL), it is added

into the OPL (allowed to pass through the intersection) and gets the green.

• Follower: If there is a CAV j on the same lane close behind a CAVi in the OPL

(pi(t) − p j(t) ≤ d f ), is considered as a follower. The follower is included by default in

the OPL (it receives the green of the precedent CAV) if there is not any conflict with

all already CAVs in the OPL.

• Parallel (mapped): Any other CAV is included, if both following conditions are sat-

isfied:

– There is not any conflict with all already CAVs in the OPL

– The CAV is nearer to the conflict zone than the furthest authorized CAV (e.g.

follower).

• Efficiency and fairness: If the last CAV left the conflict zone, the green is given to

the nearest CAV. If there are two CAVs with the same temporal distance, the green

is given the oldest one.

One of the crux issue is the definition of d f to admit a CAV as a follower. To this end we

used the average headway time between two following CAVs wich is near to 2s, for which

we added the CAV’s length and a safety distance s. However, as the speed of the CAV

is close to 0, as the value of the distance become shorter. Hence, we considered the

following value of d f :

d f = min
(
2 · v j(t) + 4.4 + 2, 15

)
, (3.20)

with j is the index of the follower CAV.

The simulations of DCP under the stop and go protocol give the result presented in figure

3.13. One can observe that there are a few points near the capacity. This means that

some of them are on the left side of the graph, causing congestion. More precisely, DCP

under the stop and go protocol is sensitive to the CAV’s destination when the traffic flow

is high (more than 0.23upc/s per lane). However, even with the stop and go protocol that

makes CAV resort to a complete stop, DCP has a slightly bigger capacity than FRO with

virtual platoon protocol. The average throughput capacity of the simulated intersection

equals to 0.98upc/s. This encourages us to extend DCP to the virtual platoon protocol.

There are two golden rules of DCP to increase the traffic throughput, which are as follows:

• Follower: Two successive CAVs from the same lane spent less time than two con-

flicting ones
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Figure 3.13: Simulation of DCP under the stop and go protocol

• Parallel/mapping: It is better to increase the number of CAVs that can pass in

parallel

Both rules need to be included in the DCP-VP (DCP under the virtual platoon). Remem-

ber that there is no red or green in the virtual platoon. In order to explore both rules, the

CAV needs to be ranked the closest either to its leader on the same lane or to a CAV that

can simultaneously pass through the conflict zone .

Let us call the CAV of the first option a real leader and the CAV of the second option as

a mapping leader. An example of the ranking problem is presented in figure 3.14. The

green CAV needs to be added to the OPL. There are three possible ranks, i.e. behind

the blue CAV, the amber one or the red one. If all CAVs go straight, the amber CAV is the

mapping leader ml, whereas the blue one is the real leader. In such a case, whatever the

position of the green CAV before the red CAV, will have the same result.

Conditions and new rank finding

However, if both leader CAVs, i.e., blue and red, are far from the green one, it is not

efficient to modify the sequence. To this end, it is important to define a relative distance

from which the green CAV can consider the other as a leader to join. d f defined in

equation (3.20) is considered as the maximum allowed distance for both real leader (blue

CAV) and mapping leader (Amber CAV). In addition to the relative distance, a CAV can

be considered as a leader, either a real leader or a mapping leader, only if it is in the

storage zone.
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Figure 3.14: Scheduling problem in DCP-VP

The algorithm for searching a leader for changing the rank begin from the current rank of

the ego-CAV j and go progressively to the beginning of the OPL. The searching stops at

the rank of the real leader. The first found leader, while searching, either mapping or real

one is the one chosen. This leader i needs to fulfill both conditions :

• CAVi is in the storage zone

• pi(t) − p j(t) ≤ d f

Simply speaking, even if the green CAV is close to the blue one, it will select the amber

one if it fulfills both conditions. This aims to make the CAV gain a new position progres-

sively.

Negotiation of the new rank

The CAV negotiates with conflicting CAVs that are located in the OPL between the rank of

the chosen leader and the current rank of the CAV. The negotiation begin with the last one

and go to the rank of the chosen leader. If one conflicting CAV refuses, the negotiation

stops and the last gained rank is kept. For safety reasons and for avoiding livelock, the

conflicting CAV refuses, if at least one of these conditions aren’t fulfilled:

• It has a conflict with the chosen leader

• It doesn’t need to decelerate to admit the precedent CAV

• It is in the storage zone.
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Figure 3.15: Simulations of DCP-VP

The first rule with the second one aims to avoid a frequent swap that makes both CAVs

slow down. The third rule avoids collisions.

Other improvements

Another rule is added to rank CAVs in the OPL. This rule gives a higher priority to CAVs

without conflict. If the CAV that is ranked before is not conflicting, and it is further from the

conflict zone, the ranks are swapped. This task is performed by the intersection manager,

before sending the updated OPL. The main objective is to avoid useless negotiations with

CAVs that can cross the intersection without braking.

Simulations

The simulation results of the DCPVP are given in figure 3.15. One can note from the

figure that there are fewer points on the congested part. Some points are very high (high

throughput) near the capacity. This is due to the schedule that allows four movements

crossing the intersection simultaneously (turning right). The average maximum through-

put is 1.48upc/s. This is significantly much higher than the previous results.

3.4.4/ COMPARISON

In order to compare the four studied intersection management, figure 3.16 presents all

obtained fitting curves. One can observe that DCPVP significantly enhance traffic man-

agement from two points of view:
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Figure 3.16: Comparison between the four simulated intersection management

• Average speed: The CAVs go faster for any value of traffic flows

• throughput: The intersection allows a high capacity.

The second interesting performance in terms of the capacity is DCP with stop and go

protocol. However, CAVs move slower in general and their capacity is too close to FRO.

Moreover, in DCP simulation, there are few points near the capacity. This is due to the

fact that CAVs in DCP is resorted to a complete stop, whereas in FRO they have the

advantage of forming virtual platoons. Finally, FIFS is the worse one.

3.5/ CONCLUSION

In this chapter, we tackled the issue of scheduling virtual platoon. First, we defined the

way the CAVs adjust their speeds. To this end, we defined the synchronization point, the

cooperative cruise control as well as the communication architecture. In order to compare

different policies, we built a simulator and defined a metric that allows to evaluate policies

from the traffic engineering standpoint.

Three policies are compared, using the virtual platoon protocol, FIFS, FRO and DCPVP.

We also simulate DCP with the stop and go protocol. The simulation shows that both

scheduling and cruise control have a significant impact on the intersection performance.

A notable gain in terms of speed and capacity is achieved through DCPVP. If we compare
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DCPVP to FIFS that has the same cruise control, DCPVP increases the throughput by

81%. The comparison between DCPVP and DCP with the stop and go protocol, shows

that the speed adjustment improves the capacity by 50%. These results motivate us to

continue our studies. Indeed, in this chapter, we put the synchronization point at the end

of the storage zone. The following chapter aims to minimize the time between conflicting

vehicles.





4

OPTIMAL VIRTUAL PLATOON

4.1/ INTRODUCTION

CAVs introduce the following new optimization opportunities, in intersection management:

• Sequence formation/Scheduling: CAVs are able to communicate together in order

to determine which CAV crosses the intersection first, which one the second and so

on,

• Trajectory planing: The accelerations of CAV can be optimized according to the

precedent CAVs.

Cooperative Intersection Management (CIM) aims at exploring both opportunities for en-

hancing the traffic situation. In CIM, each CAV contributes to the decision-making by

negotiating the “right-of-way” and by adjusting its speed accordingly.

In the last chapter, we considered the virtual platoon protocol, while trying to optimize the

sequence formation through CAVs negotiation. We showed that VP-DCP improves sig-

nificantly the intersection throughput. However, this work needs to be improved in terms

of trajectory planning. Indeed, on the one hand, a significant performance was gained

by modifying the protocol from the stop and go to the virtual platoon. On the other hand,

it remains a possible improvement of the cooperative cruise control by reconsidering the

synchronization point.

Recall that in the previous chapter, CAVs need to keep a safe distance at the beginning

of the conflict zone. This aims to efficiently use the storage zone for the sequence for-

mation through the negotiation of their rank. This chapter investigates if there is a better

synchronization point to minimize the time between two conflicting CAVs. To this end, it

studies an elementary intersection of two robots. This leads to a mixed protocol (virtual

platoon/reservation). The results of the study will be generalized to the studied intersec-

tion of CAVs.

63
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Figure 4.1: Key zones of intersection.

This chapter is organized as follows. The second section introduces the problem. The

third one focuses on the safety time between two intersecting movements of robots. This

introduces an optimal control point. Simulations using an optimal schedule are performed.

The third section uses the optimal control point for the studied intersection of CAVs. Sim-

ulations and comparisons are presented, before the conclusion.

4.2/ PROBLEM STATEMENT

Because we intend to address the CIM safety problem in a general case (industrial, do-

mestics and urban environments), in the remainder we use the term robot instead of CAV.

As defined in the first chapter, the intersections commonly have a storage zone, a conflict

zone and an exit zone. The conflict zone covers the set of conflict points. These points

are the result of the intersection with a non-zero degree angle of two lines representing

the vehicle movement. Each conflict point defines a potential collision area in which two

conflicting vehicles cannot access it simultaneously. The shape of this area depends on

the space occupied by the vehicles and the curvature of the lines that intersect. Each

potential collision area forms an elementary intersection. An example is given in figure

4.1, starting from a usual intersection to the elementary intersection. Let us now consider

the elementary intersection as showed in figure 4.1. The average speed of each robot
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Figure 4.2: Two kinds of headway h: (a) with the precedent vehicle that moves on the
same lane called h f , (b) with a conflicting vehicle called hc, hc > h f .

crossing the elementary intersection strongly depends on the safety constraint as follows:

V =
D

Tmin + Ts
, (4.1)

where D is the length of the trajectory from the beginning of the storage zone to the exit

of the conflict zone, Tmin is the traveling time of the robot at its maximal speed (v) and TS

is the time required to avoid collisions with other precedent robots that are either moving

in the same lane or in the conflicting lane. Since D and Tmin are constant, TS is in the

core of the optimization of CIM. TS is the result of the following addition:

Ts = h + L (4.2)

where h is due to safety distance kept with the precedent robot and L is the time lost to

respect the distance.

When the precedent robot is moving in the same lane, Ts is widely studied in the platoon-

ing literature [182]. A safe headway time h is maintained all the time to avoid collision with

the precedent robot. L results from the latency of the control system to recover h. When

the robot and the precedent one form intersecting movements, L strongly depends on the

speed profile of the robot. For instance, if the robot comes to a complete stop before the

potential collision area for letting the precedent robot go, a significant time to clear the

conflict zone is needed later, resulting in a big L [54] and [183] (see figure 4.2).

Many papers [? ? ] assume that the trajectory optimization makes L tend towards 0. More

precisely, thanks to the trajectory optimization, the second robot anticipates the exit time
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Figure 4.3: Elementary conflict between two robots: The remained distance here indi-
cates D − p1(t) − lc − l1 − s1

of the precedent one, in order to immediately cross the conflict point at the desired speed.

However, such an assumption is not safe when it comes to real robots. The second robot

cannot exit immediately after the first one because it must be able to react if the first

one comes to a complete stop or does not respect exactly its exit time. Hence, a buffer

time [39] and a clock synchronization approaches [68] are studied later to overcome the

unpredictable robot trajectory. This contributes to increase L.

In order to study the problem, we consider in the following two conflicting robots R0 and

R1 presented in figure 4.3. One can observe that the conflict movement raises the follow-

ing confusion:

• The collision risk is raised only momentary (only when R0 occupies the conflict point

figure 4.3-A-B-C). When R0 leaves the potential collision area, R1 can get into the

potential collision area immediately without collision risks.

• However, the safe distance that is momentary kept by R1 to avoid collision with R0

when it occupies the potential collision area will delay the exit time of R1 (L > 0).

This prevents R1 to enter exactly when R0 leaves.

More precisely, a safe speed profile allows R1 to be able to come to a complete stop if

R0 does not respect its exit time and stays at the potential collision area. Hence, the

optimization of R1 performance resorts in the minimization of λ presented in figure 4.3.

We draw the reader attention that hc and λ are different, but the minimization of λ is
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easier to formulate mathematically. A correct evaluation of λ and its minimization, not

only improves R1 exit time but also significantly improves the intersection performance

through a suitable sequence (which robot goes first and which is the second and so on),

as it will be discussed later.

4.3/ OPTIMAL CONTROL POINT

This subsection gives the formulation of the optimal control of the trajectory of R1 when it

intersects with R0. To this end, this section defines:

• The optimal control point (see section 4.3.1): the speed and the distance that R1

must take in order to cross safely the intersection with a minimum λ. More precisely,

we set the optimal red point in figure 4.3-C that allows R1 to exist the soonest.

• The formulation of the problem of the optimal speed profile according to a given

objective function (see section 4.3.2). Here, besides safety concerns, we consider

the energy minimization.

Table 4.1: Elementary intersection notations

Notation Meaning
lc The length of the potential collision area
Di The position of the complete exit of Ri from the potential collision area
τ Reaction time of the system
li The length of Ri
si The desired distance with obstacle when Ri comes to a complete stop

pi(t) The distance traveled at t by Ri from its entrance to the storage zone
vi(t) The speed of Ri at t.
vi The maximum speed of Ri.
ui The acceleration lower bound
ui The acceleration upper bound of Ri.

ui(t) The acceleration Ri at time t.
ti,enter The time when Ri enters into the potential collision area.
ti,exit The time when Ri leaves the potential collision area.

Notations used hereafter are presented in Table 4.1. We draw the reader’s attention to

the following folds:

• s is extended to consider both the positioning system accuracy and the approxima-

tions (see footnote 1).
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• τ is the upper bound of the amount of time needed to the robot to respond to the

stimulus, including the communication, detection and computation time as well the

time needed to apply the control (acceleration).

• Ri state at time t is determined by its position and speed, Xi(t) =
[
pi(t), vi(t)

]T
whereas the acceleration ui(t) is its control input.

4.3.1/ PRELIMINARIES OF OPTIMAL AND SAFE TRAJECTORY

In order to allow R1 to come to a complete stop when R0 is in the potential collision area,

the minimum safe distance that R1 must keep to the exit is the following:

D − p1(t) ≥ v1(t) · τ︸  ︷︷  ︸
dτ

−
v1(t)2

2 · u1︸  ︷︷  ︸
du

+lc + l1 + s1︸         ︷︷         ︸
dz

1 (4.3)

with t ∈ [t0,enter, t0,exit[. In (4.3), dτ considers the travelled distance during the reaction time,

whereas du is the braking distance. dz includes the physical ground occupation of the

robot as well as the length of the potential collision area. λ is the time needed to travel

the remained distance to the exit located at D. λ is determined by R1 state at t = t0,exit.

By considering that R1 accelerates at the maximum when R0 releases the potential col-

lision area, λ is a function of X1(t0,exit). Under the assumption of the equality in (4.3), the

minimization of λ is obtained by searching the roots of its derivative [184]. This gives the

analytical expression of the optimal control point X∗i = [p∗i , v
∗
i ]T as follows:

X∗i =

 D − v∗i · τ +
v∗i

2

2·ui
− dz

min
(
vi, ui

√
ui·ui·τ

2−2(ui−ui)dz−ui·τ

ui−ui

) (4.4)

Figure 4.4 illustrates λ variations according to the speed. Each speed value is linked to a

position, by solving the equality in the equation (4.3). The safe distance is presented by

the dashed line in Fig. 4.4 and the values can be read on the right axis. The curve shows

the optimal state. When R1 moves too fast, it must take a big distance to the potential

collision area, which requires more time to exit. On the opposite side, when the robot has

a small speed, it is too near to the potential collision area, but it needs more time to exit

because of its low speed. The balance between safe distance and speed is presented in

(4.4). Hence, in order to minimize λ (L as well), R1 must be in the state X∗1 at t = t0,exit. In

the following, the optimal state given in (4.4) is called the control point that R1 must reach

thanks to DMPC. It remains to define a sufficient condition that allows a safe behavior of

1There is no explicit solution to the differential equation A = x(t) + x(t + τ) − ẋ(t)2

2·u with A a constant in R.
Hence, equation (4.3) is an approximation. s includes 1

2 u1 · τ
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Figure 4.4: λ variation according to the v1(t0,exit)

the robot before getting a safe control point and to study the feasibility.

Safe robot behavior

When t ∈ [t0,enter, t0,exit[, R0 is in the potential collision area and R1 should be able to

achieve a complete stop without getting into the potential collision area. Formally, (4.3)

must be respected, before the exit of R0. The following lemma gives the safety bound:

lemma 1 (Safety constraints). For a given point X(t∗) that belong to the the following

constraint set Cu:

X(t) =

p(t)

v(t)

 ∈ C := p(t) ≥ v(t) · τ −
v1(t)2

2 · u
+ A, (4.5)

with A ∈ R, all points of the trajectory from t∗ − T to t that leads to X(t∗), respecting both

constraints:

u(t) ≥ u (4.6)

and

v(t) ≥ 0 (4.7)

belongs to Cu, with T > τ and u(t) = dv(t)
dt .

Proof. In order to prove the lemma we prove first the equality in (4.6). Let a = u be the

acceleration leading to x(t∗) from x(t∗ − T ). If the equality holds,
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Hence, we have:

p(t∗) =v(t∗ − T ) · τ +
1
2

u · (T − τ)2+

v(t∗ − T ) · (T − τ) + p(t∗ − T )
(4.8)

and

v(t∗) = u · (T − τ) + v(t∗ − T ) (4.9)

Since v(t∗) and v(t∗) respect (4.5), then:

−v(t∗ − T ) · τ−
1
2

u · (T − τ)2−

v(t∗ − T ) · (T − τ) − p(t∗ − T )

≥
(
u · (T − τ) + v(t∗ − T )

)
· τ

−
u · (T − τ) + v(t∗ − T ))2

2 · u
+ A

After a simplification, we have:

−p(t∗ − T ) ≥
(
u · (T − τ) + v(t∗ − T )

)︸                        ︷︷                        ︸
v(t∗)

·τ

+ v(t∗ − T ) · τ −
v(t∗ − T )2

2 · u
+ A

with v(t∗) ≥ 0 and τ ≥ 0 the equality in (4.6) is proved. Second, in order to prove the

inequality (u(t) < u), it is sufficient to prove that Cu1 ⊂ Cu2 if u1 ≥ u2. To this end, consider

X1(t) ∈ Cu1 . Hence, we have from (4.5):

u1 ≤ ·
v1(t)2

2 ·
(
p1(t) + v1(t) · τ + A

)
Since u2 ≤ u1, then X1(t) ∈ Cu2 , which proves the inequality. □

In other words, lemma 1 tells us that to keep the trajectory of R1 safe to a safe control point

X1(t0,exit), it is sufficient that the initial point is safe, the trajectory respects the acceleration

lower bound (u1(t) ≥ u2) and its speed is kept positive (v1(t) ≥ 0).

Feasibility of the control point

The feasibility of the control point depends on the following conditions:

• Cond1: t0,exit allows enough time to R1 to reach simultaneously both optimal distance

p∗ and speed v∗ given in (4.4).

• Cond2: p1(t) − p∗ allows enough space to reach the control point.
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Figure 4.5: Unfeasible optimal point (in red): A-Cond1 is not satisfied, B-Cond2 is not
satisfied. The remained distance here indicates D − p1(t) − lc − l1 − s1.

Figure 4.5 illustrates the situations when each one of these conditions is not satisfied. In

simple words, Cond1 is not satisfied when the robot R1 is too far from the control point

(see figure 4.5-A), whereas Cond2 isn’t fulfilled if the robot R1 is too close (see figure

4.5-B). Hence, the feasibility of the control point is written as follows:

DCond2 ≤ p∗1 − p1(t) ≤ DCond1 (4.10)

with both DCondi being analytical functions of t0,exit, v1(t), v∗1 and of the physical limitations

of the robot: ui, ui and vi. These conditions can be either checked formally through the

optimal trajectory control, or directly as a feasibility output of the quadratic programming

used to solve the DMPC presented in the next section.

4.3.2/ TRAJECTORY CONTROL DESIGN

In the following we call a safe state of R1 a state that respects (4.3) when t ≤ t0,exit. A

trajectory is safe if all states of the trajectory are safe. To keep the trajectory of R1 safe to

a safe control point, it is sufficient that the initial point is safe, the trajectory respects the

acceleration lower bound (u1(t) ≥ u2) and its speed is kept positive (v1(t) ≥ 0).

When t ≤ t0,exit, R1 considers two control values called: us and uopt. They are computed

at each time step τ. u(t) is defined as follows:

u1(t) = min(us(t), uopt(t)) with t ≤ tO,exit (4.11)
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Figure 4.6: Illustration of both feasibility conditions to reach v∗ = 5.04m/s from distance to
p∗ according to t0,exit: τ = 0.5s and v1(0) = 10m/s

When t > t0,exit (After R0 confirms that the potential collision area is cleared), R1 acceler-

ates at the maximum u1 to reach the maximum speed vi.

us is applied when at least one of both conditions Cond1 and Cond2 is not respected. us

simply makes the robot R1 come to a complete stop before the potential collision area.

This is because the feasible point is either before (¬Cond1) or after (¬Cond2) the optimal

control point. uopt is applied when both conditions are fulfilled. Otherwise, the robot set

uopt = +∞ and does not compute it. In order to compute uopt, we use in this section

the Model Predictive Control (MPC). Other approaches can be used, such PID controlled

[185] or optimal trajectory control based on Pontryagin’s maximum principle [155].

The dynamic of each robot Ri is modeled as a discrete time system for which the time

step ∆t = τ. The robot state at each time step k is described as follows2:

Xi(k) =

1 τ

0 1

 · Xi(k − 2) +

12τ2

τ

 ui(k − 1) (4.12)

Under the following constraints:

0 ≤ vi(k) ≤ vi (4.13)

for the speed and

ui ≤ ui(k) ≤ ui (4.14)

for the acceleration. The studied objective function is the minimization of the energy,

2k − 2 is due to the system delay
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derived from[186]. It is defined as follows:

J =
1
2

N−1∑
i=0

u1(t + i · τ) (4.15)

with N · τ, is the time horizon of optimization, such that N · τ ≥ t0,exit.

In order to obtain the optimal u1(t+ i · τ), we use quadratic programming [187]. To this end

we have the following problem to solve:

minimize
X

1
2
XT QX

subject to AX = b

GX ≤ h

(4.16)

with XT = [p1(t), v1(t), u1(t), · · · , p1(t+Nτ), v1(t+Nτ), u1(t+Nτ)]. Q is a positive semi-definite

diagonal matrix in order to obtain J as defined in (4.15). A and b are defined to have the

current state of the robot at t, the optimal control point at t + Nτ and to respect the robot

dynamic (4.12). Finally, G and h are built according to speed and acceleration constraints

described in (4.13) and (4.14), respectively.

For safety reasons, slack variables are not used because the safety constraint (4.3) might

not be respected with them. The studied Cond1 and Cond2 avoid unfeasible quadratic

programming problems. If one of both conditions is not respected us keeps the R1’s

trajectory safe.

4.3.3/ NUMERICAL EXAMPLE OF OPTIMAL TRAJECTORY CONTROL

First, we consider an elementary intersection with two robots. R1 parameters are given in

Table 4.2. The optimal control point X∗T = [D − 15.76m, 5.04m/s]T is obtained from (4.4).

R1 is able to totally clear the potential collision area after λ = 2.35s at 8.74m/s. Figure 4.6

gives the feasibility area of the control point according to the remained time and distance

to get X∗. At each t0,exit, Cond1 gives the upper bound of the distance to p∗ and Cond2

the lower bound. Hence, all points between the two lines, allow R1 with v1(0) = 10m/s to

reach the control point.

In order to illustrate the control process, let us consider that t0,exit = 6s. Feasible distances

to p∗ are in the range of [28.5m, 64.5m]. Figure 4.7 compares the speed profiles of R1 with

five initial distances to p∗. In this figure, we assume that R1 accesses to the potential

collision area at p1(t) = 73.76m and totally frees it at p1(t) = 80.76m. More details about

the five scenarios are given in Table 4.3.

Solid lines in figure 4.7 show the speed profile of R1 when R0 exit at t0,exit = 6s. In
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Table 4.2: R1 parameters

Parameters lc τ l1 s1

Values 3m 0.5s 4m 2m
Parameters v1(t = 0) v1 u1 u1

values 10m/s 15m/s −3m/s2 2m/s2

Figure 4.7: R1 position, speed and acceleration according to initial conditions

scenarios SC1 and SC2, R1 does not fulfill Cond1 and Cond2, respectively. R1 exclusively

uses us. In SC2, SC3 and SC4, both constraints are respected. R1 uses uopt. One can
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Table 4.3: Five studied scenarios

Scenario SC1 SC2 SC3 SC4 SC5
Initial position 0m 0.5m 18.5m 37m 37.5m

Initial distance to the control point 65m 64.5m 42m 29m 29.5m

Table 4.4: Intersection of 6 robots

Scenario R0 R1 R2 R3
Lane L0 L1 L0 L1

Arrival times 0s 0S 2s 2s

observe that if the control point is feasible, the robot frees faster the the potential collision

area. Besides, for different initial states of R1, after t0,exit = 6s, R1 has the same speed

profile in SC2, SC3 and SC4.

Dashed lines in figure 4.7 show the speed profile of R1 when R0 does not send an exit

acknowledgement at t0,exit = 6s and still occupy the potential collision area for indeter-

minable time (e.g. R0 breakdown). In all scenarios, R1 is able to come to a complete

stop before the potential collision area and a side collision is avoided.

4.3.4/ SEQUENCE OPTIMIZATION

In this subsection, we consider several robots that cross the potential collision area. We

present the following approach to minimize the maximum exit time of a set of robots

min(Cmax(ti,exit)). To this end, we will use the dynamic programming presented in [85].

The dynamic programming, solves the problem from a set of smaller problem and so on.

The sub-problem state is defined as follows:

v = {n1, · · · , n j, · · · , nl, k} (4.17)

The state gives the number of robots coming from the lane j that have already left the

intersection, with l the number of lanes. k in 4.17 designates the lane of the last robot

that left the intersection. Hence, n =
∑

j∈[0,l] n j gives the number of all the robots that left

the intersection.

Consider that each state is linked through an arrow a to all states which have an additional

robot that left the intersections in a given lane. Each arrow is valuated according to either

λ or headway. We obtain a valued digraph G = (V, A,Φ), with V the set of vertices, A the

set of arrows and Φ the valuations. There is a one-to-one mapping between all possible
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Figure 4.8: Intersection of six robots: Position, speed and acceleration

combinations of exit sequences and paths from {0, · · · , 0, · · · , 0} to {N1, · · · ,N j, · · · ,Nl},

where N j is the total number of the robots in the lane j.

The optimal sequence that minimizes the maximum exit time of robots is computed by

searching the shortest in the graph. The computation of the shortest path is bounded by

the following number of steps:

2 · l · (max
j∈[0,l]

(n j) + 1)l (4.18)

With two conflicting lanes, it is possible to solve the optimization problem, with at most

O(n2) step and memory size.

In order to illustrate the approach, let us consider a scenario with four robots: Ri with

i ∈ {0, · · · , 3}. Except their initial speed that is equal to vi, i.e. vi(tinit) = 15m/s, the four

robots have the parameters presented in Table 4.2. Even robots (R0, R2) are coming from

lane L0 and odd robots (R1, R3) are coming from L1. Their arrival time tint is presented

in table 4.4.

At 15m/s, the safe headway time between two robots that move in the same lane is two

seconds h = 2s [188]. The length of the storage zone is 98m (distance of the potential

collision area from the origin) in both lanes. D = 105m for all robots. Considering λ′ =

2.83s, λ = 2.35s and h = 2s, the shortest path algorithm gives the optimal sequence

presented in figure 4.8-C. λ′ = 2.83s is due to the fact that if R0 or R1 are scheduled at

the second rank, the initial state of both does not fulfill the first condition Cond1. Figure

4.8-A and figure 4.8-B give the trajectory of robots according to the shortest path.

The vertices in the figure 4.8-C are colored according to the robot number. The black
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values on the left side of vertices give the time when the robots are ready to free the

potential collision area if there is no conflict. For example, for the vertex v = {2, 1, 0}, 9s

indicates that R2 is ready to free the potential collision area at t = 9s. The red values over

the vertices are the minimum exit time computed according to the shortest path from {0, 0}

to the corresponding vertex. The arrows are valued according to λ if a conflicting robot is

scheduled after. For instance, the arrow linking {1, 1, 0} (i.e. R0) to {1, 2, 1} (i.e. R3) has

a value of 2.35s. The arrow valuation equals 2s if both robot are coming from the same

lane, as between {1, 1, 0} and {2, 1, 0}. One can note from figure 4.8-C that there are two

possible optimal sequences: R0 >R2 >R1 >R3 and R1 >R3 >R0 >R2.

Both optimal sequences show that it is interesting to group together robots that are not

in conflict. This is similar to DCP rules. Thus, since the robots have a trajectory allow-

ing them to stop before the potential collision area, it is possible to extend distributed

heuristics like the ones proposed in [54], [71] and [188] to set groups of robots that cross

together the intersections. These approaches are similar to the presented DCPVP in

the precedent chapter. However, in order to improve the intersection performance, the

optimal control point needs to be added.

4.4/ OPTIMIZED COOPERATIVE CRUISE CONTROL

The studied intersection of robots focus on only one potential conflict point. Moreover, the

used optimization objective in the quadratic programming makes CAVs begin deceleration

too early in the storage zone (see figure 4.8-B). This may prevent from forming groups

and, above all, this slows down the upstream intersection. In order to solve both problems,

we modify the synchronization point introduced in section 3.2.1. The main idea is to use

a synchronization point that allows the CAV to reach the optimal control point when the

conflicting CAV exit.

Recall that the CAVs use RT-CVC for the longitudinal control. This control makes the

CAV be as close as possible to the safety distance stated in (3.8) and also in (4.3).

Simply speaking, the control aims to replace inequality with equality. According to the

synchronization point, the CAV is brought to a given state when the precedent conflicting

one frees the potential collision area. Among several states, there is one that results in

the optimal control point. Hence, in the following, we study the optimal synchronization

point.
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4.4.1/ OPTIMAL SYNCHRONIZATION POINT

First, the optimal control point according to the simulated CAVs data is the following:

X∗i =

D − 16.93m

6.21m/s

 (4.19)

This allows to free the conflict zone, after exactly 2.52s. This value includes τ = 0.5s. In

order to obtain these values, we only used the equation (4.4).

To reach the optimal control point, there are several possible approaches. However,

recall that we aim to push the CAV to the maximum of the storage zone, using an optimal

synchronization point. According to Cond1 and Cond2, there are two possible behaviors

of CAVs:

• Cond1: Move freely then decelerate to reach the optimal control point (SC1).

• Cond2: Move freely, come to a complete stop at the optimal synchronization point

then accelerate to meet the optimal control point (SC2).

For the first scenario (SC1), the synchronization point is obviously at the entrance of

the potential collision area sl∗1. In such a scenario, the CAV is in the limit of the Cond1.

The other synchronization point is behind the optimal control point sl∗2. Its position must

allow the CAV when accelerating to reach the optimal control point. Its distance from the

optimal control point can be easily obtained as follows:

sl∗2 = p∗i −

(
v∗i
)2

2ui
(4.20)

With this in mind3, when the CAV comes to a complete stop, it must be able to reach the

optimal control point according to the expected exit time of the precedent conflicting CAV.

Hence, a new synchronization point sl∗2 is considered to follow the virtual leader i, instead

of using usl at the stop line.

Contrasting with SC1, where CAV is at the border of Cond1, in SC2 the CAV still waits

at the optimal synchronization point until the precedent CAV is approaching to the exit

for launching the acceleration. With a given time of exit of the virtual leader i, the CAV j

lunches the ui acceleration at time t, if:

t∗ ≥ texit,i −
v∗j
u j

(4.21)

CAV j keeps accelerating at the maximum while, it is able to come to a complete stop at
3In the simulation sl∗2 = D − 26.58m
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the edge of the potential collision area.

4.4.2/ ACCELERATION COMPUTATION

Recall that the studied curve is only possible for CAVs that are able to come to a complete

stop at sl∗2 before t∗. In order to allow all CAVs to meet the optimal control point, we

consider the following rules for each CAV j that flows a virtual leader CAV i:

• while CAV i doesn’t clear the potential collision, keep u
sl∗1
j as the upper bound of the

acceleration.

• Is u
sl∗2
j ≥ u j

– If yes : move freely,

– Otherwise : compute a cruise control uopt to reach the optimal control point at

texit,i

To solve the problem of the computation of the cruise control we used the minimization

of the integration of quadratic acceleration during the remained time [59]. The solution to

the equation is an acceleration function of the form:

uopt(t) = at + b (4.22)

with a and b are constants to be found according to the initial conditions of speed and

position. In order to avoid writing clutters, we invite the reader to get details about the

values of a and b in [186], in pages 2410 and 2411. The solution either turns to SC2 (b

negative), and all other intermediate solutions from SC2 to SC1. Otherwise, the solution

is unfeasible (b positive and v j(t) = v j).

In order to summarize the CAV’s behavior into simple words, the CAV uses sl∗2 instead of

the stop line. Once begin decelerating, it tries to follow the virtual leader to exit if possible

at the optimal control point.

4.4.3/ PROCESS

In the studied intersection, one CAV j needs to adjust its speed with several other virtual

CAVs (i ∈ vl). For safety reasons, we compute the acceleration as follows :

uvl
j (t) = min

vli∈vl

(
ui

j(t)
)

(4.23)

and

uc
i (t) = max

(
u

sl∗1
i ,min

(
uvl

j (t), unl
j (t)
))

(4.24)
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As one can note, equations (4.23) and (4.24) are similar to the ones given in (3.9) and

(3.11), respectively. The expected exit time is already computed for the FRO policy (3.18).

Both FIFS and DCPVP keep the same rules.

4.5/ SIMULATION

In this section, we compare the introduction of the optimal control point to the following

policies:

• FIFS

• DCPVP

In order to distinguish the policy with and without the optimal control point, we added OP

for the policy where an optimal control point is added. the Other comparisons were con-

ducted during the thesis. However, for obvious reasons, the optimal control point wasn’t

efficient. For instance, for FRO, since the CAV that is ready first goes, the conflicting

follower CAVs just come to a complete stop between the (sl∗2) and the stop line. So, the

optimal control point is lost and the acceleration later is no more optimal. It is even, less

interesting since it is further than the first simulated version of FRO.

The results of the OPDCPVP invites us to introduce an apporach inspired from the well-

known Particle Swarm Optimization (PSO) [189] for improving the results. So the DCPVP

is extended by considering the weakness of both OPDCPVP and DCPVP, using mobile

synchronization point.

4.5.1/ OPFIFS

The results of the optimal point included to FIFS are given in figure 4.9. In this figure,

one can note that there are three sets of points. The first one is in the smooth part of the

traffic. The second set is at the capacity of the intersection, with a wide range of speed,

being near to the maximum speed. The last set is in the congested part of the traffic. The

fitting curve shows that the average capacity of the intersection is near to 1upc/s.

In order to study the difference with the initial FIFS, figure 4.10 compares both fitting

curves. From this figure, the reader can easily observe the improvement in terms of

capacity and speed. Indeed, the fitting curve of OPFIFS is upper to the one of FIFS for all

values of speed. Recall that initial the average capacity of FIFS is 0.81upc/s. The optimal

control point improves the capacity by 23%. This capacity increasing makes OPFIFS

more efficient than the well known DCP and the classical FRO. Recall that they result on

an average capacity of 0.98upc/s and of 0.96upc/s, for DCP and FRO, respectively.
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Figure 4.9: Comparison between the fitting curves of FIFS and OPFIFS

Figure 4.10: Simulation results of OPDCPVP: DCPVP with optimal control point
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4.5.2/ OPDCPVP

The same rules of DCPVP are kept for the OPDCPVP. Simulations of OPDCPVP are

presented in figure 4.11. One can observe that the distribution of the point around the

fitting curve is different according to the state. When the traffic is smooth the points are

homogeneously distributed around the fitting curve. The same observation can be done

for the congested part. However, as the traffic becomes near to the capacity, there are

fewer points. Mainly, the traffic performance is sensitive to destination of the simulated

CAVs and their headway times. The intersection capacity of the OPDCPVP is averagely

around 1.44upc/s.

Figure 4.11: Simulation results of OPFIFS: FIFS with optimal control point

Figure 4.12 compares OPDCPVP to DCPVP, through their fitting curves. One can clearly

observe that OPDCPVP improves slightly the average speed of CAVs for the smooth

traffic. However, the capacity of the DCPVP is lower. The gained speed is lost at the

congested traffic. The main reason is that the opportunity for ranking negotiation is a little

smaller than the one of DCPVP. Recall that, on the one hand, CAVs refuse to change

their rank if they are accelerating. On the other hand, in OPDCPVP CAVs may begin the

acceleration before sl∗2 which is located before the stop line.

From this comparison, we can derive the following observations:
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• The optimal control point is interesting when the traffic is low: There is no need of

changing the ranks of CAVs.

• The optimal control becomes inefficient as the traffic demand is becoming high:

CAVs need a better schedule.

Figure 4.12: Comparison of the fitting curves of the DCPVP and the OPDCPVP

4.5.3/ PSODCPVP

The last simulations show that the benefit of the optimal control point is limited to smooth

traffic. At this stage of the CIM improvement, the dilemma between scheduling and cruise

control is clearly stated. In order to illustrate the observed phenomena, let us consider

the example given in figure 4.13.

Dilemma:Speed adjustment/Scheduling

let us consider a simple intersection with five CAVs: 3 in lane 1 and 2 in lane 2. In this

example we compare two kinds of CIMs:

• Speed adjustment (CIMS a) for avoiding collision with the precedent conflicting CAV

ranked according to FIFS, as showed in Figure 4.13(a).
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• A sequence formation (CIMS o) with green and red signalization, as showed in Fig-

ure 4.13(b).

Each arc between two CAVs in the Figure 4.13 shows which CAV goes first and which

one crosses the intersection after. For safety reasons, when a CAV is behind another

one that moves either on the same lane or on a conflicting lane, there is a headway time.

Let h f (blue arc in Figure 4.13) and hc (amber arc in Figure 4.13) be the headway times

between two successive CAVs that move respectively on the same lane and on conflicting

lanes (see Figure 4.2). We consider that there are two kinds of hc : hcS a and hcS o. The

first one results from speed adjustment (CIMS a) and the second one from the red color

(CIMS o). We have the following relation:

h f ≤ hcS a ≤ hcS o (4.25)

Without loss of generality, let us consider that h f = 2s, hcS a = 3s and hcS o = 6s. If we focus

on the exit time of the five present CAVs, both CIMs obtains the same result which is 12s.

But, by removing the last vehicle, CIMS a is more efficient whereas if a sixth CAV arrives

at Lane 2, then CIMS o is more efficient.

Figure 4.13: Example: (a) CIM based on speed adjustment and FCFS, (b) CIM based on
sequence optimization.

A similar problem is raised by the optimal control point in OPDCPVP. Because they begin

acceleration for exiting at the optimal headway time, CAVs refuse the negotiation. In the

following, we present the solution tested in this thesis.

Mobile synchronization point

In order to solve the problem we suggested a mobile synchronization point. Each CAV i

generates its own sli randomly, with 56m ≤ sli ≤ 80m. The lower bound of sli allows the

CAV to reach its maximum speed when crossing the conflict zone, whereas the upper
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bound is the stop line. The mobile synchronization point needs to be adapted to the

traffic state. If the traffic demand is low and there is no opportunistic change of the rank,

theoretically, the lower bound is a good solution. Otherwise, when the traffic demand is

high, it is better to form groups of CAVs.

In order to make sli fits the traffic state, we used a distributed approach inspired from

the well known PSO. From the OPL, the CAV negotiates its rank with the CAVs in vl.

According to its current sli, it considers only CAVs that are behind sli to negotiate the

rank. It compares the completion time of the new rank Csli
max to the completion of the

precedent one Cold
max, considering only CAVs in vl. The fitness of the sli is computed as

follows.

f (sli) = Cold
max −Csli

max (4.26)

If the result of the fitness of the current sli is positive, it is kept as a local optimum sli.

Whatever the result, after the negotiation, the CAV sends the computed f (sli) and sli to

the intersection manager. Among the all received fitness values during the step time k, it

keeps the best value:

sl∗(k) = argmaxi ( f (sli(k))) . (4.27)

In other words, it keeps the sl∗i that gives the maximum gain of the completion time. The

intersection manager computes the slIM(k) that it will send later to the CAVs as follows:

slI M(k) = αsl∗(k) + (1 − α)slIM(k − 1) (4.28)

with α = 0.001 in the simulation 4. A CAV i computes the new value of sli for the step k + 1

using the well-known particle’s position evolution of the PSO:

sli(k + 1) = sli(k) +Vi(k), (4.29)

with Vi(k) is the particle velocity at the step k. Vi(1) is generated randomly when the

CAV i is created. −0.5 ≤ Vi(1) ≤ 0.5. For all other simulation steps, Vi(k) is randomly

computed as follows:

Vi(k) = βV(k − 1) + ϕ
(
sl∗i − sli(k)

)
+ ψ (slIM(k) − sli(k)) , (4.30)

with β, ϕ and ψ are empirically set equal to 1
3 .

Simulation

The simulation results of the proposed distributed PSO is presented in figure 4.14. One

can note from the figure that the majority of points are in the smooth part of the traffic.

The points on the congested part of the traffic do not have an average speed less than

4The value of α is computed empirically after several simulation runs
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8km/h. The average capacity of the intersection is close to 1.53pcu/s.

Figure 4.14: Simulation results of PSODCPVP: DCPVP with mobile point of synchroniza-
tion based on distributed PSO

The PSODCPVP is compared to both DCPVP and OPDCPVP, in figure 4.15. There is a

small gain in terms of capacity (3% compared to DCPVP and 6% compared to OPDCP).

However, even with this small gain, the PSODCPVP shows that there is a potential gain

to deal with the issue of a mobile adaptive synchronization point.

4.5.4/ CONCLUSION

This chapter proposes an approach to address the crux problem of the safety constraint

between two intersecting movements in cooperative intersection management. By pro-

viding a safe optimal control point, both trajectory and sequence are optimized in an

elementary intersection. Optimal control theory and shortest path algorithm are used for

providing smooth traffic.

The optimal control point is used for a more general intersection. With FIFS, the optimal

control point allows a significant improvement of the intersection speed and throughput.

However, the optimal control point doesn’t suit other policies. With DCPVP, the optimal

control point only slightly improves the speed of the intersection, when the traffic demand

is low. In order to overcome this drawback, we introduced a mobile synchronization point

based on distributed PSO. This improves both intersection throughput and speed. How-

ever, the improvement is not as significant as the one achieved in the previous chapter.
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Figure 4.15: Comparison of the fitting curves of the tree approaches of the DCPVP
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GENERAL CONCLUSION AND

PROSPECTS

Cooperative Intersection Management uses the communication ability of vehicles to ob-

tain a right of way. The right of way can be a simple semaphore green or red. In this

case, many approaches are proposed to decide the best set of vehicles that are allowed

to cross simultaneously the intersection. One of the most efficient ways to improve the

intersection efficiency is to allow vehicles to form groups that cross simultaneously the

intersection. These groups are formed by the Distributed Clearing Policy. More com-

plicated right of way relies on cooperative cruise control. Vehicles adjust their speed to

avoid collision with all other conflicting vehicles. There are mainly two cooperative cruise

control protocols in the literature. The first one is based on the reservation. The vehicles

reserve the time they occupy the potential zone of collision. However, this protocol raises

problems of safety and feasibility. Another noticeable protocol relies on the ordered pres-

ence list, on which the rank determines the precedent vehicles that should be considered

to avoid the collision. This aims to form a virtual platoon, where conflicting vehicles are

considered as they are moving in front of the ego-vehicle on the same lane. However, the

main used scheduling approach for this protocol is the well-known First In First Served

policy.

This virtual platoon protocol needs to be extended by introducing new scheduling policies.

In this thesis, we introduced the First Ready Out policy and the Distributed Clearing Policy.

To this end, we defined the synchronization point and negotiation rules. A simulator was

built to show the vehicle interaction and to evaluate the performance. Comparisons with

the first in first served show a huge gain in terms of average speed and intersection

capacity when using the well-known distributed clearing policy.

The virtual platoon was also extended, using the expected exit time of vehicles. This al-

lows the computation of an optimal control point that needs to be respected by the vehicle

in order to minimize the headway. This point allows vehicles to free the soonest potential

zone of collision. The optimal control point improves significantly the first in first served
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policy. However, when it comes to other scheduling policies, the improvement is ques-

tionable. One possible reason is that the new synchronization point prevents vehicles to

negotiate their rank near the stop line. To overcome this limitation, a mobile synchroniza-

tion point between conflicting vehicles is added. The synchronization point is adjusted

to the traffic state using distributed particle swarm optimization. Compared to the former

distributed clearing policy, the approach improves slightly both the speed and throughput

of the virtual platoon.

Two interesting perspectives can be drawn from this work:

• The treated system raises the issue of the control of hybrid multi-agent systems,

with hard real-time constraints. Our contribution showed us the complexity of the

raised problem, where both continuous control and discrete scheduling need to

be simultaneously optimized to improve the performance of the system. Similar

problems are raised in the transportation system, such as vehicle’s overtaking, road

merging, drone interaction... One of the possible research topics is to find a method-

ological approach that treats these problems. In our thesis, each problem (discrete,

continuous) is optimized separately, and then approximate methods are used to take

advantage of each optimization. This may contribute to developing new distributed

heuristics adapted for the interaction of mobile entities.

• The used approach is based on the patterns of optimal solutions of scheduling

(group formation) and cruise control (optimal control point). It is interesting to use

other approaches for controlling the intersection, mainly the ones based on ma-

chine learning techniques. For instance, deep reinforcement learning can be used

to train the vehicles to have a better behavior according to the state of the other con-

flicting vehicles. Multiagent deep reinforcement learning is a very active research

topic [190]. Intersection management is a good application, in order to effectively

contribute to this topic.
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[76] Xuguang Hao. Contribution à l’intersection coopérative: commandes longitudinale

et latérale. PhD thesis, Bourgogne Franche-Comté, 2017.
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and Abderrafiaa Koukam. Curvature-based geometric approach for the lateral con-

trol of autonomous cars. Journal of the Franklin Institute, 357(14):9378–9398, 2020.

[175] Tae Soo No, Kil-To Chong, and Do-Hwan Roh. A lyapunov function approach to

longitudinal control of vehicles in a platoon. In VTC2000-Spring. 2000 IEEE 51st

Vehicular Technology Conference Proceedings (Cat. No. 00CH37026), volume 1,

pages 336–340. IEEE, 2000.

[176] Lydie Nouveliere et al. Experimental vehicle longitudinal control using a second

order sliding mode technique. Control Engineering Practice, 15(8):943–954, 2007.

[177] Sampo Kuutti, Richard Bowden, Harita Joshi, Robert de Temple, and Saber Fal-

lah. End-to-end reinforcement learning for autonomous longitudinal control using

advantage actor critic with temporal context. In 2019 IEEE Intelligent Transportation

Systems Conference (ITSC), pages 2456–2462. IEEE, 2019.

[178] Transport for London. Traffic modelling guidelines, 2010.

[179] Donald Ervin Knuth. Seminumerical algorithms. The art of computer programming,

2, 1997.

[180] Xiqun Chen, Li Li, and Yi Zhang. A markov model for headway/spacing distribution

of road traffic. IEEE Transactions on Intelligent Transportation Systems, 11(4):773–

785, 2010.

[181] Nikolas Geroliminis and Jie Sun. Properties of a well-defined macroscopic funda-

mental diagram for urban traffic. Transportation Research Part B: Methodological,

45(3):605–617, 2011.

[182] Xiaotong Sun and Yafeng Yin. Behaviorally stable vehicle platooning for energy

savings. Transportation Research Part C: Emerging Technologies, 99:37–52, 2019.



BIBLIOGRAPHY 109

[183] Jia Wu, Fei Yan, and Jianxing Liu. Effectiveness proving and control of platoon-

based vehicular cyber-physical systems. IEEE Access, 6:21140–21151, 2018.

[184] R Russell Rhinehart. Engineering Optimization: Applications, Methods and Analy-

sis. John Wiley & Sons, 2018.

[185] Aidan O’dwyer. Handbook of PI and PID controller tuning rules. World Scientific,

2009.

[186] Andreas A Malikopoulos, Seongah Hong, B Brian Park, Joyoung Lee, and Seung-

han Ryu. Optimal control for speed harmonization of automated vehicles. IEEE

Transactions on Intelligent Transportation Systems, 20(7):2405–2417, 2018.

[187] Sung J Chung and Katta G Murty. Polynomially bounded ellipsoid algorithms for

convex quadratic programming. In Nonlinear Programming 4, pages 439–485. El-

sevier, 1981.

[188] Huile Xu, Shuo Feng, Yi Zhang, and Li Li. A grouping-based cooperative driving

strategy for cavs merging problems. IEEE Transactions on Vehicular Technology,

68(6):6125–6136, 2019.

[189] Jacinto Carrasco, Salvador Garcı́a, MM Rueda, Swagatam Das, and Francisco Her-

rera. Recent trends in the use of statistical tests for comparing swarm and evolu-

tionary computing algorithms: Practical guidelines and a critical review. Swarm and

Evolutionary Computation, 54:100665, 2020.

[190] Iou-Jen Liu, Unnat Jain, Raymond A Yeh, and Alexander Schwing. Cooperative

exploration for multi-agent deep reinforcement learning. In International Conference

on Machine Learning, pages 6826–6836. PMLR, 2021.





LIST OF FIGURES

2.1 A- A top view of a four-way intersection, B- Illustration of the three functional

areas and the terminology used to analyze the intersection: 4 approaches,

12 movements and 20 conflict points. . . . . . . . . . . . . . . . . . . . . . 7

2.2 Illustration of the control loop component through a four-way intersection. . 8

2.3 Example of phases’ definition of a 4 way-intersection. . . . . . . . . . . . . 10

2.4 Cycle time analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.5 Cycle time analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.6 Illustration of the three main protocols to share the intersection. A-Stop and

go, B- Reservation, C- Virtual platoon : Conflicting CAVs are considered

as virtual obstacles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.7 Example of adaptive phase with Stop and Go protocol (B) compared to

static phase of traffic lights (B) . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.8 Potential collision area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.9 Example of virtual platoon, where the CAV considers the real obstacle (rl)

virtual obstacles vl, includind the next leader nl and the stop line sl. nl is

the last CAV that moving in the distenation lane [71] . . . . . . . . . . . . . 22

2.10 Lost time computation when the traffic light switches to green . . . . . . . . 23

2.11 FIFS deadlock examples: A-FIFS deadlock is the result of the reservation

of tiles A, B and C, by CAVs 1, 2 and 3 (The number on CAVs are only

ID) B-FIFS deadlock is due to communication issues in Virtual Platoon

that raises the problem of order inconsistency (The number on vehicles

indicates their ranks according to the time they were discovered: 2 waits

for 1 who is behind 3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.1 Virtual platoon formed by two CAVs that does not move in the same storage

zone: CAV2 adjusts in R4 its speed according to CAV1 that moves in R1 . . . 36

3.2 Virtual platoon test of three robots, where the point of synchronization is

at the middle of the storage zone (White paper): The two follower robots

move slowly so far to keep a safe distance . . . . . . . . . . . . . . . . . . . 39

111



112 LIST OF FIGURES

3.3 RT-CVC cruise control principle for safely considering the time delay τ . . . 41

3.4 RT-CVC cruise control combined with lateral control [174] to follow a target

vehicle (0-50km/h), using radar . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.5 Virtual platoon: (a) Intersection, (b) virtual platoon, (C) all considered ob-

stacles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.6 Simulated scenario of virtual platoon with 2 conflicting CAVs: CAV2 follows

CAV1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.7 Results of the simulated scenario of virtual platoon with 2 conflicting CAVs:

A-position curves and B-acceleration curves . . . . . . . . . . . . . . . . . . 46

3.8 Simulated intersection geometry in pixels . . . . . . . . . . . . . . . . . . . 48

3.9 Screenshot of the simulator . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.10 Fundamental diagram of the traffic (left-side) and the used flow-speed dia-

gram (right-side) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.11 Simulation of FIFS policy under the virtual platoon protocol . . . . . . . . . 53

3.12 Simulation of FRO policy under the virtual platoon protocol . . . . . . . . . 55

3.13 Simulation of DCP under the stop and go protocol . . . . . . . . . . . . . . 57

3.14 Scheduling problem in DCP-VP . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.15 Simulations of DCP-VP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.16 Comparison between the four simulated intersection management . . . . . 60

4.1 Key zones of intersection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.2 Two kinds of headway h: (a) with the precedent vehicle that moves on the

same lane called h f , (b) with a conflicting vehicle called hc, hc > h f . . . . . . 65

4.3 Elementary conflict between two robots: The remained distance here indi-

cates D − p1(t) − lc − l1 − s1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.4 λ variation according to the v1(t0,exit) . . . . . . . . . . . . . . . . . . . . . . 69

4.5 Unfeasible optimal point (in red): A-Cond1 is not satisfied, B-Cond2 is not

satisfied. The remained distance here indicates D − p1(t) − lc − l1 − s1. . . . 71

4.6 Illustration of both feasibility conditions to reach v∗ = 5.04m/s from distance

to p∗ according to t0,exit: τ = 0.5s and v1(0) = 10m/s . . . . . . . . . . . . . . 72

4.7 R1 position, speed and acceleration according to initial conditions . . . . . 74

4.8 Intersection of six robots: Position, speed and acceleration . . . . . . . . . 76



LIST OF FIGURES 113

4.9 Comparison between the fitting curves of FIFS and OPFIFS . . . . . . . . . 81

4.10 Simulation results of OPDCPVP: DCPVP with optimal control point . . . . . 81

4.11 Simulation results of OPFIFS: FIFS with optimal control point . . . . . . . . 82

4.12 Comparison of the fitting curves of the DCPVP and the OPDCPVP . . . . . 83

4.13 Example: (a) CIM based on speed adjustment and FCFS, (b) CIM based

on sequence optimization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.14 Simulation results of PSODCPVP: DCPVP with mobile point of synchro-

nization based on distributed PSO . . . . . . . . . . . . . . . . . . . . . . . 86

4.15 Comparison of the fitting curves of the tree approaches of the DCPVP . . . 87





LIST OF TABLES

2.1 Real tests of CIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.1 Parameters of the acceleration function . . . . . . . . . . . . . . . . . . . . 43

3.2 Simulation data of figures 3.7-A and B . . . . . . . . . . . . . . . . . . . . . 45

3.3 Simulated flow rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.1 Elementary intersection notations . . . . . . . . . . . . . . . . . . . . . . . . 67

4.2 R1 parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3 Five studied scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.4 Intersection of 6 robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

115





LIST OF DEFINITIONS

1 Definition: Cooperative Intersection management . . . . . . . . . . . . . . . 16

2 Definition: Policy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

PERSOListe de mes publications

117





5

AUTHOR’S PUBLICATIONS

[1] W. Du, A. Koukam, A. Abbas-Turki, and F. Gechter “Traffic Jam Reduction Based on

Vehicle Platoons and Cooperative Intersection Management”. In Futurmob 2018.

[2] W. Du, A. Abbas-Turki, A. Koukam, S. Galland, and F. Gechter, “On the v2x

speed synchronization at intersections: Rule based system for extended virtual platoon-

ing,”Procedia Computer Science, vol. 141,pp. 255–262, 2018. (The paper obtained the

best paper award in the conference)

[3] W. Du, A. Abbas-Turki, A. Lombard, A. Koukam and F. Gechter, “Safe and optimal

Intersection of Autonomous and Connected Robots”, The International Workshop on In-

telligent Systems. IEEE, 2020.

[4] W. Du, A. Abbas-Turki, A. Koukam and F. Gechter “On the Safety Constraints Between

Intersecting Movements of Autonomous and Connected Robots”. The 2020 International

Conference on Control, Automation and Diagnosis. IEEE, 2020.

119





Document generated with LATEX and:
the LATEX style for PhD Thesis created by S. Galland — https://github.com/gallandarakhneorg/tex-templates

the tex-upmethodology package suite — http://www.arakhne.org/tex-upmethodology/

https://github.com/gallandarakhneorg/tex-templates 
http://www.arakhne.org/tex-upmethodology/


école doctorale sciences pour l ’ingénieur et microtechniques
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be adapted to the dynamic traffic demand patterns.

Titre : Contribution à la fluidification du trafic basée sur la formation de pelotons de véhicules autonomes
et les carrefours connectés et intelligents.

Mots-clés : Fluidification du trafic aux intersections, Pelotons virtuels, Véhicule autonome et connecté

Résumé :

Les intersections sont au centre des congestions
urbaines. Depuis plus d’une décennie, de
nouvelles approches basées sur la conduite
autonome et connectée ont été proposées.
Elles visent à améliorer les performances de la
régulation du trafic aux intersections, en exploitant
la connectivité et l’autonomie de la conduite
(commande longitudinale). Ces approches doivent
à la fois définir l’ordre des accès des véhicules
aux espaces communs (quel véhicule passe en
premier, lequel est le second et ainsi de suite)
tout en calculant une commande longitudinale pour
éviter, si possible, des arrêts inutiles. Il en sort de
la littérature la difficulté de résoudre d’une manière
optimale les deux problèmes simultanément dans
un contexte dynamique sous des contraintes temps-

réel dures. Dans cette thèse nous avons supposé
que les véhicules forment des pelotons virtuels,
en suivant les véhicules des autres voies. Pour
décider de l’ordre de passage, le choix s’est porté
sur un système à base de règle. Afin d’améliorer
les performances de l’intersection, les propriétés
des solutions optimales ont été exploitées pour
définir des algorithmes distribués de négociation
des droits de passage. La simulation montre que
la politique basée sur les algorithmes par essaims
particulaires distribués améliore considérablement
les performances de l’intersection en termes de
capacité et de vitesse. Les essaims particulaires
distribués sont conçus dans cette thèse pour adapter
la formation des pelotons au contexte du trafic.
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