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Autour de la marche aléatoire de I’éléphant

Résumé : Cette these porte sur 1’étude de la marche aléatoire de I'éléphant et des proces-
sus qui en découlent. Cette marche aléatoire s’appelle ainsi car elle possede un parametre
de mémoire et il est bien connu que les éléphants ont une excellente mémoire et se sou-
viennent de tous les endroits qu’ils ont visités. On va établir des résultats probabilistes
de types lois des grands nombres et normalité asymptotique, mais aussi des lois du log-
arithme itéré et des lois fortes quadratiques a I'aide de martingales. On commence par
généraliser la marche de 1’éléphant pour toute dimension en utilisant des processus de
comptage des pas dans chaque direction de la dimension. On s’intéresse ensuite au com-
portement asymptotique du centre de masse de la marche aléatoire de 1’éléphant. On est
amené a introduire deux martingales de sorte que leur étude simultanée permet d’obtenir
des résultats analogues a ceux de la marche de I'éléphant. On réutilise ensuite cette ap-
proche afin d’étudier la marche de I'éléphant avec mémoire renforcée linéairement et la
marche aléatoire de I’éléphant avec une amnésie progressive. On propose aussi une étude
statistique explicite de 1’estimation de la mémoire. Enfin, on présente une approche mar-

tingale pour I'étude des urnes de Pélya a deux couleurs.

Mots clés : marche aléatoire, martingale, estimation, urnes de Pélya

About the elephant random walk

Abstract : This thesis focuses on the study of the elephant random walk and the pro-
cesses related to it, using martingales. It is a stochastic process with a memory parameter
introduced at the beginning of the 2000s and which induces three regimes of behavior.
We aim to obtain probabilistic results such as laws of large numbers and asymptotic nor-
mality, as well as laws of iterated logarithm and quadratic strong laws. We start by gener-
alizing the elephant random walk to dimensions greater than 2 using counting processes
of the steps in each direction of the dimension. Then, we are interested in the center of
mass of the random walk of the elephant random walk. We introduce two martingales
such that studying them simultaneously makes it possible to obtain results analogous to
those of the elephant random walk. This approach is used again to study the random
walk with linearly reinforced memory or smooth amnesia. We also propose an explicit
statistical analysis to estimate the memory. Finally, we present a martingale approach for

the study of two-color Pélya urns.

Keywords : random walk, martingale, estimation, Pélya urns
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Marche aléatoire

Une marche aléatoire est un processus stochastique consistant en une suite de
pas faits au hasard, indépendamment ou non des pas précédents. Le modele
le plus simple est celui de la marche symétrique. Considérons un crabe' qui
ne peut se déplacer que de gauche a droite sur une plage de taille infinie. Le
crabe démarre son voyage depuis un certain point qu’on appelle origine, puis il
se déplace d'un pas vers la droite avec probabilité 1/2 ou d"un pas vers la gauche
avec probabilité 1/2. Il répete ensuite cette action a chaque instant et de maniere
totalement indépendante de ce qu’il a fait avant. On représente la plage par la
droite des entiers relatifs Z.

Pour tout n > 0, la position 5,1 du crabe a l'instant n + 1 est donnée par la

relation de récurrence

Sn+1 =Sn+ Xn+1

ol X,, 11 est la variable aléatoire qui représente le n 4 1-éme pas. La famille (X;,)
des pas est une suite de variables aléatoires indépendantes et identiquement
distribuées (i.i.d.) de loi de Rademacher de parametre 1/2 notée R(1/2), c’est-a-
dire que

X ] +1 avec probabilité 1/2,
el —1 avec probabilité 1/2.

La loi des grands nombres (LGN) et le théoreme central limite (TCL) pour les
suites de variables i.i.d. nous indiquent immédiatement que
Sn p-s.

_ Sn ¢

IModélisation fortement inspirée de : La marche du crabe (trilogie), Arthur de Pins (2010).
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-10

0 2‘0 4‘0 6‘0 Sb 100
Figure 1: Marche aléatoire symétrique (p = 0.5).

Une premieére généralisation consiste a considérer des pas de loi R(p), ou le
parametre 0 < p < 1, de sorte que

+1 avec probabilité p,
Xn+1 = s
—1 avec probabilité¢ 1 — p.

Dans ce cas, la loi des grands nombres et le théoreme central limite assurent que

Su Ps pix—op—1 et 2PN £ gy
nonmeo 4p(1—p)n noe

En particulier, la loi de la position 5,11 a I'instant n + 1 n’est influencée que par
la position S, a I'instant n et le pas X,,11. Plus précisement, pour x,y € Z, on a

p st x=y+1,

P(Spp1=x|Sp=y)=< 1—p si x=y-—1,
0 si x#y+l

25

20

-10 - 10 A
_154 5
-20 1 01
0 20 40 60 80 100 - 0 20 20 60 80 100
Figure 2: Marche aléatoire pour p = 0.4. Figure 3: Marche aléatoire pour p = 0.6.
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Bien qu’il ne se déplace que sur une ligne, la plage ot1 évolue le crabe est un plan
quadrillé. Imaginons a présent que le crabe rencontre un autre crabe qui peut
se déplacer de haut en bas uniquement. Les crabes réalisent qu’a eux deux, ils
pourront parcourir toute la plage ! On obtient alors la marche symétrique sur le
réseau du plan 72, ’est-a-dire en dimension 2.

On peut généraliser de la méme maniere pour toute dimension entiére d avec
d>1

La marche aléatoire de I’éléphant

La marche aléatoire de 1'éléphant (ERW) s’appelle ainsi car il est bien connu que
les éléphants ont une tres bonne mémoire et se souviennent de tous les endroits
par o1 ils sont passés. Elle est définie de la maniére suivante. A l'instant n = 0,
l'éléphant se trouve a l'origine Sy = 0. A l'instant n = 1, I'éléphant fait un pas
vers la droite avec probabilité g ou un pas vers la gauche avec probabilité 1 — g
ol g est un nombre réel entre 0 et 1. La position de 1'éléphant a l'instant n = 1 est
donnée par la variable aléatoire S; = X; ou X suit la loi de Rademacher R(g).

1550
g

y 1 y y 4
T T T T T T

-1 0 1

Ensuite, pour chaque instant n > 1, I’éléphant choisit uniformément au hasard
un instant k parmi les instants précédents 1,. .., n et on définit

X +X) avec probabilité p,
e —X) avec probabilité 1—p,

ott le parametre p € [0, 1] est la mémoire de 1’éléphant.

1—p QO p
,,,l,\ 'l'A .
P SO E

| Il i | |
T T u T T

0 1 S
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Ainsi, selon si I’éléphant se souvient d"un pas vers la droite ou vers la , les
probabilités sont échangées. La position de I'éléphant est donnée par la relation
de récurrence

Sn—l—l =Sn+ Xn+1-

Le cas particulier p = 1/2 correspond exactement a la marche aléatoire symétrique.

Contrairement a la marche aléatoire classique (symétrique ou non), le comporte-
ment de la marche aléatoire de 1'éléphant change selon que sa mémoire p < 3/4
(régime diffusif), p = 3/4 (régime critique) ou p > 3/4 (régime superdiffusif).
Les différents résultats de type loi des grands nombres et théoréme central limite
sont présentés ci-dessous, ot L est une variable aléatoire (non dégénérée).

Diffusif Critique Superdiffusif
4
LGN Sn P g Su__ s Su_ps /L0

n n—oo \/ﬁlogn n—00 n2r—1 n—eo

Su L 1 Sn L Su—n?7L ¢ !
T 7N 05Ts) s a0 H e N (0 )

Pour étudier I'ERW, les deux approches principales sont la théorie des martin-
gales et les urnes de Pélya. L'utilisation des martingales permet d’obtenir la
LGN et le TCL, mais aussi la loi du logarithme itéré (LLI) et la loi forte quadra-
tique (LFQ). La connexion avec les urnes de Pélya permet également d’obtenir
la LGN et le TCL, mais aussi le TCL fonctionnel (convergence vers un processus
gaussien).

Contributions

Les contributions suivantes sont présentées dans 1’ordre chronologique d’étude.
[9] BERCU, B., AND LAULIN, L. On the multi-dimensional elephant random
walk. Journal of Statistical Physics 175, 6 (2019), 1146-1163.
[11] BERCU, B., AND LAULIN, L. On the center of mass of the elephant random
walk. Stochastic Processes and their Applications 133 (2021), 111 - 128.
[56] LAULIN, L. A martingale approach for Pélya urn processes. Electronic
Communications in Probabilities 25 (2020), 13 pp.
[57] LAULIN, L. New insights on the reinforced elephant random walk using a
martingale approach. Journal of Statistical Physics 186 (2022).
[10] BERCU, B., AND LAULIN, L. How to estimate the memory of the elephant
random walk. (Submitted) arXiv:2112.10405 (2021).
[58] LAULIN, L. Introducing smooth amnesia to the memory of the elephant
random walk. arXiv:2204.10542 (2022).
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Chapitre 1 - La marche aléatoire de I’éléphant en dimension
supérieure

Le but de ce chapitre est d’étudier le comportement asymptotique de la marche de
I'éléphant multi-dimensionnelle (MERW). On y étend les résultats connus pour
I'ERW en dimension 1 a la dimension d > 2. Pour cela, on introduit une martin-
gale multi-dimensionnelle et on utilise la théorie des martingales.

Dans les régimes diffusif et critique, on montre la loi forte des grands nombres
(LGN), la loi du logarithme itéré (LLI) et la loi forte quadratique (LFQ) pour la
MERW. La normalité asymptotique (TCL) avec une bonne renormalisation est
aussi obtenue. Dans le régime superdiffusif, on montre la convergence presque
stire et la convergence en moyenne quadratique vers un vecteur aléatoire de R*

non dégénéré.

Chapitre 2 - Le centre de masse de la marche aléatoire de
I’éléphant

Le but de ce chapitre est d’étudier le comportement asymptotique du centre de
masse (ou barycentre) de la marche de I'éléphant (CMERW) en dimension 4. On
obtient le méme type de résultats connus pour la MERW. Toute 1'étude repose
sur l'utilisation et 1’étude simultanée de deux martingales multi-dimensionnelles
avec normalisation matricielle.

Dans les régimes diffusif et critique, on montre la loi forte des grands nombres
(LGN), la loi du logarithme itéré (LLI) et la loi forte quadratique (LFQ) pour le
CMERW. La normalité asymptotique (TCL) avec une bonne renormalisation est
aussi obtenue. Dans le régime superdiffusif, on montre la convergence presque
stire et la convergence en moyenne quadratique vers un vecteur aléatoire de R*
non dégénéré, liée au vecteur aléatoire limite de la MERW.

Chapitre 3 - La marche aléatoire de I’éléphant renforcée

Le but de ce chapitre est d’étudier le comportement asymptotique de la marche
aléatoire de 'éléphant linéairement renforcée (RERW). Le renforcement agit sur la
mémoire de 1’éléphant, de facon qu'un instant dont 1’éléphant s’est déja souvenu
a plus de chance d’étre a nouveau choisi, proportionellement au nombre de fois
que l'instant a été choisi.

On obtient le méme type de résultats connus pour I'ERW. Toute la stratégie repose
sur l'utilisation et 1’étude simultanée de deux martingales avec normalisation ma-
tricielle.

Dans les régimes diffusif et critique, on montre la loi forte des grands nombres
(LGN), la loi du logarithme itéré (LLI) et la loi forte quadratique (LFQ) pour la
RERW. La convergence vers un processus gaussien est aussi obtenue (TCLF).
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Dans le régime superdiffusif, on montre la convergence presque stire et la con-

vergence en moyenne quadratique vers une variable aléatoire non dégénérée.

Chapitre 4 - La marche aléatoire de I'éléphant amnésique

Ce chapitre est une adaptation du chapitre précédent. Le renforcement de type
“amnésique” agit encore une fois sur la mémoire. Ainsi, la probabilité de choisir
un instant récent est beaucoup plus forte que celle de choisir un instant loin dans
le passé.

On obtient a nouveau des résultats de type LGN, LLI, LFQ et TCLEF, analogues a
ceux du Chapitre 3.

Chapitre 5 - Estimation statistique du parameétre de mémoire

Dans ce chapitre, on propose une solution pour l'estimation de la mémoire de
I'éléphant. L'estimateur est basé sur I'approximation de Taylor d’ordre 2 de la
log-vraissemblance. L’étude repose a nouveau sur la théorie des martingales et
les variations quadratiques qui y sont associées.

On prouve que l'estimateur est fortement consistant dans les trois régimes. On
montre de plus des propriétés d’efficacité asymptotique et de normalité asymtp-
totique locale. Enfin on propose des intervalles de confiances exacts obtenus via
des inégalités de concentration pour les martingales, des intervalles de confiance
asymptotiques ainsi que des tests statistiques.

Chapitre 6 - Une approche martingale pour les urnes de Polya

Ce chapitre présente une approche martingale pour 1’étude des processus d"urnes
de Pdlya généralisées. Le comportement de 1'urne change selon si le ratio des
valeurs propres de la matrice moyenne de remplacement est plus petit que, égal
a, ou plus grand que 1/2.

On retrouve les résultats connus de LGN peu importe le type d'urnes et de TCL
dans le cas des petites urnes. On montre de nouveaux résultats comme la LLI et
la LFQ pour les petites urnes.

Chapitre 7 - Conclusion et perspectives
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.1 - Random walks

A random walk is a mathematical process which consists of a sequence of steps
performed at random, independently or not of the previous steps. The simplest
model is the one of the symmetric random walk on the integers Z with steps +1
or —1. Consider a crab? that can only move to the left or to the right over a beach
of infinite size. The crab starts its journey from a certain point called the origin,
then it moves one step to the right with probability 1/2 or one step to the left
with probability 1/2. Then, it repeats this action at each instant, and completely
independently of what it has done before. The beach is represented by the line of
the integers Z.

For any n > 0, the position S, 1 of the crab at instant n + 1 is given by the relation
Sn+1 = Sp+ Xut1

where X,,;1 is the random variable that represents the (n + 1)-th step. The se-
quence (X,) of the steps is a sequence of random variables independent and
identically distributed (i.i.d.) with Rademacher distribution R(1/2), which means
that
X +1 with probability 1/2,
1T —1 with probability 1/2.

The (strong) law of large numbers (LLN) and the central limit theorem (CLT)
for sequences of i.i.d. random variables ensure that

Sn 2% E[X;]=0 and Sn £, N(0,1).
n n—oo \/n n—eo

2This model is strongly inspired by : La marche du crabe (trilogie), Arthur de Pins (2010).
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Figure 1.4: A path of symmetric random walk.

More precisely, the law of iterated logarithm explains how big the fluctuations
of S,/+/n can be,

limsu Sn =1 and liminf Sn = -1 as.

n%oop /2nloglogn n—eo /2nloglogn

A first generalization consists in considering steps of distribution R(p), where
0 < p < 1, in the way that

+1 with probability p,
Xn—H - . 1.
—1 with probability 1—p.

In that case, the law of large numbers and the central limit theorem ensure that

Sn 2t gix ] —2p—1 and P ZPZUM L, 1),
nonmeo 4p(1—p)n noe

In particular, the law of the position S,,41 at the instant n + 1 is only influenced
by the position S, at the instant n and the step X, 1. More precisely, for x,y € Z,

p if x=y+1,
P(Spp1=x|Sp=y)=q 1—p if x=y—1,
0 if x#y+£1
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Figure .5: A path of random walk when p = Figure 1.6: A path of random walk when p =
0.4. 0.6.

Although it only moves on the integers, the beach where the crab moves is a grid
plan. Now, imagine that the crab encounters another crab which can move up
and down only. The crabs realize that the two of them will be able to cover the
entire beach! We then obtain the simple random walk on the lattice Z2, i.e. in
dimension 2.

!
I

We can generalize in the same way for any integer dimension d, with d > 1. In
that case, if (eq,...,e,) is the standard basis of Z¢ (or R%), then the symmetric
random walk on Z is defined by

So=04 Su+1=51+Xu11

and, forany 1 <i <d,

P(Xn—i—l = —l—ei) = P(Xn—l—l = —ei) = —.



Introduction

10 A

—-10

E R
Hr

—20 4

—30

7%0 7;1-0 7‘30 72‘0 7‘10 lI) ].‘0 2‘0
Figure 1.7: A path of symmetric random walk in

dimension 2.

Finally, there exists a “continuous time version” of the process. More precisely,
Donsker’s Theorem ensures that, in the symmetric case where p = 0.5,

(S\L/”%J, t>0) = (By, t > 0)
The notation =" stands for convergence with respect to the Skorokhod space.
See Theorem 4.20 in [50] for one example of this version of the Theorem.

Many other questions regarding random walks deserve our attention, for exam-
ple, the number of times a random walk returns to the origin, or the time it took
to do so, depending on the dimension d. Those types of questions will not be
explicited here.

|.2 - The Elephant Random Walk

Random walks with long-memory arose naturally in applied mathematics, the-
oretical physics, computer sciences and econometrics. One of them is the so-
called elephant random walk (ERW). It is a one-dimensional discrete-time ran-
dom walk on integers, which has a complete memory of its whole history. It was
introduced in 2004 by Schiitz and Trimper [69] in order to investigate the long-
term memory effects in non-Markovian random walks. It was referred to as the
ERW in allusion to the famous saying that elephants can remember where they
have been. It appears to be a time-inhomogeneous Markov chain.

A wide range of literature is now available on the ERW in dimension d = 1 and its
extensions [3, 20, 25, 28, 27, 29, 54, 55]. One of the natural questions regarding the
ERW concerns the influence of the memory parameter p on the asymptotic behav-
ior of the ERW. Depending on the value of p with respect to 3/4, the behavior of
the ERW is quite different and we observe three regimes. More precisely, a strong
law of large numbers and a central limit theorem for the position S, properly nor-
malized, were established in the diffusive regime p < 3/4 and the critical regime
p = 3/4, see [3, 25, 26, 69] and the more recent contributions [7, 24, 32, 36, 64, 75].

10



Introduction

The main change between the two regimes is the normalization needed to prove
the convergences.

The superdiffusive regime p > 3/4 turns out to be harder to deal with. Both
Coletti et al. [25] and Bercu [5] proved that the limit of the position of the ERW
is not Gaussian. After that, Kubota and Takei [53] showed that the fluctuation of
the ERW around its limit in the superdiffusive regime is Gaussian. Finally, Bercu
and Laulin in [9] extended all the results of [5] to the multi-dimensional ERW
(MERW) where d > 1 and to its center of mass [11]. Moreover, functional central
limit theorems were also provided via a connection to Pélya-type urns, see Baur
and Bertoin [3] for the ERW, Baur [2] for a particular class of random walks with
reinforced memory such as the ERW and the Shark Random Swim introduced by
Businger [21], and more recently Bertenghi [13] for the MERW.

The one-dimensional ERW is defined as follows. The random walk starts at the
origin at time zero, So = 0. At time n = 1, the elephant moves to the right with
probability g and to the left with probability 1 — g where g lies between zero and
one. Hence, the position of the elephant at time n = 1 is given by S; = X; where
X7 has a Rademacher R(g) distribution.

'”
T

-1 0 1

Afterwards, at any time n > 1, the elephant chooses uniformly at random an
integer k among the previous times 1, ..., n, and we define

X +X with probability  p,
e —X with probability 1 - p,

where the parameter p € [0, 1] is the memory of the ERW.

1 }7 (, p

0 1 S

Then, the position of the ERW is given by
Sn+1 =Sn+ Xn—H- (L.1)

There are multiple ways to study the asymptotical behavior of the ERW. Baur and
Bertoin [3] extensively used the connection to Pélya-type urns [44] as well as two
functional limit theorems for multitype branching processes due to Janson [48],
see also [23]. Bercu [5] and Coletti et al. [25] used martingales to obtain the almost
sure convergences and asymptotic normality, among other results. Kiirsten [55]
and Businger [21] used the construction of random trees with Bernoulli percola-
tion, which ensures that one remembers all of the past information. The first two
methods are presented in the following subsections.
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1.2.1 - The martingale approach

The first use of martingales was done by Coletti et al. [25] in order to obtain the
law of large numbers and the central limit theorem. Afterwards, Bercu [5] used a
more general martingale to obtain the law of iterated logarithm and the quadratic
strong law in the diffusive and critical regimes, as well as the convergence in L*
in the superdiffusive regime, and also retrieved the previous results.

In order to understand well how the elephant moves, it is straightforward to see
that for any timen > 1,

Xnt1 = an1Xp, ., (1.2)

where «,,41 and B,,11 are two independent discrete random variables such that
a1 has a Rademacher R(p) distribution while B, is uniformly distributed
over the integers {1, - - - ,n}. Moreover, a,, ;1 is independent of X1, ..., X,.

Let (Fy) be the increasing sequence of o-algebras, 7, = o(Xj, ..., Xy). For any
time n > 1, we clearly have

S
E[Xp11|Fu] = Elayi1] X E[Xg, | Fa] = (2p — 1)7” a.s. (1.3)
which implies that

n-|—2p—1>.

E[Sn+1|f1’l] - ’)’nSn where Yn = < .

(L4)

Moreover,

ﬁ')’k I'(n+2p)

Pl I'(n+1)T'(2p)

where I stands for the Euler gamma function. Therefore, let (M}, ) be the sequence
of random variables defined, for all n > 0, by M,, = a,S, where a; = 1 and, for
alln > 2,

o T(mT(2p)
a”_,[[lryk S T(n+2p—1) (15)

Since a, = yna,+1, we clearly deduce from (I.4) that for any time n > 1,
E[M,4+1|F:) = M,  as.

In other words, the sequence (M,,) is a martingale. Obviously, for any n > 1, X,
is a binary random variable taking values in {41, —1}. Consequently, |S,| < n,
which implies that (M) is locally square integrable. The martingale (M,,) can be
rewritten in the additive form

n
My =) ageg (L6)
k=1

where
€n = Sn— Yn-1Sn-1 (L.7)
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since its increments AM,, = M,, — M,,_ satisfy AM,, = 4,5, — a4,-15,-1 = an€n.
The predictable quadratic variation [31] associated with (M) is given by (M) =
Oand, foralln > 1,
n
(M) = Y E[AM} | Fiq]- (L8)
k=1

We immediately obtain from (L.4) that E[e,, 1 1|F,] = 0. Moreover, it follows from
(L1) together with (I.3) that

E[S2, 1| Fu] = E[S2 +25, X1 4+ 1/Fa] =1+ (27, —1)S2 as.  (19)

Consequently, as E[e? . ;| Fu] = E[S%_ ;| Fu] — 7255, we deduce from (L.9) that, for
alln > 1,

E[Eiﬂu:n] = 1+ 27— 1)52 731531 =1~ (yn— 1)25% a.s.
= 1-(2p—1)? (Sn”) as. (L10)

By the same token,
Eleh 1| Fal = 1=3(yn— 1)*Sh +2(yn —1)2S%  ass.
S\ Su\2
_ 1 A2 _1)2(2n
= 1-3(2p—1) (n) +2(2p — 1) (n) as.  (L11)

Equation (I.10) is necessary to compute the quadratric variations of (M) while
(L.11) is useful to obtain bound on the 4 — th order moment of (¢;,). On the one
hand, if p = 1/2, E[¢2 ;| F,] = 1 and E[¢}_,|F,] = 1 a.s. On the other hand, we
obtain from (I.10) and (I.11) the almost sure upper bounds

4
supE[e%,1|Fu] <1 and supE[e) 4| Fn] < 3 (1.12)
n>0 n>0
Hereafter, we deduce from (1.6), (I.8) and (I.10) that
n—1 S
Yo = Zak (2p —1)%¢, where (=Y a %H(kk) . 113)

k=1

The asymptotic behavior of the martingale (M,,) is closely related to the one of
o gn(Tren 2
= S\ (k+2p—1)

We introduce the parameter 2 = 2p — 1. Via standard results on the asymptotic
behavior of the Euler gamma function, we have three regimes. In the diffusive
regime where 0 < p < 3/4o0ra <1/2,

2
lim — 2 — ¢ where (= M (L.14)
f—soo pl—2p 1-2p
In the critical regime where p =3/40ra =1/2,
lim =T (L15)

n—oo logn 4

13
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In the superdiffusive regime where 3/4 < p <1lor1/2 < a <1, v, converges
to the finite value

(D DEp)N2 o WM We _ (L1
nh_{rc}ovn N kgtl)< I'(k+2p) ) B ,g) 2p)r (2p)r k! 3h2 (Zp,Zp’1> (L.16)

where, forany x € R, (x)y = x(x+1)---(x+k—1) fork > 1, (x)p = 1 stands
for the Pochhammer symbol and 3F; is the generalized hypergeometric function
defined by

abcl N o (@) (D)
3F2<d,e Z>—k;0 () (o)

The strategy here to obtain asymptotical results for the ERW relies on the theory

of martingales. To be more precise, they are obtained by making use of the strong
law of large numbers and the central limit theorem for martingales [31, 42] as well
as the law of iterated logarithm for martingales [71, 72] and the quadratic strong
law for martingales [4].

1.2.2 - The Polya-type urns approach

This approach was first introduced by Baur and Bertoin [3] in order to obtain
functional convergences for the elephant random walk. It was later generalized
by Bertenghi [13] for the multidimensional ERW. The idea comes from the work
of Janson [48]. The method uses a connection to Pélya-type urns that was al-
ready known before in the literature (see the survey of Pemantle [66]). A bit more
precisely, given what is known from the theory of urns, it implies that the asymp-
totic behavior of such models is determined by the spectral decomposition of the
(mean) replacement matrix of the corresponding urn.

Let (U,) be discrete-time urn with balls of two colors, red and blue. The com-
position of the urn at time n € N is given by a vector U, = (Ry, B,) where R,
stands for the number of red balls and B,, for the number of blue balls at time
n. The starting composition of the urn is (1,0) with probability g or (0,1) with
probability 1 — g. Then, the urn is implemented as follows. At any time n > 2
a ball is drawn uniformly at random, its color observed, then it is returned to
the urn together with a ball of the same color with probability p, or with a ball
of the other color with probability 1 — p . The connection to the ERW model is
straightforward. Let (S,) denotes the ERW started from Sy = 0 and such that
S1 = Ry — By, then for every n > 1

Su = R, — B, (1.17)

where £ refers to equality in law. In other words, the difference between the
number of red and blue balls in the urn behaves like an ERW with first step equals
to R1 - Bl-
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Figure 1.8: The corresponding urn adapted to the ERW.

To study this process, we are interested in the spectral decomposition of the mean
replacement matrix A, given by

A:(p 1_p). (L18)
I—-p p

The eigenvalues of A are Ay = 1and A = 2p — 1 = a and the corresponding unit
vectors in L! are 1 1
ol = 5(1,1), v} = 51, =1).

It is well-known, see [23, 33, 34, 48], that the asymptotics of the urn depends
on the ratio Ay /A; with respect to 1/2. This is coherent and yet another good
explanation to why the transition between the regimes for the ERW occurs at
a = 1/2 which, as expected, is equivalent to p = 3/4.

.2.3 — Main results

1.2.3.1 - The diffusive regime

The following results concerns the asymptotic behavior of the ERW when 0 <
p < 3/4, which is equivalent to —1 < a < 1/2. The law of large numbers is
due to Coletti et al. [25], but can also be obtained using the approach of Baur and
Bertoin [3].

Theorem I.1.  We have the almost sure convergence

lim Sn =0 as. (I.19)

n—oo n

The almost sure rates of convergence of the ERW were obtained by Bercu [5].
Independently, Coletti et. al obtained the law of iterated logarithm [26].
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Theorem 1.2. We have the quadratic strong law

lim sup i(i
300 10gnk:1 k

’ ! 1.20
) =173, a.s. (1.20)

In addition, we also have the law of iterated logarithm

lim sup (;f/zsn = —lim inf<;> 1/25,1

nooo \2nloglogn n—eo \2nloglogn
1
= ——— as. 1.21
v1—2a (.21
In particular,
. Sz 1
lim sup a.s. (1.22)

nooo 2nloglogn T 1-2a

The next result is devoted to the functional convergence and the asymptotic nor-
mality of the ERW in the diffusive regime 0 < p < 3/4. The distributional con-
vergence holds in the Skorokhod space D([0,00[) of right-continuous functions
with left-hand limits. See [19, Chapter 3] for more details on the definition of the
distributional convergence in the Skorokhod Space D([0, oo]).

The functional convergence was obtained by Baur and Bertoin [3]. The asymp-
totic normality can be deduced from the distributional convergence, but it can
also be obtained using martingales [25, 5].

Theorem 1.3.  We have the following convergence in D(0, o)

S
L]
<\/ﬁ,t20>:>(wt,t20)

where (W, t > 0) is a real-valued mean-zero Gaussian process starting from the origin

and . i
EIW = 7=5,5()
In particular, we have the asymptotic normality
S ¢ 1
T N0 =5): (1.23)

Remark 1.4. In the particular case p = 1/2, one find again the central limit theorem for

the simple random walk

S Ly Ar(0,1).

ﬁ n—00

Remark 1.5. In 2017, Coletti et al. [26] proved a strong invariance principle for the
ERW in the three regimes.

Finally, we consider the counting process of zeros,
Zy=card{1<i<mn, §;=0}, n>1

Coletti and Papageorgiou [24] pointed the first result in the next theorem. After
that, Bertoin [16] explicited the asymptotic more precisely.
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Theorem 1.6. The ERW is recurrent in the diffuse regime, which is equivalent to

im Z, = +o a.s.

n—oo
In particular,
Zn ¢
i — Vv (L.24)
where V is some random variable.
1.2.3.2 - The critical regime
Hereafter, we investigate the critical regime where ¢ = 1/2 and the memory

parameter is p = 3/4. This law of large numbers can be found in Bercu [5].

Theorem 1.7.  We have the almost sure convergence

lim =0 as. (1.25)

n
n—oo \/nlogn

Once again, the almost sure rates of convergence of the ERW were obtained by
Bercu [5]. Independently, Coletti et. al obtained the law of iterated logarithm [26].

Theorem 1.8. We have the quadratic strong law

1 & S \?
li =1 as. 1.2
111’1n_>50101p loglogn k;(klogk> .5 (1.26)

In addition, we also have the law of iterated logarithm

li L 1/25 lim inf ! 1/25
lin_?oljp<2nlognlogloglogn> no = TS <2nlognlogloglogn> "

=1 as. (1.27)

In particular,
Si
li =1 as. 1.2
lfl_f;lp 2nlognlogloglogn e (1.28)

One can observe a very unusual rate of convergence in the law of iterated loga-
rithm. The next result deals with the functional convergence [3] and the asymp-
totic normality [5, 25]of the ERW in the critical regime p = 3/4.

Theorem 1.9. We have the following convergence in D(0, o)

(M,t20>$(8t,t20)

v ntlogn

where (By, t > 0) is a one-dimensional standard Brownian motion. In particular, we
have the asymptotic normality

S Ly A(0,1). (1.29)

Vnlogn n—e

17
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1.2.3.3 - The superdiffusive regime

Finally, we are interested in the more complicated superdiffusive regime where
1/2 <a <1land3/4 < p < 1. The law of large numbers was proved in the works
of Baur and Bertoin [3] and [5]. The convergence in L2 is one of the first things
known about the ERW [69, 29]. After that, Bercu [5] proved the convergence in
L4,

Theorem 1.10. We have the almost sure convergence

S
(% t > o) — (Ay, t >0) (L30)

where the limiting Ay = t"L and L is some non-degenerate random variable. In particu-
lar, we have

lim & =L as. (L.31)

n—oo 114

Theorem I.11.  The convergence also holds in 1L*, which means that

Jim |

% Lm — 0. (132)

a

The first three moments of S, were previously calculated in [29] in the special
case g = 1. After that, Bercu [5] gave the computation of the first four moments.

Theorem 1.12. The first four moments of L are given by

E[L] = %, (1.33)
EIE) = 3Ty (3
BIL) = Gy =14y ST~ (139)
B = G 5§<(i§2—_34>15r?42p = (130

It appears that the random variable L is not Gaussian [29, 3, 5].

Remark 1.13.  Bercu et al. [7] used the computations of the moments of L to obtain new
results on hypergeometric functions.

Finally, Kubota and Takei [53] showed that, even though L is not Gaussian, the
fluctuation of the ERW aroud its limit L are Gaussian. They used martingale
theory and Hall and Heyde results [42].

Theorem 1.14.  We have the asymptotic normality

Sn —TlaL ,C

= H—;N(o L ) (1L37)

"2a—1
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Figure 1.9: Histogram of L values when ¢ =  Figure 1.10: Histogram of L values when g =
0.5 depending on the value of p. 0.3 depending on the value of p.

1.3 - ERW with general steps distribution

In the recent work [18], Bertoin introduced the noise reinforced Brownian motion
(B’t, > 0) as the universal limit of random walks with some steps reinforcement.
More precisely, let (X,;) be a sequence of i.i.d. real random variables and (e,) a
sequence of i.i.d. Bernoulli random variables with parameter p. Then, set X; =
Xy and, forn > 1,
hoe ) Xupr ifey1 =0,
n+1 — S .
XZ/I(n) if En+1 = 1,

where U (n) stands for the uniform distribution on {1, ...,n}. The sequence
S\n:X1+...+Xn

is referred to as the (positively) step-reinforced random walk (pSRRW). In his
work, Bertoin showed that, if p € (0,1/2), E[X] = 0 and E[X?] = 1

(S\L/’%J,t20>:>(3t,t20)

where (Bt, t> 0) has the same distribution as

(%zﬁm_zﬁ, £>0).

In the case where Xj has the standard Rademacher distribution R(1/2), Kiirsten
[55] explained that S is the elephant random walk with memory parameter

_p+1
2

(hence, such that a = p). It implies that some of the results on the ERW when

a > (0 can be retrieved by studying the pPSRRW, and that the process W in Theorem
1.3 is exactly B. When X; has a symmetric stable distribution, S is the so-called
shark random swim which has been studied by Businger [21].
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By the same token, it is possible to define the (negatively or counterbalanced)
step reinforced random walk (nSRRW) process S, the main change being that

X, = Xu(n 1) if e, = 1. In that case, when X; has the standard Rademacher
distribution R(1/2), S is simply the elephant random walk with memory param-
eter
_1-7
PF==

(hence, such that a = —p).

Consequently, the ERW can be understood using both the pPSRRW and the nSRRW.
We would also like to notify the reader that this approach of the ERW using the
PSRRW is related to generalized (or correlated) Bernoulli processes, as studied
by Heyde [47]. In this case and with the corresponding notations, the parameters
are § = p (or @ = a) and p = 1/2. The behavior of the pSSRW §,, is equal is dis-
tribition to the one of S;, — n, where S, is the generalized binomial, see Drezner
and Farnum [30]. This approach only works for a > 0.

The asymptotic results regarding the SRRW have been obtained by using martin-
gale theory and embeding the SRRW in a branching process via the introduction
of a Yule process. The following have been established by Bertoin [18,17,15] and
Bertenghi [12].

Theorem 1.15. (Step reinforced random walk) Let X1 € 12 and p €]1/2,1]. Then, we
have the law of large numbers

lim Sn —n{E[Xﬂ LN

n—00 np n—00

where W is some non-degenerate random variable. Moreover, we also have the asymptotic
normality

gn — H]E[Xl] — nﬁW L V[Xl]
> N (0, — :
N n—sco 2p—1
Theorem I.16. (Counterbalanced random walk) Let X; € L' and p € [0,1]. Then, we

have the law of large numbers

v

Sn L2 P
n n_>—0>02_ﬁ]E[X1].

Moreover, if X1 € 1L?, we also have the asymptotic normality

S —nolgBlX) (BRG] (B’
i e\ Ty ‘

Finally, very recently, Bertenghi and Rosales-Ortiz [14] established the following
results which give exactly the relation between the usual random walk and the
reinforced or counterbalanced random walks associated.

20
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Theorem 1.17. (Joint invariance principles) Fix p € [0,1/2[ and consider the triplet
(Su, Su, Su) consisting of the random walk (S,) with its positively and negatively rein-

forced versions of parameter p. Assume further that Xy is centered, E[Xq] = 0, with
variance V[X1] = 1. Then, the following weak convergence holds in the sense of Sko-
rokhod,

(Swu Sit] S

where the processes B, B, B denote respectively a standard BM, a positively noise rein-

tZO) — (Bt,Bt,BttZ 0),

forced BM and a counterbalanced BM with covariances,

_|_

1—
1+

>
—_
=

E[BsBi] =t P(tns)TP , E[BsBi] = tP(t As)1 7P, B[BsBy] = tPs~P(t As)

=
—_
=

1.4 — Outline of the thesis

Contributions

The following contributions are sorted chronogically.
[9] BERCU, B., AND LAULIN, L. On the multi-dimensional elephant random
walk. Journal of Statistical Physics 175, 6 (2019), 1146-1163.
[11] BERCU, B., AND LAULIN, L. On the center of mass of the elephant random
walk. Stochastic Processes and their Applications 133 (2021), 111 - 128.
[56] LAULIN, L. A martingale approach for Pélya urn processes. Electronic
Communications in Probabilities 25 (2020), 13 pp.
[57] LAULIN, L. New insights on the reinforced elephant random walk using a
martingale approach. Journal of Statistical Physics 186 (2022).
[10] BERCU, B., AND LAULIN, L. How to estimate the memory of the elephant
random walk. (Submitted) arXiv:2112.10405 (2021).
[58] LAULIN, L. Introducing smooth amnesia to the memory of the elephant
random walk. arXiv:2204.10542 (2022).

Chapter 1 — The multidimensional elephant random walk

The goal of this chapter is to extend the results on the one-dimensional ERW to
the mutidimensional elephant random walk (MERW) in R?, using a martigale
approach.

In the diffusive and critical regimes, we establish the almost sure convergence,
the law of iterated logarithm and the quadratic strong law for the MERW. The
asymptotic normality of the MERW, properly normalized, is also provided. In
the superdiffusive regime, we prove the almost sure convergence as well as the

mean square convergence of the MERW to a non degenerate random vector of
R4

2]
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Chapter 2 - The center of masse of the elephant random walk

The goal of this chapter is to investigate the asymptotic behavior of the center of
mass of the elephant random walk (CMERW) in R¥. The entire analysis relies on
asymptotic results for multi-dimensional martingales.

In the diffusive and critical regimes, we establish the almost sure convergence, the
law of iterated logarithm and the quadratric strong law for CMERW. The asymp-
totic normality of the center of mass, properly normalized, is also provided. Fi-
nally, we prove a strong limit theorem for the center of mass in the superdiffusive

regime.

Chapter 3 - The lineary reinforced elephant random walk

This chapter is devoted to a direct martingale approach for the linearly reinforced
elephant random walk (RERW). All the analysis relies on asymptotic results for
multi-dimensional martingales with matrix normalization.

We establish the almost sure convergence, the law of iterated logarithm and the
quadratic strong law for the RERW in the diffusive and critical regimes. The
distributional convergences of the RERW to some Gaussian processes are also
provided. In the superdiffusive regime, we prove the distributional convergence
as well as the mean square convergence of the RERW.

Chapter 4 - The amnesic elephant random walk

This chapter is an adaptation of Chapter 3/and gives a direct martingale approach
for some type of amnesic change in the memory of the ERW (AERW). Once again,
all the analysis relies on asymptotic results for multi-dimensional martingales
with matrix normalization.

Chapter 5 - How to estimate the memory parameter

In this chapter, we introduce an original way to estimate the memory parame-
ter of the elephant random walk. Our estimator is nothing more than a quasi-
maximum likelihood estimator, based on a second order Taylor approximation of
the log-likelihood function. The analysis relies on asymptotic results for martin-
gales and the quadratic variations associated.

We show the almost sure convergence of our estimate in the diffusive, critical and
superdiffusive regimes. The local asymptotic normality of our statistical proce-
dure is established in the diffusive regime, while the local asymptotic mixed nor-
mality is proven in the superdiffusive regime. Asymptotic and exact confidence
intervals as well as statistical tests are also provided.

22
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Chapter 6 - A martingale approach for Polya urn processes

This chapter is devoted to a direct martingale approach for Pélya urn models. A
Pélya process is said to be small when the ratio of its replacement matrix eigen-
values is less than or equal to 1/2, otherwise it is called large.

We find again some well-known results on the asymptotic behavior for small and
large urn processes. We also provide new almost sure properties for small urn
processes.

Chapter 7 — Conclusion and perspectives
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The Multi-dimensional
Elephant Random Walk

This chapter presents the results of [9] :

BERCU, B., AND LAULIN, L. On the Multi-dimensional Elephant Random Walk.
J. Stat. Phys. 175, 6 (2019), 1146-1163.

1.1 Introduction . .. ... ............... 25
1.2 The multi-dimensional elephant random walk . 26
1.3 Mainresults . ... ....... .. ... .. ... 29
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1.7 Proofs of the asymptotic normality results . . . . 42

1.1 - Introduction

Over the last decade, the Elephant Random Walk has received considerable at-
tention in the mathematical physics literature in the diffusive regime p < 3/4
and the critical regime p = 3/4, see e.g.[3, 5, 20, 25, 28, 27, 29, 54, 55, 65] and the
references therein.
Surprisingly, to the best of our knowledge, no references were available on the
multi-dimensional elephant random walk (MERW) on Z%, except [28, 63] in the
special case d = 2. The goal of the paper explicited in this chapter is to fill the gap
by extending the results on the one-dimensional ERW to the MERW. To be more
precise, we shall study the influence of the memory parameter p on the MERW
and we will show that the critical value is given by
2d +1

Pd = g
In the diffusive and critical regimes p < p;, the reader will find the natural exten-
sion to higher dimension of the results established in [3, 5, 25, 26] on the almost
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1- The Multi-dimensional Elephant Random Walk

sure asymptotic behavior of the ERW as well as on its asymptotic normality. In
the superdiffusive regime p > p;, we will also prove some extensions of the re-
sults in [5, 28, 63].

Our strategy is to make an extensive use of the theory of martingales [31, 42], in
particular the strong law of large numbers and the central limit theorem for multi-
dimensional martingales [31], as well as the law of iterated logarithm [71, 72].

We strongly believe that our approach could be successfully extended to MERW
with stops [28, 43], to amnesiac MERW [27], as well as to MERW with reinforced
memory [3, 44].

The chapter is organized as follows. In Section 1.2, we introduce the exact MERW
and the multi-dimensional martingale we will extensively make use of. The main
results are given in Section 1.3. As usual, we first investigate the diffusive regime
p < pg and we establish the almost sure convergence, the law of iterated loga-
rithm and the quadratic strong law for the MERW. The asymptotic normality of
the MERW, properly normalized, is also provided. Next, we prove similar re-
sults in the critical regime p = p;. At last, we study the superdiffusive regime
p > p4 and we prove the almost sure convergence as well as the mean square
convergence of the MERW to a non-degenerate random vector. Our martingale
approach is described in Section 1.4, while all technical proofs are postponed to
Sections 1.6 and [1.7. We also give an alternative approach using Pélya-type urns
in Section 1.5.

1.2 - The multi-dimensional elephant random walk

First of all, let us introduce the MERW. It is the natural extension to higher di-
mension of the one-dimensional ERW defined in the pioneer work of Schiitz and
Trimper [69]. For a given dimensiond > 1, let (S, ) be a random walk on 74 start-
ing at the origin at time zero, Sg = 0. At time n = 1, the elephant moves in one
of the 2d directions with the same probability 1/2d. Afterwards, at time n > 1,
the elephant chooses uniformly at random an integer kK among the previous times
1,...,n. Then, it moves exactly in the same direction as that of time k with prob-
ability p or in one of the 2d — 1 remaining directions with the same probability
(1—p)/(2d — 1), where the parameter p stands for the memory parameter of the
MERW. Denote

1 0 0 0O 1 0 0
0 1 0 1
Id: oot e, e and Jd: R 0
: 1
0 0 1 1 0 0
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1- The Multi-dimensional Elephant Random Walk

and let (A, 1) be a sequence of random matrices such that

(

+I;  with probability  p
—I;  with probability 55
+Js  with probability 21‘;—_;71
A, = —Ja  with probability 15 .

—_
|
<

—I—]gil with probability =75

—_

\ —]Zil with probability 55

N

One can observe that the permutation matrix J; satisfies ]g = 1;. Therefore, the
position of the elephant at time n > 1 is given by

Sn—H =Sn+ Xn+1~ (1-1)

It follows from our very definition of the MERW that at any n > 1, X, =
Ay11Xp,,, where A,y is the random d x d matrix described before while b, 11
is a random variable uniformly distributed on {1, ..., n}. Moreover, as A, ;1 and
b,+1 are conditionally independent, we clearly have

E [Xn+1 | fn] =E [An+1] E [Xb | }—n} (1-2)

n+1

where F;, stands for the c-algebra, 7, = o(Xy,...,Xy). Hence, we can deduce
from the law of total probability that at any time n > 1,

1/2dp—1 a
E [Xyi1 | Fu] = E( S )sn =S, as. (1.3)
where a is the fundamental parameter of the MERW,
2dp —1

Consequently, we immediately obtain from (1.1) and (1.3) that for any n > 1,
a
E[Sys1 | Fu] = vuSn where v, =1+ p (1.5)

Furthermore,

a+1)T'(n+1)

where I is the standard Euler Gamma function. The critical value associated with

L [(a+1+n)
H’Yk = T(
k=1

the memory parameter p of the MERW is

2d +1

Pa = “ad (1.6)

As a matter of fact,

1 1 1
A< 5 Pp<py A=5E>pP=pi 4>5S>p>pa
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1- The Multi-dimensional Elephant Random Walk

All our investigation in the three regimes relies on a martingale approach. To be
more precise, the asymptotic behavior of (S,) is closely related to the one of the
sequence (Mj,) defined, for all n > 0, by M,, = 4,S,, where agp = 1, 4 = 1 and,
foralln > 2,

.1 _ L+

i =7l = (1.7)
Lk T'(n+a)
It follows from a well-known property of the Euler Gamma function that
. T(n+a)
Hence, we obtain from (1.7) and (1.8) that
lim n"a, =T(a+1). (1.9)

n—o0

Furthermore, since a,, = 4,1, we can deduce from (1.5) that foralln > 1,
E [MTZ+1 | .Fn] — Mn a.s.

It means that (M,) is a multi-dimensional martingale. Our goal is to extend the
results recently established in [5] to MERW.

One can observe that our approach is much more tricky than that of [5] as it
requires to study the asymptotic behavior of the multi-dimensional martingale
(M,,;). More precisley, while this appears to be similar to the ERW, the main dif-
ficulty here relies on the introduction of the NX(i) process counting the number
of times a direction has been chosen (positively or negatively). This was not nec-
essary in dimension 1 due to the fact that S, = S} — S, and S} + S, = n.
Hence, there was only one direction. Finally, the reader can note that the ERW is
a time-inhomogeneous Markov chain, while in contrast the MERW in dimensions
greater or equal to two is non-Markovian.

40

—60

—80

—100 4

—I60 —AO —I20 6 2b 4‘0
Figure 1.1: The 2-dimensional ERW when p = 0.4.
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1- The Multi-dimensional Elephant Random Walk

1.3 = Main results

1.3.1 - The diffusive regime

Our first result deals with the strong law of large numbers for the MERW in the
diffusive regime where 0 < p < pj.

Theorem 1.1.  We have the almost sure convergence

lim lSn =0 as. (1.10)

n—,oo 1

Remark 1.2. Forany a > 1/2, we have the more precise result

1
Iim —S,, =0 as.
n—oo &

Some refinements on the almost sure rates of convergence for the MERW are as
follows.

Theorem 1.3. We have the quadratic strong law

1

nlgrolo logn Z k2 ksk = mld a.s. (111)

In particular,

- ISel> _ 1

lim . 1.12
. Z kZ (1 _ 2&1) a.s ( )

Moreover, we have the law of iterated logarithm

Sal>  _ 1
hrnn_fololp 2nloglogn (1 —2a)d -5 (1.13)

Our next result is devoted to the asymptotic normality of the MERW in the diffu-
sive regime 0 < p < py.

Theorem 1.4. We have the asymptotic normality

1 C 1
N ’H—;N(O,mld) (1.14)
Remark 1.5. We clearly have from (1.4) that
1 2d -1

1—2a 2d(1—-2p)+1
Hence, in the special case d = 1, the critical value p; = 3/4 and the asymptotic variance

11
1-2a 3—4p

Consequently, we find again the asymptotic normality for the one-dimensional ERW in
the diffusive regime 0 < p < 3/4 recently established in [3,5, 25].
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1- The Multi-dimensional Elephant Random Walk

1.3.2 - The critical regime

We now focus our attention on the critical regime where the memory parameter

P = Pa-

Theorem 1.6. We have the almost sure convergence

lim ——S,=0 as. (1.15)

We continue with some refinements on the almost sure rates of convergence for
the MERW.

Theorem 1.8. We have the quadratic strong law

. 1 z 1 r 1
nlglgo loglogn k:Z:z (klogk)? Sk = Eld a8 (1.16)
In particular,
. 1 ¢ lS?

1 =1 as. 1.17
P loglogn k—zz (klogk)? s (117)

Moreover, we have the law of iterated logarithm

2

lim sup ISx ] _1 a.s. (1.18)

nooo 2nlognlogloglogn d

Our next result concerns the asymptotic normality of the MERW in the critical
regime p = py.

Theorem 1.9. We have the asymptotic normality

1 C 1
Wsn =5 N (0, Eld). (1.19)

Remark 1.10. As before, in the special case d = 1, we find again [3, 5, 25] the asymptotic
normality for the one-dimensional ERW

S £, n(0,1).

/nlogn n—e

1.3.3 - The superdiffusive regime

Finally, we get a handle on the more arduous superdiffusive regime where p; <
p <1
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1- The Multi-dimensional Elephant Random Walk

Theorem 1.11.  We have the almost sure convergence

1
lim —S, =L; as. (1.20)

n—oo 1

where the limiting value L is a non-degenerate random vector. We also have the mean
square convergence

lim E[H%Sn - Ldm — 0. (1.21)

n—oo

Theorem 1.12.  The expected value of L is E[L;] = 0, while its covariance matrix is

given by
1
T| _
E [Lde} "~ d(2a — 1)r(2a)ld' (122)
In particular,
1
21
E [ILalP] = 2a 1) (2a)° (1.23)

Remark 1.13. Another possibility for the MERW is that, at time n = 1, the elephant
moves in one direction, say the first direction ey of the standard basis (ey,. .., e;) of RY,
with probability q or in one of the 2d — 1 remaining directions with the same probability
(1 —gq)/(2d — 1), where the parameter q lies in the interval [0,1]. Afterwards, at any
time n > 2, the elephant moves exactly as before, which means that his steps are given by
(1.2). Then, the results of Section 1.3 hold true except Theorem 1.12 where

E[L, = - 1 (qu — 1)e1

(a+1)\2d-1
and
1 2dg —1 1 1
Ty _ q T_ 2
ElLqLy] = T(2a+1) ( 2d —1 ) (elel dId) T 1)F(2a)1d'
which also leads to
1
2
E [”Ld” ] ~ (2a—1)I(2a)

1.4 - A multi-dimensional martingale approach

It is clear that for any time n > 1, || X,|| = 1. Consequently, it follows from (1.1)
that ||Sy|| < n. Therefore, the sequence (M,,) given, for all n > 0, by M,, = 4, S,
is a locally square-integrable multi-dimensional martingale. It can be rewritten
in the additive form
n
M, = Z ai€r (124)
k=1
where
€n =Sn— Yn-1Sn—1 (1.25)
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1- The Multi-dimensional Elephant Random Walk

since its increments AM,, = M, — M,,_; satisty AM,, = a,S;, — a,,-1S,-1 = an€ex.
The predictable quadratic variation associated with (M) is the random square
matrix of order d given, for all n > 1, by

(M), = Y E [AMi(AMY) | F 1| (1.26)
k=1

We already saw from (1.5) that E [e,,.1 | F] = 0. Moreover, we deduce from (1.1)
together with (1.3) that

2a

E [Sn+1S;{+1 | fn] = E [SnSZ | fn] + ;SnSZ +E {Xn+1x;f+1 | ]'—n]

2

In order to calculate the right-hand side of (1.27), one can notice that for any
n>1,

d
T _ T
X, X, = Z]lx#oelei
i=1

where (ey, ..., e,) stands for the standard basis of the Euclidean space R? and X/,
is the i-th coordinate of the random vector X,,. Moreover, it follows from (1.2)
together with the law of total probability that, at any time n > 1 and for any
1<i<d,

B £017) = 4 Y F(AX £ 07
=1

1 ¢ 1
— Ek_zl Lyi 2oP(An = +1g) + ;k_zl(l — Iy 20)P(An = +£]4)
X .
= NnTO)(P(An =1;) —P(A, = Id)> +2P(A; = J4)

which implies that forany 1 <i <,

a ) 1—a

where
n

Ny (i) = xi 20
k=1

and the parameter 7 is given by (1.4). Hence, we infer from (1.27) and (1.28) that

(1 ; a)Id

a
E {xnﬂx,{ | fn] = ~%, + as. (1.29)

where

I, =Y NX(i)ee]. (1.30)
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One can observe the elementary fact that for all n > 1, Tr(X,,) = n where Tr(Z,)
stands for the trace of the positive definite matrix X,. Therefore, we obtain from
(1.27) together with (1.29) that

E [€n+1€1§+1 | ]:n} = E [Sn+1s;§+1 | fn] - ’Y%SnST

1-
_ (1+ )snsT+ LS Gl DD SR PP

d
_ (1-a) a T
— Zzn+ . Id—<z) S,ST  as. (1.31)
which ensures that
a 1—a a\2
E |lennl? | Fa| = ZTe(Z) +—=Tr(Ly) — (5 ) ISl
= 1—(1m—1)>2|ISa|]> as. (1.32)

By the same token,
E |lewal* | Fn| = 1=3(v = DHISall* = 2030 = 12)18u]2 + 4(70 — 1%,

where, thanks to (1.29),

1—a
8= E[(S0, X017 = sTms, + LDy, 2

It leads to

2(1—a
E [lenal 1 £] = 1-30n— 108l ~2(1 - 2L D) (- 12,2

4
+20 (o —1)STESs as, (139)

Therefore, as £, < nl; for the usual order of positive definite matrices, we clearly
obtain from (1.33) that

E[llenall® | 7] < 1-3(3 —D¥ISul*
2
+3(w—1)2<2a(al—1)+2—al)||sn||2 a.s. (1.34)

Consequently, we obtain from (1.32) and (1.34) the almost sure upper bounds

4
supE [HanHz | ]—"n] <1 and supE [|]sn+1]|4 | ]-"n] < 3 as (1.35)

n>0 n>0

Hereafter, we deduce from (1.26) and (1.31) that

(M), = 5161] + Z ak+1 [€k+1€1{+1 | Fk}
_ L Za2+a2a2 (—2—11>—g (1.36)
d dk=1 ‘ k=1 e k ¢ d ; ! .

where

i (“"“) SyST.
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Hence, by taking the trace on both sides of (1.36), we find that

bu = Za — Z (”k“) 1SK]I2. (1.37)

The asymptotic behavior of the multi-dimensional martingale (M,,) is closely re-

lated to the one of ( T(6)
I'a+1)I
m=Yd= ) (M)
One can observe that we always have Tr(M), < v,. Once again, we have three
regimes. In the diffusive regime where a < 1/2,

Un _ (T(a+1))3
rllLl;l;}o nl y g Where f ﬁ (138)
In the critical regime wherea = 1/2,
lim = T@+1)2="2 (1.39)
n—co logn 4 '

Finally, in the superdiffusive regime where a > 1/2, v, converges to the finite
value

_ & T+ 1)r(k+1) d )(1)k
Mm op = ;( T(a+k+1) ) kZE) (a+1)k!

1,1,1
— . s ‘1 1.40
32<a+1,a+1 > (1.40)

where, forany « € R, (a)g = a(a +1)---(a +k—1) fork > 1, (a)9 = 1 stands
for the Pochhammer symbol and 3F; is the generalized hypergeometric function
defined by

3F2<

z A2k ATk A2k
d,e k=0 (d) (e)kk!

1.5 - Another approach using Polya-type urns

In his work [13], Bertenghi used the approach developed by Baur and Bertoin [3]
to obtain functional limit theorems for the MERW. More precisely, if you consider
an urn filled with balls of 2d distinct colors and its composition at any timen € N
u, = (Ug,..., U,%d) where each component U¥ represents the numbers of balls of
color k at time n. A time zero, there are no balls in the urn such that Uy = 0,,.
Then, we set U; = (1,0,...,0) meaning that we start the urn with exactly one
ball of the first color. Then, we add one ball at each time as follows. At any time
n > 2, we draw a ball uniformly at random from the urn, observe its colour, put
it back to the urn and add a ball of the same color with probability p, or add a
ball of the one of the 2d — 1 other colors with probability (1 — p)/(2d — 1) for
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each color (uniformly). The connection to the MERW model is once again quite
simple: If S;, denotes the position of the MERW started from zero at time zero,
then

S, £ (X! — XT ey ...+ (X1 — X2)e,.

To study this process, it is once again necessary to explicit mean replacement
matrix of order 24, which is given in this case by

1-p 1-p
P 2543 2d—1
1-p .
2d—1
A= :
. 1-p
2d—1
1-p 1-p
2d-1 -1 P

The eigenvalues of A are Ay = 1and A, = (2dp — 1)/(2d — 1)with mutiplicity
2d — 1. Then, studying the ratio A, /A1 < 1/2is indeed equivalent toa < 1/2.

Theorem 1.14. The following convergences in D([0, oo[) hold. In the diffusive regime,

S )
> > .
<ﬁ,t_0):(wt,t_0) (1.41)
where (Wy, t > 0) isa R7-valued centered Gaussian process starting from the origin

with covariance

1 AN

for 0 < s < t. In the critical regime,

SO s o) — L (B, r>0 1.43)
<\/nf10gn’ B > ﬁ< v t20) .

where (Bt, t > 0) is a standard d-dimensional Brownian motion.

1.6 — Proofs of the almost sure convergence results

1.6.1 - The diffusive regime

Proof of Theorem 1.1.  First of all, we focus our attention on the proof of the al-
most sure convergence (1.10). We already saw from (1.37) that Tr(M), < v,,.
Moreover, we obtain from (1.38) that, in the diffusive regime where 0 < a < 1/2,
v, increases to infinity with the speed n!72%. On the one hand, it follows from
the strong law of large numbers for multi-dimensional martingales, see Theorem
A.3, that for any v > 0,

% = o((lOgTr<M>n)1+7> a.s (1.44)
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where Amax (M), stands for the maximal eigenvalue of the random square matrix
(M),. However, as (M), is a positive definite matrix and Tr(M), < v,, we clearly
have

Amax(M); < Tr(M), < vy,.

Consequently, we obtain from (1.44) that
IM,||2 = 0(vn(logv,)' ") as
which implies that
M, ||? = o(n'"*(logn)'™) as. (1.45)
Hence, as M;, = a,S;,, it follows from (1.9) and (1.45) that for any ¢ > 0,
1Sall? = o(n(logn)'*) as.
which completes the proof of Theorem 1.1.

Proof of Theorem 1.3.  We shall now proceed to the proof of the almost sure rates
of convergence given in Theorem 1.3. First of all, we claim that

1 1
lim —X, = -I; as. (1.46)

n—oo 1 d

where X, is the random square matrix of order d given by (1.30). As a matter of
fact, in order to prove (1.46) it is only necessary to show that for any 1 <i <,

. NX(@i) 1
nh_{lgo =g a.s. (1.47)
Forany 1 <i <d, denote
) NX(i
An(l) — nn( )
One can observe that
n ) 1

Apia(i) =

n+ 1An(l) + n+ 1]1sz+17£0
which leads, via (1.28), to the recurrence relation

n (1—a) 1

An+1(l) = —’YnAn(l) + d(n T 1) n+ 1

- S (i) (1.48)

where 6,,1(i) = 1 X 40 E[1 Xi, 0 | Ful. After straightforward calculations,
the solution of this recurrence relation is given by

Ani) = ——(Aa() + L 3 0+ L) (1.49)
k

na, d —
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where

L(i) = kg a0,

However, (L, (i)) is a square-integrable real martingale with predictable quadratic
variation (L(7)), satisfying (L(i)), < v, a.s. Then, it follows from the stan-
dard strong law of large numbers for martingales given by Theorem A.2 that
(Ly(i))® = O(vylogvy) a.s. Consequently, as na? is equivalent to (1 — 2a)v,, we
obtain that forany 1 <i <,

) 1
lim
n—oo ]’lan

L,(i) =0 as. (1.50)

Furthermore, one can easily check from (1.9) that

lim Y o= (151)
L '

e i 5

Therefore, we find from (1.49) together with (1.50) and (1.51) that forany 1 <i <
d,
1
lim A,(i) == as. (1.52)

n—o0 d
which immediately leads to (1.47). Hereafter, it follows from the conjunction of
(1.10), (1.31) and (1.47) that

1
lim E [eme}; | fn} — 21, as. (1.53)

n—o0 d

By the same token, we also obtain from (1.36) and Toeplitz lemma that

1 1
lim — (M), = =I; as. (1.54)

n—00 Uy, d

We are now in the position to prove the quadratic strong law (1.11). For any
vector u of R?, denote M,,(u) = (u,M,) and e,(u) = (u,&,). We clearly have
from (1.24)

M, (u) = ki axex(u).
=

Consequently, (M, (u)) is a square-integrable real martingale. Moreover, it fol-
lows from (1.53) that

. 1
lim E [|sn+1(u)|2 | fn} = lul? as.

n—oo

Moreover, we can deduce from (1.35) and the Cauchy-Schwarz inequality that

4
supE [Jen 1 (w)[* | Fu| < Slul* as.
n>0

Furthermore, we clearly have from (1.9) and (1.38) that

2

. a
lim nf, =1—2a where f,=-"1,
n—oo '(]n
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which of course implies that f,, converges to zero. Therefore, it follows from the
quadratic strong law for real martingales, see Theorem A.5, that for any vector u

of RY,

lim
n—oo log Un f

ka< )> = %Hull2 as. (1.55)

Consequently, we find from (1.38) and (1.55) that

1 a2, (1-2a), o
nh—l;rolo logn & U—%Mk(u) = |lu||* as. (1.56)

Hereafter, as M,, = a,S, and n? a is equivalent to (1 — Za)zv%, we obtain from
(1.56) that for any vector u of R4,

lim
n—00 log n

1
u’S.STu — 2
E u SiS;u = a0 —22) |ul|® as. (1.57)

By virtue of the second part of Proposition 4.2.8 in [31], we can conclude from
(1.57) that

lim —— Zkz SiS{ = 1= 2a)ld a.s. (1.58)

n—00 log n

which completes the proof of (1.11). By taking the trace on both sides of (1.58),
we immediately obtain (1.12). Finally, we shall proceed to the proof of the law
of iterated logarithm given by (1.13). We already saw that a}v;,? i

(1 —2a)?n—2. It ensures that

is equivalent to

Y < oo (1.59)
v
n=1"n
Hence, it follows from the law of iterated logarithm for real martingales due to
Stout [71, 72], see Theorem A 4, that for any vector u of R4,

"y 1 1/2M () = lim inf 1 1/2M (u)
linj:jp (2vn loglogv,) ni) = e <20n loglogvn> nitt
1
= u|| a.s. 1.60
Tl (160)

Consequently, as M, (1) = a,(u, S,), we obtain from (1.38) together with (1.60)
that

li Ly S lim inf Ly S
1{1n_>s;1p <2nloglogn> (w,Sy) = - Py <2nloglogn> (, Su)
1
= ———||u|]| as.
d(1—2a)

In particular, for any vector u of R,

hmsup;< S>2:;||u||2 a.s (1.61)

P 2nloglogn " d(1 —2a) w '
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By taking all rational points on the unit sphere S*~! in R, the bound in (1.61)
holds simultaneously for all of them, which implies that

p 7 sup m sup a.s.

0o loglogn ~, cqingi1 neo 2nloglogn ~d(1—2a)
In addition, for any single u € S#~!, we also obtain the reverse inequality

> limsu (, M)® ! a.s
- n%oop 2nloglogn  d(1—2a)

nooo 2nloglogn

It immediately leads to

lim sup .2 _ !
2n

vl onloglogn  d(1—2a)

which achieves the proof of Theorem 1.3.

1.6.2 - The critical regime

Proof of Theorem|1.6. We already saw from (1.39) that in the critical regime where
a = 1/2, v, increases slowly to infinity with a logarithmic speed log n. We obtain
once again from Theorem A.3 that for any v > 0,

IM,||2 = 0(vn(logv,)' ') as

which leads to
IM,||2 = o(logn(loglogn)'™) as. (1.62)

However, we clearly have from (1.9) with a = 1/2 that
. 2 _ T
Jgrolo niy = - (1.63)
Consequently, as M, = a,,S;,, we deduce from (1.62) and (1.63) that for any y > 0,
ISx||> = o(nlogn(loglogn)'*7) as.

which completes the proof of Theorem 1.6.

Proof of Theorem 1.8. The proof of Theorem 1.8is left to the reader as it follows
the same lines as that of Theorem 1.3.
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1.6.3 - The superdiffusive regime

Proof of Theorem 1.11. We already saw from (1.40) that in the superdiffusive
regime where 1/2 < a < 1, v, converges to a finite value. As previously seen,
Tr(M), < v,. Hence, we clearly have

lim Tr(M), < o a.s.

n—oo
Therefore, if
M,
L,=———, 1.64
" T(a+1) (1.64)
we can deduce from Theorem A.3 that
lim M, =M and IlmL,=L; as. (1.65)
n—oo n— o0

where the limiting values M and L, are the random vectors of RY given by the
following series (which are not absolutely convergent)

e} 1 [ee]
M = Z ay€j and Ld = = Z ai€k-
= [(a+1) =

Consequently, as M, = a,,S;;, (1.20) clearly follows from (1.9) and (1.65). We now
focus our attention on the mean square convergence (1.21). As My = 0, we have
from (1.24) and (1.26) that foralln > 1,

E[[[Ma |2 = kzl E[[|AM[?] = E[Te(M),] < o,.

Hence, we obtain from (1.40) that

i‘gE UIMnllz] <3F (a +1’1’1;1+ . 1) < o,

which means that the martingale (M,,) is bounded in 2. Therefore, we have the

mean square convergence
lim E[|M, — M|*] =0,
n—o00

which clearly leads to (1.21).

Proof of Theorem|1.12.  First of all, we clearly have for alln > 1, E[M,] = 0 which
implies that E[M] = 0 leading to E[L] = 0. Moreover, taking expectation on both
sides of (1.27) and (1.29), we obtain that foralln > 1,

E |SuSh| = (1+Z£)E[SHSE]+E[XH1XLJ

= (1+2)E[s.s7] + B md + D1 aes)
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However, we claim that

E[Z,] = gld. (1.67)

As a matter of fact, taking expectation on both sides of (1.49), we find that for any
1<i<d,

1 n
E[A,(i)] = E[A1( 1.
[An(D)] = o (Bl k_gzak) (1.68)
On the one hand, we clearly have
Bl (i) = &
1 - d'

On the other hand, it follows from Lemma B.1 in [5] that

L & T(a+1I(k) "DT(a+1)I(k+1)
L = gw—kg T(k+a+1)

B 1 e+ )I(n+1)\ _ (1—nay)
RCESY ( Tatn) )~ -1 &
Consequently, we can deduce from (1.68) and (1.69) that forany 1 <i <d,
1 /1 (1-na,)\ 1
ElAa(0)] = nay, (E a d ) d (1.70)

Therefore, we get from (1.30) and (1.70) that

d T n d T n
L,=n 2E[An(i)]eiei = Zeiei = Eld'

Hereafter, we obtain from (1.66) and (1.67) that

2a 1
E [snﬂsnﬂ} - (1 + )]E [snsﬂ + L. (1.71)
It is not hard to see that the solution of this recurrence relation is given by
I'(n+2a) 1 —I'(2a+1)T'(k+1)
E T = E = I
[S”S”] T'(2a+1)T(n) ( S181]+ 5 ; Tk+2a+1) “
I'n+2a) (& T(k) 1
= —— — | =1 1.72
['(n) (k_zi T(k+2a))d"* (1.72)
since 1
E[S;ST] = it
Therefore, it follows once again from Lemma B.1 in [5] that
['(n+2a) 1
E[s,sT| = —" —1) 21, .
5451 ] 20 —1) <F(n+1)F(2a) 1> ql (1.73)
Hence, we obtain from (1.64) together with (1.73) that
I'(n+ 2a 1
T _ 1) =
ElLula] = (2a—1 a—l—l 2\I'(n+1)T 1>dld

B n n 2 (n+2a) 1
~ (2a-1) <F(n+a)) (r(n+1)r(2a) _1) gle A7
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Finally, we find from (1.21) and (1.74) that

1
. Ty Ty _
A E{LnLy ] = ElLaly] = (20 —1)T(2a) ¢

which achieves the proof of Theorem [1.12.

1.7 - Proofs of the asymptotic normality results

1.7.1 - The diffusive regime

Proof of Theorem 1.4. In order to establish the asymptotic normality (1.14), we
shall make use of the central limit theorem for multi-dimensional martingales,
given by Theorem |A.6. First of all, we already saw from (1.54) that

lim l<M>,1 = 1I,,l a.s. (1.75)

n—o00 Uy, d

Consequently, it only remains to show that (M,,) satisfies Lindeberg’s condition,

in other words, for all € > 0,

1 n 2 P
o Y E [HAMnH ]I{HAMV,Hze\/E}U:k—l} — 0.

np— n—

We have from (1.35) that foralle > 0

1 & 1 &
— Y E 1AMt s zeym 1 Fir] € 5 B [1AMG)141F ]
n k=1 n k=1
n
< sup E||lexl|* | Fie LZ(J‘*
> P k k—1 8202 k
1<k<n n k=1
<

4 i 4
——— Y a.
2,2 k
3ecvy (=
However, we already saw from (1.59) that
a
DR
n=1 Un
Hence, it follows from Kronecker’s lemma that
1 &y
Iim — a; =0,
n—s00 U% k—zl k

which ensures that Lindeberg’s condition is satisfied. Therefore, we can conclude
from the central limit theorem for martingales that

1 C 1
M N(O,Eld>. (1.76)
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As M,, = a,S,, and \/na, is equivalent to /v, (1 — 2a), we find from (1.76) that

1 L 1
N SN a1 — Za)1d>’

which completes the proof of Theorem 1.4.

1.7.2 - The critical regime

Proof of Theorem 1.9. Via the same lines as in the proof of (1.54), we can deduce
from (1.15), (1.37) and (1.39) that in the critical regime

lim l<M>n = 1Id a.s. (1.77)

n—00 Uy d

Moreover, it follows from (1.39) and (1.63) that a2v,, ! is equivalent to (nlogn) 1.

It implies that
o 4
Y M < oo (1.78)
v
k=1"n
As previously seen, we infer from (1.78) that (M,,) satisfies Lindeberg’s condition.
Therefore, we can conclude from the central limit theorem for martingales that

1 C 1
M N (o, EL;). (1.79)

Finally, as M, = a,S, and a,,\/nlogn is equivalent to ,/v,,, we obtain from that
(1.79) that

1 c 1
T M (0 ).

which achieves the proof of Theorem 1.9.
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The Center of Mass of the
Elephant Random Walk

This chapter presents the results of [11] :

BERCU, B., AND LAULIN, L. On the Center of Mass of the Elephant Random
Walk. Stochastic Process. Appl. 133 (2021), 111 - 128.

21 Introduction . .. ... ... ... ... ... .. 45
22 Mainresults . ... ... oo oL 47
2.3 A multi-dimensional martingale approach . . . . 51
2.4 Proofs of the almost sure convergence results . . 54
2.5 Proofs of the asymptotic normality results . . . . 59

2.1 - Introduction

Let (S;,) be a standard random walk in R?. The center of mass G,, of S, is defined
by
1 n
G, =-)_ Sk (2.1)
n=

The question of the asymptotic behavior of G, was first raised by Paul Erdos.
Very recently, Lo and Wade [62] extended the results of Grill [38] by studying the
asymptotic behavior of (G,). More precisely, let S, = X; + - - - + X;, where the
increments (X;,) are independent and identically distributed square integrable
random vectors of R? with mean y and covariance matrix I'. They proved the
strong law of large numbers

lim lGn = %y a.s. (2.2)

n—oo 1

together with the asymptotic normality,

% (Gn—5n) =2 N (o %r) (2.3)

45



2 — The Center of Mass of the Elephant Random Walk

The proofs of many results on the convex hull C,, as well as on the center of mass
G/, rely on independence and exchangeability of the increments of the walk. For
example, one can observe that

1 n 1 n
n==Y_ Si==) (n—k+1)X (2.4)
ni= n
shares the same distribution as
1 n
Y, = — kX..
n n l;l k

A natural question concerns the asymptotic behavior of G, in other situations
where the increments of the walk are not independent and not identically dis-
tributed. In this chapter, we investigate the asymptotic behavior of the center of
mass of the multi-dimensional elephant random walk introduced in Chapter 1.
Our strategy for proving asymptotic results for the center of mass of the elephant
random walk (CMERW) is as follows. On the one hand, the behavior of position
S is closely related to the one of the locally square-integrable martingale adapted
to the filtration (F,). The sequence (M,,) is defined, for all n > 0, by M, = 4,S,,
witha; = 1and, foralln > 2,

ko T(a+1)I(n)
a”_g(k—i—a) -~ T(n+a) (25)

where I' stands for the Euler Gamma function and a is the fundamental parameter
of the ERW defined by

2dp —1
= . 2.
2d —1 26)
It can be rewritten, see (1.24) or [9], in the additive form
n
Mn = Z aiEyx (2-7)
k=1
where ey = S; and, forall n > 2,
- _ an—1 o o a
€, =S, ( - )sn_l —s, (1 +— 1)sn_1. (2.8)
On the other hand, an analogue of equation (2.4) is given by
1 <& 1 1 1 "1
= — M — aye ap€e —,
nZ k:Zlakk nZ Zu k;lkkl;{aé
1 n
:—Z (by — b_1)e (2.9)
where the sequence (by,) is given by by = 0 and, foralln > 1,
n
1
— 2.1
=L 210)
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2 — The Center of Mass of the Elephant Random Walk

Denoting

n

N, =) abe_qeg, (2.11)
k=1

it is straightforward to see that E [N,,11 | F,] = Ny, a.s. since E [g,41 | F,] = 0.
Hence, (N,) is also a locally square-integrable martingale adapted to the filtration
(Fn). We deduce from (2.9) that

1
Gn — %(bnMn - Nn). (2.12)

Relation (2.12) allows us to establish the asymptotic behavior of the CMERW via
an extensive use of the strong law of large numbers and the central limit theorem
for multi-dimensional martingales [22], [31], [42], [73].

The chapter is organized as follows. The main results are given in Section 2.2.
We first investigate the diffusive regime p < p; and we establish the almost sure
convergence, the law of iterated logarithm and the quadratic strong law for the
CMERW. The asymptotic normality of the CMERW, properly normalized, is also
provided. Next, we prove similar results in the critical regime p = p;. Finally, we
establish a strong limit theorem in the superdiffusive regime p > p;. Our marti-
nagle approach is described in Section 2.3 while all technical proofs are postponed
to Sections 2.4 and 2.5.

2.2 — Main results

2.2.1 - The diffusive regime

Our first result deals with the strong law of large numbers for the CMERW in the
diffusive regime where 0 < p < p;. The following strong law for the CMERW
will be deduced as a simple consequence of the strong law for (S;,).

Theorem 2.1. We have the almost sure convergence

lim lGn =0 as. (2.13)

n—oo 11
Remark 2.2. For any o > 1/2, we have the more precise result

1
Iim —G, =0 as.
n—oo p¥

47



2 — The Center of Mass of the Elephant Random Walk
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Figure 2.1: The 2-dimensional ERW in blue and the
CMERW in red, for n = 10* steps and a diffusive
memory parameter p = 1/2.

The almost sure rates of convergence for CMERW are as follows.

Theorem 2.3. We have the quadratic strong law

1 n 2
lim

1 T _
n— log n k_zl @ CKGr = 3(1—2a)(2—a)d

I; as. (2.14)

where 1; stands for the identity matrix of order d. In particular,

|GlI? 2

ol
nlg{}olognk_zl 2 3(1-2a)2—a)

a.s. (2.15)

Moreover, we have the upper-bound in the law of iterated logarithm

. IGul? (V34 VT=20)’
lim sup < 3
nooo 2nloglogn — 3(a+1)%(1—2a)d

a.s. (2.16)

We are now interested in the asymptotic normality of the CMERW.

Theorem 2.4. We have the asymptotic normality

1 c

Remark 2.5. It is possible to show that the following convergence in D(]0, oo[) holds

2
3(1 —2a)(2—a)dld>' 217)

(GL—\/%”,tZO):>(gt,tZO)

where (Gy, t > 0) is a real-valued centered Gaussian process starting from the origin
with covariance

S 1 t\a 1,s
Elg:G:] = dla+1)(2—a) <1 —2a<§) a §(¥)>Id

for0 <s <t
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Remark 2.6. One can observe from Theorem 3.3 in [9] that the ratio of the asymptotic
variances between the CMERW and the ERW is given by

2
R(a) = 77—
(@) 3(2—a)
In the diffusive regime, this ratio lies between 2/9 and 4/9 and it is always smaller than
1, as one can see in Figure 2.1. Moreover, in the special case where the elephant moves in
one of the 2d directions with the same probability p = 1/2d < pg, it follows from (2.6)
that the fundamental parameter a = 0. Consequently, we deduce from (2.17) that

%Gn Higo/\/(o, %Id)

We find again the asymptotic normality (2.3) where the mean value y = 0 and the
covariance matrix I = %Id, that is the result in the simple symmetric case.

Remark 2.7. The convergence (2.17) can also be obtained using the functional result
from Bertenghi [13], given here in Theorem 1.14. More precisely, we observe that

Vi Joo v

Consequently, Gy /~/n is a continuous function of S|, /+/n in D([0,1]). Hence, the
functional distribution from Theorem |1.14 gives us that

/1SL””dt £ /1Wdt
\/_ n—>oo 0 £ )

2.2.2 - The critical regime
Hereafter, we investigate the critical regime where the memory parameter p = p;.

Theorem 2.8. We have the almost sure convergence

1
lim ——G,;, =0 a.s. (2.18)

n—00 \/_logn
Remark 2.9. For any o > 1/2, we have the more precise result

1
lim —G,Z =0 as.

% /n(log )t
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—25 -

—50

—75 4

—100 A

=125 A

—150 A

—175

—200 +

T T T T T T T T
0 50 100 150 200 250 300 350

Figure 2.2: The 2-dimensional ERW in blue and the
CMERW hull in red, for n = 10* steps and the criti-
cal memory parameter p = 5/8.

The almost sure rates of convergence for the CMERW are as follows.

Theorem 2.10. We have the quadratic strong law

1w .4
T, TogTog k§ (Flogh)2 °kCk = ggla 2= 219)
In particular,
N
n—o loglog n k_zz (klogk)2 — 9 s (2.20)

Moreover, we have the law of iterated logarithm

’ Gl _ 4
im sup

=g 45 2.21
nooo 2nlogmnlogloglogn  9d a5 ( )

Our next result concerns the asymptotic normality of the CMERW.

Theorem 2.11.  We have the asymptotic normality

1 c 4
G > N (0, =1 ). 222
nlogn " n—eo ( 9d d) 22

Remark 2.12. In the critical regime, the ratio of the asymptotic variances between the
CMERW and the ERW is 4/9.

2.2.3 - The superdiffusive regime

Finally, we focus our attention on the superdiffusive regime where p > p;. The
almost sure convergence of (S,,), properly normalized by n?, yields the following
strong limit theorem for the CMERW.

Theorem 2.13.  We have the almost sure convergence

lim laGn =G as. (2.23)

n—oo mn
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where the limiting value G is a non-degenerate random vector of RY. We also have the
mean square convergence

t 5300~ =0 22

Remark 2.14. The limiting value G is in fact completely related to the one of the MERW

Ld as
1

:a—i—l

L,.

Remark 2.15. The expected value of G is zero and its covariance matrix is given by

L I
dla+1)2(2a —1)2F(2a—1)

E|GGT| =

—100 A

—200 7

—300 1

~400 A

—500 4

—600

—700 4

T T T T T T T T
0 25 50 75 100 125 150 175

Figure 2.3: The 2-dimensional ERW in blue, the
CMERW in red, for n = 10* steps and a superdif-
fusive memory parameter p = 3/4.

2.3 - A multi-dimensional martingale approach
We already saw from (2.12) that the CMERW can be rewritten as
G = L(byM, — N,
n — E n n - n)-

In order to investigate the asymptotic behavior of (G, ), we introduce the multi-
dimensional martingale (M) defined by

M,
- (%) ”

where (M},) and (N,,) are the two locally square-integrable martingales given by
(2.7) and (2.11). The main difficulty we face here is that the predictable quadratic
variations of (M,) and (N,) increase to infinity with two different speeds. A
matrix normalization is necessary to establish the asymptotic behavior of the
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CMERW. Let (V) be the sequence of positive definite diagonal matrices of or-

Vi L (b” O) Q1 (2.26)

der 24 given by

:n\/ﬁ01

where A ® B stands for the Kronecker product of the matrices A and B.

Lemma 2.16.  The sequence (My) is a locally square-integrable martingale of R*. Its
predictable quadratic variation (M), satisfies in the diffusive regime where a < 1/2,

lim VM), VI =V as. (2.27)
where the limiting matrix
V= . (ﬁ 21_“) ® 1. (2.28)
d(a+1)2 ﬁ %

Remark 2.17. Via the same lines as in the proof of Lemma 2.16, we find that in the
critical regime a = 1/2, the sequence of normalization matrices (V,,) has to be replaced

by
1 b, 0
Wy=——+— ® 1. (2.29)

ny/nlogn \ 0 1

Moreover, the limiting matrix in (2.27) must be changed by

4 (10
W=— I;. 2.30
9d (o 0) o (230
Proof of Lemma 2.16. The increments of the ERW are bounded by 1, that is for
any time n > 1, || X,|| = 1. Hence, it follows from (1.1) that ||S,|| < n and

|Gr|| < n which imply that |M,| < na, and ||N,|| < na,b, + n2. We already
saw in Section 2.1 that (M) is a locally square-integrable martingale. Denote
AM,, = M, — M,,_1, and similarly for other processes. It follows from (2.7), (2.8)
and (2.11) that the predictable quadratic variation associated with (M,) is the
square matrix of order 2d given, for alln > 1, by

T
AMk AMk ‘}_
AN, J\ AN, ) 757
(2.31)

Moreover, we deduce from formulas (A.7) and (B.3) in [9] that for all n > 1,

n

<M>n: 2E

L 1 b
=Y o (b b’; 1>®E[sksﬂfk_ﬂ.
k=1 k=1 Yk—1

E |:€n+1€;1;+1 | ]-'n} = %Id + a(%[‘.n — %Id> — (%)2 S,SI as. (2.32)

where X, is a random positive definite matrix of order d satisfying

1 1
lim - X, = Eld a.s. (2.33)

n—o0 1
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Consequently, we obtain from (2.32) that

n 1 b n-1 1 b 1 1
2 k—1 2 k Zy = _
; k( >®Id+ak_21€lk+1 <bk b,%>®<kz" dld> é

b1 bl%—l
(2.34)

where
n—1 2(1 b
2 Ak+1 k T
=a — ® Sk Sj .
k_zl ( k ) (bk b,%) -
According to Theorem 3.1 in [9], the remainder ¢, plays a negligible role as

lim Sn =0 as. (2.35)
n—oo 1

Hereafter, it is not hard to see that
2

1 2\ 1 n 2 _
Vn< 2 2 bl; 1) o1 )VnT _ % bnnzkzlzak by Zn:kzlgkfk N oL,
b1 be_y bn Yjeoq @cbe—1 Lg—q acbe_4

Furthermore, from a well-known property of the Euler Gamma function, we have

)
Hence, we obtain from (2.5), (2.10) and (2.36) that
lim na, =T(a+1) and lim bu 1 . (2.37)
Praryld n—oo natl  T'(a+2)
Consequently, as soon as a < 1/2, we immediately find from (2.37) that
lim —3 Z a; = ! 57
n—co 11 —2a)(a+1)
nlgroloﬁ Z a1 = (2 —a)ia-l— 1)2’
nh_r,{}oﬁ Za%bk 1= m-
Therefore,
imv. (S 2 1 b r__ 1 % T
Tim n(}; (bk Y 1) @1,)V, ey (ﬁ s ) ©1. (238)

Finally, it follows from the combinaition of (2.33), (2.34), (2.35) and (2.38) that

1 1 1
. T _ T2 2-a
nlgrgo V(M) V,, = FICES)E (2_a % ) ® Iz as. (2.39)

which is exactly what we wanted to prove.
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2.4 - Proofs of the almost sure convergence results

2.4.1 - The diffusive regime.

Proof of Theorem 2.1. We already saw from Theorem 3.1 in [9] that

lim & =0 as. (2.40)

n—oo 11

Consequently, the almost sure convergence (2.13) immediately follows from (2.40)
together with the Toeplitz lemma given e.g. by Lemma 2.2.13 in [31].

Proof of Theorem 2.3. Our goal is to check that all the hypotheses of Theorem
A 8 are satisfied. Thanks to Lemma 2.16, hypothesis (H.1) holds almost surely. In
order to verify that Lindeberg’s condition (H.2) is satisfied, we have from (2.25)
together with (2.7), (2.11) and V,, given by (2.26) that forall1 <k <n

ay bngk
VA = — ,
My ny/n (bk—1€k>

which implies that
2 2agb; 2
IViAMy 2 < ZE ey 41)

Consequently, we obtain that for all e > 0,

n

1 n
Y E[IVaAMPL v, ant >} | Fie1] < 2 Z IVaAM|[* | Fiea],
=1 =

4b4 n .
= 82116 Za E[ |€k|| | -Fk 1}
4b4
< [lexll* | i Zﬂk
1<k<n
(2.42)
However, it follows from the right-hand side of formula (4.11) in [9] that
4
sup E[||lex]|* | Fio1] < 3 as (2.43)
1<k<n
Therefore, we infer from (2.42) that for all € > 0,
n 16 b4 n
kZl IV AMEP L gy any >t | Fie1] < 3626 Z a.s. (2.44)
Moreover, we have from (2.37) that
n
by Y af = O(n°). (2.45)
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Consequently, (2.44) together with (2.45) ensure that Lindeberg’s condition (H.2)
holds almost surely, that is for all € > 0,

n
lim ) E[|[Vad Ml Ly, angse) | Fio1] =0 as. (2.46)
1

n—o00 —

We will now check that condition (H.3) is satisfied in the special case f = 2, that

is

Z log(detV I SE[IVabM|[* | Fua] < oo ass. (2.47)

We have from (2.26) that

3/2.4
-1 __ (1
detV ! = ( - ) . (2.48)
Hence, we find from (2.37) and (2.48) that
—1\2
lim 108(4etVir )7 g oy, (2.49)
n—s00 logn

Consequently, we can replace log(det V, )2 by log n in (2.47). Hereafter, we ob-
tain from (2.41) and (2.43) that

> o0 at b
4 b 4
= E
oy, logn E[||VaAMy* | Foi] (; logn 2 Elllenl* | 7 ),
o 4b4

= . 2.

<n§1 (logn)? né ) (2.50)
However, we have from (2.37) that

nlgrolo n4 T A+ F (2.51)

Therefore, (2.50) together with (2.51) immediately lead to (2.47). We are now in a
position to apply the quadratic strong law given by Theorem A.8. We have from
(A.11) and (2.49) that

1
lim
n—co log n

. (det V)2 — (det Viyq)? _—
Z ( (det V)2 )VkMkMk Vi =d(1-2a)V as. (252)

where the limiting matrix V is given by (2.28). However, it follows from (2.9),
(2.25) and (2.26) that

1
NG

Consequently, we deduce from (2.52) and (2.53) that

1
G, =vV,M, where v= ( 1) ® 1. (2.53)

1
lim
n—00 log n

"/ (detVi)? — (det Viyq1)?\ 1 T .
Z ( (det V)2 )gGka =d(1-2a)v' Vv as. (2.54)
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2 — The Center of Mass of the Elephant Random Walk

Furthermore, we obtain from (2.48) and (2.37) that

lim n
n—oo

( (det V)2 — (det V,,41)?

=d(1—2a).
(det V)2 ) =d(1-2q)
Hence, (2.54) clearly leads to convergence (2.14),

2
3(1—2a)(2—a)d

. 1 &1
l1m—Z:k—2

T T
g V =
n—00 logi’l =1 Gka M M

I; as. (2.55)

By taking the trace on both sides of (2.55), we also obtain that

1 G 2
;}Er-?ologn; 2 3(1-20)2-a)

a.s. (2.56)

Finally, we shall proceed to the proof of the upper-bound (2.16) in the law of
iterated logarithm. Denote

n
Ty =) agby_q. (2.57)
k=1

We already saw from (2.51) that azb® 7,72 is equivalent to 9n 2. It implies that

+o00 a4b4
Yy Sl <o (2.58)
n=1 T

Moreover, we have from (2.33), (2.34), (2.35) and (2.57) that

1 1
lim —(N), = =1; aus.

n—oo T, d

Consequently, we deduce from the law of iterated logarithm for martingales due
to Stout [72], see Theorem A .4, that (N,) satisfies for any vector u € R4,

)1/2<u, N,) = — liminf <;>1/Z<u,Nn>

limsu ( !
P n—oo \27, loglog T,

nooo \2Tyloglog T,

- %Hu“ as. (2.59)

However, since T is equivalent to n3/ 3(a+ 1)2, (2.59) immediately leads to

lim sup (;y/zl(u, N,) = — liminf <;)1/21<u, N,)

n—oo \2nloglogn n n—eco \2nloglogn n
1
= ———||u|| as. 2.60
@(a+1)” | (260

Furthermore, it was already shown by formula (5.17) in [9] that for any vector
u € RY,

I L LAY timinf (— " M
11;1_)5;1p <2nloglogn> (0, My) = — Py <2nlog10gn) (u, M)
= TE+D ) as (2.61)
d(1—2a)
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Therefore, we deduce from (2.12) and (2.37) together with (2.60) and (2.61) that
for any vector u of RY,

li _ 2 G li _ 2l byM, — N
lin_fololp<2nloglogn> (u,Gn) = IT_fololp <2nloglogn> E<u’ nMy = No)
<li _ 121 u,byM 2.62
e <2nlog10gn> n< nl (2.62)
_ 1 121
wlimeup (5 iogTogn) a0
1 1/21
<1 — :
- hfin_?ol:p <2n log logn> n< o bnMa) (2:69)
o 1 1/21
— liminf (271 loglog n) E<u' Na)
[l 1 1
< +—) as. 2.64
Va1 =z ) .

By the same token, we also find that for any vector u of RY,

liminf<;>1/2<u, G,) = liminf <;>1/21<u, bpM,, — Ny)

n—co \2nloglogn n—eco \2nloglogn n
(2.65)
[[u] 1 1
— a.s. 2.66
\/_(a+1)<\/1—2a \@> (260

Consequently, we obtain from (2.64) and (2.66) that for any vector u of R4,
, 1 u? 1 1)?
1 —_— 2 < — s (2,67
lgl_iljp <2nloglogn) (1, Gn)” < d(a+1)2 (\/1 —2a + \/§> a-s (2.67)
One can observe that the upper-bound in (2.67) is close to the optimal bound
2|u|?
3(1—2a)(2—a)d

(vu)TVvu =

Finally, by taking all rational points on the unit sphere S*~! in R¢, the bound in
(2.67) holds simultaneously for all of them, which implies that

1G> (w,Gn)? _ (V3+ V1-22)°

li —_— li S.
1{?_?:21:) 2nloglogn _uecg;lm%d—l 1{1n_>s;1p 2nloglogn — 3(a +1)2(1 —2a)d as

completing the proof of Theorem 2.3.

[ |
2.4.2 - The critical regime.
Proof of Theorem 2.8. We have from Theorem 3.4 in [9] that
1
lim ———S, =0 as. (2.68)

n—oo /nlogn

Hence, (2.18) clearly follows from (2.68) together with the Toeplitz lemma.
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2 — The Center of Mass of the Elephant Random Walk

Proof of Theorem 2.10. The proof of the quadratic strong law (2.19) is left to the
reader as it follows essentially the same lines as that of (2.14). The only minor
change is that the matrix V;, has to be replaced by the matrix W,, defined in (2.30).
We shall now proceed to the proof of the law of iterated logarithm given by (2.21).
On the one hand, it follows from (2.60) with a = 1/2 that for any vector u R4,

1 1/21 1 1/21
1. - N P 1 J—
11;13}013p <2nloglogn> n<u'N”> h;gnaglf<2nloglogn> n<u'Nn>
2
= ——|u|l as.
3

which immediately leads to

E(u, N,) =0 as.

lim su ( ! >1/21
n_mp 2nlognlogloglogn

On the other hand, we obtain from the law of iterated logarithm for S, given in
Theorem 3.5 of [9] that for any vector u € R4,

; 1 2,
lTjogp(Zn lognlogloglogn) (u, Gn)
li V2 1 byM, — N
Rty 4 <2n lognlogloglogn> wMy = Nu)
y 1/2 1 M)
— s <2n logn log loglogn baMa)
I 172 1 b,
Ry 4 <2n lognlogloglogn> (4, anbnSn)
. 1/22
N hrnn_>soljp <2n logn log log log n) (u,Sn)
o 1 1/22
T h%glogf <2n log nlogloglog n> 3 (4, Sn)
[ul| as. (2.69)

3\f

Hence, we clearly deduce from (2.69) that for any vector u & R4,

1 4
1 2 = =3 2 . . .
l?joljp 2nlognloglog10gn< i, Gn) 9dHuH a.s (2.70)

By taking all rational points on the unit sphere S;_; in R?, the bound in (2.70)
holds simultaneously for all of them, which implies that

lim sup |Gl sup limsup (1, Gn)” _ 4 a.s.
n—oo 2nlogmnlogloglogn T LeQinsi-1 n—oo 21 lognlogloglogn 9

In addition, for any single u € S, we also obtain the reverse inequality

|G l|? (u, Gp)? 4
sup = - as.
noo 2nlognlogloglogn 9

1i
IT_?(EP 2nlognlogloglogn

It immediately leads to (2.21) which achieves the proof of Theorem 2.10.
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2 — The Center of Mass of the Elephant Random Walk

2.4.3 - The superdiffusive regime.

Proof of Theorem 2.13. It follows from Theorem 3.7 in [9] that
1
nh_r}r.}o n—Sn =L; as. (2.71)
where the limiting value L is a non-degenerate random vector of R?. Hence, (2.71)
together with the Toeplitz lemma imply (2.23) where the limiting value

1

G= L,.
a+1
Moreover, we have from (2.12) that
5|60 - o[ ] = & | ose e~ -]
<2E[ n‘bH G‘H—FZEH n“lH 2}'
On the one hand, we already saw from (2.37) that
. ayby 1
nlglt}o n o a+1

Consequently, we deduce from the mean square convergence (3.12) in [9] that

b

Iim E > +1

im B
On the other hand, E[||N,||?] = E[Tr(N,))] < 7, where T, is given by (2.57).
Since T, is equivalent to n3/3(a + 1)? and a > 1/2, it is not hard to see that

1
na—|—1

GH ] —0. 2.72)

lim E ? =0. (2.73)
]

n—o00

Finally, we obtain (2.24) from (2.72) and (2.73), completing the proof of Theorem
2.13.

2.5 — Proofs of the asymptotic normality results

2.5.1 - The diffusive regime.

Proof of Theorem 2.4. On the one hand, we already saw from (2.53) that

1 1
ﬁGn = v V,M, where v= (_1) ® 1.

On the other hand, we deduce from (2.27) and (2.46) that the two conditions (H.1)
and (H.2) of Theorem A.7 are satisfied. Consequently, we obtain that

! —G, = N(0,vTV)

\/— n— 00
where the matrix V is given by (2.28). It clearly leads to (2.17) as
2

vV = 3(1—24)(2—a)d

1.
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2 — The Center of Mass of the Elephant Random Walk

2.5.2 - The critical regime.

Proof of Theorem 2.11.  The proof follows exactly the same lines as that of Theo-
rem 2.4 replacing V;, by W,,. The details are left to the reader.
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The linearly Reinforced
Elephant Random Walk

This chapter presents the results of [57] :

LAULIN, L. New insights on the Reinforced Elephant Random Walk using a
martingale approach. Journal of Statistical Physics 186 (2021).

3.1 Introduction . . ................. .. 61
3.2 The reinforced elephant random walk . . . . .. 62
33 Mainresults . .. ... ... .. 0L 64
3.4 A two-dimensional martingale approach . . .. 68
3.5 Another approach using Polya-typeurns . . .. 70
3.6 Proofs of the almost sure convergence results . . 71
3.7 Proofs of the functional limit theorems . . . . . . 79

3.1 - Introduction

Reinforced random walks have generated much interest in the recent years with
the focus being mainly on graphs, edge or vertex reinforced random walk, see for
example [52] or [66] for a comprehensive and extensive overview on the subject,
as well as the recent contributions [2, 15].

In this chapter, we investigate a special case of reinforced random walks in con-
nection with the Elephant Random Walk (ERW).

The reinforcement we are interested in here acts on the memory. As it was done
in [5], we can write the (1 4 1)-th increment X, 1 under the form

Xnt1 = an11Xp, - 3.1)

In the case of the ERW, we had a1 ~ R(p) and B,41 ~ U{L,...,n}. The
major change for the RERW is that the distribution of B, is no longer uniform but
depends on a reinforcement parameter ¢ > 0. Whereas the original ERW (when
¢ = 0) had a Markovian property, providing that one considers both the position
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3 - The linearly Reinforced Elephant Random Walk

of the ERW and the time, the reinforcement implies that the RERW (when ¢ > 0)
is strongly non-Markovian : the position of the RERW at time 1 depends on all
of the steps performed up to time n as well as on their weight. Precisely, the
conditional distribution of X1 no longer depends on the position at time #,
but on the "weight” of each previous instants and the "weighted” random walk
associated.

Very recently, Baur [2] studied the asymptotic behavior of the RERW using a
Pélya-type urns approach. He established interesting functional limit theorems
thanks to the seminal work of Janson [48]. Our strategy here is different as it relies
on a martingale approach. On the one hand, we prove new almost sure conver-
gence results such as strong laws of large numbers, laws of iterated logarithms, as
well as quadratic strong laws. On the other hand, we give an alternative method
to obtain the functional limit theorems without making use of the results from
[48]. The martingale approach we propose fulfills these two objectives. The main
strength of our approach is that calculations are self-contained and rather easy to
follow. It should also be noted that using the martingale theory is sufficient on
its own to obtain all the results presented in this chapter. Moreover, we strongly
believe that this approach could be used to study several variations of the ERW
with reinforced memory or more generally reinforced random walks, as done in
Chapter 4.

This chapter is organized as follows: The model of reinforced memory is pre-
sented in Section 3.2 while the main results are given in Section 3.3. We first in-
vestigate the diffusive regime and we establish the strong law of large numbers,
the law of iterated logarithm and the quadratic strong law for the RERW. The
functional central limit theorem is also provided. Next, we prove similar results
in the critical regime. Finally, we establish a strong limit theorem in the superdif-
fusive regime. Our martingale approach is described in Section 3.4. Finally, all
technical proofs are postponed to Sections 3.6-3.7.

3.2 - The reinforced elephant random walk

We assume in all the sequel that the memory parameter p # 1/2 since the par-
ticular case p = 1/2 reduces to the standard random walk. Let 7, be the natural
o-algebra up to time n, 7, = o(Xy,..., Xy, B1,...,Bn), and denote by p, (k) the
weight of the instant k after n steps. The ERW is associated with the special case
where p, (k) = 1if k < n and 0 elsewise. Adding a reinforcement of weight c,
where ¢ is a non-negative real number, implies that the weight p,, (k) of instant k
is modified as follows:

0 iftk>n+1,
pn(k) =< 1 ifk =mn,
pn—l(k) + C]lﬁn:k ifl1 <k<n.
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3 - The linearly Reinforced Elephant Random Walk

Consequently, it follows from the very definition of p,(k) that the conditional
distribution of 41 is given by, for 1 < k < n,

P (k) _ Pn (k)
() (et Dn—c

The parameter ¢ represents the intensity of the reinforcement. The reader can

P(Bni1 =k | Fu) =

notice that the case ¢ = 0 corresponds to the traditional ERW, and that in this case
the distribution of 8,1 is only dependent of the time 7.

40

nnnnn
L | A
bW O

30

201

10 +

—-10 4

—204
T T T T T T T
0 25 50 75 100 125 150 175 200

Figure 3.1: Multiple paths of the RERW depending
on the reinforcement parameter ¢ when p = 0.35.

Hereafter, recall that a = 2p — 1, such that —1 < a < 1. We have by the definition
of X,,,

EXni1 | Fu] = Elana]E[Xp,,, | Fal

n
- aE[kZ Xilg, ik |

= W 2 Xypn (k).

Then, denote

n
Yy =Y Xeon(k) (3.2)
k=1
such thatY;,, = S,, when ¢ = 0, and
a
E[X =Y. .
Xsr | Fal (c+1)n—c " 3:3)
Hence, we immediately get
a
E[Sns1 | Ful = Sn + E[Xpy1 | Ful = Sn + myn- (3.4)
Hereafter, notice that
n+1 n
Ys1 =Y Xeons1(k) = Y Xi(on(k) +clig,  —k) + X1 = Yo + (€01 +0)Xp,
k=1 =
(3.5)
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3 - The linearly Reinforced Elephant Random Walk

we obtain N
a-+c
E[Y; = (14 ——)Y, .
[n+1|~7:n] < +(c+1)n—c> n (3.6)
Finally, for any n > 1 let
a-+c n—+al 1
ryn_l—’_(c—i—l)n—c_n—w\ where /\—C+—1 (3.7)
and .
= 4 Tm—cA)T(1+al)
1
p— p— 3.8
w= e ==t oy (8)
It follows from standard calculations on the Gamma function that
) [(1+aA)
(a+c)A
nl1_r>ro10n a, = IOy (3.9)

Our strategy for proving asymptotic results for the reinforced elephant random
walk is as follows. On the one hand, the behavior of the position S, of the RERW
is closely related to the one of the sequences (M) and (N, ) defined foralln > 0

by
M, = a,Y, and N, =S, — ——Y,. (3.10)
a—+c¢

We immediately get from (3.6) and (3.8) that (M) is a locally square-integrable

martingale adapted to F;,. Moreover, we have from (3.3), (3.4) and (3.6) that

a
a-+c¢

a
Yn+1|Fn} :Sn_a+CYn

E [Sn+l -

which means that (N,,) is also a locally square-integrable martingale adapted to
Fu. On the other hand, we can rewrite S,, as

a _
Su=Nn+ - - Canan (3.11)

and equation (3.11) allows us to establish the asymptotic behavior of the RERW
via an extensive use of the strong law of large numbers and the functional central
limit theorem for multi-dimensional martingales [22], [31], [42], [73].

3.3 - Main results

3.3.1 - The diffusive regime

Our first result deals with the strong law of large numbers for the RERW in the
diffusive regime where p < (3 —¢) /4.

Theorem 3.1. We have the convergence

lim & =0 as. (3.12)

n—oo 1

The almost sure rate of convergence for RERW is as follows.
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Theorem 3.2. We have the quadratic strong law

1 i5£_2ac+c—1

L = g 3.13
k2 2a+c—1 @5 (3.13)

im
n—00 log ni=

Remark 3.3. In addition, we could also obtain an upper-bound for the law of iterated
logarithm as it was done for the center of mass of the MERW in [11].

Hereafter, we are interested in the distributional convergence of the RERW, which
holds in the Skorokhod space D(]0, oo[) of right-continuous functions with left-
hand limits. The following theorem was first obtained by Baur [2, Theorem 3.2]
in the case of a memory parameter equal to (p + 1) /2.

The notation “=" indicates convergence with respect to the Skorokhod space
while ”—%” stands for convergence in distribution (or weak convergence). See

[19, Chapter 3] for more details on the definition of the distributional convergence
in the Skorokhod Space D([0, oo[).

Theorem 3.4. The following convergence in D([0, co[) holds

St
(\L/ﬁ”,t20> — (W, £ >0) (3.14)

where (W;, t > 0) is a real-valued centered Gaussian process starting from the origin
with covariance

a(l —c?) t\Aat+o)  c(a+1)
E[W;W;] = - 1
[We i) (a—i—c)(l—Za—c)S(s) T (3.15)
for 0 <'s < t. In particular, we have
2 —1
Sn. Ve 0,% . (3.16)
\/n n—eo 2a4+c—1

Remark 3.5. When ¢ = 0 we find again the results from [3] for the ERW

(S\L/”%J,tzo) — (W, t>0)

where (Wy, t > 0) is a real-valued mean-zero Gaussian process starting from the origin
and

E[WsWi] = 7 —12a5<§>a'

In particular, we also obtain the asymptotic normality from [5, 25]

S ¢ 1

ﬁmN(Of—1_2a>-
As it was done in [13], we also obtain the asymptotic normality for the center of
mass of the RERW defined by

1 n
Gn - — Z Sn.
3
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Corollary 3.6. We have the asymptotic normality

Gn ¢ 2 —c(c+1+ 3ca+ 3a — 24?)
ﬁrz?&’v(o' 32tc—a)(l—24—0)

(3.17)

Remark 3.7. When c = 0, we find again the asympotic normality established in [11,13]

%ﬁo/\/(oga_zj)(z—a))'

0.4 —

A
]
yd

/

0.2

0.1

0.0

T T T
-3 -2 -1 0 1 2 3

Figure 3.2: Asymptotic normality for the RERW in
the diffusive regime, when p = 0.35and ¢ = 1.

3.3.2 - The critical regime

Hereafter, we investigate the critical regime where p = (3 —¢) /4.

Theorem 3.8. We have the convergence

lim Sn

——F— =0 as.
n—oo \/nlogn a8

The almost sure rates of convergence for the RERW are as follows.

Theorem 3.9. We have the quadratic strong law

, 1 noooS? (c—1)2
A, loglogn k_Z:1 (klogk)2  c+1 e
In addition, we also have the law of iterated logarithm
2 —1)2
lim sup Sin (c=1) a.s.

n—yoo 2nlognlogloglogn: c+1

(3.18)

(3.19)

(3.20)

Once again, our next result concerns the functional convergence in distribution

for the RERW. The following theorem was also first obtained by Baur [2, Theorem

3.2].
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Theorem 3.10. The following convergence in D([0, oo[) holds

S nt _1)2
(ﬁ, t>0) = %(Bt, t>0) (3.21)

where (B, t > 0) is a one-dimensional standard Brownian motion. In particular, we

S, ¢ (c—1)2)
— . 22
,/nlogn n—}ooN(Ol C+1 (3 )

Remark 3.11. When c = 0, we find again the results from [3] for the ERW

have

(o, ¢ > 0) = (B, t > 0)

v/ ntlogn

where (By, t > 0) is a one-dimensional standard Brownian motion. In particular, we
find once again the asymptotic normality from [3, 5, 25]

S L, N(0,1).

v nlogn n—e

0.7 1

AN

05 1 71 — i -

0.4 —
0.3

0.2

0.0 T T
15 10 0.5 0.0 -0.5 -1.0 -15

Figure 3.3: Asymptotic normality for the RERW in
the critical regime, when ¢ = 2 (i.e. p = 0.25).

3.3.3 - The superdiffusive regime

Finally, we focus our attention on the superdiffusive regime where p > (3 —c) /4.
The reader can notice that it is the only type of behavior for the RERW that still
holds when ¢ > 3 since 2 > —1. The following convergence in D([0, c0|) can also
be found in [2, Theorem 3.2]. The almost sure and mean-square convergences are
new.

Theorem 3.12.  We have the following distributional convergence in D ([0, c0|)

S
[nt]
(e t20) = (A, t20) (3.23)

67



3 - The linearly Reinforced Elephant Random Walk

where the limiting Ay = tA(CJF”)LC, L. being some non-denegerate random variable. In
particular, we have

lim Sn

B s Y =L, as. (3.24)

We also have the mean square convergence

lim EHn(S—” — L.

n—voo atc)A

2] — 0. (3.25)

Theorem 3.13. The expected value of L, is

a(2g —1)T(A)

Elle] = G ora +any

(3.26)

while its variance is given by

B a?(1 4 2ac + c>)T'(M)
L] = ot e - DN 1 o) (3:27)

Remark 3.14. When c = 0, we find once again the moments of L established in [5]

29 —1 1
I'(a+1) (2a —1)T'(2a)

E[L] = and E[L?] =

3.4 - A two-dimensional martingale approach

In order to investigate the asymptotic behavior of (S,), we introduce the two-
dimensional martingale (M) defined by

Ny
M, = (Mn> (3.28)

where (M) and (N,) are the two locally square-integrable martingales intro-
duced in (3.10). As for the center of mass of the ERW [11], the main difficulty we
face is that the predictable quadratic variations of (M) and (N,) increase to in-
tinity with two different speeds. A matrix normalization will again be necessary
to establish the asymptotic behavior of the RERW. We will study (M), instead
of (M) or (Np).

Let ey41 = Yuy1 — 7nYn and &y = (ay — a)Xp,. We have from equations (3.5),
(3.8) and (3.10)

AMyp1 =My — My

_ <Sn+1 - Sn - #(YnJrl - Yn))

A1 Yne1 — anYn
= <an+1X:’3n+1 o aa?(a”Jrl + C)X,Bn+1>

An+1€n+1
= An41€n+1 <(1)> +- i C§n+1 (é) (3.29)

68



3 - The linearly Reinforced Elephant Random Walk

We also find from (3.5) that

E[€;21+1 | Fau] = E[YT%H | Ful = 72V
=Y2+2(yn —1)Y2+1+42ac+ 2 —92Y;
=1+2ac+c®— (yn —1)%Y2 (3.30)

In addition, we obtain once again from (3.5) that
E[&2,, | Fal =1—4d? (3.31)
and finally

E[Sn—i—lgn—i—l ’ fn] = E[((l — ')’n)Yn + (06n+1 + C)Xﬁn+1) (“n—&—l — a)X,BnH | fn}
=E[((1 =) (ans1 — a)YuXp, ., + (@ns1 + ) (nr1 —a) | Fu]
=1-a° (3.32)

Hereafter, we deduce from (3.29), (3.30), (3.31) and (3.32) that

00
E[(AMy41)(AMy1)" | Fu] = apyq (14 2ac+ ¢ — (7 — 1)°%7) ( >

01
c 0 1
— (1—4?
+an+1a+c( a)(l O)

() a-a () o).

We are now able to compute the quadratic variation of M, that is

k=0 01
n—1
C 2 O 1
+ a 1—a
IR >(1 0)

() a-a () )

= 0 0
(Mw = Y aga (1+ 20046 = (7= 1)°Y) ( )

Consequently,
0 c 01
(M) = vy (1 +2ac +c?) ( 1) + na+c(1—a2) <1 0)
c\2. 5 (10 00
+n<a+c> (1—a)<0 0)—72” (0 1) (3.33)
where
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Hereafter, we immediately deduce from (3.33) that

n

(M), = (1+2ac+c*) Y ag — Ry (3.34)
k=1
and that . \2
(N, = (HC) (1—a*)n. (3.35)

The asympotic behavior of M, is closely related to the one of (v,) as one can
observe that we always have (M), < (1 + 2ac + ¢?)v, and thus (M), = O(v,).
Consequently to the definition of (a,), we have three regimes of behavior for
(M,,). In the diffusive regime where p < (3 —c)/4ora < (1—c)/2,

_ o B 1 T(1+ar)\>
A, ey — £ where ‘—1_z<a+cm< ey ) (3:36)

In the critical regime where p = (3 —c¢)/4ora = (1—¢)/2,
2

T c+3
lim —" :( (z(”l))) : (3.37)

n—00 ]()g n T c—i—Ll)

In the superdiffusive regime where p > (3 —c)/4ora > (1—c)/2,

1) o 2
lim 0, = ) (r(z " ﬁiglr(ty)) < 4oo. (3.38)

n=1

3.5 - Another approach using Polya-type urns

As it was done in [2, 3, 13], it is possible to use another approach based on Polya-
type urns and the results from [48]. This was presented in the work of Baur [2].
Here, we have to consider an urn U, = (G, By, R,,)T for n € N, with balls of
three different types and with mean replacement matrix given by

c+p 1—p 1—-p
A= 0 c c . (3.39)
I-p p p

The coefficient 4;; of the matrix A represents the mean number of balls of type i
which are added to the urn if a ball of type j is drawn, observed and then returned
to the urn. Here, let say we have three colors of balls that are green, blue and red.
The numbers of balls of each color at instant n > 1 are given by G,, B, and
R;,. In our configuration, the number of red balls corresponds to the number
of steps towards the right direction. The number of blue balls corresponds to the
additional weight of the right direction. The number of green balls corresponds to
the total weight of the left direction. For example, let say a green ball is drawn, it
is then returned to the urn together c (because a step to the left was remembered).

70



3 - The linearly Reinforced Elephant Random Walk

Then, with probability p one other green ball is added, meaning a step to the left
is performed, and with probability 1 — p one red ball is added, meaning a step to
the right is performed. No blue balls are added because the instant remembered
was a left one. Hereafter, it follows from the dynamics of the urn that the number
of steps to the right of the RERW until time 7 is distributed as R;. Consequently,
we have for the position S, of the reinforced ERW at time 7 that

Sy £ 2R, — n. (3.40)

Hereafter, the eigenvalues associated with the mean replacement matrix A de-
fined in (3.39) are Ay = c+1, A, = c +a and A3 = 0 and the corresponding unit
vectors in L! are

T T T
U1 = +1,¢,1), v, = “+a), c, , =—(0, -1, 1).
1 2(C 1) (C c ) > 2(C a)( (C a) c ll) U3 ( )

Then, we denote uy, uy and u3 the vectors of a corresponding dual basis where
ul =(1,1,1), ul=(-1,1,1),

1
(c+1)(c+a)

ul = (c(a—1), —(2a+ca+c), c(2c+a+1)).

The study of the process (U, ) relies on the value of the ratio A, /A;. In particular,
the case Ap/A1 = 1/2 corresponds to the case where a = (1 — ¢)/2, which is
coherent with the previous trichotomy. This connection allows us to retrieve the
results from Theorems 3.4 and 3.10 using Theorem 3.31 from [48]. We also find
again the distributional convergence (3.23) from Theorem 3.12 using once again
[48], Theorem 3.24.

3.6 - Proofs of the almost sure convergence results

Lemma 3.15. Let (V;,) be the sequence of positive definite diagonal matrices of order 2
given by

v, = ! ° (3.41)
= a _ . .

om0 L !

Then, the quadratric variation of (M), satisfies in the diffusive regime where a < (1 —

c)/2,
lim V,(M),V, =V as. (3.42)

n—oo

where the matrix V is given by

(1 —a?) ac(c+1)(1+a)

a?(1+2ac+c?)(c+1) |- (3.43)
1—c—2a

1
(a+c)? ac(c+1)(1+a)
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Remark 3.16. Following the same steps as in the proof of Lemma 3.15, we find that in
the critical regime a = (1 — c) /2, the sequence of normalization matrices (V) has to be
replaced by

1 1 0
Wy = —— . 3.44

a-+c
The limit matrix V also needs to be replaced by

=00 645)

Proof of Lemma 3.15. We immediately obtain from Theorem 3.1 and (3.9), (3.33),
(3.36) that

, a2 1 ,. (00
;}%Vn@\/l)nvn _<a+c> 1_2A(a+c)(1+2ac+c)<0 .

1 ac 01
+m(1—a2)(a+c)2 (1 O)

ca-a(E) ()

) (1 —a?) ac(c+1)(1+a)
5 (s S

which is exactly what we wanted to prove.

3.6.1 - The diffusive regime

Proof of Theorem 3.1. We shall make extensive use of the strong law of large
numbers for martingales, see Theorem A.2. First, we have for M, that for any
7 >0,

M2z =0O((logvs) ™ 0,) as.

Then, by definition of M,, and as a, is asymptotically equivalent to n~(**)* and

1-2(a+c)

vy, is asymptotically equivalent to n A, it ensures

Y,% B Ly nl—2(a+c)A
F = O<(10g 7’1) m) a.s.
and finally , ( "
Yy logn) ™7
=0(TEr—) as
This implies that
lim Y =0 as. (3.46)

n—oo 1N
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We now focus our attention on Nj,. By the same token as before, we have that for
any 7y > 0,
N2 =O((logn)™n) as.

which by definition of N,, gives us

(Sn— 7 Ya)” _O<M> e

and we conclude

— =0 as. (3.47)

This achieves the proof of Theorem 3.1 as the convergences (3.46) and (3.47) hold
almost surely.

Proof of Theorem 3.2. We need to check that all the hypotheses of Theorem A.8
are satisfied. Thanks to Lemma 3.15, hypothesis (H.1) holds almost surely. In
order to verify that Lindeberg’s condition (H.2) is satisfied, we have from (3.10)
together with (3.28) and V,, given by (3.41) that forall1 <k <n

VibM = < 1 >

(a+c)v/n \aa; lage;
which implies that
1
Vi AM||* = m(c + a*a, *aier) (3.48)
and
| VaAM||* = T one (c* +2a2Pa, 2ates + a, ajer). (3.49)

Consequently, we obtain that for all e > 0,

n

1 n
Y E[IViAMPL v, anty e} | Fre1] < 2 2 IVaAM||* | Fia]. (3.50)
=1 =

It follows from (3.9) that

n

n
a,>Y ag=0(n) and a,*Y at=0(n).
= k=1

Hence, using that the sequence (¢,) is uniformly bounded

sup lex] <c+2 as. (3.51)

1<k<n

we find that

n ) 1
Y E[IVaAM|[* | Fia] = O(E) a.s.
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which ensures that Lindeberg’s condition (H.2) holds almost surely, that is for all
e>0,

n
lim. Z, E[[Vab ML gy, ang>ep | Fia] =0 as. (3.52)

Hereafter, we need to verify (H.3) is satisfied in the special case f = 2 that is

Z SE[[ViAM||* | Fuca] < oo as.
n=1 (log(det v, 1)2 )
We immediately have from (3.41)
detv 1= "2 : € . (3.53)
Hence, we obtain from (3.9) and (3.53) that
—-1)2
lim 1984V ) oo (3.54)
n—s00 logn

Therefore, we can replace log(det V,, 1) by logn in (3.6.1). Hereafter, we obtain
from (3.49) and (3.51) that

(o) 1 (o)

4 _
g(logn)zE[HVnAMnH | Fua] = (; nlogn ) (3.55)

Thus, (3.55) guarentees that (H.3) is verified. We are now going to apply the
quadratic strong law given by Theorem A.2 in [11]. We get from equation (3.54)
that

1 det V)% — (det Vi.q)?
Z <( k)(detg/k)?- o WMMEVE = (1=2(a+ )V as.

(3.56)

1
lim
n—o0 log n

However, we obtain from (3.9) and (3.53) that

, (detVy,)? — (det V1)
nlgl&)ﬂ( (det V)2 ) =1-2(a+c)A. (3.57)
T
Finally, let u = (1, 1) we have
ul VoM, = Sn (3.58)
n n \/ﬁ .
and we deduce from (3.56), (3.57) and (3.58) that
1 2
lim g - 2 =0 Vv as. (3.59)
which, together with
2ac+c—1
T _
u'Vu = S — (3.60)

completes the proof of Theorem 3.2.
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3.6.2 - The critical regime

Proof of Theorem 3.8. Again, we shall make use of the strong law of large num-
bers for martingales, see Theorem |A.2. First, we have for M,, that for any ¢ > 0,

M2 = 0O((logvy)™v,) as.

which by definition of M, and as a,, is asymptotically equivalent to n~'/2 and v,
is asymptotically equivalent to log n ensures that

Y? 11 logn

——— = 0O (logl T S.
Vilognye ~ Oleglosn T ) as
and finally that
2 1+

_ Y _p ( (loglog 1) ) as.

(v/nlogn)? logn
This implies that

: Yy
lim ——— =0 as. 3.61
5 Vnlogn a-s (3.61)
In addition, we still have that for any v > 0,
N2 = O((logn)'™n) as.
which by definition of N, gives us
2
(Sn — gt Yn)
=0O((logn)" ') as.
(v/nlogn)? <( og ) ) e

Taking e.g. v = % we can conclude that

lim Sn 4 Yo =0 as. (3.62)

n—eo \/nlogn a+c+/nlogn
This achieves the proof of Theorem 3.8 as the convergences (3.61) and (3.62) hold
almost surely.

Proof of Theorem 3.9. The proof of the quadratic strong law (3.19) is left to the
reader as it follows essentially the same lines as that of (3.13). The only minor
change is that the matrix V}, has to be replaced by the matrix W, defined in (3.44).
We shall now proceed to the proof of the law of iterated logarithm given by (3.20).
On the one hand, it follows from (3.9) and (3.36) that

Y -5 < oo (3.63)
Moreover, we have from (3.34) and (3.35) that

2
limwzl-i—Zac—l—c2 a.s. and limw:< ¢ >(1—a2) a.s.

n—oo Uy n—oo 11 a—+c
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Consequently, we deduce from the law of iterated logarithm for martingales due
to Stout [72], see Theorem A .4, that (M,,) satisfies whena = (1 —c)/2

limsu My = — liminf My
i (20, loglogv,)1/2 o (20, loglogv,)l/2
=+v1+c as.
1/2

However, as a,0;, '/* is asymptotically equivalent to (1nlogn)~1/2, we immedi-
ately obtain from (3.37) that

lim su Y = — liminf Y
i (2nlognlogloglogn)l/2 ~  “n=e (2nlognlogloglogn)/2
—V1+c as. (3.64)
The law of iterated logarithm for martingales also allow us to find that (N,) sat-
isfies
limsu N = — liminf N
i (2nloglogn)l/2 ~  “n—eo (2nloglogn)l/2

2c
— V(1 —a?) as.
1 (1—a%) as

which ensures that

lim sup N =0 as.
noe (2nlognlogloglogn)l/2
Hence, we deduce from (3.11) and (3.64) that
1_ S, y Ny + 154, ' M,
v (2nlognlogloglogn)l/2 v (2nlognlogloglogn)l/2
= lim sup 1-c Y
n—oo 14 ¢ (2nlognlogloglogn)l/2
:—liminfl_c Y
n—eo 1+ ¢ (2nlognlogloglogn)l/2
o Sn
= — liminf

n—eo (2nlognlogloglogn)l/2’

Hence, we obtain that

lim sup S = lim sup <1 — C>2 Y
n—oo 2nlognlogloglogn nooo \14c¢/ 2nlognlogloglogn
_(1-0¢)?
1+c¢

which immediately leads to (3.20), thus completing the proof of Theorem 3.9.
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3.6.3 - The superdiffusive regime

Proof of Theorem 3.12. Hereafter, we shall again make extensive use of the strong
law of large numbers for martingales in order to prove (3.24), see Theorem A.2.
When a > (1 —¢)/2, we have from (3.38) that v, converges. Hence, as (M), <
(14 2ac + c?)v,, we clealy have that (M) < co almost surely and we can con-
clude that

lim M, =M a.s. where M = 2 arey

F(1+ad) n—(a+c)A

which by definition of M, and as a, is asymptotically equivalent to — 0

ensures that

oy, o
;}%WT)/\_Y a.s. where Y_F(1+a/\)M' (3.65)

Moreover, we still have that for any y > 0,
N2 =O((logn)™n) as.

which by definition of N, gives us for all t > 0

2
(Sn — & ¥n)” _ ((logn)””) s
n2(at+c)A o n2(at+c)A-1 -

As a > (1 —c)/2 in the superdiffusive regime, we obtain thanks to (3.46) that for

allt >0
i ol e Yy
00 | | (a+c)d a+c | nt| (a+c)A

=0 a.s. (3.66)

The convergences (3.65) and (3.66) hold almost surely and |nt| is asymptotically
equivalent to nt which implies

S
lim L]

_ y(atc)r
A ror — t L. as. (3.67)

Finally, the fact that (3.67) holds almost surely ensures that it also holds for the
finite-dimensional distributions, and we obtain (3.23) with A; = ta+OA T and

LC — QLHY.

We shall now proceed to the proof of the mean square convergence (3.25). On the
one hand, as My = 0 we have from (3.34) that

E[MZ] = E[(M),] < (1+2ac+ c*)vy.
Hence, we obtain from (3.38) that

supE[M2] < oo

n>1

which ensures that the martingale (M) is bounded in L2. Therefore, we have the

mean square convergence

lim E[ | M, —M|*] =0

n—oo
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which implies that
lim E

n—oo

I

2
ot y] } — 0. (3.68)

On the other hand, for any n > 0, the martingale (N,,) satisfies

E[N2) = E[(N),] < (1—a?) (—=)"n

a+c
and since (a +c)A > } we obtain
: Ny |21
Jim B[ e | =0 (369

Finally, we obtain the mean square convergence (3.25) from (3.68) and (3.69) and
we achieve the proof of Theorem 3.12.

Proof of Theorem 3.13. We start by the calculation of the expectation (3.26). We
immediately have from (3.6) that

A
E[Yn+1] = ')’n]E[Yn] = <Z—_i_l;/\>E[Yn]
which leads to
— /k+aA B =1 k+ah B 1
]:[1( O EN] = L[l (5 JEIX) = 29— V)a;". (3.70)

Hence, we immediately get equation (3.26) from (3.70), that is

al’'(A) al’'(A) a(2g —1)I'(A)
E L — ]E = E = .
L] (a+c)T(14al) M (a+c)T(14al) (M) (a+c)T(14al)
Hereafter, we obtain from (3.30) by taking expectation on both sides that
E[Y2,,] =1+ 2ac+ ¢ + (29, — DE[Y2] = 1+ 2ac+ &+ (W)E[Yﬁ]

and thanks to well-known recursive relation solutions and Lemma B.1 in [5], we
get

”_1k-|—2-|—)\n_1k —cA
B[Y,) = (1+2ac +¢%) H (%) an+l2ac+c)/\
k=0

k=0
(1 +2ac+ AT (n+ (2a+c)M)T(A) "= Tk + A)T(1+ (22 +c)A)
B I'(n—cA)I(1+ (2a+c)A) = T(k+1+(2a+c)A)T(A)
_ (1+2ac+c*)I(n+ (22 +c)A) i T(k+A—1)
r

['(n—cA) k:l (k4 (2a+c)A)
(T4 2ac+ AT (n+ (2a+c)A I'(A) I'(n+A) )
 A2a+c—1T(n—cA) T((2a+c)A) T(n+ a+c)A)/
Hence, we obtain from (3.9), (3.10) and (3.68) that
2
E[Y? = lim ElY:] (14 2ac + c®)T'(A) 3.71)

n—oo p2(atc)d — A(2a+c—1)T((2a +c)A)’
[
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3.7 - Proofs of the functional limit theorems

3.7.1 - The diffusive regime
Proof of Theorem 3.4. In order to apply Theorem A.9 in the Appendix, we must
verify that (H'.1), (H".2) and (H.4) are satisfied.

(H’.1) We have from (3.42) and the fact that 4|, is asymptotically equivalent to
t~ (@A g, that
Vi <M> |nt] VnTiH—gth a.s.

where
(1 —a®)t ac(c+1)(1 4 a)tt—(ato)A

(a+c)A aZ(l +2ac + Cz) (C + 1) t1—2(a+c))\

T (a+c0)2
(a+¢) ac(c+1)(1+a)t'~ P

(H’".2) We also get that Lindeberg’s condition is satisfied as we already know from
(3.52) that foralle > 0

n
lim ) E[[IVaAMEPL gy, ang =6 | Fi-1] =0 as.
k=1

which implies from (3.49) and the fact that V;, VL; } | converges

[nt) |nt)
lim } E[[VaAMl* 1y, apg>e) | Feor] < lim Y0 E[[[VaAM]|]
k=1 k=1

nt]
< lm Y E[[[(VaV ] )V AMi]*]
k=1

=0 as.

(H.4) In this particular case, we have V; = tK; + t*2K; + t*3K3 where
aiy=1—(a+c)A >0 and az3=1—-2(a+c)A >0

asa < (1 —c)/2, and the matrices are symmetric

Klzw (1 0>,K2:ac(c+1)(a+1) (0 1>,

(a+c)2 \0 0 (a+c)? 1 0

% _a*(1+2ac+c*)(c+1) (0 0
T T 0-2a—-0)@a+c? \o 1)°

Consequently, we obtain that

(VHMLntJ/ t > O) =4 (Bt, t > 0)
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where B is defined as in (A.9). Finally, using the fact that S|, is asymptotically

. . o 1
equivalent to N,;| + t(“”)/\a”’?an 1MLntJ and multiplying u; = (t<a+c)/\> we con-
clude
1

where W; = u! B;. It only remains to compute the covariance function of W that
isfor0 <s<t

E[W:W;] = ul E[B:B] Juy
= ul Viu
_ uST(sKl + Sl—(tH—c))\Kz + Sl—2(a+c)AK3)ut
_ Cz(l — a2) S ElC(C + 1) (Ll + 1) sl—(a+c)A(S(a+c)A + t(a+c)/\)
(a+c)? (a+c)?

a2(1 +2ac + 02) (C + 1) sl—2(a+c)/\(st)(a+c)A
(1—2a—c)(a+c)?

_ <02(1 —a%)  ac(c+1)(a+ 1))5

(a+c)? (a+c)?
ac(c+1)(a+1)  a*(1+2ac+c?)(c+1)\ (t)(a+e)
( (a+c)? (1—2a—c)(a+c)? )S(§>
_c(a+1) a(1—c?) £y (a+c)A
EETE (a+c)(1—2a—c)s<§> '

Proof of Corollary 3.6. As for Corollary 4.1 from [13], we observe that

Gn _ ['S|m
ﬁ_/o ot

Consquently, G,/+/1 is a continuous function of S|,;|/+/n in D([0,1]). Hence,
the functional distribution from Theorem 3.4 gives us that

Gn _ ar £ / W,dt.
\/ﬁ /0 \/ﬁ n—oo Jo t

The process (Wt, t > 0) is a continuous real-valued and centered Gaussian pro-
cess starting from the origin, which implies that fol Widt is also one. Its covariance
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is given by
1 1 1 gt
E[( [ Weds)( [ wiat)] =2 | /EWSWt dsdt
0 0 0
1—C Ala+c)
_2(a+c 1—2a—c // dsdt
”“// sdsdt
a+c
2a(1—c*)(c+1) cla+1)

- 32+4c—a)(atc)(1—-2a—c) 3(a+c)
2—c(c+1+3ca+3a—24%)
324+c—a)(1—2a—c)

3.7.2 - The critical regime

Proof of Theorem 3.10.  First, we have from (3.35) that forall t > 0

(N) |t

— 0 as.
ntlogn

which implies from Theorem A.2 that

N

Hereafter, in order to apply Theorem A.9 to the one-dimensional martingale (M,,),
we must once again verify that (H".1), (H".2) and (H.4) are satisfied.

(H’.1) Let w,, = /v, 1 we have from (3.34), Remark 3.16 and the fact that a |nt] is
asymptotically equivalent to n~*/2 that

Wn (M) ] wnn_>—o>ot(c +1) as.

(H’.2) We also get that Lindeberg’s condition is satisfied as v, is increasing as

log n and we have for all e > 0

I ]
lim — ZE[AM%]IHAMkaM} |‘Fk71} < lim Z E AMﬂ

n—00 Uy ;= n—s00 82’()2

< Jim ()

12 | tJ A
SJ%W,?E[AM”'
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Moreover, we have from the very definition of M, that
n n
Y E[aM{] =0( ) at) as.
k=1 k=1

1/2

and as a, is asymptotically equivalent to n™"/“, we can conclude that

1
lim — ZE[AMI%]I{\AMka\/ﬂ} | ./—"k,ﬂ =0 as.

"m0 Un 5

(H.4) In this particular case, we have w; = t(c + 1). Hence, we obtain that
(wnMLntJ, t> 0) — (Wt, t > 0)

where W is defined as in Theorem A.9. Moreover, when a = (1 — ¢)/2 we obtain
from (3.10), (3.73) and the fact that (aW ] vy) ! is asymptotically equivalent to

V/ntlog 7 that

S N _
|nt| |nt| L > 0) — u(wt/ t> 0)
gn

(\/ntlogn_\/ntlo c+1

Consequently, using that W is a centered Brownian motion with variance (¢ + 1),

we can conclude that

S A
e

v/ ntlogn +1 -

and this achieves the proof of Theorem 3.10.
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The Amnesic Elephant
Random Walk

This chapter presents the results of [58] :

LAULIN, L. Introducing smooth amnesia to the memory of the elephant random
walk. arXiv:2204.10542 (2022).
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4.1 - Infroduction

In Chapter 3, we investigated how the ERW behaves if the distribution of the
memory of the elephant is no longer uniform at over the previous instants, but
dependent on the past and the number of times an instant is remembered.

The idea of this chapter is to use the tools developed in Chapters 2 and 3| to
study how changing the memory allows us to induce amnesia to the ERW. More
precisely, the new distribution of the memory B, is such that the probability of
choosing a fixed instant k € N* at time n > k decreases approximatly with speed
(B + 1)kP /nP+! for some amnesia parameter 8 > 0.

The very interesting question of amnesic elephant random walk (AERW) has not
really been studied. Gut and Stadmiiller [40, 41] investigated variations of the
memory for the special cases of ERW with delays or gradually increasing mem-
ory. In [40] the elephant could stop and only remembered the first (and second)
step it took. Consequently, it did not induce a phase transition. In [41], the ele-
phant only remembered a portion of its past (recent or distant), this portion being
fixed or depending on the time n, but was always “small”.

The entire study we conduct below can be generalized when B < 0 is not an
integer. This can be interpreted as cases where the elephant only remembers the
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tirst steps it performed. When 8 < —1, it appears that the AERW only have one
regime that is the diffusive regime. This observation is coherent with the work of
Gut and Stadmiiller [41].

As in the previous chapters, we can write the (n + 1)-th increment X, under
the form

Xnt1 = an1Xp, .- (4.1)
In the case of the ERW, we had a1 ~ R(p) and B,+1 ~ U{L,...,n}. The
major change for the AERW is that the distribution of B, is no longer uniform
but depends on the amnesia parameter f > 0. In this case, the elephant chooses
an instant according to 3,41 as follows,

B(g ) — BEUTCEBT0) _ (BD) e ¢y

TRI(n+p+1) 1 g
where
(L By _ _Tn+p)
pn=11 (1+%) = e *3)

The case B = 0 corresponds to the traditional ERW. As B grows, the probability
of choosing a recent instant gets bigger.

oooooo
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Figure 4.1: Mass function of Figure 4.2: Mass function of Figure 4.3: Mass function of
B1oo in the usual case p = 0. B1oo when g = 1. B100 when g = 2.
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Figure 4.4: Mass function of Figure 4.5: Mass function of Figure 4.6: Mass function of
,3100 when ‘B = 3. ,3100 when ‘B = 10. '8100 when /3 = 100.

We have by the definition of the step X, ;1 given in (4.1) that
E[Xui1 | Fu] = Elan]E[Xp, ., | Ful
n
= (2p - 1)E[ Z Xk]lﬁnﬂzk ’ ]:n]
k=1

@D+ & N
—— k; KMk (4.4)
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Then, denote a = 2p — 1 and

Yy =Y Xe (4.5)
k=1
We deduce from (4.4) that
E[YrH—l | -Fn] = (1 + a('Bn——i_l))Yw (4.6)
Hereafter, for any n > 1, let
Ya=1+ —”(ﬁ: D 4.7)
and
I(n)(a(f+1)+1)
”"—H“Y EICETIES) “8)

It follows from standard results on the Gamma function that

lim n*+Yg, = T(a(B+1) +1). (4.9)

n— 00

Our strategy for proving asymptotic results for the AERW is as follows. On the
one hand, the behavior of the position S, is closely related to the one of the se-
quences (M,) and (N,,) defined, for all n > 0, by

_ _ a(B+1) 4
M, =a,Y, and Nn—Sn+—ﬁ_ (/5+1)” Y. (4.10)

We immediately get from (4.6) and (4.8) that (M) is a locally square-integrable
martingale adapted to (F,). Moreover, we have from (4.4) that

a(p+1) a(B+1) _
mﬂnﬂ w1 | ]:n] =Sn+ mﬂnlyn

which also means that (N,,) is also a locally square-integrable martingale adapted

E Sn+1 +

to F,;. On the other hand, we can rewrite S,; as

a(f+1) -1
=Ny — ——FF—— 4.11
Sn = Nn B—a(p+1) (Hnan)” My ( )
and equation (4.11) allows us to establish the asymptotic behavior of the AERW
via an extensive use of the same tools as in Chapters 2 and 3.

The main results of this chapter are given in Section 4.2. We first investigate the
diffusive regime and we establish the strong law of large numbers, the law of it-
erated logarithm and the quadratic strong law for the AERW. The functional cen-
tral limit theorem is also provided. Next, we prove similar results in the critical
regime. Finally, we establish a strong limit theorem in the superdiffusive regime.
Our martingale approach is described in Section 4.3. Finally, we give some of the
technical proofs in Section 4.4.
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4.2 — Main results

4.2.1 - The diffusive regime

Our first result deals with the strong law of large numbers for the AERW in the

diffusive regime where p < ﬁ/g—ii’). The following strong law for the AERW will

be deduced from both the strong laws for (N,,) and (M,,).

Theorem 4.1.  We have the almost sure convergence

lim & =0 as. (4.12)
n—o 1
The almost sure rate of convergence for the AERW is as follows, for
o2 26+1—a .
P (1—a)1+2B—-2a(B+1))

Theorem 4.2. We have the quadratic strong law

lim L isﬁ—az a.s (4.13)
n—00 lognk:1 K2 T ’

Hereafter, we are interested in the distributional convergence of the AERW, which
holds in the Skorokhod space D([0, co[) of right-continuous functions with left-
hand limits.

Theorem 4.3. The following convergence in distribution in D([0, co[) holds

Sin
<\L/%J,t20> — (W, £ >0) (4.14)

where (W;, t > 0) is a real-valued centered Gaussian process starting from the origin
with covariance

B a(l1+pB)(1—a)+ap s tya=pli-a)
EWW] = G5 o) - D= B =T = )
B
MCEENENEDY 19
for 0 < s < t. In particular, we have
% £ n(0.63). (4.16)

Remark 4.4. When B = 0 we find again the results from [3] for the ERW

<SL—\/T%J,t20>:>(Wt,t20)

where (Wi, t > 0) is a real-valued mean-zero Gaussian process starting from the origin
and

U —12as<£>a'
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4.2.2 - The critical regime

Hereafter, we investigate the critical regime where p = ﬁg—ﬁ). It is interesting to
notice that, when B is really large (or B — o) the critical regime is reached for the
memory parameter p = 1. Hence, the greater 8 is, the more there are values of
the memory parameter p for which the AERW stays in the diffusive regime; but

whatever the value of B, we still observe a phase transition.

Theorem 4.5. We have the almost sure convergence

lim 5

— " =0 as. 4.17
n—co \/nlogn e (#417)

The almost sure rates of convergence for the AERW are as follows.

Theorem 4.6. We have the quadratic strong law

1 & S

- _ 2
i, loglogn k_Z:l (klogk)? (2p+1)7 as. (4.18)

In addition, we also have the law of iterated logarithm

2
lim sup Sn = (28+1)* as. (4.19)

n—oo 2nlognlogloglogn
Once again, our next result concerns the asymptotic normality of the AERW.

Theorem 4.7.  The following convergence in distribution in D([0, co[) holds

(22, > 0) — (2B +1)(Bi t 2 0) (4.20)

v ntlogn

where (B, t > 0) is a one-dimensional standard Brownian motion. In particular, we
have the asymptotic normality

Sn L . P
V/nlogn ,HOON (o, (26+1) ) (4.21)

4.2.3 - The superdiffusive regime

Finally, we focus our attention on the superdiffusive regime where p > 44(2—1‘3).
Theorem 4.8. We have the almost sure convergence
. n o

where the limiting Lg is a non-degenerate random variable. We also have the mean square
convergence

lim E

n—o00 [

Su 2
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Theorem 4.9. The expected value of Lg is
a(p+1)(2g - DI +1)

M e - AT+ 1) + ) -
while its second order moment is given by
Euﬂ:Jﬂw+4ﬂrw+qyr@w—1xﬁ+n+4) 4.25)

(a(p+1) — B)’T((2a —1)(p+1) +1)°

Remark 4.10. When B = 0 we find again the expected values for the ERW from [5]
2 —1 1

I'(a+1) (2a—1)T'(2a)°

E[L] = and T[L?] =

4.3 - A two-dimensional martingale approach

In order to investigate the asymptotic behavior of (S,), we introduce the two-
dimensional martingale (M) defined by

Ny
() w2

where (M,) and (N,) are the two locally square-integrable martingales intro-
duced in (4.10). As for the CMERW and the RERW, the main difficulty we face
is that the predictable quadratic variations of (M,) and (N,) increase to infinity
with two different speeds. A matrix normalization will again be necessary to es-
tablish the asymptotic behavior of the AERW. We will alternatively study (M),
(M,) or (Ny). Denote the martingale increment ¢, 11 = Y11 — ¥» Y. We obtain
that

AMn—I—l = Mn-H - M,
St — S+ gobt ) (Your ﬁ))

= ﬁ—&l(ﬁ+1) Hn+1 Hn
A1 Y1 — AnYn

a(B+1) _ api) B
_ (O gagermy) X (ﬁ—a(ﬁ+1))un+1nY”>

Ap+1€n+1

= m(n + X1 pnsr — (rn — 1)Yn)>
An+1€n+1-

Consequently

p
AMpyt = <(ﬁ_”(5+1))7‘”“>€n+1-
n+1

We also obtain that
Elel 1 | Fu] =E[Y2 1 | Ful = 72Y2
= Y7+ 20— V)YZ +pi — 12Y5
=yl — (7 — 1Y (4.27)
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Therefore, we deduce that

E[(AMy1) (DM 1) | Fo] =

a
n+1 02

( ‘Bl )2 ﬁanJlrl
(121 — (n — 1)2Y2) w (B—a(B+1))pns1 |
(B—a(B+1))pns1 n+1

We are now able to compute the quadratic variation of M,

= (trm)” R
(M), =Y, calpr —alpt —Cn (4.28)
k=0 % (axs1pt1)?

where
= () s
En=Y_ (1 —1)Y7 (ﬁﬁ;ﬁf}jﬂ)ﬁ (B—a(p+ ))2 .
k=0 B—a(B+1)) (ak1tk+1)
Hereafter, we immediately deduce from (4.28) that

n n

(M), = Z(akyk)z —{, where (,= Z a%('yk — 1)2Yk2 (4.29)
k=1 k=1
and 5 ,

(N), = (m) . (4.30)

The asymptotic behavior of M,, is closely related to the one of

- 2
wn = ) (@) (431)
k=1

as one can observe that we always have (M), < w, and that {, is negligible when
compared to w,. Consequently, it follows from the definitions of (a,) and ()
that we have three regimes of behavior for (M,). In the diffusive regime where

. 4B+3
1sp<4(§—+1)ora<1—%,
. W _ _ 1 Tla(B+1) +1))2
A g ¢ Wher C= o a 1))< r(+1) )
(4.32)
. . 443 . 1
In the critical regime where p = a1 Or A = 1- I ESVL
_wy _ (T(B+1+7)y2
A fog _( T(B+1) ) ' (433)
In the superdiffusi i h e — S
perdiffusive regime where p > grz=7y ora > 1 2(B+T)
, o T@(B+1)+1)I(k+ B)\2
M wy = kzzl (F(k+a(ﬁ—i— (B + 1)) < teo (4:34)
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4.4 - Preview of the proofs

Lemma 4.11.  Let (V},) be the sequence of positive definite diagonal matrices of order 2
given by

1 (1 0
y= L (Y ). (4.35)
vz (O s (antin) 1)

Letv = ( 11> such that

S
UTVnMn = \/_nﬁ. (4.36)
The quadratic variation of (M), satisfies in the diffusive regime whereisa < 1 — m,
lim V, (M), VI =V as. (4.37)

n—oo

where the matrix V is given by

1 P
V= (B—apL1)2 B 2(B+1)2 . (4.38)

T-a  T1+2p—2a(f+1)

Remark 4.12. Following the same steps as in the proof of Lemma 4.11, we find that in

the critical regimea =1 — m, the sequence of normalization matrices (Vy,) has to be
replaced by
1
W, — L O ). (4.39)
vilogn \ 0 2a(B+1)(anpn)
The limit matrix V also needs to be replaced by
W = (28 +1)? 00} (4.40)
01
Proof of Lemma4.11.  We obtain from Theorem 4.1, equations (4.9) and (4.32) that
lim v, (M), VT
-1 p 2 (B+1)p -1
— lim = (ZZ—)O (G=atpery) (5{(@)2% Limo T+11Mk+1
T e +1 - +1 -
n—reon (ﬁ_aﬂ([fﬂ))gunyn Zzzé A1+1Hk+1 ((/3_;2/3[1—1)”%) Zzzé(ﬂkﬂﬂkﬂ)z

1 182 a(ﬁ‘”)ﬁ
= Grip gt
_ 2 a a
(‘B a(‘B + 1)) B+1—a(B+1) 2(B—a(p+1))+1

which is exactly what we wanted to prove.

The proofs of all the results in Section 4.2 follow essentially the same lines as
the ones explicited in Sections 3.6/ and 3.7. We give two examples, both in the
diffusive regime, in order to convince the reader.
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Proof of Theorem 4.1. Again, we shall make extensive use of the strong law of
large numbers for martingales, see Theorem A.2. First, we have for (M) that for
any vy > 0,

M2 = O((logwy) ™ w,) as.

which by definition of M,, and as a,, is asymptotically equivalent to n~?(A*1) and
w, is asymptotically equivalent to n!*2(B=2(F+1)) ensures that

2
Y
72

1+2(B—a(p+1))
) a.s

_ 1+ 7
O((logn) 20 a(p))

Finally as yu, is asymptotically equivalent to 1P, we obtain that

2 14+
Yi =0 ( (logn) ) a.s.
(pnn)? n

which reduces to

) Yy,
lim
n—oo ,l’ll’ln

=0 as. (4.41)

We now focus our attention on (Nj,). By the same token as before, we have that
forany ¢y > 0,
N2 =O((logn)™n) as.

which by definition of (N,) gives us

+1) | _ 2
(Sn = 5i(£/3+)1)yn ) ((log n)1+7>
=0(—=2~+—) as.
n? n
and we conclude that
lim Su_ _ap+1) Yu _ 0 as. (4.42)

neo n o p—a(B+1) pan

This achieves the proof of Theorem 4.1 as the convergences (4.41) and (4.42) hold
almost surely.

Proof of Theorem 4.3. In order to apply Theorem A.9 in the Appendix, we must
verify that (H'".1), (H".2) and (H.4) are satisfied.

(H’.1) We have from (4.37) and the fact that 4|, is asymptotically equivalent to
t=*(B+1)g, that
V(M) |t Vit —V; as.

where
1 e 1“/3 f+B—a(B+1)
V. = —a
T BalBr DR | B pipapiy _ CBFDT aiapaer
1—a 14+28—2a(B+1)
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(H".2) In order to verify that Lindeberg’s condition is satisfied, we start by deduc-
ing from (4.10) together with (4.26) and V,, given by (4.35) that forall1 <k <mn

1 p
ViAM,, =
T (B—*Kﬁ*‘”)v%ﬂn<a>sn
which implies that
VMl = i (B 2, 449)

(B —a(p+1))*np3
Consequently, we obtain that for all ¢ > 0,

n n

1
Y E[IViAMPLv,ant, e} | Fre1] < 2 Y E[IViAM|[* | Fiq].  (4.44)
k=1 k=1

It follows from (4.9) that

n n
a,% Y a;=0(n) and a,t Y. at = 0(n).
k=1 k=1

Hence, using that the sequence (¢,) is bounded

sup |eg| < (B+2)un as. (4.45)
1<k<n

we find that

n A 1
Y E[[[VaAM|| |fk,1]:o(5) as.
k=1

which ensures that Lindeberg’s condition (H.2) holds almost surely, that is for all
e>0,

n
lim Y E[[[VaAMPL v, ang 56y | Fio1] =0 as. (4.46)
k=1
Since V, VL; } | converges, we immediately obtain that

nt] | nt]
lim }  E[[|VaAMIPL v, apt>ey | Femt] < lim Y E[[VaAM|*]
k=1 k=1

Lnt)
< nh_{]go Z E[H(VnVEZ}J)VLntJAMkHﬂ
k=1

=0 as.
(H.4) In this particular case, we have V; = tK; + t*2K; + t*3K3 where
aip=1—a(f+1)>0 and az=1-2a(f+1) >0
1

asa <1-— 3(ET) and the matrices are symmetric

Ko — B> 10 K> — ap 01
Y-+ \0 o) T A—a)(p-a(p+1))2\1 0)"
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e — a?(B+1)? 0 0
ST +286—2a(B+1)(B—a(p+1))2\0 1/

Consequently, we obtain that

(VaM (), t > 0) = (B, t > 0)

where B is defined as in (A.9). Finally, using the fact that 5|, is asymptotically

a(p+1) _a(B+1)

equivalent to N\, + th- B—a(B+1) (Hn@n) " M|y, and multiplying by u; =

<t“ ( ﬁjl)_ [3> , we conclude

( 1
Vn
where W; = u]B;. It only remains to compute the covariance function of (W;)
thatisfor0 <s <t

St t > 0) = (Wi, t >0) (4.47)

E[W:W,| = ulE[B:B] Ju,
= ul Viuy
_ M;T (SK1 + Sl+,B—a([5+1)K2 + Sl+2/372a(/3+1)K3)ut
‘32 aﬁsl+ﬁ_”(5+1)
T B-aB+)R G- (B—aB+1)?

2(p+1)° o s(B1)—
R CRET T ) y  E (B0 (st)(FHD =P
t>a—/3(1—a)

ST (B+1)-p | ga(B+1)-p)

a(1+B)(1—a) +af (
CE+1){T—a) - )a—pI-a)T—a)\s
p

O EDE
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Statistical estimation of the
memory parameter

This chapter presents the results of [10] :

BERCU, B. AND LAULIN, L. How to estimate the memory of the Elephant Ran-
dom Walk. arXiv:2112.10405 (2021).

5.1 Introduction . .................... 95
5.2 Quasi-maximum likelihood estimation . . . . . . 97
53 Mainresults . . ... ... ... ... ... .. 99
5.4 The martingale approach . . . . . ... ... ... 104
5.5 Proofs of the mainresults .. ... ........ 105

5.1 - Introduction

In this chapter, we aim to provide a statistical analysis of the ERW. We start by
recalling to the reader that X; ~ R(q) and that, forall n > 1, the (n + 1)-th step is
performed by choosing at random an integer k among the previous times 1, ...,n
and the elephant moves according to

+Xj)  with probability p,
Xn1 = (5.1)
—X with probability 1 — p.
The position of the ERW at time n 4- 1 is given by
SrH—l = Sp + Xn+1- (5.2)

We have already seen that the asymptotic behavior of the ERW is closely related
to the value of the memory parameter p. Whatever the value of p in [0, 1], it has

been shown that

lim Sn =0 a.s. (5.3)

n—oo mn

95



5 — Statistical estimation of the memory parameter

Moreover, it has been proven in the diffusive regime 0 < p < 3/4 that

S ¢ 1
NG mN(O'—3_4p)f 64
while in the critical regime p = 3/4 that
Sn__ £, Ar(0,1). (5.5)

v nlogn n—e
We refer the reader to [3, 25, 26, 5] and to the recent contributions [17, 24, 32, 64,
75]. In the superdiffusive regime 3/4 < p < 1, it has been established by three
different approaches [3, 5, 25] that

. Sn
lim 5T
n—oo p<P—

=L as. (5.6)

where L is a non-degenerate random variable which is not Gaussian [5]. How-
ever, the fluctuation of the ERW around its limit L is Gaussian [53] since, on the
event {L2 > 0},

\/n4f’_3( Sn —L) iu\/(o,L). (5.7)

n2p-1 n—c0 4p—3

In this chapter, we shall focus our attention on the parametric estimation of the
memory parameter p. To the best of our knowledge, no one has tackled this
statistical analysis. It has been mentioned by Heyde [47] that, in the case of gen-
eralized Bernoulli processes, it is possible to consistently estimate 6 by maximum
likelihood but that an explicit expression is not available for the estimator. Heyde
added that the Fisher information for a sample of size n only increases propor-
tionally to lognif < 1/2, (logn)?if & = 1/2 and n?*~1if § > 1/2, but gave no
more details. We also find those speeds in our analysis.

Our estimator is explicitly given, for all n > 2, by

n—1
Sk Sk
L% (X + %)
Pn = . (5-8)

n—1 Sk 2
2L (%)

The chapter is organized as follows. In Section 5.2, we explain in detail how we
are led to introduce the estimator p, via a quasi-maximum likelihood approach.
Section 5.3/is devoted to the main results of the chapter. We show the almost sure
convergence of p,, to p whatever the value of the memory parameter. This pre-
liminary estimation allows us to say whether the ERW is in the diffusive, critical
or superdiffusive regimes. The local asymptotic normality of our statistical pro-
cedure is established in the diffusive regime, while the local asymptotic mixed
normality is proven in the superdiffusive regime. In both regimes, asymptotic
and exact confidence intervals as well as statistical tests are also provided. Our
martingale approach is described in Section 5.4, while all technical proofs are
postponed to Section 5.5.
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5.2 - Quasi-maximum likelihood estimation

Denote by F,, = o(Xj, ..., X,) the c-algebra of events occurring up to time n. It
follows from (5.1) that for all n > 1,

n 1 _ n
]P(XnJrl =1 | }—n) = gk_z‘i]l{Xk:I} + ( " P) k_Z:l]l{szl};

:%(n—ksn) +%<n—5n),

:%(1+(2p—1)5n—”).

It clearly means that the conditional distribution of X, 1 given F;, is a Rademacher
R(pn) distribution where

1 5, B
pu=5 (1 - a;) and a=2p—1. (5.9)

Therefore, we obtain that for x,, .1 € {—1,1}
(X1 = Xus1 | Fu) = pi 002 (1 = pyy) - 30) 2, (5.10)

Foralln > 1and x € R" with x = (xq,...,x,),let Py(x) = P(X1 = xq,..., X =
X, ). We clearly deduce from (5.10) that for all n > 2,

Pp(x) = ]P)(Xk—H = Xk+1 | X1 = X1,.- .,Xk = Xk)P(Xl = xl),

_ (pl(c1+xk+l)/2(1 . pk)(l—xk+1)/2>q(1+x1)/2(1 o q)(lfxl)/z
k=1

where, for all 1 < k < n, S is replaced by sy = x1 + - - - + x; in the definition
of px. Consequently, the likelihood function associated with (X3, ..., X,) is given
by

B
|
[uy

La(p) = [T (p752(1 = p) (1 Xen)/2) g0/ — g)(1=X072 5.1

T
—_

It is easier to work with the log-likelihood function ¢, (p) = log(L,(p)). We have
from (5.11) that

bu(p) = i (Hzﬁ) log px + (1_2&) log(1 — p)

+ (257 logg + (R ) log(1— ) 6.12)
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Hence, if X, stands for the empirical mean of (Xj,..., X;), it follows from (5.9)
and (5.12) that

G0 = T (04 %) () (- ) (),

= 1+aX, 1—aX,
e 22X (X1 — aXp)

k=1 1-— aZYi ’

= 2Xe Xk

— Yy SRk (5.13)

It is well-known that the process (¢;,(p)) is a locally square integrable martingale
[45]. Its predictable quadratic variation is nothing else than the conditional Fisher
information I, (p) associated with (X, ..., X,;). We shall see that

N <2
I(p) = 21 X (5.14)

= (L =pr)

It is not possible to find an explicit solution of the equation ¢,,(p) = 0. However,
we already saw from (5.3) that whatever the value of p in [0,1], X, goes to zero
almost surely. Consequently, it makes sense to replace ¢,(p) by its second order
Taylor approximation

n-1 d—
Mi(p) = ) aXi (Xk+1 - §Xk> —(n—1)log2
k=1

1+ X 1-X;
+ (5 ) logq + (—5— ) log(1 — ). (5.15)
Since a = 2p — 1, (5.15) clearly implies that
n—1 o . ; ”71_2
A(p) = ) 2Xe Xk (1 —aXe 1 Xg) and A, (p) = —4 ) X;.
k=1

k=1

Therefore, A, is a strictly concave function reaching its maximum at the value
where its first derivative is equal to zero, which leads to

n—1 Sk Sk

A ,;?<Xk“+?)
n—1 Sk 2 )
2¥(3)

It appears that our statistical approach is the most efficient strategy as it satisfies
the local asymptotic normality (LAN) property in the diffusive regime and the
local asymptotic mixed normality (LAMN) property in the superdiffusive regime
[74].
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5.3 - Main results

Our first result deals with the almost sure convergence of p, to p.

Theorem 5.1.  Whatever the value of the memory parameter p in [0,1], p, is a strongly
consistent estimator of p,
lim p, =p a.s. (5.16)

n—oo

5.3.1 - The diffusive regime

Our next result is devoted to the asymptotic normality of the estimator p, in the
diffusive regime where 0 < p < 3/4. Denote by I(p) the asymptotic Fisher
information

I(p) = . (5.17)

Theorem 5.2. We have the asymptotic normality

Viogn(pu—p) =5 N( ,%). (5.18)

n—00

It means that py, is an asymptotically efficient estimator of p. In particular,

2\/10gn\(/21__74};) £5 N (0,1). (5.19)

We now focus our attention on the LAN property in the diffusive regime.

Theorem 5.3. The sequence of experiments (P, (p), p € [0,3/4]) is locally asymptot-
ically normal. More precisely, there exists a sequence of real random variables (A (p))
such that

Au(p) =2 N(0,1(p))

n—oo
and for any sequence of real numbers (hy,) converging to h, the log-likelihood ratio satis-

fies

n -1/2 " 2
log (L”(p+ (I{:‘*(;p)) h )) — hAn(p) = 1(p) +0(1) as. (5.20)

2
Our next result concerns an asymptotic confidence interval for the memory pa-
rameter p.

Theorem 5.4. In the diffusive regime and for any 0 < a < 1, we have the asymptotic
confidence interval for p with confidence level 1 — «,

[,\ _\/3—4;?,1 V3 —4py

t_w/2, D, —1f_
Pn 2\/@10(/21771+2\/@10L/2i|

where t1_, /o stands for the (1 — a/2)-quantile of the standard N (0, 1) distribution.

Z(p) = (5.21)
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5.3.2 - The critical regime

We now focus our attention on the more complicated critical regime where p =
3/4. Denote by V,, a suitable approximation of the conditional Fisher information
I,(p) given by (5.14),

V, = 4@(%)2. (5.22)

Theorem 5.5. We have the convergence in distribution

1 c
lTog P2 Vi = 4A (5.23)

where A stands for the integral of the squared standard Brownian motion
1
A= / B2dt. (5.24)
0

Remark 5.6. It is impossible to prove the almost sure convergence as well as the con-
vergence in probability in (5.23). By the sharp analysis of Li [60, 61] concerning the
La-norm of the Brownian motion, we can only show that

hminf<logloglogn)vn 1

1T (logn)2 = 5 as.
while . -
h?j:?((logn)zlogloglogn> nT o

This is the reason why we cannot establish the asymptotic normality of our estimator py
in the critical regime.

Remark 5.7. It follows from the Karhunen-Loeve expansion of the Brownian motion that

v 4 2
A= n; mgn (5.25)

where (&) is a sequence of independent and identically distributed random variables
with N (0, 1) distribution, see e.g. Lemma 4 in [60]. Formula (5.25) allows the numerical
computation of the a-quantiles of A\, see [51].

5.3.3 - The superdiffusive regime

Our next result deals with the asymptotic normality of p,, in the superdiffusive
regime where 3/4 < p < 1. We recall here that L is the limiting non-degenerate
random variable given in (5.6). The conditional hypothesis {L> > 0} we are
working under is believed to be satisfied almost surely. However, it has not yet
been proved as the study of the distribution of L appears to be a really hard
problem.
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Theorem 5.8. Conditionally on the event {L? > 0}, we have the asymptotic normality

VVal(pn = p) 2 N0, 1). (5:26)

Figures 1 and 2 show the asymptotic normality of our estimator p, in the diffusive
and superdiffusive regimes with p = 0.4 and p = 0.9, respectively. The density
function of the standard normal distribution is in red and the bins represent N =
3000 different values of \/V, (7, — p) for n = 1000. We have used equation (5.26)
to obtain both of the figures, as Theorem 5.8|is also true in the diffusive regime. In
fact, using directly the approximation of V;; made in Theorem 5.2 can not provide
such good convergence results by simulations in the diffusive regime since V,
increases almost surely to 4/ (3 — 4p) with the slow speed log n.

0.5 1 — —

1/

0.4 L+ 7

0.3 m

0.1+ m

0.1 E
0.0 = 1 0.0 %r

-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3

Figure 5.1: Asymptotic normality for p = 0.4. Figure 5.2: Asymptotic normality for p = 0.9.

The LAMN property in the superdiffusive regime is as follows.

Theorem 5.9. Conditionally on the event {L?> > 0}, the sequence of experiments
(Pu(p), p €])3/4,1]) is locally asymptotically mixed normal. More precisely, there exists
two sequences of real random variables (A, (p)) and (Ju(p)) such that
c
(Ba(p), Jn(p)) =2, (A(P). T (P))

n—00

and that the conditional distribution of A(p) given J(p) = ] is a standard N(0,])
distribution, and for any sequence of real numbers (hy,) converging to h, the log-likelihood
ratio satisfies

La(p + (”4p_3)_1/2hn)
log Lu(p)

We also propose an asymptotic confidence interval for the memory parameter p.

h2
) = hau(p) = ZJu(p) +o(1) as.  (5.27)

Theorem 5.10. In the superdiffusive regime and for any 0 < a < 1, we have condition-
ally on the event {L? > 0}, the asymptotic confidence interval for p with confidence level

1—ua,
1 1

I(p) = [Pn - \/—V—ntl—a/Z/ Pn + \/—V—ntl—a/z}
where t1_, /o stands for the (1 — a/2)-quantile of the standard N (0, 1) distribution.

(5.28)
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5.3.4 - Exact confidence intervals

Our purpose is now to provide an exact confidence interval for the memory pa-
rameter p whatever its value in [0, 1].

Theorem 5.11. For any 0 < « < 1, an exact confidence interval for p with confidence
level 1 — w is given, foralln > 1, by

J(p) = [ﬁ AL 1‘(,)5(2/“), Pn + 2V 1‘(/)5(2/“)] : (5.29)

n

Moreover, in the diffusive regime with 1/4 < p < 3/4, the exact confidence interval
J (p) can be slightly improved by

/29n1 /29n1
K;(p):[ﬁn— 29%5(2/“),ﬁn+ 297\1[;5(2/“)]. (5.30)

Remark 5.12.  Our confidence interval is better than the one obtained using Azuma-

Hoeffding inequality which is given, for all n > 3, by

Ap) = [ﬁ _2y/8n 1‘(/:5(2/01)’ B+ 2,/8n 1‘(/)118(2/“)] . (5.31)

n

Figure 3 shows the three confidence intervals Z(p), J(p) and A(p) in the su-
perdiffusive regime with p = 0.9, for n varying from 1 to 100. As expected, the
asymptotic confidence interval Z(p) is always more accurate than 7 (p) and A(p),
providing that the Gaussian approximation is justified. One can also observe that
J(p) and A(p) are always true whatever the value of n and that J(p) is more
accurate than A(p).

—0.2

0 20 40 60 80 100

Figure 5.3: Confidence intervals for p = 0.9 and & = 0.05.

5.3.5 - Statistical tests

We are now in position to propose a bilateral statistical test built on our statistic
pn. We start by fixing some memory value 0 < pg < 1 such that py # 3/4. Our
goal is to test

Ho : “p=po” against H; : “p # po”.
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Theorem 5.13. Under the null hypothesis Ho : “p = po”,

Va(Bn — po)? = 22 (5.32)

n—o0

where x? has a Chi-square distribution with one degree of freedom. Moreover, under the
alternative hypothesis Hi : “p # po”,

lim Vi, (Py — po)> = +oo  as. (5.33)

n—oo

For a significance level « where 0 < a < 1, the acceptance and rejection regions
are given by A = [0, z,] and R =|z,, +0co[ where z, stands for the (1 — a)-quantile
of the Chi-square distribution with one degree of freedom. The null hypothesis
Ho will not be rejected if the empirical value

Vn(f?\n - PO)Z <z

and will be rejected otherwise.

The purpose of our second test is to find out if the ERW is in the critical or the
diffusive regime. Concretely, we wish to test

Ho : “p=23/4" against H; : “p <3/4”.
We immediately obtain Theorem 5.14, whose proof directly follows from (5.23).

Theorem 5.14. Under the null hypothesis Hy : “p = 3/4”,

1 L
(logn)2 "

—_ 4N (5.34)
where A is the integral of the squared Brownian motion given by (5.24). Moreover, under
the alternative hypothesis H1 : “p < 3/4”,

li #V =0 (5.35)

lim (logn)2 " = a.s. .
For a significance level & where 0 < a < 1, the acceptance and rejection regions
are given by A = [A_,, +oo[ and R = [0,A1_,[ where A;_, stands for the a-
quantile of the random variable A which can be found in [51]. For example,
Apos = 1.656 and Ag 19 = 1.196. The null hypothesis Hy will not be rejected if the

empirical value
1

4(logn)?
and will be rejected otherwise. The goal of our third is to find out if the ERW is
in the critical or superdiffusive regime. More precisely, we wish to test

Vn Z )\1—04

Ho : “p=3/4" against H; : “p>3/4".
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Theorem 5.15. Under the null hypothesis Hy : “p = 3/4”,

1 c
Tog T Vi =5 4A (5.36)

where A is given by (5.24). Moreover, under the alternative hypothesis Hy : “p > 3/4”
and conditionally to {L?> > 0},

, 1
For a significance level « where 0 < a < 1, the acceptance and rejection regions
are given by A = [0,A,] and R =]A,, +oo[ where A, stands for the (1 — «)-
quantile of A, see [51]. The null hypothesis #( will not be rejected if the empirical
value

1
— =V, <A
4(logn)2 " ="

and will be rejected otherwise.

5.4 - The martingale approach

We already saw at the beginning of Section 5.2 that for all n > 1,

B, | F = a(2) 539)

wherea =2p — 1. Foralln > 1, let

S
€nt1 = Xyy1 — a(f)

with the initial value e; = Xj. Since (X,) is a binary sequence of random vari-
ables taking values in {41, —1}, it clearly follows from (5.38) that (e,) is a mar-
tingale difference sequence such that foralln > 1,

S \2
Ele2,, | Fu] =1— az(f> . (5.39)
Equation (5.39) immediately implies that

supE[e2] < 1.
n>1
Denote for all n > 2,

n—1
Sk
My =Y (= )ers (5.40)
£ ()
with M; = 0. As |S,| < n, (M,) is a locally square integrable martingale. Its

predictable quadratic variation is given by (M); = 0 and forall n > 2,

n—1 ) n—1 Sk 2 )
(M), = Y BIAME | Al = Y (55) Bled,, | A
k=1 k=1
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We obtain from (5.39) that

O RCIC DI o ) o B

k=1 k=1

Consequently, we deduce from (5.3) and (5.22) that

. Vi
nlglgom =4 as. (5.42)

which means that the asymptotic behavior of the martingale (M) is closely re-
lated to the one of the conditional Fisher information I,,(p) and its approximation
V.. Moreover, we have from (5.8) that

n—1 n—1 n—1
Sk Sk Sk Sk Sk\?
L(Xent3) L3(m-ag)+@sn L (F)
Pn = n—1 - n—1
Si\2 S\ 2
2 — 2 —
L (%) L (%)
which reduces, via (5.40), to
~ 2M
== = (5.43)
n

It ensures that the study of the asymptotic behavior of p;, can be achieved through
convergence results for the martingale (M,,).

5.5 - Proofs of the main results

Proof of Theorem 5.1. In the diffusive regime 0 < p < 3/4, we have from the
quadratic strong law given by Theorem 3.2 in [5] that

1 & /Sk\2 1
i —) = S. 44
rzlglgolognk;(k> 3—4p s (G.44)
which implies that
.V 4
lim a.s. (5.45)

n—eo logn K —4p
In the critical regime p = 3/4, it follows once again from the quadratic strong law
given by Theorem 3.5 in [5] that

1 & Sk \?2
im ————— =1 as.
nlgrolo loglogn k—zz <klogk> s

leading to

Iim V,, = +o00 a.s.
n—o0

In the superdiffusive regime 3/4 < p < 1, we deduce from (5.3) together with
Toeplitz’s lemma that

. 1 & /52 12
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which ensures that
V, 412
lim

n—oo pir— 3~ 4p -3

where L is a non-degenerate random variable. Consequently, whatever the value

a.s. (5.47)

of the memory parameter p in [0,1], we obtain that V,, is increasing to infinity
almost surely. Hence, we get from (5.42) that (M), also goes to infinty almost
surely in the three regimes. Therefore, we can conclude from the strong law of
large numbers for martingales, see Theorem A.1, that

lim % =0 as. (5.48)

n—oo n

Finally, (5.43) together with (5.48) immediately lead to (5.16).

5.5.1 - The diffusive regime

Proof of Theorem 5.2. In the diffusive regime 0 < p < 3/4, we already saw from

(5.44) that

T (M), 1
im = a.s.
n—oo logn 3 —4p

Moreover, (M,) satisfies the conditional Lindeberg condition, that is for all ¢ > 0,

1 2 P
log n k_ZlE['AMk“' Uabt e g | Fi| 52,0

where, forall n > 1,

S
AMn—H = Mn—l—l - M, = (771)5114—1-

As a matter of fact, as |S,| < n, we clearly have |¢, 11| < 2 and |AM,+1| < 2.
Hence, we obtain that for all € > 0,

1 1
lognZE[AMkm s seiomn | P < —(logHZZE[AMM) |7,

Sk
< K
g (logn)zkzz1 ( k) ’
Vi
< —
~ &2(logn)?
Therefore, we clearly deduce from (5.45) that

: 1 ¢ 2 _
nh_r)r.}o logn k;E[’AMkH’ ]1|AMk+1|>€\/@ | ]:k} =0 as.

which means that the conditional Lindeberg condition is satisfied. Hence, we can
conclude from Corollary 3.1 in [42] that

My, L
£, N(0,1). (5.49)
(g 7O
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Finally, we obtain from (5.42) and (5.43) together with Slutsky’s Lemma that

VVa(Pu — p) = N(0,1)

n—oo
leading via (5.45) to
Viegn(pu —p) i>J\/'(O w)
SM\Pn = P)  m M\ T )

One can observe that the asymptotic variance is the inverse of the Fisher infor-
mation given by (5.17), which completes the proof of Theorem 5.2.

Proof of Theorem 5.3.  As in the proof of Theorem 7.2 in [74] devoted to the Taylor
expansion of the log-likelihood ratio, let

2

log(1+x) =x— % + x2R(x)

where the function R(x) tends to zero as x goes to zero. For any sequence of real
numbers (h,) converging to i, we have from (5.12) that

14X 2(1 -1/2),
Ca(p + (logn) ~Y2hy) — €4 (p) = Z(ﬂ) 1Og(1+ (logn)~'/%hy, k)

b1 — X 2(logn)~12h, Xy
+ — ) log(1— —
T (L) g (1 2o ey

Consequently, we obtain the Taylor expansion

n-l logn)~V2h, X  (logn) 'H2X;
gn 1 _1/2hn _En — 1+ X ( g _n k 8 _n k
(p+ (o)™ ) = u(p) = Y (1+ X)) (o )

n-l (logn) 'm2X; _ /2(logn)~1/2h,X;
+2Y (1+X kR "
k—zl( k+1) (1+L1Xk)2 ( 1+Lle )

nl logn)~1/2h,X logn _1h%X2
_kzl(l—xk—l—l)(( gl)_ann k—l—( (f—)afk)z k)
n-l (log n)lh%XiR(Z(logn)l/zhnYk>

2y (1-X _ _
,;( 1) (1— aX;)? 1—aX,

From now on, we are going to make repeated use that (X,) is a binary sequence
of random variables taking values in {+1, —1}. We can split the log-likelihood
ratio into three terms,

2 2
talp + (logn) ™2y — u(p) = —2n_p, — P 2 (550

V1ogn " logn logn
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where
P — 1”_1<(1 + X)X (1 Xk+_1)Yk> _ 1”‘5 2(Xi1 — aXp) X
22N 14aX, 1—aX; 2 = 1— (aXy)?
— ni (Xk-l-l - an)Xk = X— - Z Xk+1Xk
= Xp - (aXe)? o Xega +aXi 1+ aXe 1 Xi

_ -2 _ - 2\ <2
1 (14 X)X (1= X)Xy _ 15 2(1 — 20X X1 + a2 X)Xy
0 =5 & )=3

SN raX)? T -aX? /2 (1 (aX)?)?
B n—1 (XkJrl ZanXkle +a Xk Xk n—1 (X1 — ﬂyk)zﬁ
R= (X’%H (aX)2)? ; (Xky1 + aXp)* (Xip1 — aXi)?
_ ni X; < X, -
= (X1 +aX0)? 2 (14 aXegq Xp)?

and

X2 < 32
R, = 2<(1+Xk+1) R( 2(logn)~ ZzhnXk>+(1 — Xir1) Xk R( 2(logn)~1/2h, Xk>>
" = 1+ aXy)? 1+aX; (1-— an) 1—aX;

On the one hand, we have

b _ XX S X Xe(1 - aXiga Xi)
=y KTk yn AY _
1+ aXen Xe o (T4 aXe1 Xe) (1 — aXpe1 X)

"l X (Xjeyr — aXy) ”il X €x11

2 <2°
k=1 1— EIZXk k=1 1— asz

It clearly means that the sequence (P,) is a square integrable martingale. We
obtain from (5.39) that the predictable quadratic variation associated with (P,) is

given by
n—1 <2 n—1 2
X 2 X
(Pyn = —_E[Sk | Fil = DE—
U Ea-—ex)t k; 1- 22X,
Hence, we immediately deduce from (5.3) and (5.44) that
(P)w 1

3o logn  3—4p s

Moreover, as it was previously done for the martingale (M, ), one can easily check
that (P,) satisfies the conditional Lindeberg condition. Consequently, it follows
from Corollary 3.1 in [42] that

P 2, N(o L) (5.51)

V/1ogn n—eo "3—4p

On the other hand, we also have from (5.3) and (5.22) that

X2 1

k

E = -V 40 V a.s. 5.52
1—|—an 1Xk) 4 " ( n) ( )
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In the same way,

n—1 X}% n—1 Xi
|Rn| =0 <k_21 W) “+o0 (];1 m) = O(Vn) a.s. (553)

Finally, we obtain from the conjunction of (5.50), (5.51), (5.52) and (5.53) that

v,
ln(p + (log n) " 2hy,) — ln(p) = hubDn(p) — ?nlogn

+0o(1) as. (5.54)

where
2P n L

4
Mlp) = o N (05=5,),

which is exactly what we wanted to prove.

Proof of Theorem 5.4. The proof directly follows from Theorem 5.2. Indeed, we
obtain from the asymptotic normality (5.19) that for any 0 < a < 1,

[Pn—p| _
nlgrgoIP’<2\/logn\/779;1 tl_,x/2>—1—oc

where t;_,/, stands for the (1 — a/2)-quantile of the standard N (0,1) distribu-
tion. Moreover, one can easily see that

,— 315,
(2\/ logn\l/r;’ f1— zx/2> ( n— 2\/— tl a/2 > < p = < pn \/?I:l £ zx/2)
It implies that
/3 —4p. n /3 —4pn B
nlgroloP<p€ [Pn 2\/10— Hi—a/2, Pn+ ﬁtl a/zD =1-—u,

which completes the proof of Theorem 5.4.

5.5.2 - The critical regime
Proof of Theorem 5.5. It follows from (5.2) and (5.38) with a = 1/2 that for all
n>1,
1
Snt1 = <1 + %) Sn + €nq1.
It clearly implies that foralln > 1,

1 1
Xpiq = (1 _ m)xn b e (5.55)

n+1
Consequently, we obtain from (5.55) that for all n > 2,
1\1

X, = H(l—ﬂ)xﬁ Z 1 (1-5) s

k=2 =k+1
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leading to
- I'n+1/2)/ 2
X = F i1 (ﬁxl +Mn> (5.56)
where
_ v (k)
Mn = k_zz m«gk. (557)

We already saw that (e,,) is a martingale difference sequence satisfying (5.39).
Hence, (M) is a locally square integrable martingale with predictable quadratic
variation given, for all n > 2,

L (k) 2 1¢& T(k) 22
Min =2 (F(k+ 1/2)) 4 D (F(k+ 1/2)) X (5:58)

k=2 k=2

Moreover, one can easily see that E[S2] = nH, where H, stands for the harmonic

number

Therefore, we obtain from (5.58) that
1 & T'(k) 2/ Hj
(M), —E[{(M),] = —= — ) (X — ). (5.59)
4k_22<r( )) ( : k)

On the one hand, we have forall n > 1,

1 IF'(n4+1) \2
" (r(n+1/z)> Snta

which is equivalent to

L Lo L) Felil
n  4n2 I'(n+1/2) n 2n%

It ensures that ( ) ,
ad T'(n H, > 2H,
Y <F(n+1/2)> <YL <o (5.60)

n
On the other hand, it follows from the quadratic strong law for the ERW given in
Theorem 3.5 of [5] that

n=2

<2
1 & X

nh_r}r.}o loglogn k:ZZ (log k)2 =1 as (>-61)

Hence, we get from (5.61) together with Toeplitz lemma [31] that

2
n
lim L 2 X =0 as
n—o loglogn = k
which leads to
, 1 L I'(k) 2_»
nlglc}o loglogn k; (F(k + 1/2)) X =0 as. (5:62)
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Thus, we obtain from (5.59), (5.60) and (5.62) that
(M), —E[(M),] =o(loglogn) as.

Therefore, we deduce from the strong invariance principle for martingales given
in Theorem 2.1 of [70] with a,, = loglogn and b,, = log n that

My — Blogn = o(loglogn) as. (5.63)
Consequently, we obtain from (5.56) and (5.63) the decomposition
— T(n+1/2)
Xpy=——-"7—+—= R .S. .64
n r(n+1) Blogn+ n a.s (56 )

where the remainder R, satisfies

Y R} = o(logn(loglogn)?) as. (5.65)
k=1

In order to prove (5.23), it only remains to show that

(k+1/2) c
logn ToxnP? Z ( O ) Bher —+ A (5.66)

where A is the integral of the squared standard Brownian motion
1
A= / B2dt.
0

We have foralln > 1,

1 I'(n+1/2)\2 1
n—1—1<< I'(n+1) ) n

Consequently, the left-hand side in (5.66) shares the same asymptotic behavior as

1
—_— “B2 ..
(logn)? k—21 k~logk

Moreover, we have
1, "1,
k§_1 %Blogk = /1 ?Blogtdt +o(logn) as.

logn
:/ B2ds +o(logn) a.s. (5.67)
0

using the change of variables s = log t. Hereafter, it follows from the self-similarity
of the Brownian motion that

logn 5 r 5 1 5 5
/ Bids = (logn) / Bidt = (logn)-A. (5.68)
0 0
Finally, we deduce from (5.64), (5.65), (5.67) and (5.68) that

1 "o
(logn)zk_zixknj> A

which completes the proof of Theorem 5.5.
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5.5.3 - The superdiffusive regime

Proof of Theorem 5.8. In the superdiffusive regime 3/4 < p <1, we already saw
from (5.46) that
(M),  L?
1111—1330 nir—3 N 4]9 -3

a.s.

Moreover, as it was previously done in the diffusive regime, it is not hard to see
that (M,,) satisfies the conditional Lindeberg condition. Hence, it follows from
(5.43) together with Corollary 3.2 in [42] that, conditionally on the event {L? > 0},
we have the asymptotic normality

VVilPn = p) =2 N(0,1).

Proof of Theorem 5.9. As it was previously done in the proof of Theorem 5.3, we
can split the log-likelihood ratio into three terms,

4p—3y—1/2 2h, 2K 2K
U(p+ (nP72) " Thy) = La(p) = an — QR s (5.69)

where the random variables P, and Q,, are exactly the same, while the speed log n

is replaced by n*7~2 in the expression of R,. We immediately deduce from (5.6)

and (5.46) that

lim (P = L a.s.
n—oo p4P=3  4p—3

Once again, (P, ) satisfies the conditional Lindeberg condition in the superdiffu-
sive regime. Hence, it follows from Corollary 3.2 in [42] that, conditionally on the

event {L2 > 0},

P, C 1
e L N(o, prp— 3). (5.70)

Hereafter, we obtain from equations (5.69), (5.70), (5.52) and (5.53) that

2
Cn(p+ (n*2) "2 hy) — bu(p) = huBu(p) — hz—”]n(zﬂ) +o(l) as.  (571)

where
Vi

An(p) = \/W and ]ﬂ(p) = W

Finally, as the convergence in (5.70) is stable [42], we immediately have that

(Du(p), Tu(p)) H%o (A(p), I(p))

where )
4],

In addition, conditionally on the event {J(p) = J},

2P,
An(p) = W= H_%ON(OJ),

which completes the proof of Theorem 5.9.
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5.5.4 - Exact confidence intervals

Proof of Theorem 5.11. In order to prove Theorem 5.11, we shall make use of
concentration inequalities for martingales [8]. First of all, one can observe that
(M,) is a bounded difference martingale as equation (5.40) implies that for all
n>?2,

|AMy| = |enXp-1| < (14 a])[Xu-1| as.

Inspired by the Azuma-Hoeffding inequality for bounded difference martingales,

denote
n—l_2
By = (1+1a])* ) Xi.
k=1

Since |a| < 1, we clearly have from (5.41) that

1
5(M), + B, < 71<5+ (1+a])?)Vy < 9n.

Hence, Theorem 3.4 in [8] ensures again that for any x > 0,

2

P(|M,| > x) §2exp(—§—n). (5.72)

Consequently, it follows from (5.43) and (5.72) that for any x > 0,

2
P(Vy|fn — p| > 2nx) < 2exp ( - %) (5.73)

Hereafter, denote
nx2

oc:Zexp(—7>.

As soon as nx? > 3log(2), the value 0 < a < 1. Therefore, we deduce from (5.73)
that an exact confidence interval for p, with confidence level 1 — g, is given by

. 2y/3nlog(2/a) ..  2y/3nlog(2/«)
j(P)— Pn — Vn ’ Pn—|— Vn .

In the diffusive regime with 1/4 < p < 3/4, we have |a| < 1/2 which implies

that

1 29
5(M), + B, < Z(5+ (1+a])?) Vi < i

Hence, proceeding as in the previous calculation, we obtain the exact confidence
interval for p, with confidence level 1 — «,

~ /29nlog(2/a) N V29 log(2/«)

’C — n 7 n
(p)=1|p v, p NG
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5 — Statistical estimation of the memory parameter

5.5.5 - Statistical tests

Proof of Theorem 5.13. The proof is quite straightforward. As a matter of fact,
we already know from (5.18) or (5.26) that under the null hypothesis H,,

VValPn— po) == N(0,1)

which immediately implies (5.32). It only remains to show that under the alterna-
tive hypothesis H1, our test’s statistic goes to infinity. Under #;, we obtain from
Theorem 5.1/ that

lim pp —po=p—po as.

and this limit is not zero. Consequently,

lim V, (P, — po)? = +o0  as.

n—00

as we already saw that whatever the value of the memory parameter p in [0, 1],
Vi is increasing to infinity almost surely, completing the proof of Theorem 5.13.

Proof of Theorem 5.14. The first part of Theorem 5.14 immediately follows from
(5.23) under the null hypothesis. It only remains to show that under the alterna-
tive hypothesis #1, our test’s statistic goes to 0. Under #, we have from equation

(5.45) that

lim Vo _ 4 a.s
n—ologn  3—4p

which clearly implies that

lim Y 0 as.
n—eo (logn)?
which is exactly what we wanted to prove.

Proof of Theorem 5.15. The first part of Theorem 5.15 follows once again from
(5.23) under the null hypothesis. It only remains to show that under the alterna-
tive hypothesis 1, our test’s statistic goes to infinity. Under H;, we have from
equation (5.47) that

im LV 412

oo n#—3  4p—3 %
which implies that, conditionally on {12 > 0},

lim —" +oo as.

n—eo (logn)?

completing the proof of Theorem 5.15.
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A martingale approach for
Polya urn processes

This chapter presents the results of [56] :

LAULIN, L. A martingale approach for Pélya urn processes. Electron. Commun.
Probab. 25 (2020), 13 pp.

6.1 Introduction . .. ... ... ... ..... .. .. 115
6.2 Traditional P6lyaurnmodel . . . . . .. ... .. 117
6.3 Generalized Pélyaurnmodel . . ... ... ... 117
6.4 Proofs of the almost sure convergence results . . 122
6.5 Proofs of the asymptotic normality results . . . . 128

6.1 - Intfroduction

At the inital time n = 0, an urn is filled with « > 0 red balls and § > 0 white
balls. Then, at any time n > 1 one ball is drawn randomly from the urn and its
color observed. If it is red it is then returned to the urn together with a additional
red balls and b > 0 white ones. If it is white it is then returned to the urn together
with ¢ > 0 additional red balls and d white ones. The model corresponding
replacement matrix is given, for a,b,c,d € N, by

The urn process is said to be balanced if the total number of balls added at each
step is a constant, S = a + b = c + d > 1. Thanks to the balance assumption, S is
the maximum eigenvalue of RT. In fact, S is the Perron-Frobenius eigenvalue so
it is simple. Moreover, the second eigenvalue of RT is givenbym =a—c=d —b.
Throughout the rest of this chapter, our processes will be balanced and we shall
denote

oc=m/S <1
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6 — A martingale approach for Polya urn processes

the ratio of the two eigenvalues. It is straightforward that the respective eigen-
vectors of RT are given by

v = 5 ¢ and v, = 5 1
=5 c\p 27+ \ 1)

We can rewrite RT under the following form

1 [(c 1 S 0\ /1 1
RT = ppp~1 = :
b+c (b —1) (O m) (b —c)

Hereafter, let us define the process (U, ), the composition of the urn at time 1, by

u, = (X”> and Uy = (zx)
Y, B

where X, is the number of red balls and Y, is the number of white ones. Then, let

T=a+f > 1and 1, = T + nS be the number of balls inside the urn at time n. In
particular, one can observe that X, 4+ Y, = T, is a deterministic quantity.

The traditional Pélya urn model corresponds to the case where the replacement
matrix R is diagonal, while the generalized Pélya urn model corresponds to the
case where the replacement matrix R is not diagonal.

The questions about the asymptotic behavior of (U, ) have been extensively stud-
ied, firstly by Freedman [35] and by many after, see for example [23, 33, 34, 48, 67,
49]. We also refer the reader to Pouyanne’s CIMPA summer school lectures 2014
[68] for a very comprehensive survey on Pélya urn processes that has been a great
source of inspiration. The reader may notice that this study is related to Bercu [5]
on the elephant random walk. This is due to the paper of Baur and Bertoin [3] on
the connection between elephant random walks and Pélya-type urns.

Our strategy is to use the martingale theory [31, 42] in order to propose a direct
proof of the asymptotic normality associated with (U,). We also establish new
refinements on the almost sure convergence of (U, ). The chapter is organized as
follows. In Section 6.2, we briefly present the traditional Pélya urn model, as well
as the martingale related to this case. We establish the almost sure convergence
and the asymptotic normality for this martingale. In Section 6.3, we present the
generalized P6lya urn model with again the martingale related to this case, and
we also give the main results for this model. Hence, we first investigate small
urn regime where ¢ < 1/2 and we establish the almost sure convergence, the
law of iterated logarithm and the quadratic strong law for (U,). The asymptotic
normality of the urn composition is also provided. We finally study the large urn
where ¢ > 1/2 and we prove the almost sure convergence as well as the mean
square convergence of (Uj,) to a non-degenerate random vector whose moments
are given. The proofs are postponed to Sections 6.4/ and 6.5.
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6 — A martingale approach for Polya urn processes

6.2 - Traditional Polya urn model

This model corresponds to the case where the replacement matrix is diagonal

()

It means that at any time n > 1, one ball is drawn randomly from the urn, its
color observed and it is then returned to the urn together with S > 1 additional
balls of the same color. Let us define the process (M) by

Xn
Tn

and write

n
Xp=0+S) &
k=1

where the conditional distribution of €,,11 given the past up to time n is £(&;,41 |
Fun) = B(M,) and B denotes the Bernoulli distribution. We clearly have

IE[Mrm | ]:n] = My

which means that (M,) is a martingale. We have AM,,1 = %(En_t'_l — M,).

Hence,
s2 S’M,(1— M
E[AM} | F] = 5 (B[l 7] - M}) = ”T(z )
n+1 n+1

We now focus our attention on the asymptotic behavior of (M,).

Theorem 6.1. The process (M,,) converges to a random variable M almost surely and
in any P for p > 1. The limit Mo has a beta distribution, with parameters g and g

Remark 6.2. This result was first proved by Freedman, Theorem 2.2 in [35].
Our first new result on the Gaussian fluctuation of (M) is as follows.

Theorem 6.3. We have the following convergence in distribution

Moo_Mn L
> N(0,1). 6.1
Mn(l_Mn),HwN( ) (6.1)

Vn

6.3 - Generalized Polya urn model

This model corresponds to the case where the replacement matrix is not diagonal,
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Let us rewrite ; ,
Xo=a+a) e+c) (1—g)
k=1 k=1
where the conditional distribution of ¢,,1 given the past up to time n is £(&,,41 |
Fn) = B(t,,1X,). We have

Uy = U, +RT [ "1
T—ep1

and

et = (3 E5) = () 06— Bps) = 24 (o Bl

Hence, we obtain that

E[Up1 — E[Upsa] | F :l%—Ewﬂ+RWﬂ< ?fﬂ)-E[<€“1>}|ﬁJ

= (bt 'R") (U, ~E[u,))

= (L+7,'RT) (_11) (Xn — E[Xa])

= (1+r,;1m)( ! >(Xn—E[Xn])

= (1+7,'m) (U, — E[Uy]). (6.2)
Finally, denote
n—l 1 T+ 3HI(:+0)
= 1+71 'm T SEARY . (6.3)
= O = R o)
One can observe that
I'(s+0)
: o, _ S
;}gr(}on 0p =A where A= (%) (6.4)
Hereafter, we define the process (M) by
Mn = 0y (Un - ]E[Un]). (6.5)

Thanks to equation (6.2), we immediately get that
E[M,41 | Fu] = M.

Hence, the sequence (M,,) is a locally bounded and square integrable martingale.
We are now allowed to compute the quadratic variation of (M,). First of all

1 _ 1
AMyi1 = moyi1(ens1 — Eleni | Fal) ( 1) = moy41(nt1 — T Xa) (_1>-

B (6.6)
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Moreover,
E[(eni1 — T " X0) | Fl = 7 X0 (1 — 71 X0). 6.7)

Consequently, we obtain from (6.6) and (6.7) that

1 -1
E[AM, 1AM | Fu] = mPo? 17, X (1 — 7,1 X)) ( - > (6.8)
Therefore
n—1 T
<M>n = ZE[AMkHAMkH‘}—k]
k=0
1 -1
= m? (_1 ) > ZO’k_HTk X (1= 1 1 Xy). (6.9)

As T, 11X (1 -7 1Xk) 4, it is not hard to see that
n
Te(M), < m?w, where w, = Z (7,%. (6.10)

The asymptotic behavior of (M,) is closely related to the one of (w,) with the
following trichotomy:
— The diffusive regime where ¢ < 1/2: The urn is said to be small and we

have
w, A2

nseo n1-20 1 — 20

— The critical regime where o = 1/2: The urn is said to be critically small and

we have
Wy r(% + %)

T

n—soologn  T(E)

— The superdiffusive regime where ¢ > 1/2: The urn is said to be large and

we have
T+ 5T(5+0)\2

Jiii‘ow”:,;)( T(OT(k+ & +a)> < too.

Proposition 6.4. We have for small and large urns

_ —C
E[U,] :n01+c7n1( - 'B)Z)z—i- o (6.11)

Proof of Proposition 6.4.  First of all, denote A, = I, + 7, 'RT = P(L, + 1, !D) P!
where I is the identity matrix of order 2, and T, = Hl’z;é Ag. Foranyn € N, Ty is
diagonalisable and

T —pp.p-l_ 1 c 1 /T 0 1 1
! ! b+c\b —1 0 o,')\b -]’
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Since E[Uy+1 | Fu] = AnlU, we easily get that E[U,] = T, Uy, which leads to

E[U,] = biCC” (2 ;>+Un‘1 (_bb _CC>>U0

B T _1bzx—c/3
= n01+501+ S

6.3.1 - Small urns

The almost sure convergence of (U,) for small urns is due to Janson, Theorem
3.16 in [48].
Theorem 6.5. When the urn is small, o < 1/2, we have the following convergence

lim Un =1 (6.12)

n—oo 11
almost surely and in any LP, p > 1.

Our new refinements on the almost sure rates of convergence are as follows.

Theorem 6.6. When the urn is small and bc # 0, we have the quadratic strong law

1 bem* (1 -1
li — ko) (Uy — kop)" = :
ng%ologn Zk2 o) (Ui = ko) 1—20 (b+c)? (—1 1 a8
(6.13)
In particular,
_ 1 & ||Uk — ko )? 2 bem?
1 = 8. 14
ngrc}ologn,; k2 1—20 (b+c)? a8 (6.14)
Moreover, we have the law of iterated logarithm
— 2 2
lim sup [ty = nen] __? bern a.s. (6.15)

noeo 2nloglogn  1—20 (b+c)?

Remark 6.7. The law of iterated logarithm for (X, ) was previously established by Bai,
Hu and Zhang via a strong approximation argument, see Corollary 2.1 in [1].

Theorem 6.8. When the urn is small and bc # 0, we have the following asymptotic

normality
Up—nvy ¢
NG HO,ON (0,K) (6.16)
1 bem? 1 -1
where K = =20 (b1 o) <_1 . )

Remark 6.9. An invariance principle for (X, ) was proved by Gouet, see Proposition 2.1
in [37].
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0.7 9
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Figure 6.1: Asymptotic normality fora =1, 8 = 2

and R = (z ;)

6.3.2 - Critically small urns

The almost sure convergence of (U, ) for critically small urns is again due to Jan-
son, Theorem 3.16 in [48].

Theorem 6.10. When the urn is critically small, o = 1/2, we have the following con-

vergence

lim S 01 (6.17)

n—oo 11
almost surely and in any LP, p > 1.

Once again, we have some refinements on the almost sure rates of convergence.

Theorem 6.11.  When the urn is critically small and bc # 0, we have the quadratic

strong law
, 1 1 1 T 1 -1
11151;) loglogn k; (klogk)z(uk —kvy) (U — kv1)" = be (_1 , ) a.s. (6.18)
In particular,
n o 2
lim y U kvlz” —2bc as. (6.19)
n—e loglogn /= (klogk)
Moreover, we have the law of iterated logarithm
_ 2
lim sup (U =mon|” o (6.20)
n—oo 2lognlogloglogn

Remark 6.12. The law of iterated logarithm for (X,,) was also established by Bai, Hu
and Zhang via a strong approximation arqument, see Corollary 2.2 in [1].

Theorem 6.13.  When the urn is critically small and bc # 0, we have the following
asymptotic normality

Un =101 £, yr(0,K) (6.21)

v nlogn n—e
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where K = bc 1 _1.
-1 1

Remark 6.14. An invariance principle for (X, ) was also proved by Gouet, see Proposi-
tion 2.1 in [37].

> A a1 0 1 2 3
Figure 6.2: Asymptotic normality in the case of crit-

ically small urns fora = p =1and R = (i ;)

6.3.3 - Large urns

The convergences of n~7 (U, — nvy) to Wo; first appeared in Pouyanne [67], The-
orem 3.5. The almost sure convergence of (U,) for large urns is again due to
Janson, Theorem 3.16 in [48]. The explicit calculations of the moments of W are

new.

Theorem 6.15. When the urn is large, ¢ > 1/2, we have the following convergence

lim Un =1 (6.22)

n—oo 1

almost surely and in any LP, p > 1. Moreover, we have

lim Sy, (6.23)

n—oo nv

almost surely and in 1.2, where W is a real-valued random variable and

 I(5) ba—cp
B I'(%) bc T ba —cB  (ba —cB)?
E[W?] _Uzr(gfza) <2U_1§+(b—c) R ) (6.25)

6.4 - Proofs of the almost sure convergence results
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6.4.1 - Generalized urn model - small urns

Proof of Theorem 6.5.  We denote the maximum eigenvalue of (M), by Ayax (M) .
We make use of the strong law of large numbers for martingales given by Theo-
rem A.3, that is for any v > 0,

| M >
Amax<M>n

It follows from (6.10) that

= o((log Te(M),)'17) as.

| My||? = o(wy(logw,)'™7)  as.
which implies
IMy||> = o(n'"% (logn)'™) as.
Hence, we deduce from (6.4) and (6.5) that
Uy, — E[U,]||* = o(n(logn)'™)  as.

which completes the proof for the almost sure convergence. The convergence in
any IL? for p > 1 holds since n~1||U, — E[U,]| is uniformly bounded by 2+/2(t +
S).

Proof of Theorem 6.6. We shall make use of Theorem |A.5. For any u € R? let
2

My (u) = (u, M,) and denote f, = g—”. We have from (6.4) and (6.10) that f,

n
is asymptotically equivalent to (1 —20)n~! and converges to 0. Moreover, we
obtain from equations (6.9), (6.12) and the Toeplitz lemma that

.1 .om? (1 -1\, 1
lim —(M), = lim — - kZ: O T Xi(1— 1 ' Xy)
—0

n—00 Wy n—oo Wy \ —
bem*> (1 -1
which implies that
lim win<M>n —(1-20)K as. (6.26)

where K is the covariance matrix from Theorem 6.8.. Therefore, we get from (6.26)
that

lim ! ifk<Mk(u)2) = (1-20)u"Ku as.

n—oo log wy = Wi
which leads to
T 2, T
lim logn Z (U, — E[U]) (U, — E[U])Tu = (1 —20)*u’Ku as.
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Furthermore, we have from (6.11) that E[U,] is asymptotically equivalent to nv;.
Consequently, we obtain that
1
lim —— 2 2 (Ug — koy) (U — ko))T =K as.

n—o0 ]og n

We now focus our attention on the law of iterated logarithm. We already saw that

[e0]

¥ % e

2
nlw

Hence, it follows from the law of iterated logarithm for real martingales that first
appeared in Stout [71, 72], see Theorem A .4, that for any u € R4,

1 1
lim sup M, (u) = —liminf M, (u
n—>co \/2wn loglog wy, () n—eo /2w, loglogw, ()

= \/(1—20)uTKu a.s.

Consequently, as M, (1) = 0, (u, U, — E[U,]), we obtain that

1 1
li —_—{(u, U, — E[U = —liminf——(u, U, —E[U
linjoljp 2nloglogn< 8 [Un]) 11?_1)531 211loglogn< ! [Ua])
= VulKu as.

In particular, for any vector u € R?

lim sup ul (U, — E[U,)) (U, —E[U,)) u = u"Ku as.

n—eo 2nloglogn

Finally, we deduce from U,, — E[U,| = ( 11> (X, — E[X}]) and for u = (é) that

i —_— —E 2 =1 —_— —E 2

hrnnj(EPZn loglogn It (L] hinjoljp2n loglogn (X [Xa])
2 bem? as
C1-20(b+c)2

which together with (6.11) completes the proof of Theorem 6.6.

6.4.2 - Generadlized urn model - critically small urns

Proof of Theorem 6.10. Again, we make use of the strong law of large numbers
for martingales given e.g. by Theorem A.3, that is for any > 0,

|1V >

T, = 0((log M) ) as
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Since Tr(M), < m?w, and the quadratic version of M, is a semi-definite positive
matrix we have Ay (M), < m?w, so that

| My||? = o(wn(logw,)'t7)  as.

which implies
|My||> = o(logn(loglogn)'™) as.

Moreover, by definition of M, and using ¢, equivalent we get
U, — E[U,]||* = o(v/nlogn(loglogn)'t7) as.

which completes the proof for the almost sure convergence. The convergence in
any L” for p > 1 holds by the same arguments as in the proof of Theorem 6.5.

Proof of Theorem 6.11. We shall once again make use of Theorem |A.5. For any
2

u € R? let M, (u) = (u, M) and denote f, = Z)—”. We have from (6.4) that f, is

n
equivalent to (nlogn)—1 and converges to 0. When ¢ = 1/2 we have b + ¢ = m.
Moreover, we obtain from equations (6.9), (6.17) and Toeplitz lemma that

.1 Com? (1 -1\, 1
lim —(M), = lim — _ Y ot X (1 — 1 Xy)
k=0

n—c0 Wy, n—oo W, \ —
1 -1
= bc ( ) a.s
-1 1
which implies that
.1
Jgr;ow—n<M>n =K as. (6.27)

Therefore, we get from (6.26) that

lim ! ifk<Mk(u)2> =u'Ku as.

n—oeo log wy, =

which leads to

uT (U — T, _ T
grgologlogan (U, — E[U)) (U, — E[U)'u = u'Ku  as.

Consequently, we obtain from (6.11) that

1 n 1
lim

— _ T _

We now focus our attention on the law of iterated logarithm. It is not hard to see

that -
Ly

:N|=qu>
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Hence, it follows once again from the law of iterated logarithm for real martin-
gales, see Theorem A 4, that for any u € R,

lim sup L My,(u) = —liminf L My, (u)

T~ \/2wnloglogwn ! n—oo /2w, loglog wy
= VulKu as.

Consequently, we obtain that

1
lim sup u, U, —EU
n—>00 \/210gnlogloglogn< o~ ElU)

1
=—1i f u, U, — E|U
1}?_1)&1 \/210gnlogloglogn< " [Un])

=vVuTKu a.s.

In particular, for any vector u € R?

1 T _ T
llanjnglognlogloglognu (u, — E[u,]))(U, —E[U,))u =u"Ku as.

1

Finally, we deduce once again from U, — E[U,] = (

U= (1> that
0

1) (Xn — E[Xy]) and for

1 2
li —E[U,]|> =1 — E[X,))?
Hnn_f:jpﬂognlog loglogn 1 (U] l?jolijlognlogloglogn [Xa)
= 2bc as.
which together with (6.11) completes the proof of Theorem 6.11.
[

6.4.3 - Generalized urn model - large urns

Proof of Theorem 6.15.  First, as Tr(M), < m?w, < oo, we have that (M,,) con-
verges almost surely to a random vector Mv,, where M is a real-valued random
variable and

S 1
lim on (Xn —E[Xy]) = b—i—cM:l—UM a.s.

Hence, it follows from (6.5) that
7}113.}0 O-n(u;q - E[u;/l]) — MUZ a.s. (6.28)

which implies via (6.4) that

) . A
lim 0, ||U, — E[U,]|| = lim —U||Un —E[U,]|| = || Mvy]| as.
n—s00 n—soo 11
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Therefore, we obtain that

LU El|

n—oo n
Hence, we deduce (6.22) from (6.11), (6.28) and (6.29). The convergence in any
L? for p > 1 holds again by the same arguments as before. We now focus our
attention on equation (6.23). We have from (6.11) and (6.28) that

=0 as. (6.29)

nli_r)rgotfn(un —E[U,]) = ;}g%oan(un —nvy) — (b(x g C’B)vz = Mo, a.s.
Consequently,
;}%@ = Wuv, as.
where the random variable W is given by
wz%(Mer“gcﬁ). (6.30)
Using the fact that
E[[|Mul?] = E[Te(M)y] < m*w,,
we get

sup E[||M,[|*] < oo
n>1
which means that (M,) is a martingale bounded in L2, thus converging in 2.
Finally, as E[M,] = 0 and (M,,) converges in L' to M, E[M] = 0. Hence, we find
from (6.4.3) that
r(E) b cp
r(g+o) S

We shall now proceed to the computation of E[W?]. It is not hard to see that

E[W] =

E[(Xy+1—E[Xu41))?] = (1+2m7, HE[(Xy — E[X4])?] +m?1, 'E[X,] (1 — 1, 'E[ X))

which leads to
JT(n+§+20) "2—1 Fk+1+7%)
Tn+3) STk+1+5+20)
o2 T(n+3§+20)
(1-0)2 T(n+3%) ™"

E[(Xn — E[Xn])?] T E[Xe) (1 — 7 'E[X])

It follows from (6.11) that

ba —cB T(3) Bn_(boc—cﬁ)2 I'(%)?

5 T(Z+o) ST T +oR

where A,;, B,, and C,, are as follows, and we obtain from lemma B.1 in [5] that

A‘i I'k+3) 1 (r(§+1)_r(n+§+1))
" ET(k+5+20) 20—-1'T(5420) T(n+§+20)"
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_i —1+T+a)_1(T(§+U)_T(n+§+0')>
& T(k+5+20) o' T(§+20) T(n+§+20)"

B I(n+%+0)> I'(%+0)?
(k+ +20) ﬁ(r(n +OT(n+ T +20) T(HT(T +2a))'

L —1+ +0)? 1
L

Consequently, we have

E[M?] =

2)\21(Z _ _ 2 _ 2
) (s)< be TLp—ot® Cﬁ+(bwzczﬁ) )_(bw 20[5)
I(§+20)\20-1S5 oS %S S

(6.31)
which via (6.30) and (6.31) achieves the proof of Theorem 6.15.

6.5 - Proofs of the asymptotic normality results

6.5.1 - Traditional urn model

Proof of Theorem 6.3. We shall make use of part (b) of Theorem 1 and Corollaries
1 and 2 from [46]. Let

n= Y E[AM].
k=n
It is not hard to see that
lim s =0
n—oo

since
S o]
Z E[AM;] < ;

n=1

:I\)| =

Moreover, using the convergence of (M) in L? and the moments of a beta distri-
bution with parameters ¢ and £ we get that

1 \! «pS?
lim —_ §2 = ,
n—>00<k§1'k2+1> n (0{—{—,3)(0(4—[34—5)
leading to
_ ap
Jgr;ons =/{ where /(= CEDIEY ET)
Hence
1 & AMi(1— My)
nll_rgolos—z Z E[AM; | F] = Jgrgogkg = a.s.
(=) _1 o 2 o
= Ilim 6;2(2 %) Z 5 Mk(i M) a.s.
e k=n Y%+1”  k=n Tt
Mo (1 — M)

= ——— a.s.

14
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Consequently, the first condition of part (b) of Corollary 1 in [46] is satisfied with
7? = L7 M (1 — Mw). Let us now focus on the second condition of Corollary 1
in [46] and let ¢ > 0. On the one hand, we get that forall e > 0

1 & 5 1 & 4 75t &1 7 &1
—- < —— < — < _
2 kEZE[AMk+1]1|AMk+1|>SSn} = 2t k;E[AMkH} = g2k kgn T;L ~ g2t k;n K4

On the other and, using that s} increases at speed n? and that

n—o00

< 1
lim 3n° Z b= 1,
k=n
we can conclude that
) 1 & 2
nlgrolos—z Y E[AM{ljppm, 5es,] =0 ass.
n k=n

Hereafter, we easily get that

Y E[AM{IFa] <7 ) 45 < +oo. (6.32)
k=1 "k k=1
Noting that
n
1
Y 5 (IAM* — E[[AM[? | Fi_1])
k=1 "k

is a martingale, the equation (6.32) proves that its bracket is convergent, wich
implies that the martingale is also convergent. This gives us

00
2
k=1

- (|AME)? —E[|AM|* | Fi_1]) < oo as.

w-N| —

Hence, the second condition of Corollary 1 in [46] is satisfied. Therefore we obtain

that M M
© Ly A(0,1). (6.33)
V(M) — (M), n ©1)

Moreover, since

n=veo || n((M)eo — (M) )

we finally obtain from Slutsky’s Lemma that

lim\/ Mn(l_M”) =1 a.s.

Mo _Mn L
N(0,1). 6.34
Mn(l - Mn) TH—go ( ) ( )

Vn

which achieves the proof of Theorem 6.3.
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6.5.2 - Generalized urn model - small urns

Proof of Theorem 6.8. We shall make use of the central limit theorem for mul-
tivariate martingales, see Theorem A.6. First of all, we already saw from (6.26)
that

lim — (M), = (1—20)T as.

n—o0 Wy,

It only remains to show that Lindeberg’s condition is satisfied, that is for all ¢ > 0,

1 n—1 P
o Y E[IAMga P amy,, ze ;| Fi] — 0.
" k=0

n—oo

We clearly have

1 n—1 ) 1 n—1 m2 n—1 A
o Y E[AM 1 171 amy. 1 zemn Fr) < 2 Y E[[[AM4]*] < o ) of as

" k=0 n k=0 n k=0
However, it is not hard to see that

n—1 .
i, w2 kg"k =0

which ensures Lindeberg’s condition is satisfied. Consequently, we can conclude
that

My, L
Jon — N(0,(1-20)T).

As M, = 0, (U, — E[U,]) and \/noy, is asymptotically equivalent to /(1 — 20)wy,
together with (6.11), we obtain that

U, —nvy ¢

6.5.3 - Generalized urn model - critically small urns

Proof of Theorem 6.13. We shall also make use of the central limit thoerem for
multivariate martingales. We already saw from (6.27) that

.1 1 -1

Once again, it only remains to show that Lindeberg’s condition is satisfied, that
isforalle > 0,

1 n—1 P
o ). E[||AMk+1‘|2]l|\AMk+1\|2s\/zTn|fk] — 0.
n k=0

n—oo

As in the proof of Theorem (6.8), we have

< Z |AMk+1|| _2€w2 Z . a.s.

wn
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It is not hard to see that once again

Hence, Lindeberg’s condition is satisfied and we find that

Mn L

As M, = 0, (U, — E[Uy]) and 0y,1/nlogn is asymptotically equivalent to /wy,
together with (6.11), we can conclude that

Uy, —nvy £
7 — N(0T).
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Conclusion and
perspectives

In this thesis, we studied the elephant random walk (ERW) and processes related
to it. Most of the processes we studied in this work are non-Markovian. The
martingale theory turned out to be an excellent solution to overcome this and to
solve the problems studied in this thesis.

At first, we generalized the elephant random walk to any dimension. To do so,
we used the counting processes of the steps in each direction of the dimension
and auxillary martingales deduced from those processes. We showed probabilis-
tic results such as laws of large numbers and asymptotic normality, as well as
laws of iterated logarithm and quadratic strong laws in the three regimes of be-
havior, depending on the dimension. Afterwards, we focused our attention on
the center of mass of the random walk. We explained why it was not possible to
find a martingale from this process only. To overcome this issue, we proposed
a suitable approach that consists in finding two martingales such that studying
them simultaneously made possible to obtain results analogous to those of the
ERW. Then, we used this method again to study the elephant random walk with
linearly reinforced memory or smooth amnesia. Next, we gave an explicit estima-
tor of the memory of the ERW, using a quasi-likelihood estimate. Finally, because
of the link between the ERW and Pélya-type urns, our last work constisted in
giving a martingale approach to study the two-color case.

Here are some research perspectives related to the works presented above.

Who (or what) is L ?

The question of the distribution of L is one of the trickiest question regarding
the ERW. It seems hard to obtain explicitly the law of L based on the methods
previously introduced. For example, the ERW is related to Pélya urns with ran-
dom replacement but the distributions of the limiting random variables for large
urns have only been explicited in the case of two-color urns with deterministic
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replacement.

It might be possible to show the absolute continuity of its distribution using the
connection with random recursive trees and Bernoulli percolation [55, 21], and
the more general framework introduced in [12, 17].

Another approach could come from the last work of Bercu [6] on the ERW with
stops. The calculation of the Pochhammer moments together with a nice identity
that links the Pochhammer and the classical moments ensure that the random
variable couting the numbers of non-zero steps, properly normalized, converges
almost surely to a Mittag-Leffler distribution. We can only conjecture here that
the distribution of L is closely related to a mixture of Mittag-Leffler distributions.

ERW with general steps distribution

There are various ways to modify the behavior of the ERW. A first question is
about the effects of step-reinforced random walks with independent but not iden-
tically distributed steps, as a generalization of [12]. The interesting parts here are
the processes that could appear when looking at the convergence in D(0, ) and
the use of martingale theory.

Another variation deals with the distribution of the memory. This distribution is
usually uniform [9, 17, 21], but it can be modified in an appropriate way, see [2]
and Chapters 3 and 4. It would be interesting to study how other changes in the
distribution of the memory affect the behavior of the ERW, and more generally of
step-reinforced RW. Again, being able to establish the universality of the limiting
process, as it was done by Bertoin [18] for the noise reinforced Brownian motion
(nBM), would be a nice achievement.

Local limit theorems for Polya urns processes

The question of the recurrence/transience property of a random walk is impor-
tant. The ERW is recurrent in the diffusive and critical regimes, and transient in
the superdiffusive regime. More precisely, it was recently proved by Bertoin [17]
that the ERW is positive recurrent in the diffusive regime (only when p < 1/4).
However, no results are available in the multi-dimensional setting. A first idea
would be to prove local limit theorems in the case of generalized Pélya urns with
deterministic replacement. This result would make it possible to conclude on the
the recurrent cases for a fixed number of colors m > 3. If that is done, it would be
interesting to try to generalize this to random replacement (possibly with some
stronger hypothesis) in order to conclude on the (multi-dimensional) ERW.

Estimation for POya urns processes

In 2014, Le Goff and Soulier [59] explained how to estimate one particular pa-
rameter in the special case of two-color urn model when only one ball is added
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at each instant. They considered more general law for the replacement, possi-
bly nonlinear, and based their estimation on multiple realisations of the process.
Surprisingly, no other statistical study have been led on the estimation of param-
eters for generalized two-color Pélya urn models. Hence, a good question is to
determine explicit estimators of the parameters in the balanced case with deter-
ministic replacement, which reduces to two parameters. Then, it may be possible
to adapt the method to the random replacement case which could offer a new
way to estimate the memory parameter of the ERW.

Estimation for variations of the ERW

Very few results are devoted to statistical inference for elephant random walks.
In [10] we addressed this problem using the well-known approach of the quasi-
maximum likelihood estimator. This method could also be adapted in the case of
ERW with general steps distribution, providing the law of the steps have a second
order moment. It should also be possible to propose a statistical estimation of the
parameters in the case of ERW with stops [6, 39], or with memory changes [57, 58]
as well as the minimal random walk [64]. The difficulty here is that there are at
least two parameters to estimate simultaneously.
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Martingale Theory

In this appendix, we give results regarding martingale theory that are extensively
used in the presented work. Most of the following results were obtained thanks
to the impressive work of Hall and Heyde on the subject [42, 46, 45]. We refer the
reader to the book of Duflo [31] for a very complete survey of martingales theory.
This book will be given as a reference for many of the following Theorems.

A.1 = "Classical” results

The following results can be found in [31], see Theorems 1.3.15, 1.3.24 and 4.3.15.

Theorem A.1. (Law of Large Numbers for Martingales) Let (My,) be a real square in-
teqrable martingale adapted to F with quadratic variations (M),, and set (M)e =
lim(M),,.

1. Suppose that (M)e, < o0, then M, 3 M, where My, is a finite random vari-

n—oo
able.
2. Suppose that (M)« = oo, then
M}’Z a.s.
M) e

and more precisely, for all -y > 0, we have

é\\j—’;n = 0((log<M)n)l+7> a.s. (A.1)

Theorem A.2. (Law of Large Numbers for regressive series) Let (e,,) be a square-integrable
sequence of d-dimensional random variables adapted to F such that

Elens1 | Fu] =0, supE[[lensa|® [ Fu] <C
n
for C a finite random variable. Suppose that (®) is another sequence of d-dimensional
random variables adapted to F. Then, set s, = Y} || P ||*> and let My, = Y p_1 (1, &)

be a martingale adapted to F.
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1. Suppose that s < 0o, then M, :—S> M where Mo is a finite random variable.
n—oo

2. Suppose that so, = oo, then

M as, (A2)

Si’l*l n—oo

and more precisely, for all v > 0, we have
Mz =0O((logsy—1)""7s,1) as. (A.3)

Moreover, if C is a constant and if for some a > 2, sup, E[||e,41(|* | Fu] < oo,
we also have
Mz = O((logsu—1)su—1) a.s. (A4)

Theorem A.3. (Law of Large Numbers for vector Martingales) Suppose that (M) is a
square-integrable vector martingale adapted to F with quadratic variations (M),,.
1. Suppose that Tr((M)e) < oo, then M, :—S> Mo where M is a finite random
n—oo
variable.

2. Suppose that Tr((M)«) = oo, then

M, a.s.
— =0 A5
)\max<M>n n—o0 ( )

and more precisely,

| M| 7
— = log Ti : A.
N (M 0(( og r(M>n> ) a.s (A.6)
We give the law of iterated logarithm for real martingales which is due to Stout
[71,72], see also Corollary 6.4.25 in [31].

Theorem A4. (Law of iterated logarithm) Let M, = Y Py_1¢x be a real martingale
defined as in Theorem \A.2, with the same notations. Assume that E[e2 | | F,] < o?
and that for some 1 < a < 2, sup, E[|e,11|** | Fu] < oo. Let (Ty,) be a sequence
adapted to F such that |®,| < T,, and set T, = Y _, T,f. Then, if To = oo and
Y T,?“ /T < o0, we have

1. / M — 1. i f l / Mn —
(A': )

The following result is an adaptation of the one in [4], see Theorem 3.

Theorem A.5. (Quadratic strong law) Let M, = Y Py_q¢; be a real martingale defined
as in Theorem A.2, with the same notations. Moreover, assume that lim, E[e2 | | F,] =
o? and that for some a > 2, sup, E|e,11|* | Fu] < oo. Let the explosion coefficient
associated with (®,) be defined by f, = ®,, /s, and assume that f, n:—sgo 0. Then,

1 MY
nlgl(}o log s k;fk<E> =0° as. (A.8)
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The following result is the usual central limit theorem for vector martingales, it
can be found for example in [31], see Corollary 2.1.10.

Theorem A.6. (Central Limit Theorem for vector Martingales) Let (M,,) be a square in-
tegrable vector martingale adapted to F with quadratic variations (M),. Let AM, =
M, — M,,_1 and suppose that for (s,) a real deterministic sequence, such that s, is in-

creasing to +oo, the following assumptions hold :

1
1. —(M)y - T;
Sy n—co

2. Lindeberg’s condition is satisfied, that is, for all € > 0

lf E [|AM]P1 Fia] 20
Sn f nll L aMy, | >ey/sa} 1V k=1 2 Y-

n

Then, we have

1 a.s.

A.2 - Non-standard results on martingales

The proofs of our results rely on two non-standard central limit theorem and
quadratic strong law for multi-dimensional martingales. A simplified version of
Theorem 1 of Touati [73] is as follows.

Theorem A.7. (Central limit for matrix normalisation) Let (M) be a locally square-
integrable martingale of R adapted to a filtration (F,), with predictable quadratic vari-
ation (M),. Let (V,,) be a sequence of non-random square matrices of order 6 such that
| Vi || decreases to O as n Qoes to infinity. Assume that there exists a symmetric and
positive semi-definite matrix V such that

(H'l) Vn<M> VT —> V.

n—oo
Moreover, assume that Lindeberg’s condition is satisfied, that is for all e > 0,

n

P
(H2) Y E[IVaAMPL v, anmy>ep [ Fi-1] —2 0
k=1

where AM,, = M, — M,,_1. Then, we have the asymptotic normality

VaMy = N(0,V). (A.10)

n—oo

The quadratic strong law requires more restrictive assumptions. The following
result is a simplified version of Theorem 2.1 of Chaabane and Maaouia [22] where
the normalization matrices (V) are diagonal.

Theorem A.8. (Quadratic strong law for matrix normalisation) Let (M,,) be a locally
square-integrable martingale of R® adapted to a filtration (F,,), with predictable quadratic
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variation (M),. Let (V},) be a sequence of non-random positive definite diagonal matri-
ces of order A such that its diagonal terms decrease to zero at polynomial rates. Assume
that (H.1) and (H.2) hold almost surely. Moreover, suppose that there exists p €]1,2]
such that

H.3 SE[IVaAM 261 Fu1] <0 as.
(F.3) ; log(detV )) [ ! ol ’ ! 1]

Then, we have the quadratic strong law

lim 1 Z <(det Vi)? — (det Viyq)?
n—e Jog(det V,, 1)2 (= (det V})?

)WMMQW:V a.s. (A1)

The proofs of our functional results rely on the non-standard functional central
limit theorem, which is a simplified version of Theorem 1 part 2) of Touati [73].

Theorem A.9. (Functional convergence for matrix normalisation) Let (M,,) be a locally
square-integrable martingale of R® adapted to a filtration (F,), with predictable quadratic
variation (M)y. Let (Vy,) be a sequence of non-random square matrices of order é such
that || Vy,|| decreases to 0 as n goes to infinity. Moreover let T : Ry — Ry be a non-
decreasing function going to infinity at infinity. Assume that there exists a symmetric
and positive semi-definite matrix V; that is deterministic and such that for all t > 0

: P
(H.1) VM) eup Vi = Vi

Moreover, assume that Lindeberg’s condition is satisfied, that is for all t > 0 and € > 0,

T(nt)
, P
(H.2) Y E[[IVaAMIPLg v, amy =y [ Fe1] — 0

n—o0

where AM, = M, — M,,_1. Finally, assume that
q

(H.4) Vi =) tYK;
j=1

where aj > 0 and K; is a symmetric matrix, for some q € N*. Then, we have the dis-
tributional convergence in the Skorokhod space D([0, co[) of right-continuous functions
with left-hand limits,

(VaM (), t 2 0) = (W, £ > 0) (A.12)

where W = (Wt, t> 0) is a continuous R-valued centered Gaussian process starting
at 0 with covariance, for 0 < s < t,

EWsW]] = V. (A.13)
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