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Abstract

The present work is devoted to the modeling of noise generated by the impingement
of fan wakes on outlet guide vanes in turbofan engines, which has been acknowledged
as one of the most important contribution to aircraft noise. Modern fan stages display
a high number of blades/vanes, resulting in strong cascade effect. For such configura-
tions, the mode-matching technique chosen in this thesis shown promising capabilities
to better understand and predict noise generation and propagation. This is why an
extension of this technique to more realistic vane geometries is proposed, with the
addition of camber in two dimensions.

Accounting for camber has a twofold impact on sound propagation through the
inter-vane channels: curvature of the center line, and expansion of the cross-section.
The latter is introduced by means of a multiple-scale analysis, relying on slow varia-
tions along the channel, while the former is added by formulating the wave equation in
curvilinear coordinates. The channel expansion plays a significant role on sound trans-
mission and reflection phenomena at all frequencies. It also generates cut-on/cut-off
transitions of channel modes, which can drastically change the acoustic behavior. A
detailed study of this mechanism has been carried out. On the other hand, it has been
observed that curvature only matters above the first cut-off frequency of the channels,
for typical outlet guide vane geometries.

Concerning the wakes evolution through the cascade of cambered vanes, only the
expansion effect has been modeled. This allows one to recover the wakes slicing and
tilting observed in numerical simulations. However, the missing curvature effects proved
to be limiting to address noise prediction in realistic configurations. They should be
added to ensure reliable results.

Throughout this work, emphasis was also placed on acoustic resonances. Para-
metric studies have been performed on the influence of vane design parameters and
incident perturbation on the prediction of resonant frequencies. The modulation of
the resonance pattern by an incident acoustic wave in non-ideal conditions has been
explained, as well as the crucial role of cut-on/cut-off transitions at certain frequencies.
The influence of acoustic resonances triggered by wake impingement was also studied.
It appeared that their occurrence can either reduce or amplify noise.

Keywords: Aeroacoustics, rotor-stator wake-interaction noise, camber, mode-matching,
multiple-scale analysis, cut-on/cut-off transition, acoustic resonance
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Résumé

Ce travail est consacré a la modélisation du bruit d’impact des sillages de la soufflante
sur les aubes de redresseur du flux secondaire d’un turboréacteur, qui est reconnu
comme 'une des contributions majeures au bruit d’un avion civil moderne. Les étages
de soufflante modernes présentent un nombre élevé de pales/aubes, ce qui entraine un
fort effet de grille. Pour de telles configurations, la technique de raccordement modal
retenue pour cette thése a montré des capacités prometteuses pour mieux comprendre
et prédire la génération et propagation du bruit. C’est pourquoi une extension de
cette technique a des géométries d’aube plus réalistes est proposée, avec 'ajout de la
cambrure en deux dimensions.

La prise en compte de la cambrure a un double impact sur la propagation du son
dans les canaux inter-aubes : la courbure de la ligne centrale et I’évasement de la section
transverse. L’effet d’évasement est introduit au moyen d’une analyse multi-échelle, en
supposant des variations lentes du canal, tandis que les effets de courbure sont ajoutés
en formulant I’équation d’onde en coordonnées curvilignes. L’évasement du canal joue
un role significatif sur la transmission et la réflexion du son a toutes les fréquences. Il
génére également des transitions de mode coupé/passant dans les canaux, ce qui peut
changer radicalement le comportement acoustique de la grille. D’autre part, il a été
observé que la courbure n’a d’importance qu’au-dessus de la premiére fréquence de
coupure des canaux, pour des géométries d’aube classiques.

Concernant I’évolution des sillages a travers la grille d’aubes cambrées, seul I'effet
d’évasement a été modélisé. Cela a permis de prendre en compte le découpage et
I'inclinaison des sillages observés dans les simulations numériques. Cependant, les effets
de courbure semblent nécessaires pour prédire correctement le contenu modal généré
dans des configurations réalistes. Ils devront étre ajoutés pour garantir la fiabilité des
résultats.

Au cours de ce travail, 'accent a aussi été mis sur les résonances acoustiques.
Des études paramétriques ont été réalisées sur I'influence des paramétres géométriques
des aubes et de la perturbation incidente. La modulation du motif de résonance par
une onde acoustique incidente dans des conditions de résonance non idéales a été ex-
pliquée, ainsi que le role crucial des transitions. L’influence des résonances acoustiques
déclenchées par I'impact des sillages a également été étudiée. Il apparait que la réso-
nance de la grille peut soit réduire, soit amplifier le bruit généré, en fonction de son
motif.

Mots-clés: Aéroacoustique, bruit d’interaction de sillage, cambrure, raccordement
modal, analyse multi-échelle, transition coupé/passant, résonance acoustique
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Introduction

General Context

With the exponential growth of air traffic, aircraft noise pollution has become a real
societal problem. To remedy this, an international specialized agency, known as the
International Civil Aviation Organization (ICAQO), has emerged from the Chicago Con-
vention in the late 1940s. Its role is to provide standards and recommended practices
to manage aircraft noise pollution at an international level. One of the most important
pillars of the balanced approach adopted by the ICAO is the reduction of noise at its
source. To this end, noise limits have been imposed for aircraft since the 1970s. Since
then, the ICAO noise standards, known as chapters, continue to evolve and are applied
through the ICAO certification. The ICAO policy on that matter is "to ensure that
the latest available noise reduction technology is incorporated into aircraft design and
that this is demonstrated by procedures that are relevant to day-to-day operations."*.
Aircraft manufacturers are forced to pass this certification process with each of their
airplanes for it to be allowed to fly. Also, the Advisory Council for Aviation Research
and Innovation in Europe (ACARE) has set several objectives for the continent, as a
reduction of 65% of the noise emissions for airplanes in 2050, compared to airplanes
from the 2000s?.

Aircraft noise can emerge from a variety of sources that are always related to some
sort of flow unsteadiness. They can be split into two categories: sources related to
the engine and sources related to the airframe. The engine is a complex system that
generates sound in several ways internally, and by turbulent mixing within the hot jet
flow downstream (shown in red in Figure 1). The airframe elements generate noise
due to their interactions with the ambient flow during flight (shown in green in Fig-
ure 1). Moreover, sources can interact with each others, typically the jet flow with
wing elements, as shown in blue in Figure 1.

Though all sources indicated in Figure 1 might be relevant for on-board noise,
the present work focuses on noise pollution for people living near airports. To this
end, the relative efficiency of each noise source is estimated on the ground through
the certification process defined by the ICAO. The measurements are done during
two main flight procedures: approach and take-off, as depicted in Figure 2. The
approach procedure is basically a landing operation, so the engines run at the lowest

International Civil Aviation Organization. [Online]. Available:
https://www.icao.int /environmental-protection /Pages/Reduction-of-Noise-at-Source.aspx
2Advisory Council for Aviation Research and Innovation in Europe.  [Online].  Avail-

able: https://www.acaredeurope.org/sria/flightpath-2050-goals/protecting-environment-and-energy-
supply-0
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Figure 1: List of the most relevant noise sources and interactions, (©)Henri Siller and
Jan Delfs, DLR, 2019.
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Figure 2: Noise certification flight paths and control points.

power /thrust of the certification. Noise is measured at a point directly below the
flight path. During the take-off procedure, two sets of noise measurements are done.
One lateral measurement (called sideline) during the first part of the take-off, where
the engines are operated at full power/thrust, and another measurement below the
flight path (called flyover/cutback) after the engines have been reduced to cutback
power /thrust, ensuring a minimum climb gradient.

A study made in the early century, on typical long-range four-engine aircraft [50],
pointed out that the airframe and engine noises are both crucial in approach condition
whereas the engine noise is always significant and especially dominant during take-off,
with emphasis on jet- and fan-related noise (see Figure 3). Reducing fan-related noise
then appears as one of the main lever to reduce the overall aircraft noise emission.
Therefore, this work focuses on the modeling of fan-related noise.
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Figure 3: Example of noise source contributions for typical long-range four-engine
aircraft, at the three certification points [50].

Thesis Aim

In order to reduce fan-related noise, aircraft engine manufacturers have two options:
apply acoustic liners inside the engine to absorb noise, and optimize the design of the
fan stage to directly reduce noise generation. The present work is concerned with the
latter. Accurate and efficient predictive tools are then needed in optimization strategies
at each step of the design (pre-design, design, ...). In this context, the mode-matching
technique described in Bouley et al. [12] showed promising capabilities as a tool for fan
stage acoustic pre-design, especially to further understand acoustic transmission and
reflection phenomena. Safran Aircraft Engines, as an aircraft engine manufacturer,
and the Laboratoire de Mécanique des Fluides et d’Acoustique (LMFA) in Lyon want
to further improve this model and to include as many realistic design parameters as
possible while preserving analytical tractability, so that fast computations are ensured
when used in optimization loops and/or for broadband noise predictions. For this
purpose, the present thesis proposes an extension of the model of Bouley et al. [12]
by taking into account the effects of vane camber. Results are focused on tonal noise
predictions but the model can be applied to broadband predictions as shown by Francois
et al. [34].

Outline of Contents

The outline of the manuscript is as follows. Chapter 1 is dedicated to a literature
review on the most important noise sources present in the fan stage, and the tools
that are currently available to study and predict them. The general principles of the
mode-matching technique are then explained. Finally, a particular attention is paid to
the influence of vane camber on noise generation, that is yet to be fully understood.
Chapters 2 to 4 are devoted to the modeling and study of the transmission and
reflection phenomena in a cascade of cambered vanes. In Chapter 2, the system of
mode-matching equations is first detailed for a linear cascade of flat vanes. A first
extension to account for the effects of camber is then proposed, based on a multiple-
scale analysis. This first extension is fully analytical but is limited to relatively low
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frequencies. The results obtained with the extended model are compared to highly
accurate numerical results, which are used as a reference to validate the model. Chap-
ter 3 presents an alternative extension of the initial model, which allows one to take
into account the effects of vane camber at higher frequencies. This extension relies on
a pseudo-spectral method to solve an eigenvalue problem, and is therefore qualified
as semi-analytical. Comparisons with numerical results are presented to validate the
model with and without the presence of a mean flow. The validity range of the low-
frequency model is also assessed and parametric studies are conducted to investigate the
effects of camber on sound transmission and reflection, with emphasis on the resonance
phenomenon. Chapter 4 tackles the delicate phenomenon of cut-on/cut-off transition
of acoustic modes, which can happen in the inter-vane channels due to camber. An
extension of the multiple-scale analysis is explained, based on some form of matched
asymptotic expansion, which allows one to account for the fast variations of sound en-
countered in the vicinity of the transition location. This extension is then introduced
into the low-frequency mode-matching model, and investigations are performed on the
role of the transition, with a particular focus on resonance phenomena.

Finally, Chapter 5 introduces the modeling of sound generation by periodic wake
impingement on a linear cascade of cambered vanes. The wake is decomposed into
vortical gusts in the frequency domain, and a model of vortical gust evolution through
the cascade of cambered vanes is proposed, accounting for the "slicing" induced by
the vanes downstream. The vortical gust is introduced into the mode-matching model
alongside the acoustic waves and comparisons are made with analytical and numerical
results available in the literature for tonal noise prediction. Parametric studies are also
conducted to further understand the influence of camber on tonal noise generation.
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Introduction

As mentioned in the previous chapter, the aircraft engine is the main source of
noise pollution, especially because of the contributions of the fan stage. The
engine architecture is first presented in a simplified manner to better visualize
the problem. A literature review is then done on the most important noise
sources present in the fan stage in order to point out the key sources that need
to be dealt with in the first instance. The tools currently available for studying
and predicting noise are also presented, which helps to understand where the
current work stands at. The general principles of the mode-matching technique
used in this PhD are explained afterward. Finally, the current knowledge on the
influence of vane camber on sound generation, which is yet to be fully understood,
is presented.
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Chapter 1. State of the Art

1.1 Fan Noise Sources

1.1.1 Overview

Figure 1.1 displays a schematic view of the cross-section (called meridian plane) of a
modern turbofan engine with its main components: the Low-Pressure (LP) and High-
Pressure (HP) compressor/turbine stages and the combustion chamber. The so-called

Fan I1GV oGV Combustion Chamber

Bypass flow

LP turbine

LP compressor HP compressor  HP turbine

Figure 1.1: Schematic view of a modern turbofan engine.

fan stage is composed of the fan (rotating part) and two sets of guiding vanes (static
part) named: Internal Guide Vanes (IGV) in the core duct, and Outlet Guide Vanes
(OGV) in the bypass duct. The fan is basically the main component that is seen when
standing in front of the engine.

As explained in the Introduction, the noise generated in the fan stage is one of the
main contributions to the aircraft noise pollution. In order to predict this noise, the
following methodology (see Figure 1.2) can be adopted:

1. Computation of the acoustic sources present in the fan stage;
2. In-duct propagation of sound up to the engine intake and exhaust;

3. Propagation of sound up to the external near-field, accounting for refraction
effects at the lip of the air intake and exhaust, as well as the complex interactions
with the jet flow;

4. Propagation of sound from the external near-field up to the far-field, where the
microphones of the certification process are located, by means of free-field prop-
agation tools.

In this work, only the first two steps are addressed: computation of the acoustic sources
and in-duct propagation. The following part presents what sort of acoustic sources exist
in the fan stage and how they are produced.

The fan stage of a modern turbofan engine is the home of a variety of noise genera-
tion mechanisms. Taking the point of view of a distant observer, the different sources
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Figure 1.2: Possible noise prediction methodology.

of noise originate from unsteady interactions between the flow and the fan blades or
the IGV/OGV. The fundamental analysis of Ffowes Williams & Hawkings [31] teaches
us that the acoustic sources due to a moving surface can be decomposed into three
categories, with relative importance based on the Mach number at which the source
approaches the observer point:

e thickness noise due to the volume displacement of fluid, mostly significant at high
subsonic Mach numbers and for thick-enough bodies;

e loading noise due to the aerodynamic forces exerted by the blade/vane on the
fluid, the unsteady part of which is essential at every subsonic Mach numbers
on contrary to the steady part that is significant only at higher Mach numbers,
similarly to thickness noise;

e flow noise due to unsteady fluctuations and internal stresses inherent to the flow
(gathered into the so-called Lighthill’s tensor), mostly significant at nearly sonic
and supersonic Mach numbers.

Since the fan blades are moving in a non-inertial rotational motion, each aforementioned
type of noise can be produced from the point of view of a distant observer. For the
stator vanes, however, only unsteady loading can generate noise, since the surface is
not moving.

Though the thickness noise, steady loading noise and flow noise can only originate
from the rotation of the fan blades, the unsteady loading noise of the blades/vanes
has numerous and unavoidable sources. The latter come from unsteady disturbances
of the velocity field that flows over the blades/vanes. The main flow interactions that
can happen in the fan stage are depicted in Figure 1.3. They can be gathered into
two categories from the point of view of the acoustics, depeding on whether they are
periodic or random. A periodic interaction will produce sound at the corresponding
frequency and its harmonics. A random interaction will produce sound on a broadband
spectrum, covering a continuous range of frequencies. A description of the resulting
sources of noise is given in the following, according to the review by Peake & Parry [94].
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Figure 1.3: Fan noise sources caused by periodic (red) or random (blue) interactions.

1.1.2 Tonal Noise Sources
Fan Self-Interaction

Fan self-interaction mainly describes the fan thickness noise and steady loading noise
here, which become significant at high subsonic speeds. Since unsteadiness is needed
to produce sound, the steady part of the aerodynamic forces exerted by the blades
on the fluid can only generate noise when the blades are in a non-inertial motion,
such as a rotating motion. This is the case for the fan blades, the steady loading
of which induces an unsteady periodic fluctuation of the fluid at each passage of a
blade. Thus, these fluctuations naturally produce noise at harmonics of the Blade
Passing Frequency (BPF), which is equal to the number of blades times the shaft-
rotation rate Qg (in rad/s). In addition, at supersonic blade speeds encountered in
take-off condition, shocks start to develop at the blade leading edges. The expected
characteristic frequency is also the BPF. However, due to the non-linear behavior of the
shocks formation and propagation, the latter are particularly sensitive to small blade-
to-blade shape variations, resulting in differences in shock amplitude and azimuthal
spacing. The azimuthal symmetry is broken and noise is generated, and radiated, at
all multiples of the shaft-rotation frequency, generating what is called multiple pure
tones, in contrast with the BPF harmonic tones (see [129]).

Droop-Fan Interaction

If the incoming flow in the air intake is non-uniform in the azimuthal direction, it
creates mean distortions that interact with the rotating blades of the fan and generate
periodic lift fluctuations. Unsteady loading noise is then produced at harmonics of the
BPF. During flight, air is coming in the engine with a slight angle of attack due to
the difference between the flight path and the aircraft pitch angles. The air intake is
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usually designed to counteract this effect and ensure a uniform mean flow parallel to
the fan axis. However, the air intake of modern turbofan engines is shorter and shorter
and is usually not circular in cross section to satisfy ground-clearance requirements. It
is then difficult to ensure a uniform incoming flow.

Fan-Vane Wake Interaction

The rotating wakes of the fan blades are also a strong source of noise when inter-
acting with the stator vanes downstream. Considering all the fan blades as identical
and equivalently distributed along the circumference, the rotating wakes periodically
interact with each vane. The wake is characterized by a velocity deficit, the mean
part of which generates a periodic variation of the vanes lift, as each wake passes by a
given vane. This phenomenon generates an unsteady loading noise at harmonics of the
BPF. The wakes velocity deficit is usually larger and stronger at mid-span and above.
Consequently, the interaction of the wakes with the OGV is significantly noisier than
with the IGV. Fan wake-OGYV interaction is considered as the main source of tonal
noise for a wide range of engine power regimes in current turbofan engines (except at
full power during the sideline measurements, where the dominant noise source is due
to the shocks developing at the fan leading edge).

Fan-Vane Potential Interaction

The presence of a thick solid surface in the flow forces the fluid to reorganize itself
to bypass the obstacle. This creates a mean loading on the obstacle, which generates
a local distortion of the flow, called potential effect. If the distance between the fan
and the vanes is short enough, or if the potential effect of the vanes is amplified by the
presence of struts, the steady distortion generated by the vanes can interact periodically
with the fan blade trailing edges. Inversely, the rotating potential distortion generated
by the blades can periodically interact with the vane leading edges. An unsteady
loading noise is then produced at harmonics of the BPF. This mechanism is usually
of secondary importance in modern turbofan engines, even with the reduction of the
fan-OGV distance (see for example [122, 95]).

1.1.3 Broadband Noise Sources

Fan Turbulent Boundary-Layer Interaction

The fan is also responsible for a part of the broadband noise due to the turbulent motion
of the flow within the blades boundary layer interacting with their trailing edge. At low
Mach numbers, it seems that this contribution is dominated by sound amplification of
the quadrupoles near the trailing edge [132]. Also, for off-design operating points such
as in approach condition, the blades can operate at a high angle of attack resulting in
flow separations or recirculation bubbles on the suction side. These mechanisms can
generate large turbulent structures that produce broadband noise when interacting
with the trailing edge or even produce noise by their own oscillation in the case of
recirculation bubbles. All of these noise mechanisms due to the interaction between a
fan blade and the turbulence produced in its own boundary layer and near wake are
usually referred to as self-noise, with the addition of tip-gap noise [15].
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Inlet Turbulence Ingestion

Atmospheric turbulence can also be responsible for broadband noise production [43, 91].
The interaction of the turbulent velocity field with the fan blades generates random
fluctuations of the lift concentrated at the leading edge, thus giving rise to a broadband
loading noise.

Fan/OGYV Casing Boundary-Layer Interaction

The casing boundary layer is also responsible for turbulent interactions with the fan
blades and OGV leading edges. This gives rise to a broadband loading noise. It
has been noticeably studied by Stephens & Morris [128| and, even if of secondary
importance in the present case, could become a significant mechanism for boundary-
layer ingestion propulsion systems.

Fan Tip-Gap Noise

Jacob et al. [54] explain that the tip leakage flow is similar to a cross-jet flow, resulting
from the pressure gradient between the fan blades pressure side and suction side. This
secondary flow is then deflected by the surrounding flow and rolls up into one or two
vortices, called the tip leakage vortex (generated at the leading edge) and the tip
separation vortex (generated at mid-chord). The tip vortices then interact with the
outer flow or the casing, creating two highly turbulent shear layers identified as major
mechanisms for broadband noise production.

Fan-Vane Wake Interaction

The fan wakes also possess a strong turbulent component due to the shear layers de-
veloping from the mean velocity gradients. This turbulence then interacts with the
OGV and produces broadband loading noise. According to Peake & Parry [94], this

represents the strongest source of broadband noise.

The fan-OGV wake-interaction noise is considered as the main source of noise in
modern turbofan engines for a wide range of operating conditions, for tonal noise as
well as broadband noise. Hence, this work is focused on that particular rotor-stator
interaction. It can be achieved by different methods, involving numerical simulation,
analytical modeling or a combination of both. A list of the most commonly used tools
is given in the following, with the aim of assessing their general pros and cons. This
will help understand the goals and limitations of the current work.

Fan Noise Sources ——mM8M8M ™ ———————————————————————— Summary

Different types of noise are generated from the rotating motion of the fan and
the unsteady interactions of the flow with the fan and the IGV/OGV. The main
source of noise in the fan stage results from the unsteady impingement of the fan
wake on the OGV. This interaction is both periodic, via the passage of a periodic
mean velocity deficit seen by the OGV, and random, via the chaotic unsteadiness
inherent to the turbulent flow. Thus, both tonal and broadband components
of noise emerge from this interaction. The fan-OGV wake-interaction noise is
therefore a complex noise generation mechanism to study but is also one of the

10
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main lever to reduce the overall engine noise, thus aircraft noise pollution. That
is why this thesis focuses on this source.

1.2 Rotor-Stator Wake-Interaction Noise Prediction

1.2.1 Blade/Vane Geometry Definition

To get a grasp of the complexity of the problem, the geometrical design parameters of
the blades/vanes, involved in the generation of sound, are described below. Notice that
those are simplified representations for the sake of explanation and that, in realistic
designs, each parameter might vary from the bottom of the blade/vane to its tip, and
even from one vane to another (in presence of struts). In Figure 1.4, from left to right,
are represented the sweep angle, defined in the meridian plane, the lean angle, defined
in the front view of the stator, and the stagger angle, defined in an unwrapped view
of the stator at a given span. When unwrapping the stator in a cascade view as in

sweep angle lean angle stagger angle
A . . .
v 53 ~
fan / / oGV ‘ 7z
/ I ~ ) = - (\/
( @‘ pu
/
LY =
. cascade
)

(a) (c)

Figure 1.4: Definition of the sweep, lean and stagger angles. Stator in the meridian
plane of the bypass duct (a), front view of the stator (b), and unwrapped stator at
mid-span (c).

(b

Figure 1.4c, the vane profile is highlighted. The latter also requires some parameters to
be defined, which is done in Figure 1.5. The vane profile is defined from a straight line
(chord line), the ends of which are called leading edge and trailing edge, respectively.
The chord line serves as a reference to define the other parameters, such as the angle
of attack of the flow or the stagger angle in Figure 1.4 (c¢). Then camber and thickness
are added. The amount of camber is defined as the inverse of the radius of the smallest
circle that fits in the vane (as shown at the leading edge in Figure 1.5), and can vary
along the chord line. The thickness is defined as the distance between the upper surface
(suction side) and the lower surface (pressure side) following the perpendicular to the
chord line. As for camber, the thickness distribution can vary along the vane. Given
the distribution of camber and thickness, a new center line, called the camber line, is
defined from the upper and lower surfaces of the vane.

11
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Figure 1.5: Definition of the vane profile.

Now that all the parameters necessary to understand the modeling of fan-OGV
wake-interaction have been defined, a literature review of the most commonly used
tools currently available to study and predict noise generation is presented.

1.2.2 Numerical Simulation

The study of noise generation through numerical methods is referred to as Computa-
tional AeroAcoustics (CAA). When resorting to CAA means, the most general set of
equations can be solved while accounting for the real geometry of the problem. This
allows a realistic flow description through the fan-OGV stage but is very costly if the
whole range of turbulent scales, responsible for the broadband noise, is resolved. Con-
sequently, different types of numerical simulations have been developed, with different
levels of accuracy. The turbulent scales can be entirely resolved or only partially, in
which case the finer ones are modeled, or even entirely modeled. Modeling the tur-
bulent structures allows one to reduce the computational cost of the simulation by
making some assumptions on the turbulence behavior, thus loosing in accuracy. The
different approaches are summarized in Figure 1.6 and organized accounting to their
relative computational cost and level of modeling [121].

>
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Figure 1.6: Hierarchy of the most commonly used Computational Fluid Dynamics
(CFD) methods with different levels of turbulence modeling (from Sagaut et al. [121]).
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At the very top, where all the turbulent scales are resolved, seats the Direct Numeri-
cal Simulation (DNS). Assuming the underlying equations are exact, only the numerical
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configuration is responsible of the accuracy of this method (discretization schemes and
boundary conditions). The set of equations used can be either the Navier-Stokes (NS)
equations or the Boltzmann equation. The Navier-Stokes equations are the classical
equations that describe the motion of Newtonian fluids, developed during the first half
of the nineteenth century. The Boltzmann equation takes its roots in the kinetic theory
of gases, which describes the gas motion at a smaller scale than classical fluid dynamics
and recover the macroscopic fields by statistical means. The Boltzmann equation, after
some simplifications, is able to recover the Navier-Stokes equations as a second-order
perturbation around a local equilibrium [19]. On the contrary to classical meshes that
follow the surface of the blades, the Boltzmann equation is solved on a lattice in which
the blades are immersed. The method is therefore referred to as the Lattice-Boltzmann
Method (LBM).

The Large Eddy Simulation (LES) is found just below the DNS. In this method, only
the larger turbulent scales are resolved, while the finer ones, i.e. the most expensive,
are modeled (see Sagaut et al. [121] for more details about the method). This method
can also rely on either the NS equations or the LBM. Notice that, in theory, the LES
tends to the DNS if the turbulence spectrum tends to be entirely resolved. However,
this could cause practical issues due to the classical subgrid-scale models (which model
the behavior of the finer turbulence scales) not being fitted for such an extreme use.
On the other hand, the LES cost can be reduced by addressing the resolved part of
the flow (largest turbulence scales) with a hybrid method. In this case, the resolved
part is decomposed into an averaged representation of the flow solved by the Reynolds-
Averaged Navier-Stokes (RANS) equations, while the turbulent fluctuations are solved
by LES. The RANS method is explained in the following.

The RANS equations can be used in conjunction with LES or alone, to achieve even
greater gains in computation time. If used alone, the turbulence is completely modeled,
from the largest scales to the smallest ones. This method is based on the Reynolds
decomposition (or Favre decomposition for compressible flows), which separates the
mean flow part from its fluctuations. Thus, the RANS equations only describe the
statistically-averaged part of the flow. A statistical description of the turbulence is
still needed though, to get a closed system of equations since the Reynolds-averaged
momentum equation involves the fluctuating field, through the so-called Reynolds stress
tensor. Due to the use of averaged equations, the unsteady fluctuations are missing.
Convergence issues can occur for flows exhibiting an intense unsteadiness, such as
vortex shedding. To overcome this issue, an Unsteady-RANS (URANS) approach
was developed, which is able to account for periodic and deterministic phenomena
happening at a given frequency. Hence, the chaotic unsteadiness related to turbulence
is still modeled statistically, but the periodic fluctuations responsible for tonal noise
are recovered.

With these numerical tools available, different procedures have been developed for
the computation of sound. Colonius & Lele [21] have made a rich review of these
methods, highlighting their utility and limitations. They can be separated into two
groups: one which directly computes the sound field, and another that separates the
calculation of the acoustic sources from the calculation of sound propagation.

Direct Computation of Sound

The direct method numerically computes the unsteady flow and the sound generated
by it, by solving compressible flow equations. Depending on the desired level of de-
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scription of turbulence, the numerical tool employed is either the DNS, LES or hybrid
RANS/LES. In each case, the computational domain needs to be large enough to cover
the region of the acoustic sources and the region of the acoustic near-field. Then, if
the far-field cannot be directly computed up to the point of interest (the engine intake
and exhaust of Figure 1.2), a numerical domain extension or an analytical method is
used. In the former, a coarser and better-suited mesh for acoustic propagation is used
with simpler equations, such as the linearized Euler equations, whereas the analytical
methods rely on a integral formulation of the wave equation. Such methods can be
very accurate and account for all types of sources in the fan stage (not only wake in-
teraction), but the drawback is the high computational cost. These methods are then
helpful for unraveling the physical mechanisms of sound generation and providing rich
databases but are currently restricted to academic problems. Notice that, if only the
tonal noise is required, a URANS simulation can be used instead, drastically reducing
the computational cost. This latter approach is very attractive in an industrial context.

Hybrid Methods for Noise Prediction

The hybrid methods separate the calculation of the unsteady flow from the calcula-
tion of the generated sound field. The sound field is viewed as a post-processing of
the unsteady flow computation. This has the advantage of alleviating some of the
acoustic requirements on the numerical mesh and schemes, hence reducing the compu-
tational cost. The propagation can then either be simulated by analytical or numerical
means. A description of the different numerical methods available is given by Colonius
& Lele [21]. On the other hand, analytical propagation models can be used in conjunc-
tion with either a DNS or LES. The radiated noise is then computed by means of an
adequate acoustic analogy (see Goldstein [37]), propagating the numerically computed
acoustic sources via a Green’s function. The idea of the acoustic analogy is to restate
the governing equations of gas dynamics as an equivalent wave equation in an idealized
hypothetical medium. It assumes that the aerodynamic fluctuations generating sound
are localized in a limited region®, called the source region, which is described by the
right-hand side terms in the equivalent wave equation. This method usually resorts to
a linear wave operator, assuming a homogeneous medium at rest or in uniform motion,
and thus does not permit any feedback of the acoustic pressure field on the aerody-
namic fluctuations, restraining its use to weak pressure fluctuations. An illustrative
representation of the principle of acoustic analogy is presented in Figure 1.7, as it was
first introduced by Lighthill [66, 67]. Different analogy formulations have then followed,
especially to account for the presence of solid surfaces and boundaries that are present
in the context of ducted fan noise (see Curle [23], Ffowcs Williams & Hawkings [31] and
Goldstein [37]). The fundamental analysis of Ffowes Williams & Hawkings states that
the acoustic sources due to a moving surface can be decomposed into three categories:

e thickness noise equivalent to a surface distribution of monopoles;
e loading noise equivalent to a surface distribution of dipoles;

e flow noise equivalent to a volume distribution of quadrupoles outside the surface.

!The ampltiude should decay sufficiently fast toward the boundaries of the numerical domain in
order to ensure that most of the noise sources are accounted for.
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Figure 1.7: Acoustic analogy as introduced by Lighthill [66, 67].

As mentioned earlier, source terms associated to monopoles and quadrupoles can gener-
ally be neglected compared to the dipole noise of the wake interaction for low-subsonic
fan configurations. Typical fan-OGV interaction noise, in approach condition, is then
essentially loading noise due to unsteady pressure-induced forces on the vanes by the
passage of the fan wakes. This simplifies the acoustic requirements in the numerical
computation since the acoustic sources are supposed to be only on the vanes surface
(even if the mesh still needs to be sufficiently refined in the wakes). Note that this
simplification is no longer valid at high subsonic Mach numbers, in take-off condition,
where the fan quadrupole noise possibly becomes significant and shock waves can ap-
pear, generating volume sources of noise by their interactions with vortical structures.

To summarize, hybrid methods are a good trade-off between accuracy and efficiency,
compared to direct methods. However, they are generally still too expensive to be used
as pre-design tools, especially for preliminary parametric studies or in optimization
algorithms. Furthermore, all previous strategies based on numerical simulations require
the knowledge of all geometrical details, which makes them unusable at early design
stages. That is why aircraft engine manufacturers are interested in the development
of a variety of prediction tools: from high accuracy and high computational cost, to
low fidelity and low computational cost. For fast and physically consistent predictions,
analytical models remain the best option. In each numerically-aided method previously
mentioned, the acoustic sources were numerically computed, or at least partially. This
is because they represent a crucial and very sensitive part of the noise prediction. In
the next section, the analytical modeling is pushed further to tackle this unsteady
aerodynamic part, in order to reduce the computational cost even more.
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1.2.3 Analytical Modeling

For thin and weakly cambered vanes under small angles of attack, unsteadiness of
the total aerodynamic force (composed of lift and drag) is mainly due to fluctuations
of the flow angle of attack, thus to fluctuations of the incident velocity component
perpendicular to the mean flow direction, called the upwash. This means that drag
fluctuations are negligible compared to lift fluctuations in this case. The problem
addressed in the following is then the generation of sound due to lift fluctuations only.

The first task is to model the wakes evolution from the rotor trailing edge to the
stator leading edge. From the analysis of Chu and Kovasznay [20], if the wake ve-
locity deficit is weak, it can be described at leading order as a pressure-free vortical
motion purely convected by the mean flow? (frozen). As a consequence, the wake evo-
lution can be described independently of the generated sound field. For tonal noise
predictions, only the mean characteristics of the wake are necessary: mean velocity
deficit at the wake center and wake width at mid-height. Several semi-empirical mod-
els based on the rotor drag coefficient were developed during the twentieth century,
with increasing complexity. The most commonly used models are those of Reynolds &
Lakshminarayana [102, 103|, Majjigi & Gliebe [69], and Philbrick & Topol [96]. Ana-
lytical models of the rotor wake also exist, such as the one derived by Cooper & Peake
in the early century [22]. For more details, Carazo has made a review of rotor wake
models in his PhD thesis in 2012 [17]. Finally, a RANS simulation can also be used to
extract the mean wake characteristics at the OGV leading edge®. Both modeling and
numerical approaches are very affordable in an industrial context. These characteristics
are then used to build a periodic Gaussian representation of the wakes velocity deficit,
projected onto the direction normal to the mean flow (upwash component). Since the
upwash fluctuations at the OGV leading edge are periodic in this case, a Fourier series
is applied. Each resulting component in the frequency domain corresponds to a given
harmonic of the BPF and is called a gust. The correlation between a given gust and
the sound produced at a given harmonic is then straightforward.

For broadband noise predictions, the turbulence evolution is calculated with a
RANS simulation. Then, the knowledge of the turbulence statistics at the OGV
leading edge allows one to compute the upwash velocity cross correlation, based on
a model of upwash turbulent spectrum (usually an isotropic model such as the well-
known Liepmann and Von Karman spectra). This cross-correlation function describes
the amplitude of each incident gust at each frequency. Comparatively to periodic in-
teractions, a continuous and infinite set of gusts participates to the noise produced at
each frequency for turbulent interactions.

Now that the necessary inputs have been defined (either discrete gusts at the BPF
harmonics or a continuous gust cross-correlation function), a short survey of the most
commonly used analytical models for rotor-stator wake-interaction noise is presented.
In order to keep analytical tractability and to better understand the influence of each
design parameter on the generated noise, a classical strategy is to start from the sim-

2This assumption is valid for a uniform mean flow, as modeled in this work, but is no longer true
when accounting for the swirl in the inter-stage [58].

3The wake characteristics are, in practice, not directly available at the OGV leading edge due to
the use of a mixing plane at the interface between the rotor mesh and the stator mesh. Thus, all
fluctuations are lost in the stator domain and an extrapolation strategy is needed from the mixing
plane up to the OGV leading edge. The latter is usually done on the wake harmonics, i.e. the Fourier
transform of the wake in the azimuthal direction.
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plest problem and then, try to alleviate some of the assumptions one by one. That
is why the following models have been first derived in two dimensions, before being
extended to three dimensions, adding new layers of complexity in the geometry and
flow description along the way.

Cascade-Response Based Models

Based on the previous discussion, analytical models were focused on deriving the un-
steady lift on the vanes, in order to be used in conjunction with a Green’s function
within the framework of acoustic analogies. The methodology is summarized syn-
thetically in Figure 1.8, and as follow: the incident gusts generate an unsteady lift
distribution along the vanes, then these lift fluctuations are used as an equivalent
dipole distribution that generates sound, according to the analysis of Ffowcs Williams
& Hawkings [31]. The unsteady lift is computed from the linearized Euler equations,

Incident gusts |———»| Unsteady lift [————®| Generated noise

\\\

Figure 1.8: Noise prediction methodology scheme.

recast into a wave equation, with boundary conditions ensuring the impermeability
of the vanes and a zero pressure jump at the trailing edge (Kutta condition). The
resolution of this problem ends up to an integral equation that is solved by different
techniques depending on the model considered.

The early developments considered an isolated airfoil modeled as an infinitely thin
flat plate immersed in a uniform inviscid flow with zero angle of attack (see Figure 1.9),
thus neglecting camber, thickness and mean loading effects. In this context, Sears [125]
first derived a model of airfoil response in 1941 for incompressible flows, using the
circulation theory. In 1975, Amiet [2] proposed a compressible airfoil response us-

ST

Figure 1.9: Schematic unwrapped representation of the isolated vane problem.

c

ing Schwarzchild’s theorem [124], further extended for finite chord effects in 1976 [3].
These models were then used to deal with trailing-edge noise [4]. More recently, Roger
& Moreau [113] and Moreau & Roger |75] proposed an extension of the model for
trailing-edge noise by performing a back-scattering iteration. This extension allowed
one to account for finite chord effects, which are relevant at low frequencies. In the
same time, Moreau et al. [77] and Roger et al. [114] further extended the model to
three-dimensional aerodynamic gusts, while also proposing semi-empirical corrections
to account for small camber and thickness effects. Finally, Roger & Carazo [112]| and
Grasso et al. [40] added the effects of vane sweep to the modeling of leading-edge noise
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and trailing-edge noise respectively. The stagger angle can then be accounted for by
a simple rotation of the vane (polar angle shift in the formulation) and the lean angle
by use of a strip theory as in Ref. [114]. However, modern OGV designs display a
significant number of vanes with substantial overlapping [76], questioning the isolated
vane assumption. In fact, because the equivalent sources are dipoles perpendicular to
the vane surface, the interaction with the adjacent vanes is stronger when the overlap
d is higher and when the inter-blade spacing a is small (see Figure 1.10). In such a
configuration, the influence of the neighboring vanes on the acoustic generation and

propagation cannot be neglected anymore.
. W

a

NN T -

Figure 1.10: Schematic unwrapped representation of the cascade problem.

Cascade response functions have then been developed, accounting for the presence
of adjacent vanes on sound generation and propagation, referred to as cascade effect.
Different models were developed with increasing complexity and extensions to three-
dimensional gusts and three-dimensional cascade responses, relying on the Wiener-Hopf
technique (such as Glegg [36], Hanson & Horan [45] or Posson et al. [99]) or a collocation
method (such as Ventres [130] and further extensions) to solve the integral equation.
The Wiener-Hopf based modeling has then been pusher further, by accounting for the
swirling mean flow present in the inter-stage (Posson & Peake [100], Masson et al. [71],
Mathews & Peake [72]), or for small camber, thickness and angle of attack of the vanes
(Baddoo & Ayton [5]).

These models have enabled a deeper understanding of the relative importance of
each geometrical and flow parameter on the noise produced by rotor-stator wake in-
teractions. Yet, artificial resonances between adjacent vanes at each strip, artificially
considered parallel, are a concern and the radial scattering is not properly accounted
for. An alternative approach for modeling both noise generation and propagation in
a blade row has then started to emerge to tackle these issues, based on the mode-
matching technique.

Mode-Matching Based Models

Mode-matching based models do not consider the problem as acoustic sources dis-
tributed along the vanes. The starting point is still the linearized Euler equations
recast into a wave equation but, this time, the problem is seen as a matching problem
of vortical and acoustic disturbances at the interfaces of bifurcated wave-guides. This
implies that the major boundary value problem is moved from the vanes (imperme-
ability condition) to the inlet and outlet of the wave-guides (continuity equations).
The mode-matching technique was first used for electromagnetic fields by White-
head [131] and the method was later described in details by Mittra and Lee [73]. In
the context of cascade aeroacoustics, Roger et al. [115, 120] and Ingenito et al. [52, 53|
started applying the mode-matching technique in the early century to study sound gen-
eration and propagation in centrifugal compressors. This approach accounts for a fully
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three-dimensional annular duct geometry without resorting to strips, and therefore
naturally accounts for the radial scattering. More recently, Bouley et al. [12] developed
a two-dimensional model of acoustic generation and transmission for axial-flow turbo-
fan engines. The model is extended to three dimensions for wake-interaction noise in
Bouley et al. [11], for trailing-edge noise in Roger et al. [117] and for turbulence im-
pingement noise in Frangois et al. [34]. In the meantime, an alternative mode-matching
approach was developed, relying on the edge-dipole theory to recover the sound other-
wise produced by the impingement of vortical gusts [13, 118]. The method is also fully
explained in the PhD thesis of Bouley [10].

In each of the aforementioned models, the vanes are considered as infinitely thin
flat plates with zero stagger, sweep and lean. Returning to two dimensions, extensions
have been developed to take into account more realistic vane geometries. To this end,
stagger angle was introduced by using Green’s second identity, as described by Roger
& Frangois [116]. Roger et al. [117] then did a preliminary investigation on the diffuser
effect of the OGV row, due to an increasing inter-vane channel cross-section. This ef-
fect is introduced when the mean camber is taken into account. To do so, vane profiles
have been modeled using circle arcs. Good agreements have been obtained by Roger &
Moreau [119] when applying the mode-matching technique with cambered vanes com-
pared to Hixon’s results [46] with the NASA Glenn Research Center BASS code, which
solves the fully nonlinear Euler equations. A comparative study of two-dimensional
sound transmission models in a realistic turbomachinery cascade, involving the mode-
matching model [117] and the cascade-response model of Baddoo & Ayton [5], can
also be found in Ref. [74], showing good agreement of the mode-matching model with
the numerical solution up to a certain frequency. Roger et al. [117] and Roger &
Francois [116] also used Ovenden’s solution [86] for the velocity potential to highlight
the effect of cut-on/cut-off transition of sound in such cambered inter-vane channels,
but did not implement this mechanism in the mode-matching procedure. Meanwhile,
Mao et al. [70] derived a mode-matching model with cambered vanes, using a discontin-
uous representation of a cambered vane in the form of several flat elements. However,
the computational efficiency of the model did not seem satisfactory with increasing
camber and frequency.

In this context, the mode-matching technique shows promising capabilities and has
been chosen for this thesis. The following section explains the general principles of the
mode-matching technique applied to a cascade of flat vanes.

Rotor-Stator Wake-Interaction Noise Prediction

Numerical simulations can be very accurate and can account for all types of
sources in the fan stage (not only wake interaction), but the drawback is the high
computational cost. Furthermore, they require the knowledge of all geometrical
details, which makes them unusable at early design stages, when the blade de-
sign is not decided yet. The numerical methods are then helpful for unraveling
the physical mechanisms of sound generation and provide rich databases but are
restricted to more advanced design stages or to academic problems. For fast
and physically consistent predictions, analytical models remain the best option.
These models rely on stronger assumptions on the flow and the blade geometry,
thus being less accurate but usable in early design stages in pre-optimization
strategies. In this context, the mode-matching technique shows promising capa-
bilities and has been chosen for this thesis.
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1.3 Mode-Matching Technique

1.3.1 General Principle

The mode-matching technique is used to solve boundary value problems with linear
frequency-domain differential equations. This technique is well suited when the geom-
etry of the problem can be seen as the junction of multiple sub-regions. Such problems
can arise for wave propagation in ducts with liners on specific portions of the wall
or for wave scattering through bifurcated channels. In particular, sound propagation
through an OGV row seen in a two-dimensional unwrapped cut at a constant radius
can be viewed as an example of the latter case. An explanatory scheme is given in
Fig. 1.11. An incident acoustic mode, described by its velocity potential ¢;, is scat-
tered at the OGV Leading-Edge (LE) interface, generating reflected modes ¢, and
transmitted modes ¢4 in the channels. The latter are then scattered at the Trailing-
Edge (TE) interface, giving rise to reflected channel modes ¢, and transmitted modes
¢;. Hard-walled boundary conditions at the walls of the inter-vane channels and peri-
odic boundary conditions in the y-direction are imposed.
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Figure 1.11: Scattering of an incident acoustic wave by a linear cascade of flat vanes.

The mode-matching technique can be described in three steps: partitioning, solving
and matching. The partitioning consists in dividing the domain into different sub-
domains in which the boundary conditions are uniform, allowing a solution of the
wave equation on a local modal basis. In Fig. 1.11, the sub-domains are the upstream
medium, each inter-vane channel and the downstream medium. The solving step is self-
explanatory and provides the wavenumbers and modal shapes of the scattered waves
in each sub-domain, based on an appropriate frequency-domain wave equation. For
simple geometries such as in Figure 1.11, these wavenumbers and eigenfunctions are
analytically known. Finally, the only remaining unknowns are the modal coefficients
of the waves. They are defined by matching the different modal solutions at both
leading-edge and trailing-edge interfaces. To do so, continuity equations specific to the
problem are used in order to build a set of equations on the modal coefficients, which
can be solved by matrix inversion. The equations that need to be satisfied through the
OGV row are derived from the classical continuity equations (mass, momentum and
energy) applied to an adiabatic lossless turbomachine [28]. The sub-domains solving
step and the matching step are then detailed in what follows.
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1.3.2 Wave Equation in the Sub-Domains

Consider a compressible inviscid isentropic perfect gas flow. In the following, all vari-
ables are made dimensionless in order to write general and concise equations but, notice
that dimensional variables are used in all other chapters. The variables are made di-
mensionless by combinations of the inter-vane spacing b, for length quantities, and the
flow fields far upstream of the cascade: density p_., for mass quantities, and sound
speed c_ for time quantities. Then, defining the following dimensionless quantities:
p* as the density, u* as the velocity, c¢* as the sound speed, p* as the pressure and

~* as the ratio of specific heats, the governing Euler equations and conditions of an
isentropic perfect gas are [97]

a *

(;; + V- (p'u*) =0, (1.1a)
8 *

P ( (;; + (u* - V)u*) + Vp* =0, (1.1b)

=t 2= g (110

Using the vector identity (u* - V) u* = 1 V|u*|? + (V x u*) x u*, the momentum equa-

— 2

tion (1.1b) becomes
ou*
ot

1 1
+ §V|u*|2 +(Vxu") xu* + EVp* = 0. (1.2)

By using the relations between p*, p* and ¢* in (1.1c), it follows that

1 *y*—1
—*vp*:v<p* )
P =1

Hence, the momentum equation (1.2) is recast into

*y*—1

ou*
ot

P
7 =1

1
+V <§|u*|2 + ) +(Vxu") xu" =0. (1.3)
The flow is then split up into a steady component (time average) and its fluctuations.
The fluctuating part varies harmonically in time, with angular frequency w, and is
assumed to be small enough to allow linearization. Thus, the decomposition reads

[u*, p*,p*, ¢ = [U,D,P,C] + [u, p,p,d e " (1.4)

The fluctuating velocity u can be expressed as the sum of independent acoustic and
vortical motions according to the analysis of Chu & Kovasznay [20] at leading order.
The fundamental theorem of vector calculus states that u can be decomposed into the
sum of an irrotational field V¢ and a solenoidal field u’t, which are associated, in this
case, to the acoustic and vortical motions, respectively. Thus, the fluctuating velocity
u reads

u=Vg¢+u (1.5)
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Substitution into (1.1) and linearization yields:
the mean flow part

V- (DU) =0, (1.6a)
1., D1

v §|U|+Fy*_1 +(VxU)xU=0, (1.6b)

C? =~*P/D=D""1, (1.6¢)

and the fluctuating flow part

—iwp +V - (DV¢+ pU) = -V - (Du'), (1.7a)
V (—iws+ (U-V)g+ L) +(V x U) x Vo

= —(—iw+U-V)u' - (uf VU, (1.7b)
p=C?p. (1.7¢)

If the mean flow is irrotational, the momentum equation (1.6b) can be integrated to a
variant of Bernoulli’s equation
D1

1
§\U\2 + 1T E (a constant). (1.8)

Otherwise, the above quantity is conserved only along streamlines (F being different for
each streamline), which is demonstrated by taking the scalar product of the mean ve-
locity field with the momentum equation: U- (1.6b). From Goldstein [38], the pressure
can be defined as

p=—-D(—iwp+U- Vo), (1.9)

without loss of generality. The vortical field u” is then uniquely defined by (1.7b) such
that

(—iw+U-V)u+ (- V) U=—(VxU) x Vo| (1.10)

Subtracting (1.7a) from D(—iw+U-V)C~2x(1.9), and using relations (1.7c) and (1.6a)
finally leads to the following inhomogeneous compressible wave equation

D(—iw +U-V) %(—m+u-v>¢ VDV =V (DuP)| (111

1.3.3 Jump Conditions at the Interfaces

The mass conservation at an interface between a sub-domain 1 and a sub-domain 2
translates to mass-flow conservation through the interface as

[p*u]? -n =0, (1.12)
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where [o]? represents the jump of the quantity (e) between the domain 1 and 2, and n
is the normal unit vector to the interface. Linearization yields

[pUx + Du,J; =0,

P 2

=

1
Finally, multiplying the above expression by the mean velocity U,., equal at both sides
of the interface, and dividing by the mean acoustic impedance of the fluid Z = DC,

gives

2
ZM2 4 Mo, | = 0] (1.13)
A 1

where M, = U, /C.

Across the stator, no external work acts on the fluid. Since the flow is assumed
inviscid and adiabatic, hence isentropic, the conservation of momentum and energy
gathered together is equivalent to the conservation of total (or stagnation) enthalpy [28]:

1 2
{m+?mﬂ:w, (1.14)
1

where
lu > = (U, + ug)* + (U, + uy)2. (1.15)

For a perfect gas, the enthalpy can be written as

H* =C,T + (1.16)

P
D 7
where C), is the heat capacity at constant pressure. Linearization of (1.14) yields

[%+m%+%%ﬁzo

Finally, dividing the above equation by the mean sound speed C, identical at both
sides of the interface, gives

p 2
[E + Mu, + Myuy} = 0| (1.17)

Writing U as the norm of the mean velocity and ¥ as the angle with the direction
perpendicular to the interface, the x-axis in Figure 1.11, allows one to express the
mean velocity components as U, = UcosW¥ and U, = Usin¥. The conservation of
total enthalpy (1.17) is then recast as

p 2

[Z-+A44um+4@tanW)1::o. (1.18)
Combining equations (1.13) and (1.18) allows one to recover the conservation of the fluc-
tuating pressure p and fluctuating axial velocity u,, commonly used in mode-matching
procedures, but only for the particular case where the mean flow is perfectly perpen-
dicular to the interface, i.e. when ¥ = (. In general, when ¥ # 0, new variables need
to be introduced to ensure the conservation of mass and total enthalpy through the
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interface. These new conservative variables are written I'; and I's in the following, and
are gathered into a vector I'y, = (I'y,,I'y,), where the index v stands either for the
incident (7), reflected annular (r), transmitted annular (¢), downstream-propagating
channel (d) or upstream-propagating channel (u) field (see Figure 1.11). The matching
equations then read

{FH—FT =TIy+T, atLE, (1.19)
Iy+T, =TI, at TE. (1.20)

Mode-Matching Technique ————————————————————— Summary

The mode-matching technique is used to solve boundary value problems with lin-
ear frequency-domain differential equations. This technique is well suited when
the geometry of the problem can be seen as the junction of multiple sub-regions,
as it is the case for an OGV row (inter-vane channels and annular domains up-
stream and downstream of the OGV). The mode-matching technique can be
described in three steps: partitioning, solving and matching. The partitioning
consists in dividing the domain into different sub-domains in which the boundary
conditions are uniform. The solving step consists in calculating the eigenfunc-
tions and associated eigenvalues of each sub-domain, if they are not analytically
known. Finally, the matching step consists in writing continuity equations spe-
cific to the problem at each interface between the sub-domains, in order to build
a set of equations on the modal coefficients, which are then solved by matrix
inversion. The general wave equation that will be used in each sub-domain in
this thesis has been defined, as well as the usual continuity equations at both
the leading-edge and trailing-edge interfaces for a lossless adiabatic turboma-
chine [28], which ensure the conservation of mass and total enthalpy.

1.4 Influence of Vane Camber

Camber seems to play an important role in the generation and propagation of sound
in a cascade, yet it remains poorly modeled. Many authors have noted its importance
for tonal noise prediction at moderate and high frequency (see Evers & Peake [29],
de Laborderie et al. [25, 26, 27] and Baddoo & Ayton [5]). However, it does not sig-
nificantly affect broadband noise |29, 18, 35]. Accounting for camber has also several
benefits in analytical models. When using flat vanes, the choice of an equivalent stag-
ger angle is ambiguous and can have a dramatic impact on noise predictions (see for
example the work of Sanjosé et al. [123], Grace [39] or Lewis et al. [65]). This is
quite understandable when thinking of an equivalent surface distribution of dipoles,
as explained by Ffowcs Williams & Hawkings [31]. The complex interference pattern
resulting from the radiation of multiple vanes in a cascade is directly influenced by the
orientation of the dipoles. Since the unsteady lift generated by the impingement of
wakes on the vanes is mainly concentrated near the leading edge, a proper inclination
of the vane leading edges should accurately reproduce the upstream radiation, whereas
camber should mainly help to recover the downstream pressure field, as explained by
de Laborderie et al. [27]: "At 2 and 3 BPF the thickness and camber of the vane play
a more significant role. Moreover these geometrical parameters seem to influence more
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the downstream propagation. This can be explained by the inter-blade channel geometry
controlling the acoustic propagation inside and downstream of the cascade, whereas the
upstream radiation is mainly controlled locally by the vane leading edge geometry.". Fi-
nally, flat OGV also lead to an ambiguity concerning the mean flow description, which
is deviated through the cascade in realistic applications in order to recover the swirl.
Hence, the mean flow has to evolve continuously, from upstream to downstream of the
OGV, to obtain a relevant sound propagation.

Because of the above considerations, the attention is put on camber and tonal
noise modeling in this work. A two-dimensional mode-matching model is proposed
to describe sound generation and transmission through a linear cascade of cambered
vanes. Neither the thickness nor the angle of attack is considered, and the modeling is
limited to two dimensions in order to better understand the effects of camber at first.
Note that the introduction of camber should give rise to the question of mean loading
effects on sound but has not been introduced in the current model. Investigations on
the mean loading effect can be found in Peake & Kerschen [92, 93| and a possible
extension of the current model to account for a non-uniform mean flow is presented at
the end of Chapter 3.

1.5 Conclusion

The context and limits of the present work have been defined. By view of the literature
on fan-related noise, the focus on fan-OGV wake interactions is justified in approach
condition of the aircraft, where it might be the dominant source, and even in take-off
condition, where it remains significant even if supplemented notably by the generation
and interactions of shock waves.

Several methods for simulating noise are available in the literature, from highly
accurate but time consuming numerical simulations to approximate analytical solu-
tions, with hybrid methods in the middle. This work focuses on analytical modeling
to answer the need of i) fast and reliable prediction tools in the industrial context,
and ii) to better understand sound transmission and reflection phenomena in the fan
stage. In this context, the mode-matching technique described by Bouley et al. [12]
showed promising capabilities to address sound generation and propagation in modern
turbofan engines, in which the OGV cascade displays high solidity and overlap. That
is why this model has been selected.

The general principles of the mode-matching technique have been explained, as well
as all the assumptions made. The model is currently restricted to flat vanes, as are most
of the analytical models in the literature. Vane camber remains poorly modeled and
has been acknowledged to have a significant impact on wake-interaction tonal noise.
Moreover, it has several practical benefits for the analytical modeling, by removing the
ambiguity on: the choice of an equivalent stagger angle, and the missing swirl recovery
through the OGV. The original contribution of this PhD thesis therefore resides in the
addition of vane camber in a two-dimensional mode-matching model for rotor-stator
wake-interaction tonal noise prediction.
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Chapter

Acoustic Scattering by a Linear Cascade of
Cambered Vanes at Low Frequency

Introduction

When adding camber to a cascade of vanes, what are the consequences on the
scattering of an acoustic wave ? Understanding this is a first step to assess how
the noise generated in the rotor-stator stage will propagate and allows one to
answer the question of the description of the deviated mean flow. In this chapter,
a mode-matching procedure is developed to compute the pressure field and modal
content resulting from the scattering of an acoustic wave by a linear cascade of
cambered vanes. The mode-matching technique is first explained in detail for
flat vanes. Then, a model of acoustic propagation inside cambered inter-vane
channels is derived, based on a slowly-varying duct approach. Only the variation
of the cross-section is considered and the curvature effects are neglected in the
first instance. This propagation model is incorporated in the mode-matching
procedure and its validity is assessed with a finite elements numerical code, by
comparing qualitative and quantitative results on a set of test cases.
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2.1 Mode-Matching Technique for Flat Vanes

2.1.1 Jump Conditions

The mode-matching technique is first explained in detail with flat vanes, for the problem
of acoustic scattering described in Figure 2.1. A set of variables (I'1, T's) is sought, the

v, z
o :
: Gu :
\ DAvanva \ N
b; ' ¢d ' 7T
¢ ' L '
LIE TIE

Figure 2.1: Scattering of an incident acoustic wave by a linear cascade.

conservation of which through the leading-edge (LE) and trailing-edge (TE) interfaces
ensures the conservation of mass-flow rate (1.13) and total enthalpy (1.17). In this case,
both equations involve a combination of the fluctuating pressure p and fluctuating axial
velocity u,. These variables could then be chosen as conservative variables through the
interfaces but a few derivations will allow simpler expressions in the mode-matching
equations.

Without any vortical perturbations, the fluctuating velocity u is potential:

u = Vo.
The pressure field, from (1.9), is given by
p=-D(~iw+U-V)¢=ikZ¢ — ZMu,,

where k = w/C, Z = DC and M = U/C. Thus, the conservation of p and ¢ are equiv-
alent because the conservation of u, is also enforced. The first conservative variable

can be either
o [F=7] 21
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while the second conservative variable has to be

Fr=w) 22)

In the following, the velocity potential will be used as the first conservative variable
for the sake of simplicity.

In order to solve the continuity equations on ¢ and wu,, the same iterative pro-
cedure as in Bouley et al. [12] can be used. It starts with a simplified problem at
the leading-edge interface, neglecting any feedback from the trailing-edge scattering.
For convenience, ¢ and u, are gathered into the vector I', = (¢, u,), where the in-
dex v stands either for the incident (i), reflected annular (r), transmitted annular (),
downstream-propagating channel (d) or upstream-propagating channel (u) field. The
initial iteration, indexed by the superscript 0, reads

[, +T°0=TY9 atLE,
r9+19 =19 atTE.

This allows one to solve the leading-edge equations independently at first, and get
an initial value of the reflected and downstream-propagating modal coefficients. The
downstream-propagating modal coefficients are then used to solve the trailing-edge
equations and get the transmitted and upstream-propagating modal coefficients. For
the next iterations, a correction is made to the leading-edge matching conditions in
order to account for trailing-edge back-scattering. The new system is solved iteratively
until a convergence is reached on the modal coefficients. The system of equations at
the iteration of order g > 0 reads

[ +T9=T%4+T9"1 atLE,
'Y +T9 =17, at TE.

An alternative approach consists of directly solving the whole system of leading-edge
and trailing-edge matching equations, which removes the need of an approximate equa-
tion at LE but generates a larger system to solve. Both methods have their pros and
cons, which are partially discussed in some of the following chapters. In the following,
each matching condition is detailed and written in two different ways: one suited for
the iterative approach, and another suited for the direct global approach.

2.1.2 Initial Leading-Edge Interface
Acoustic Potentials

The first problem to solve is the scattering of the incident acoustic wave at the leading-
edge interface of a periodic cascade of V' vanes (Figure 2.2). This will result in scattered
modes ¢, in the annular domain and ¢4 in the inter-vane channels. The mean flow
is considered uniform and constant through the cascade. From (1.11), each of these
acoustic potentials is a solution of the convected Helmholtz equation in its respective
sub-domain as oo 0% 96
2 . 2
—+ —= + 2IkM— + k¢ =0, 2.3

p ox? = 0y? ox ¢ (23)
where 32 = 1 — M?. Using the Reissner transformation [101] allows one to reduce the
above equation to the Helmholtz equation in the Prandtl-Glauert space (xz/3,y), such
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Figure 2.2: Scattering of an incident acoustic wave at the leading-edge interface.
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%5/ 07 + k2 = 0,

where /~fy is the constant introduced due to the equality of a function dependent on
Z only with a function dependent on g only, for each z and y. The solution of each
part is a combination of exponential functions. Introducing the dispersion relation
k2 = k? — k2, the solution of the convected Helmholtz equation (2.3) in the physical
space (z,y) is then

¢($,y) _ e—ikMx/B2 <A;—eisz/,32 + A;e—ifczz/ﬁ2> <A;‘eikyy + A;e_ik’yy> , (26)

where (Af, A7, Af A)) € C* are arbitrary constants and (k,, k,) € C?, with 0 <
arg(k,;) < m/2 and 0 < arg(k,) < 7/2, are the axial and azimuthal wavenumbers
linked by the dispersion relation k2 = k? — B%Z In the following, the convective part
(—kM/B?) and the propagative part (k,/3?) of the axial wavenumber are gathered
together as

_ —kM tk,
= P .
The solution (2.6) corresponds to the sum of four plane waves that propagate in each
direction in the flow-attached frame of reference. By linearity of the Helmholtz equa-
tion, each potential represented in Figure 2.2 can be associated to a subset of these
four plane waves and be described individually. The expressions of the incident ¢;,
reflected ¢, and transmitted ¢, potentials are now detailed one by one.

kE (2.7)

In the annular domain, the downstream-propagating incident mode ¢; is chosen of
unitary amplitude, so that it reads

oi(z,y) = ¢Vt T for —oo<z<0 and 0< y < 27R. (2.8)

The periodicity condition in the transverse direction enforces ¢;(x,0) = ¢;(x,27R),
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2.1. Mode-Matching Technique for Flat Vanes

which gives
a; = — ] € 7.
The coefficient j represents the azimuthal modal order of the incident mode. Its value

corresponds to the number of wavelengths in the transverse direction. Once j is set,
the axial wavenumber k" is given by (2.7) as

—kM + \/k* — B%a3
k=
J BQ ’
It follows that the angle of propagation of the incident mode is set by the combination
of the incident mode order j, the wavenumber k£ and the Mach number M.

The reflected potential ¢, is generated by the scattering of ¢; by the cascade. By
symmetry of the problem, the incident wave is identically scattered by two adjacent
vanes with only a constant time delay. This delay can be modeled by a phase shift
and, according to the trace-velocity matching principle [97], the resulting scattered
waves are structured by the same phase shift. This simply means that the effects (the
scattered fields) are generated at each leading edge with the same time delay than the
causes (the impact of the incident wave). Hence, the scattered potential is subject to
the cascade periodicity through the property

bp(x, mb) = ¢ (z,[m — 1]b)e’*®,  ¥m € [1,V], (2.9)

which, letting o, be the reflected transverse wavenumber, is equivalent to el = i@,
This leads to writing the reflected potential ¢, as the sum of an infinite number of
modes, such that

Or(,y) = Z Ryerve™®  for —oco<x<0 and 0<y<27R,  (2.10)

p=—00
where the transverse wavenumbers «, are given by

2r j+pV
Oép:aj—i_p?: R ) peZ?

and the axial wavenumbers k, by

kM - /R B2
= .

The expression (2.10) is actually a general mathematical result for periodic functions
of the form (2.9) called Floquet modes [32|. It states that any wave propagating in a
periodic domain can be described as a sum of plane waves.

In a given inter-vane channel, the downstream-propagating transmitted potential ¢4
is bounded by hard walls in the transverse direction. This implies that d¢,/0y = 0 at
y = 0 and y = b. The solution of the Helmholtz equation in this case is also composed
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Chapter 2. Acoustic Scattering by Cambered Vanes at Low Frequency

of an infinite number of modes, which reads
Ga(z,y) = ZAq cos (aqy) eik‘;r‘”, for 0<xr<oo and 0<y<b, (2.11)
q=0

where -
Qg = 77 q €N,

and

Lo TRM 4 /R B
: .

From the trace-velocity matching principle [97], the value of the potential in the other
inter-vane channels is simply given by a phase shift of el*™ m € [1,V —1].

Continuity of the Acoustic Potential

Putting (2.8), (2.10) and (2.11) together at = = 0, the continuity of the acoustic
potential at the leading-edge interface reads

eiocjy + Z Rpeiapy — Z Aq COS (aqy) . (212)
p=—00 q=0

Since all coefficients R, and A, are unknowns, a projection is performed on the modal
basis of the reflected waves to decouple them in (2.12), ending up with one equation
on each reflected wave due to the property of mode orthogonality. The corresponding
operator is

b
) 2
/ (e)e ' ¥dy, with «a, =a; + V%, veEZ. (2.13)
0

This leads to three kinds of integrals in (2.12), namely J; ,, J3,, and J,,, such that

o oo
Tiwt Y ROy =) AT

p=—00 q=0

The integral based on the incident wave is expressed as

b b .
i(y ' b if v=20
(e Rp— l(a]*av)y — 7127T1/y/b _ y
Jz,y /O € dy /O e dy { 0 if v 7£ 0.

Hence, J,, = b, where ¢ is the Kronecker delta: 9,0 = 1 if v = 0, and 4,0 = 0
otherwise. The integral associated with the reflected waves reads

= bei(“”_a”)yd = beiQTf(p—V)y/bd _J b it v=p,
" = YZ10 if vp
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2.1. Mode-Matching Technique for Flat Vanes

Hence, Ep_foo R,J,, = bR,. Finally, the integral on the transmitted waves in the
inter-vane channel yields

iy,

—iab
b ‘ 2 _ 2(1_(_1)qe ]),

Ty = / cos (agy) eV dy = 4 o W (2.14)
0 §(1+5q70) if Ja,|=a,.

Consequently, the potential continuity at the leading-edge interface is expressed as

b(6u0+R) =Y AJg| (2.15)
q=0

Continuity of the Acoustic Axial Velocity

The acoustic axial velocity is the derivative of the potential with respect to x. Its
continuity at the leading-edge interface reads

kel 4 Z Rk e = Zk+A cos (ay) (2.16)

p=—00 q=0

Using the same projection method (2.13) gives

b (ko0 +k R)=> kFAJ,

q=0

(2.17)

where k;, = —kM/% — \/k? — 3202 /3%

Linear System of the Mode-Matching Condition

To solve the problem on the A, coefficients, the R, coefficients are canceled out by
subtracting (2.17) to k, times (2.15). This yields

> Aglky = k) 3g0 = blky — k)b (2.18)

After a modal truncation (v € [—(N, —1)/2,(N, —1)/2] and ¢ € [0, N, — 1]), the
matrix form of the linear system of equations reads

M'A =M;, (2.19)
where

[Ml] = (k, — k)40, (M, = bk, — k;;-r)él,yo, and [A],, = A,

v,q
This has to be solved numerically using an algorithm based on a direct factorization
method, such that the LU decomposition, or an iterative method if necessary. Then
the R, coefficients can be deduced from either the potential continuity (2.15) or the
axial velocity continuity (2.17).
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Chapter 2. Acoustic Scattering by Cambered Vanes at Low Frequency

Another possibility is to solve the A, and R, coefficients simultaneously with a
global matrix equation of the form

E! F!\ /A\ (H!
(E ) (r) = () (2.20)

= jq,l/a [Fll] vy = _béu,ua [Hll] vl = béu707

where
[E1],,,
[E21:| v,q - k;jq’w [F21] v,V = _bk;&/v”’ [HQl]y,l = bk;'r(sl/,(%
[A]q,l = Aq: [R]Ml — RV-

After solving this system, the A, coefficients are used for the trailing-edge matching.

2.1.3 Trailing-Edge Interface

Acoustic Potentials

At the trailing-edge interface, the incident potential now corresponds to ¢4. Its scatter-
ing at the trailing-edges gives rise to reflected scattered modes ¢, in the channels and
transmitted scattered modes ¢; in the annular domain, as shown in Figure 2.3. The

l

"]
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| . _u
| |

l Pu l

| A | or
R . N
1 -Dvav-» 1

Figure 2.3: Scattering of a channel acoustic wave at the trailing-edge interface.

acoustic potentials are still solution of the convected Helmholtz equation (2.6) with the
same boundary conditions. They are expressed in the channels as

da(z,y) = ZAq cos (oY) ek for 0<z<l and 0<y<b, (2.21)

q=0

Oulz,y) = Z B, cos (agy)e® @D for 0<z <l and 0<y<b, (2.22)
q=0
where

—kM + kQ—BZOéQ qm
+ q —
k> = 72 , Oy = L q €N,

q

and in the annular domain as

Oz, y) = Z Tpeiapyeik;(x_l), for | <zr<oo and 0<y<27R, (2.23)

p=—00
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2.1. Mode-Matching Technique for Flat Vanes

where , s
—kM + /k? — B*« 2 iV
ki = E ozp:ajntp%:jRp , pEL

Continuity of the Acoustic Potential
Taking the potentials (2.21), (2.22) and (2.23) evaluated at = = [ gives

Z (Aqeik;l + Bq> cos (agy) = Z T,e' Y. (2.24)
q=0 p=—00

Using the projection (2.13) allows one to write the potential continuity at the trailing-
edge interface as

> (A + B,) 3y, = 0T, | (2.25)

q=0

where J,, is defined by (2.14).

Continuity of the Acoustic Axial Velocity

Taking the derivative of the potentials with respect to = at the trailing-edge interface
yields the axial velocity continuity as

3 (/g;Aqei’“q+ L4 k;Bq) cos (agy) = 3 ki Tev. (2.26)
q=0 p=—00

Hence, using the same projection method as previously gives

> (kA" 4 ke By) 3y = ORI T, | (2.27)

q=0

—kM++/k2—p2a2

52

where k7 =

Linear System of the Mode-Matching Condition

The T, coefficients are now eliminated by subtracting (2.27) to &, times (2.25). This
yields

STk —ky) By =Y (ki — k) Agei'a,,. (2.28)
q=0 q=0

After a modal truncation (v € [—(N, —1)/2,(N, —1)/2] and ¢ € [0, N, — 1]), the
matrix form of the equations to solve is

M?B = Mg, (2.29)

(M), = (k) = ky) Tqu (M, = Z (kS —k}) Aqeik;quﬂ,, and [B]

q=0

o1 = Baq:
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Chapter 2. Acoustic Scattering by Cambered Vanes at Low Frequency

Again, the system of equation can be solved using either a direct factorization method
or an iterative method, the latter being generally more robust in this case. Then the
T, coefficients can be deduced from either the potential continuity (2.25) or the axial
velocity continuity (2.27).

Using a global matrix equation instead reads

E? F?\ /B H?
(& &) (7)= () 230)

o0
_ 2 _ 2: ikl L~
—_— _b5V7l/’ |:H1i|l/’1 —_ Aqe q Jq’yj
q=0

where

B,y = Fawr 7]

v,q v,V

(B3], =k

v,q q

Jowr [F2]

v,V

o
= bk, 0, [Hzﬂu,l == Z kg Age™ '3,
q=0

(Bl = Aq [T, =T

g1 —
After the first pass of leading-edge matching (2.20) and trailing-edge matching (2.30),
an initial value of the B, coefficients is known. For the next steps in the iterative
procedure, the left-running channel modes ¢, are added to the leading-edge matching
based on the knowledge of the previous iteration. This leads to the correction detailed
hereafter.

2.1.4 Correction to the Leading-Edge Interface

The complete mode-matching equations at the leading-edge interface need to account
for the left-running modes ¢, traveling back from the scattering at the trailing-edge
interface. This acts like a feedback from the trailing-edge interface that has been
neglected in the first iteration in (2.20). The complete picture of the leading-edge
problem is depicted in Figure 2.4. At a given iteration of order ¢ > 1 the potential

! l |

M i :
B : bl
(br 1 d) 1

é P

? 1 -Qvav-» 1

i

Figure 2.4: Scattering of an incident acoustic wave at the leading-edge interface with
feedback from the trailing-edge scattering.

continuity and axial velocity continuity respectively read,

o0

b(Guo+ R =Y (Ag + BY e l) o (2.31)

q=0
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2.1. Mode-Matching Technique for Flat Vanes

and

b (ko0 +ky RY) = (k‘; A9+ k BI teha l) Tyw | (2.32)
q=0

Combining them to cancel out the unknown RY coefficients yields
> Ak — k)34, = bk — k; V0+ZBQ Yy — ke kaly,,. (2.33)

After a modal truncation (v € [—(N, —1)/2,(N, —1)/2] and ¢ € [0, N, — 1]), the
corrected system of equations at the leading-edge mterface is

M'A = M; (2.34)
where
[Ml} vg (k; k+)jq 2 [Mi]l,’ b(k_ A VO + ZBQ 1 k_ —) —ikq l~qy7
[A]q,l - AZ

The R, coefficients are deduced from either (2.31) or (2.32).
The corrected global system of equations at the leading-edge interface is

Ei F}\ /A\ /H}
(E_% w) (r) = (u1) (2.35)

(B, =34 [F],, =000, [HI], =b00—> Bile ™3,
q=0

where

[EQl} v,q - k;quy’ |:F21] v,V - _bk’jdy’l” [H21i| v,1 - bk’;-r(smo o Z k;Bgileiik;quiu’

q=0

(Al = A, [Rl,, = RS,

q,1 q’

2.1.5 Limitations

The model can be extended to staggered flat vanes using Green’s reciprocity theorem,
as in Roger & Frangois [116], but a question arises concerning the mean flow description.
Adding stagger allows one to be more accurate about acoustic scattering at the leading-
edge interface but cannot account for the mean flow deviation through the OGV. Such
a model would not be accurate in terms of modal content and sound propagation
downstream of the OGV. Some authors [25] used different stagger angles at the leading-
edge and trailing-edge interfaces, with an iterative Wiener-Hopf based method, but
the equations are somehow ill-posed since this creates a discontinuity in the mean flow
field that is not accounted for explicitly. The present work deals with this problem by
modeling cambered vanes, allowing a continuous deviation of the mean flow through
the cascade. Adding camber should also benefit the noise prediction downstream of the
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Chapter 2. Acoustic Scattering by Cambered Vanes at Low Frequency

OGV, due to a more realistic description of sound propagation through the inter-vane
channels [29, 27, 26, 25, 5].

The description of the vanes geometry and the mean flow is detailed in the follow-
ing, with the derivation of slowly-varying acoustic modes in the inter-vane channels
and their implementation in the mode-matching technique.

Mode-Matching Technique for Flat Vanes —————————— Summary

The mode-matching technique has first been explained in detail in the simpler
case of unstaggered flat vanes, in subsonic flow conditions. The first step consists
in defining the set of conservative variables that will be used at the leading-edge
and trailing-edge interfaces. These variables are derived from the classical conti-
nuity equations (mass, momentum and energy) applied to an adiabatic lossless
turbomachine [28|. A wave equation is formulated in each sub-domain (upstream,
downstream and between the vanes) and is solved on a local modal basis. The
matching equations at the interfaces can then be defined on the modal coeffi-
cients of each of these modal solutions. The final step consists in defining an
iterative method that solves the leading-edge and trailing-edge mode-matching
equations until a sufficient convergence is reached on the modal coefficients.
The validity of this method has been demonstrated by comparing results with the
Wiener-Hopf solution in Bouley et al. [12]. The method has also been adapted
for staggered flat vanes by Roger & Frangois [116]. Nonetheless, a cascade of flat
vanes cannot account for the mean flow deviation occurring through the OGV
and thus, is not adapted to the problem of fan-OGV wake-interaction noise.
To remedy this problem, the present work extends the mode-matching method
to cambered vanes, allowing a continuous deviation of the mean flow through
the OGV row. Adding camber also describes more realistically the vanes profile
and should benefit tonal noise predictions at high frequency, as noted by many
authors [29, 27, 26, 25, 5|, especially downstream of the OGV.

2.2 Sound Propagation through Cambered Inter-Vane
Channels

2.2.1 Geometry
Circle Arc

The cambered vanes are modeled by circle arcs, which means that a constant curvature
distribution along the chord is assumed. Figure 2.5 shows how the stagger angle Uy,
the camber angle ¥ and the axial chord length [, are introduced. W is the angle formed
by the tangents to the vane leading edge and trailing edge. Since the OGV trailing
edge is aligned with the z-axis, i.e. the turbomachinery axis, the camber angle W is
equivalent to the leading-edge slope angle. Furthermore, because the vanes are circle

arcs, ¥y = W/2 and thus [, = lcos ¥y = [ cos ¥/2.
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[
(a)

Figure 2.5: Description of the vanes from flat (a) to staggered (b) and finally curved
and staggered (c).

Straight-Channel Approximation

The addition of camber has a twofold impact on sound propagation through the inter-
vane channels. Indeed, the channel is curved, but its cross-section also expands from
the inlet (leading edge) to the outlet (trailing edge). Both effects are displayed in
Figure 2.6. Different authors [25, 51, 119] have found that curvature effects on sound

\

Figure 2.6: twofold impact of cambered vanes: curvature of the center line (a) and
expansion of the cross-section (b).

propagation were only noticeable above a given frequency, depending on the architec-
ture. Below that frequency, the influence of cross-section variations could be dominant.
Considering an equivalent straight channel of varying cross-section seems to be a fair
first approach to study sound propagation through a cascade of cambered vanes at
low frequency, in which the diffuser effect is addressed irrespective of the curvature
effect. Furthermore, neglecting the curvature in the first instance will allow to better
understand its effects by comparing results with other models accounting for it (see
Section 2.4 and Chapter 3).

Geometrical Approximation

From Figure 2.6b, it appears the inter-vane channel is better described in two parts
delimited by the measure a: a semi-open part and then a channel of varying cross-
section. A modification is applied to the vanes suction side, depicted in Figure 2.7a, to
enable an approximate description of these two parts. The first part of the inter-vane
channel is delimited by the triangle ABC. The second part runs from the section BC to
the trailing-edge interface and is considered as an equivalent straight channel depicted
in Figure 2.7b. Notice that Cartesian coordinates (z,y) will be used when deriving
the approximate solution in this second part since it is considered to be straight,
and to avoid confusions when curvature effects will be accounted for and curvilinear
coordinates (s,n) will be used instead. The point C is where the intersection of the
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(b)

Figure 2.7: Geometrical approximation of the inter-vane channel (a) and the equivalent
straight channel of varying cross-section from section BC to the trailing-edge interface

(b).

upper-vane curvature radius R. (painted in blue in Figure 2.7a) and the lower-vane
leading-edge slope (painted in black in Figure 2.7a) makes a right angle. Segment AC
is then a straight line whereas the curve from point C to the trailing edge, on the
suction side of the vane, is described by the following parametric representation:

{xss('y) = R. (sin U — sin+y) + bcos ysin~y, (2.36)

Yss(7) = Re (cosy — cos ¥) + bsin’ 1,

where v = 0 at the outlet and v = ¥ at the inlet (see Figure 2.7a). The upper-vane
pressure side that is a circle arc is described by

{xps(v) = R (sin ¥ —sin7), (2.37)

Yps(7) = Re (cosy — cos U) + b.

The parametric representation of the curvilinear abscissa s, along the channel center
line, is then

b
zs(7y) = R (sin U — siny) + 5 cosy sin vy,

2
The exact expression of the channel length [. in Figure 2.7b is given by

L, —/ \/ dz. dy;) d, (2.39)

40

1 (2.38)
ys(y) = Re(cosy —cos W) + b (1 — — cos? 7)
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but a good approximation is found by considering the curvilinear abscissa as a circle
arc with a mean curvature radius. This reads

lo~ (Re — (a+b)/4) ¥ = (R, — b(1 + cos T)/4) T. (2.40)

The validity of this approximation is shown in Figure 2.8, displaying the relative error
Al. = (le — leapproz) /e against the camber angle U for different solidity values [/b. Up
to about W = 40°, the relative error stays below 0.5% for 1 < /b < 1.5.

2.5 .
I/b=1
2t — — —1/b=1.25
I/b=15
2 1.5+
s
a 1!
0.5 =
= ~
ol 7/ . \v
0 20 40 60
/e

Figure 2.8: Evolution of the channel length relative error Al. = (I. =l approz )/l against
the camber angle ¥ for different solidity values {/b.

The varying channel height is given by
h(y) =bcos(y), 0<~< WU, (2.41)

As mentioned by Roger et al. [116], the approximate height a = bcos ¥ of segment BC
is lower than the original height a between two circle arcs by an error of

a—a b sin? ¥\’

~a_, ¢ (bas ) 242
The error being only dependent on the camber angle W and the solidity [/b, its relative
value Aa = (@—a)/a is plotted in Figure 2.9. It shows the error is negligible (less than
2%) for camber angles below 20° but, depending on the solidity value, is equal to 8%,
10% and 12% respectively at ¥ = 36°, which is in the range of OGV camber angles.
In this case, the difference is not negligible anymore and tends to increase the height

expansion of the inter-vane channel. This artificial thickness could have an impact on
sound propagation that will be discussed in the next chapter, in Section 3.3.2.

Modal Basis Approximation in the Triangle ABC

In the first part of the inter-vane channel, Whitehead [131] proposed to use Green’s
reciprocity theorem, based on Green’s second identity [41], to link the pressure field
from the leading-edge interface to the segment BC in the channel by taking advantage
of the absence of acoustic sources. It has been used by Roger & Frangois [116] and could
be coupled with Kirchhoff’s integral theorem [59] to have access to the pressure field
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Figure 2.9: Evolution of the inlet height relative error Aa = (a — a)/a against the
camber angle ¥ for different solidity values [/b.

inside the triangle ABC, which was missing in Ref. [116]. A convenient approximation
has also been proposed by Roger et al. [117] who described the pressure field in this
part as if it were a channel of height a and length bsin . Cosine functions are used
as a modal basis and the matching at the leading-edge interface is done classically,
considering it as a staggered interface for the channel modes. The authors [117] showed
a good agreement between both methods. Consequently, the approximate modal basis
is used in the present study for its practicality and will be detailed in Section 2.3.2.

Slowly-Varying Approximation from Section BC to the Trailing Edge

In the varying part of the channel, one last approximation is needed to allow a closed-
form solution of sound propagation. Considering the channel center line as a circle
arc of modified curvature radius proved to give a good approximation of the channel
length in (2.40). In this case, the curvilinear abscissa s is given by

s~ (R, —b(14+cos¥)/4)y, 0<~< W, (2.43)

By unwrapping the curved channel as a straight channel with equivalent length and
cross-section variations (Figure 2.7b), the channel height is given in Cartesian coordi-
nates by

x
Re—b(1 +cos¥)/4

The maximal value of the cross-section derivative, i.e. the local slope of the channel
walls, is

h(z) ~ bcos (\IJ — ) , 0<z <. (2.44)

dh

dx

< 2 \I}
~ b sin 0 = o

 R.—b(1+cosV)/4

€ = Imax
Vze[0,lc]

7 cos U/2 — ;1(1 + cos W) sin ¥
(2.45)
If e < 1, the cross-section varies slowly along the channel. In this case, a slowly-varying
formalism based on a multiple-scale analysis can be used (see for example [8, 82, 47])
and enables a closed-form solution of sound propagation in the inter-vane channels. The
basic idea behind the method of multiple scales is that the variation of cross-section
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2.2. Sound Propagation through Cambered Inter-Vane Channels

occurs on a larger scale (hence slower variations) defined by a new and independent
coordinate X = ex, called the slow coordinate. Each field is then expanded in a
regular asymptotic expansion in powers of ¢ and an approximate solution is found at
leading order, accounting for both fast and slow variations. This formalism has been
used by many authors in turbomachinery acoustics, e.g. Nayfeh & co-authors 83, 84,
80| or Rienstra [105, 106, 107, 109, 110], and proved its efficiency against numerical
results [111]. In the present case, the value of € is plotted against the camber angle
for different solidity values in Figure 2.10. € increases with the camber angle ¥ but

1.5 :
I/b=1
— ——1/b=1.25
1L I/b=15
w
0.5}
0 -
0

v /e

Figure 2.10: Evolution of the cross-section variation parameter € against the camber
angle W for different solidity values [/b.

decreases with the solidity value [/b. For typical values of camber angle and solidity
of an OGV row, € < 1, which ensures well-ordered expansions in the multiple-scale
analysis. Whether or not it is sufficiently small to give accurate results will depend
on the problem studied and will be investigated in sections 2.4 and 3.3. Consequently,
Figure 2.10 should be used to understand how the validity of the approximation evolves
with design parameters, de/OV and de/d(1/b), and not as an absolute criterion to tell
whether or not the approximation is valid in a specific case.

In the following, the value of € is assumed to be small enough to consider that the
cross-section varies slowly, thus the height h is a function of the slow coordinate X as

X
bsin ¥

h(X) = bcos <\IJ— ), 0<X<L. =0bUsinV. (2.46)

2.2.2 Mean Flow

The incident mean flow is considered uniform and with no angle of incidence, thus
being perfectly aligned with the vane leading edges. It is described by

U_o(z,y) =U_xcosVe, +U_sinVe,, —oo<zx<0 and 0<y<2nR,
(2.47)
where the —oo subscript denotes the fields upstream of the OGV. Beyond the leading-
edge interface (z > 0), the mean flow enters the inter-vane channels and remains
constant in the triangle ABC, then passes through the slowly-varying part. Here, the
mean flow is assumed to stay nearly uniform, thus determined by the slowly varying ge-
ometry only (dependence in X only). Rewritten in terms of X, the continuity equation
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Chapter 2. Acoustic Scattering by Cambered Vanes at Low Frequency

(1.6a) is now

,0DU, 0D,
0X dy

It appears that a small axial fluctuation of DU, can only be balanced by a small
transverse fluctuation of DU,. Consequently U, = O(e) at leading order since U, is
O(1) by assumption. It follows from equations (1.6b) and (1.6¢) that C'; D and P are
O(1) at leading order. The variant of Bernoulli’s equation (1.6b) indicates that each
variable be expanded in powers of €2. The solution takes the form

=0. (2.48)

U(X,y) = Up(X)e, + €U, (X, y)e, + O(e?), (2.49a)
C(X,y) = Co(X) + O(€?), (2.49b)
D(X,y) = Dy(X) + O(é?), (2.49¢)
P(X,y) = Py(X) + O(é?). (2.49d)

The value of Uy, (X) is given by the conservation of mass-flow rate, i.e. integral version
of the mass equation (1.6a), between a given location X and the inlet (interface BC).
This reads
h(X)/2
[ DXV dy = P+ O(0)
—h(X)/2

where F_ = D_,U_a. Hence, the mean velocity at leading order is

D_oa

Uox(X) = U_OOW'

(2.50)

By considering a straight channel, the mean vorticity of the flow is neglected. Thus,
from Bernoulli’s equation (1.8), it follows that

1 F? DY H(X)

o0

2DIX)W(X) | -1

= FE_o. + O(e), (2.51)

where E_,, = U?__/2+ D" " /(7* —1). Leading-order solutions of equation (2.51) can
be viewed as the roots of the polynomial function

1 . v, DY 1 (D_U_sa\’
Dy(X) —» ——DI (X)) - [ == > _ ) DHX) 4 - [ ==
o(0) - D) (2 +7*_1) o0+ ()

where X acts as a parameter. The value of Dy(X) is found by applying Newton-
Raphson method (see for example [42]) at each location X with an initial guess equal
to D_ in order to converge to the desired root. Cy(X) and Py(X), if needed, are then
deduced from the thermodynamics relations (1.6¢c). Finally, downstream of the OGV,
the mean flow exits the channels aligned with the vane trailing edges, hence with the
turbomachinery axis. It is described by

D_o
U, oo(2,y) = U_s cos \I/D— €, l,<zr<oo and 0<y<27R, (2.52)
+o00

where the 400 subscript denotes the fields downstream of the OGV, thus D, =
Do(L.). The evolution of the mean flow field through the cascade is displayed in
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Figure 2.11.
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Figure 2.11: Modeled total Mach number and flow angle evolution through a cascade
of cambered vanes (geometry and flow conditions from the fourth NASA CAA work-
shop [24]).

2.2.3 Slowly-Varying Acoustic Modes
Problem Formulation

With the description of the slowly-varying mean flow in (2.49), the compressible con-
vected Helmholtz equation (1.11) can be recast in terms of powers of €. Notice that,
in order to avoid a complicated coupling between the two small parameters (e and the
acoustic amplitude), the acoustic part will be assumed much smaller than any relevant
power of € in all further developments. Consequently, the Helmholtz equation (1.11)
in the slowly-varying part of the channel, reads, with a change of Fourier-transform
convention to match Rienstra’s result [107] (see Appendix A.1.1 for details),

Po P . 09
27 7 e i 2
o gy~ BEM G+

10Dy 0 (MN1O9 . o O (1N o Uy0¢ ,, Uy 0%
+E{[Do ox ~ Vrax (C(J)] or ~ Wugx (cg) 0= Ak e By T e Gway
+0(€*) =0, (2.53)

where M = Uy, /Cy, f = V1 —M? and k = w/Cy. At leading order, the Helmholtz
equation shows a similar structure in a slowly-varying channel (2.53) than in a straight
channel (2.3), the only difference being the non-constant coefficients. The boundary
condition for hard walls is written as

(Vé-n)=0, at y==+h(X)/2, (2.54)

where n is the outer normal unit vector to the respective wall, slightly misaligned with
e, due to the height expansion (Figure 2.7b). The boundary is described from the
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Chapter 2. Acoustic Scattering by Cambered Vanes at Low Frequency

center line by ¥*(X,y) = 0 where the + sign denotes the upper (pressure side) or
lower (suction side) boundary, respectively, and

SHX,y) =y F %X)

The respective outward-directed normal unit vectors, given by VX*(X, y), are then

sin (\I’_ bsi)r(l‘l/) sin (\Ij_ bsi)r(l‘ll)
nt — A sin ¥ e:E’ n—:_ey+€ sin ¥ o
281n (\Ij B bsm\I/) \/ 281H (\Ij B s1n\I/)
\/1—i_6 sin? ¥ e sin? ¥

This shows that the misalignment between n and e, is, indeed, maximum at X = 0
where it is given by ¢, and null at X = L..

WKB Expansion

The slowly varying acoustic modes are obtained by solving equation (2.53) with the
WKB method, which stands for Wentzel-Kramers—Brillouin. The WKB theory is
a special case of multiple-scale analysis where the fast variations (dependence in z)
are assumed to be exponential (see for example [8, 82, 47]). The asymptotic series
expansion of the slowly-varying potential then reads

o) = (<1 [ uae) e xa, vsx<n, My <M

m=0
(2.55)
where p(X) is the axial wavenumber that is now able to vary with X. It gives the
following derivatives:

0 e 0\
ek = (= [ nodc) (<t g ) S enano
and
, 0? i [ 0 0 92\ &
8)2 (X,y) =exp <—é/ 1(§) df) (—u2 - iea—;é — Zlepz— + eQaXz) D P, (X, y).

m=0

Using the above expressions in (2.53) and dividing by the common exponential term
(see A.1.2) gives

0?®, s
O(1) e + (A% = p?) @9 =0, (2.56a)
82Q)1 2 2 i 6 2 Al)O a
O Gz t® _“)(Dl_z)ocbo{a_X[(AMW)DO%+ Co Dy (Uly@)}
(2.56b)
where
AN=Fk—uM.
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The boundary conditions at y = £h(X)/2 from (2.54) become

0P
o =0, (2.57a)
OY |ymin(x)/2
0P, _ sin (\IJ — )
O —_— — bsm\I! ) ‘ 9 57h
o Ay y==h(X)/2 ihs sin ¥ 0|y=ih(X)/2 ( )

The transverse wavenumber @ is introduced through the dispersion relation
0* = A* — 2. (2.58)

The leading-order equation (2.56a) with boundary conditions (2.57a) is rewritten as an
eigenvalue problem of the operator —9?/9y? in the transverse direction, with eigenvalue
6% and eigenfunction 1, such that

— —— = 0%, with (Z’_;f =0 at y=4h(X)/2, (2.59)

and X acting as a parameter. Following Rienstra [109], a normalization is introduced
as
h(X)/2
[ ey =1, (2.60)
—h(X)/2

The solution of (2.56a) is written as a sum of transverse modes (eigenfunctions) of
order ¢ € N such that

o(X,y) = 3 No(X)he(X, y), (2.61)
where (B,ly + h(X)/2)
. COS q Y . qm

where 9 is the Kronecker delta: d,9 = 1if ¢ = 0, and ¢, = 0 otherwise. The amplitudes
N,(X) are determined by the O(e) problem (2.56b), but the latter does not need to be
solved. Instead, a solvability condition is used based on the Fredholm alternative (see
for example Ref. [82] Chapter 15.4). This states that the O(e) problem (2.56b) has a
solution if, and only if, its inhomogeneous part (right-hand side) is orthogonal to the
solution ®§ of the adjoint O(1) problem (2.56a). Since the leading-order homogeneous
problem is self-adjoint, CI% = &, the solvability condition is

Qo fr(Po) dy = Po—— — Opg—— ; (2.63)

/h<X>/2 0D, 0D,
—h(X)/2 Y |ymn(x) /2 Y |y=nix)2

where fj,(®g) is the inhomogeneous part (right-hand side) of (2.56b). The solvability
condition (2.63) reduces to Green’s second identity in this case. Notice that, the
partial derivative 0®/0y evaluated at the boundaries involves only @y (2.57b). As
a consequence, equation (2.63) involves only ®; and so gives the necessary constraint
to define the amplitudes N,. For the sake of clarity, the reduced axial wavenumber is

introduced as
2

oy —1[1- 320 (2.64)
. 5 .
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Chapter 2. Acoustic Scattering by Cambered Vanes at Low Frequency

After some derivations presented in Appendix A.2, this leads to

Q2

Nl = BRIk (X0

(2.65)

where ), are constants to be defined from a known value of N,(X) at some point
(usually the inlet). The axial wavenumber p is defined through the quadratic equation
given by the dispersion relation (2.58) as

. —kM £ ko,
q 52 ’

where the + symbol denotes a wave propagating downstream (+) or upstream (—).
Finally, the slowly-varying acoustic potential of the superposition of a downstream-
propagating mode of order ¢ and amplitude I, and the opposite upstream-propagating
mode of amplitude R, can be approximated at leading order by

Qq i [T REOME)
Gg(X,y) ~ \/D()(X)k(X)aq(X)wq(X,y)eXp (g/ NEGR dE)

Jro (<[ OO i) oy ([ HOHO 1) o

Now that a modal solution is known in each subdomain (upstream annular, inter-vane,
downstream annular), the mode-matching equations are derived in the following sec-
tion.

Sound Propagation through Cambered Inter-Vane Channels — Sum-
mary

Camber has been introduced by modeling the vanes profile as circle arcs. This
has a twofold impact on sound propagation through the inter-vane channels:
curvature of the center line and expansion of the cross-section. Different au-
thors found that the curvature effects were negligible at low frequency, where
the influence of cross-section variations could be dominant. Thus, a sound prop-
agation model based on straight channels of equivalent cross-section variations
has been proposed. Such a problem does not have an exact closed-form solu-
tion. A leading-order approximate solution has been derived instead, based on
the assumption that the cross-section varies slowly along the channel. This was
achieved via the method of multiple scales. An approximation has also been done
on the modal basis of the triangle ABC, between the leading-edge interface and
the inter-vane channel, using a set of cosine functions. Furthermore, geometri-
cal approximations have been accepted in order to model the inter-vane channel
geometry more easily. This results in an artificial thickness of the vane. Finally,
the mean flow has been assumed subsonic and to stay nearly uniform through
the cascade, while being continuously deviated. All the necessary assumptions
of the model are listed below:

o (2.66)

e Straight-channel approximation and slowly-varying approach in the inter-
vane channel;
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e Modal basis approximation in the triangle ABC;
e Geometrical approximation leading to an artificial thickness;

e Nearly uniform mean flow continuously deviated through the cascade.

2.3 Mode-Matching Equations

2.3.1 Jump Conditions

Due to camber, the leading-edge interface is staggered in the vanes reference frame.
The oblique mean flow passing through requires a change in the jump conditions seen
carlier in 2.1.1. Going back to the conservation of total enthalpy (1.17) leads to

liko — Myu, — Myu, + Myu, + Myu,)? = [ikg]; =0, (2.68)
which simply reduces to the conservation of ¢. The variable I'; is still
Iy =9¢| (2.69)
The conservation of mass-flow rate (1.13) reads
[ikM26 + B2 M, — M2 Myu,)? = 0, (2.70)

where 32 = 1 — M?2. Since the potential continuity is already enforced, this equation
reduces to the conservation of the following quantity:

Iy = B2u, — M, Myu, |, (2.71)

composed of the fluctuations of axial and tangential velocities. This variable can also
be rewritten as
[y = B2u, — MZu, tan 0, (2.72)

That demonstrates the equivalence of the conservation of I'y; and u, when ¥ — 0
and/or M — 0. In these particular cases, the set of variables (I';,T's) is equivalent
to (¢, u,) or (p,u,) as was previously used for unstaggered flat vanes in 2.1.1. It is
important to notice that in general, when ¥ 2 0 and M # 0, the fluctuating pressure
field p cannot be used as a conservative variable through the matching interface.

2.3.2 Initial Leading-Edge Interface
Acoustic Potentials

At this initial step of leading-edge matching, no back-scattering from the trailing-edge
interface is accounted for. The slowly-varying formalism is not needed and the only
difference with a cascade of flat vanes (Section 2.1.2) is that the matching interface
is staggered from the point of view of the channel modes in the triangle ABC (see
Figure 2.12). In the annular domain, the mean flow is aligned with the vane leading
edges. By noticing that the Helmholtz equation written in the vanes-attached system
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Chapter 2. Acoustic Scattering by Cambered Vanes at Low Frequency

Figure 2.12: Scattering of an incident mode at the staggered leading-edge interface.

of coordinates ((,n) is identical to (2.3), a change of variables from ((,7) to (z,y) gives

0? 0? 0? , 0 0
6zooxa_;§+ﬁzooya_yf_2MooxMooya_xi+2lkoo (Mooxa_fz + Mooya_?j) +kzoo¢ = Oa
(2.73)
where M_oop = M_oqcos W, M_ooy = M_oosinW, 2 =1-M?_,, >, =1-M?_,.
Since each field will be evaluated at the leading-edge interface in this section, the —oo

subscript is not needed and will be dismissed in the following to simplify the notation.

Assuming that equation (2.73) has a solution of the same form as the solution of
(2.3), the incident ¢; and reflected ¢, potentials read

oi(z,y) = eiajyeikfx7 for —oco<x<0 and 0<y<27R, (2.74)
where
2 _ (B2 _ M2)n2 — ,
R (k= a;M,)M, + \/k (87 = MJ)aj = 2ka; M,
Q; = R’ i = 5 ﬁZ :
and

or(,y) = Z Ryer¥e*» ™ for —oco<x<0 and 0<y<2nR, (2.75)

p=—00

where
2m - (k — opMy) M, \/k2 = (B2 = Mj)ag — 2ka, M,
ap:a]'—i_p?a kp - - ﬁQ — ﬁQ )

In the triangle ABC, the downstream-propagating transmitted modes are given by
the potential ¢, as

a(C,n) = A, cos (agn eik;c, for ntan¥ < (<atan¥ and 0<n<a,
n q q
q=0

(2.76)
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where ; s
—kM + /k? — F%«
g =—, k= P -

Continuity of the Acoustic Potential

To derive the matching equations, a change of variables is performed on the channel
modes to express all potentials in terms of (z,y). It yields

¢d(x7 y) =

00

§ :A |:ei<—%sin‘l/—i-k[;cos@)xei(%cos\ll—s—k;rsin‘l/)y
q

q=0

N | —

+ei(% sin Wk cos\I/)acei(—% cos Wk sin\lf)y] (2 77)
The acoustic potential continuity at the leading-edge interface reads

0
iy iapy
ey 4+ E R, =

p=—00

ZA‘Z [ei(%wﬁ sinW)y | oi(— 5 kg Sinq’)y} . (2.78)
q=0

DN | —

The same projection on the annular modal basis (2.13), as seen previously for flat
vanes, is performed with the operator

b : 27
/ (o)e" ¥ dy, with a, =a;+ vV € Z.
0
This leads to . .
Jiwt+ > R =Y A (355 +73,0). (2.79)

p=—00 q=0

The first two integrals have been detailed in 2.1.2, whereas the integral on the channel
modes is changed due to stagger. It is described by

b e
At 1 (9 sinW—an)y 1, — bsin (#5) ipEE
aww =5 [ € Y=o,z ¢
0 gpq,y

where

b/ qm '
ot = S (T e () and gE,(0) = KEsin® — o,

These integrals can also be recast together in the potential continuity equation as

b(R,+du0) = Aqﬁ;y , (2.80)
q=0
where
_1;0;:11(\1[) ( ( 1)qeib@;V(\P)> 7
I W) =T 0 = l()mr/b> pa (V) (2.81)
’ ’ ’ . qm
5(1+5q0) it |l (D)) =
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Continuity of the Modified Acoustic Velocity

To write the continuity equation on the modified acoustic velocity S2u, — M, My,u,, the
derivatives of the potential (2.77) with respect to each coordinate are needed. They
are derived as

0Pq i qm . gm . i L
5 = E A, [(—— sin W + k:;r cos \IJ> e‘< o Sin kg Cos‘lf)zel( % cos Wk sin W )y
a

T . . + . 4o
+ (% sin U + k;— COS W) el(‘%7T sin U+kJ cos\I/)avel(f(%7r cos U+kg sm‘ll)y 7

(2.82)

% _ 1 Z Aq [(q_ﬂ- cos ¥ + k’; sin \II) ei<_% sin U4k cos \I})xei(% cos U4k sin\If)y
a
+ (_@ cos U + k?;_ sin ‘11> ei(% sin U4-k7 cos \I/)a:ei<f% cos U4k sin \I/>y:| '
a
(2.83)
The modified velocity continuity at the leading-edge interface reads

(82K =M, Mya;)e*? + Y R, (Bik, — M, Mya,) €7

p=—00
= o S A (B~ MM AT MY (B~ MM AT ]
(2.84)

where . -
K;Ei:k:qicoskllj:q—sin\ll, A;ti:iq—cos\lf+kqisin\lf.
a a

Using the same projection method as previously gives

(ﬁgkj_MmMyO‘j)ji,v + Z Ry (ngp_ - MﬂcMyO‘p) Ipw

pP=—00
1 - — ~ — ~—
= 5 2 A LB = MMAT) 375+ (B = MMy A7) 30T
q=0
(2.85)
After some algebra, the modified velocity continuity reads
b (K 6,0+ K, R) =Y AKIE| (2.86)
q=0

where
K = B2kl — M, M,o;,

J

K, = Bk, — M,M,a,,
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tanW¥ /qgmy\?2
KE = (82cos U — M, M, sin U) k* (—)
o (ﬁxcos y sin ) 7 +gogfy(\11) b

Linear System of the Mode-Matching Condition

To solve the problem on the A, coefficients, the R, terms are canceled out by subtract-
ing (2.86) to K, times (2.80). This yields

d A (K, —KL) T8, =b (K, = K) buo. (2.87)

q=0
After a modal truncation (v € [—(N, — 1)/2,(N, — 1)/2] and ¢ € [0, N, — 1]), the
matrix form of the equations to solve is
M'A = M;, (2.88)

where

[M1i| v,q = (K’j - IC;W) j+

q7V7

[Mi}u,l =b (K; — IC;F) (5,,’0, and [A]q,l = Aq.

This is solved by means of an iterative least-squares method. Then the R, coeflicients
can be deduced from either the potential continuity (2.80) or the modified velocity
continuity (2.86).

Another possibility is to solve the A, and R, coefficients simultaneously with a
global matrix equation of the form

E! F1\ (A\ (H!

(il = Y0w [P, = —00s [H
[

where

q,v?

1 _
1i|y,1 - béy’o’

(B3], = KaTau (B3], = =0 60, [H3],, = VK] 6,

v,q VT Qv

[A]q,l = AQ’ [R]V,l = TV'

2.3.3 Trailing-Edge Interface
Acoustic Potentials

At the trailing-edge interface, the acoustic potentials involved are represented in Fig-
ure 2.13. Since this interface is not staggered, the continuity of the modified velocity
B2u, — M, M,u, reduces to the continuity of the axial fluctuating velocity wu,, along the
continuity of the velocity potential ¢, which remains unchanged. Downstream of the
OGV, the mean flow is axial and the Helmholtz equation is the same as for flat vanes
(2.3). The expression of the transmitted acoustic potential ¢, is

o2 y) = Z Tpei“”y,eik;x,, for 0<2’'<oo and 0<y <27R, (2.90)

p=—00
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Figure 2.13: Scattering of a downstream-propagating channel mode at the trailing-edge
interface.

where

_ 7 32,2
2 . kM + \/k* — B*a;;
b’ p 52 ’
Since all potentials are evaluated at the trailing-edge interface in this section, the 400
subscript below the mean flow variables is not needed and is dismissed.

o' =x—1;, Y =y—R(l—cosV), a,=a;+p

In the inter-vane channels, the modes are given by equation (2.67). With the
opposite Fourier-transform convention used here, it reads

o= rsmagi e (40 [t on ([ w0

for 0 < S < L. and —h(S)/2 <n < h(S5)/2, and where

() = “HEME) £ KS)o(S) o \/1_</3<S>eq<s>)7 (5) — I

p2(5) k(S)

By gathering some constants into the (), amplitudes, the potentials ¢, and ¢, can
be expressed in terms of the A, and B, modal coefficients. For this purpose, both
formulations ¢, (S, n) (2.91) and ¢4(¢,n) (2.76) are matched at the inlet of the slowly-
varying channel (segment BC from Figure 2.13). On this interface h(S = 0) =

thus 0.0 /
n € (0, al, n=mn-—a/2,
{ (=atan V¥, and { S =0.
Consequently, the (), amplitudes for the downstream-propagating modes are given by
Qq \/DO O)h(O) eik;atan‘l/.

2/(1 + 5q0)

Introducing the stream-wise variation function as
Dy(0)k(0)a,(0)A(0) ( S )
T+ pu— X + '
015 \/Do(S)k(S) J(S)n(S) P /0 pq (£)dE ) (2.92)
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the potential ¢4 in the slowly-varying channel reads

ZA TH(S)elkdatan Y cog (Qq(S) [n—i— @D : (2.93)

For the upstream-propagating modes, the matching is done at the trailing-edge inter-
face with a locally constant channel mode. The @), amplitudes in this case are given

by
" / ( + 5q o)
Hence,
n) = ; B,Y(S) cos (@(S) [n + @D , (2.94)
where

Continuity of the Acoustic Potential

At the trailing-edge interface, the continuity of the potential reads

Z [AqT;(Lc)eik;“tan‘p + B, | cos ( Z Tl . (2.96)
q=0 p=—00

After a projection on the modal basis of the transmitted modes with the operator

b : / 27
/ (e)e ¥ dy’, with a, =« +v—, v €EZ,
0

b

the integrals yields
b
e ay =1,
0

and

[1—(—1)% "],

q?V

b . ()2 _ o2
39 :/ cos (0y(Le)y') e ¥ dy’ = (ag)” —af
0 b ) qm
5(1 -+ (Sq70) if a, = ?

Notice that ’Jg’y is a particular case of the previously defined inner product TJ;V(\I/ =0)
in (2.81) for a zero stagger angle. Compiling these results together yields

3 [A TH(L)eki oY 4 B | 90 =T, | (2.97)

q?V
q=0
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Chapter 2. Acoustic Scattering by Cambered Vanes at Low Frequency

Continuity of the Acoustic Axial Velocity

The slowly-varying channel modes ¢4 and ¢, have a slowly varying part (dependence
in S) and a rapidly varying part (dependence in s). The small scale variations are
given by the exponential term in the stream-wise variation functions Y*. Therefore,
the derivative of the potentials with respect to s only involves this exponential term at
leading order. The acoustic axial velocities are given by

O Z A (S (S)eH Y cos (eq(S) [n ; @D L0, (299)
and

5’¢u Z Byip; (S)Y; (S) cos (e (S) [n + @D + O(e). (2.99)

Projecting on the annular modal basis, the axial velocity continuity at the trailing-edge
interface reads

> [Agt (LT (L™ 1 By (L)| 33, = 0k{ T, | (2.100)

q=0

Linear System of the Mode-Matching Condition

The unknown B, coeflicients are solved by canceling out the T, coefficients in (2.97)
and (2.100), which gives

SB[k — g (L => A, n — k] TH(Lo)etiatamv30 o (2.101)

q=0 q=0

The modal truncation (v € [—(N, —1)/2, (N, — 1)/2] and ¢ € [0, N, — 1]) allows one
to numerically compute the B, coefficients from the linear system of equations

M’B = Ma, (2.102)
where
[M2], = [ = g (L] 30, [Mal,y =D Ag [ (Le) = 7] TH(Le)eliarenvy)
=0

[B]q7l = BQ'
The continuity equation (2.97) or (2.100) can then be used to deduce T,.

Finally, the general matrix equation for this interface is

E? F?\ /B H?
6 -6
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[F2,, = b0, [HY, =—> ATi(L)ekaatmval

v,1 B

(B3], = g (LT [F),,, = —bkfbuu, [H3],, = =D Ay (LT (L™ T,

2.3.4 Correction to the Leading-Edge Interface

For the next steps in the iterative procedure, the leading-edge matching (2.89) needs
to be modified to account for the upstream scattered modes ¢, traveling back from
the trailing-edge interface (see Figure 2.14). The potential continuity and modified

Figure 2.14: Scattering of an incident mode at the staggered leading-edge interface
with feedback from the trailing-edge scattering.

velocity continuity read, at the ¢'" iteration,

ZA?,”?V + BI~ 1T (0)e —1kq_bsin\1’j;l, =b(RI+0,0) |, (2.104)
and
DAY, BT () M by, = b (K RY K 800) | (2105)
q=0

Combining them to cancel out the unknown RY coeflicients yields

ZAg (IC’ —IC+ )~+ _ b(IC’ . 1/0 ZBg 1 IC’ - )T’( )efikq*bsin\llj;w
q=0

(2.106)
After a modal truncation (v € [—(N, —1)/2,(N, —1)/2] and ¢ € [0, N, — 1]), the
corrected system of equations at the leading-edge 1nterface is

M'A = M;, (2.107)
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where

M, = (K, - K,) 3,

q q,V?

(Al = A7

g1 — g

(M, =b (K, —Kf)b,0— Y B (K, —K,,) Y, (0)e Fabsinty,
q=0
The R, coefficients are then deduced from either (2.104) or (2.105).
The corrected global system of equations at the leading-edge interface is

E! F1\ (A\ (H!
(5 1) (r) - (i), 2109

[E11j| v,q = /3;_,1/’ [F11:|VV = _b5y7y, [Hll]u,l = béV,O — Z Bg_qu_ (O)j;l/e—ik‘q_bsin\Il7
q=0

(Bl =K500,, [FY = 0K 6,

v,q VT g v,V

[H21],,’1 = b/Cj(;u,o - Z Bg—qu—(Q)]C— J- e—ikq_bsin\II’

q’l/ q’l/
q=0

[A]q,l = Ag’ [R]V,l = Rl‘%

Mode-Matching Equations ———————————————————— Summary

The mode-matching equations have been derived for the scattering of an acoustic
wave by a cascade of cambered vanes, assuming equivalent straight channels. A
subsonic nearly uniform mean flow, continuously deviated through the cascade,
has been used. Jump conditions for the staggered leading-edge interface have
been detailed with emphasis on the fact that pressure cannot be used, in gen-
eral, for a staggered interface with flow. Instead, the velocity potential and a
combination of axial and transverse velocities is used.

2.4 Comparison with Numerical Results

2.4.1 Methodology

A test case is defined to test the present analytical solution against numerical simula-
tions computed with the commercial software Simcenter 3D Acoustics *. A cascade of
four vanes (V' = 4) is considered at a duct radius of R = 38 mm, which gives a vane
spacing b = 2rR/V ~ 60 mm. The camber angle is set at ¥ = 30° and the solidity
value at [/b = 1.04. No mean flow is considered (M = 0) and the mean density and
sound speed are assumed constant and set to D = 1.225 kg/m? and C' = 340 m/s.
Incident acoustic waves of unit amplitude are scattered by the OGV. Computations
are performed for two distinct frequencies and modal orders: j = 1 at kb = 2.4289

'Hadrien Bériot, Siemens Industry Software NV (personal communication, January 2019).
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(f ~ 2200 Hz) and j = 5 at kb = 12.145 (f ~ 11000 Hz). The angle of incidence of
the waves, from the z-axis, is given by 6; = arcsin(j/kR) to ensure the periodicity in
the y-direction. This gives 6 ~ 40° for both cases.

The two-dimensional Helmholtz problem is addressed numerically using a high-
order adaptive Finite Element Method (FEM) [9, 7]. Periodic boundary conditions are
enforced and spurious reflections at the boundaries are avoided using Perfectly Matched
Layers (PML) [6] as shown in Figure 2.15.

Periodic BC
e —— —
Physical domain
0.2
15 H = EEEN
015 1= 1 1 [
Higayin HigsyiE
S 0 mifslin
0.1 E . al -
0.05
() —— e —
-0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2

T

Figure 2.15: Explanatory scheme of the numerical setup displaying the geometry, the
mesh and how boundary conditions are treated.

This test case aims at validating the developed method of Mode Matching for
Bifurcated Wave-guides (MMBW). The same Helmholtz equation is solved with the
same boundary conditions and vanes geometry in both methods (finite element and
mode matching). No flow is considered since the numerical method cannot handle a
varying mean flow with the Helmholtz equation, and it is better to first assess the
validity of the geometrical assumptions of the MMBW in a medium at rest.

Qualitative and quantitative comparisons between FEM and MMBW results in
terms of real values of the fluctuating pressure are presented below. Reflected and
transmitted acoustic powers are computed for both numerical and analytical results in
order to (i) ensure that the power balance is correctly predicted with the MMBW and
(ii) attest the accuracy of the technique by comparing the incident power to the sum
of the reflected and transmitted powers. Some limitations and possible extensions of
this validation process are discussed afterward.

2.4.2 Results
First Scenario: 7 = 1 at kb = 2.4289

Figure 2.16 shows the instantaneous pressure maps computed with the FEM and the
MMBW for 7 = 1 at kb = 2.4289. The pressure patterns are in good agreement
upstream and downstream of the cascade, as well as in the inter-vane channels.
Figure 2.17 displays the instantaneous pressure profiles extracted upstream, down-
stream and through the cascade, at the locations pointed out with dashed black lines in
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Figure 2.16: Instantaneous pressure maps computed with FEM (a) and MMBW (b) for

j =1at kb= 2.4289. Dashed black lines are the locations for quantitative comparisons
and solid black lines in (a) show the limit of PML.
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Figure 2.16. The pressure field predicted by the analytical model matches the numer-
ical results downstream of the cascade (2.17¢), but a difference in amplitude is visible
upstream (2.17a).
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Figure 2.17: Instantaneous pressure profiles using FEM (—) and MMBW (--) for
j=1at kb= 24289, at z = —0.01l m (a), y = 0.04 m (b) and z = 0.07 m (c). The
vertical dash-dotted lines in (b) represents the LE and TE interfaces.

From the look of the pressure profiles, it is clear that only the mode of order
j+pV =1 (p=0) is cut-on in the annular domain. The amplitude of this mode could
be under-evaluated by the MMBW in the upstream region. The global acoustic power
balance is defined as

P+ P =P, (2.109)

where P;, P, and P; are the incident, reflected and transmitted acoustic powers, re-
spectively. They are given by (see [37], p. 41)

kZbV
T

Re (\/k:2 — (82 — M2)a? — 2k;ajMy> , (2.110)
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A% i Re (/i — (32 — Mo — 2k, 11 ) IR, P (2111)

p=—00

P = % > Re(y/k2 - g2az) T, (2.112)

and

where the mean flow quantities have to be evaluated at either —oo for P; and P,,
or +oo for P;. The relative value of the reflected and transmitted powers, in terms
of a percentage of the incident power, are given in Table 2.1 with the error £ =
1—(P;—"P,)/P;, for both FEM and MMBW. The relative reflected power P, predicted

P./% Pe/% E/%
FEM 5.270  94.62 0.1100
MMBW 4926 95.06 0.0140

Table 2.1: Comparison of reflected P, and transmitted P, relative powers, in terms
of the incident power P;, and the relative error £ = 1 — (P, — P,.)/P; for j = 1 at
kb = 2.4289.

by the MMBW is lower than what is predicted by the FEM. Since only one mode
is cut-on, it is tempting to say that this explains the difference in amplitude seen
in Figure 2.17a, but the difference is about 0.344 %, which should not be visible in
the pressure profiles. Furthermore, downstream of the cascade, a difference of 0.44
% 1is observed between the numerical and analytical transmitted powers P;, and no
discrepancies are visible in the pressure profiles (2.17¢). Consequently, the difference
between the upstream pressure profiles are due to under-predicted cut-off modes in
the mode-matching technique. Cut-off modes can play a significant role here since the
pressure profiles are extracted at a distance of only [, /6 from the leading-edge interface,
which is their defined origin.

Second Scenario: 3 = 5 at kb = 12.145

When increasing the frequency to kb = 12.145 and changing the incident mode or-
der to j = 5, a fairly good agreement is still observed upstream (Figures 2.18 and
2.19a). However, the analytical model displays significant discrepancies compared to
the numerical simulation in the axial profile, beyond x = 2,/3 (Figure 2.19b). These
differences are also observable in the pressure map (Figure 2.18b) and the downstream
profile (Figure 2.19c¢).

Table 2.2 shows that the relative error in the acoustic power balance is still very
low (E = —0.001 %). This indicates that the model is still accurate in this case but
does not represent the problem correctly.

In Figure 2.18b, the wavefront in the inter-vane channels is deviated with the in-
clination of the vanes. This behavior, not observed in the numerical solution (Figure
2.18a), is solely due to the straight-channel approximation in the MMBW. The chan-
nel modes are dominated by the plane mode ¢ = 0, which is constant along the axis
perpendicular to the curvilinear abscissa. In a curved duct, such a mode does not
exist, as it will be demonstrated in Chapter 3. Since the discrepancies are due to the
propagation model inside the inter-vane channels and that most of the incident wave
is transmitted through the cascade, the pressure field downstream of the cascade is the
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Figure 2.18: Instantaneous pressure maps computed with FEM (a) and MMBW (b) for

j =5 at kb = 12.145. Dashed black lines are the locations for quantitative comparisons
and solid black lines in (a) show the limit of PML.
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Figure 2.19: Instantaneous pressure profiles using FEM (—) and MMBW (--) for
j =>5at kb =12.145, at v = —0.01l m (a), y = 0.04 m (b) and z = 0.07 m (c). The
vertical dash-dotted lines in (b) represents the LE and TE interfaces.

P/% PN E/%
FEM 3.950  96.05 <0.11
MMBW 0.3010 99.70 -0.001

Table 2.2: Comparison of reflected P, and transmitted P; relative powers, in terms
of the incident power P;, and the relative error £ = 1 — (P, — P,)/P; for j = 5 at
kb = 12.145.

most affected. The upstream field is mostly dependent on the leading-edge geometry
here, not on the back-scattering of the upstream-propagating channel modes generated
at the trailing-edge interface.

2.4.3 Discussion

These quantitative results support the assumption that the model based on equivalent
straight channels performs well at low frequency, as was indicated by Ref. [25, 51, 119].
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However, at higher frequencies, the curvature effects are no longer negligible and the
straight-channel approximation induces an artificial deviation of the wavefront through
the cascade, ending up to a shifted dominant mode order downstream of the cascade:
j+pV =1 (p=—1) instead of j+pV =5 (p = 0). Curvature effects will be introduced
in the next chapter and comparisons will be made between the models to define the
frequency limit of the straight-channel approximation.

These results also demonstrate the validity of the slowly-varying approach, and
of the channel modal basis approximation in the triangle ABC. Yet, the modal basis
approximation seems to generate oscillations similar to the Gibbs phenomenon at the
leading-edge interface in the highest frequency case (kb = 12.145). This may have an
influence on the scattered modal content and, if so, would indicate that the approach
based on Green’s reciprocity theorem could be more adequate [116].

The impact of the artificial thickness will be assessed in the next chapter with the
model accounting for curvature, in order to avoid mixing multiple sources of error.

Comparisons in the presence of a mean flow have not been performed yet. Emphasis
has been placed on the other assumptions of the model, such as the neglected curva-
ture, considered of primary importance. However, the study of sound propagation in
an axial compressor stage could not be accurate without flow. It is then necessary to
evaluate the impact of the mean flow modeling but, unfortunately, this has not been
done during the PhD. Quantitative investigations on that matter will be carried out
during a post-doctoral fellowship. Yet, qualitative comparisons are made in Chapter 3,
Section 3.3.2, and a more realistic mean flow modeling is proposed in the conclusion.

Comparison with Numerical Results ————————————— Summary

Results from the present analytical solution have been compared with numerical
results obtained from a finite element method. The same Helmholtz equation is
solved in both methods, with the same boundary conditions and vane geometry.
Computations have been performed at two frequencies and incident mode orders:
j =1 at kb = 2.4289 (low frequency case) and j = 5 at kb = 12.145 (high
frequency case). Assessments on the validity of the approximations made in the
model are given below.

Straight-Channel Approximation:

e Good agreement with numerical results, qualitatively and quantitatively,
at low frequency;

e Artificial deviation of the wavefront, starting at two thirds of the channel
length, at high frequency due to missing curvature effects.

Slowly-Varying Approximation:
e Adequate approach at low frequency;
e Validation needed at high frequency with curvature effects.

Modal Basis Approximation:

e Adequate approximation at low frequency;
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e Oscillations similar to the Gibbs phenomenon at high frequency in the
vicinity of the leading edge;

e Green’s reciprocity theorem could be used instead to estimate the impact
of the oscillations on the modal content.

Geometrical Approximation:
e Will be assessed in the next chapter with curvature effects.
Mean Flow Approximation:

e Qualitative comparisons made in Chapter 3, Section 3.3.2.

2.5 Conclusion

In the first instance, the focus was on the transmission and reflection phenomena of an
incident acoustic wave. For the sake of clarity, the mode-matching technique has first
been explained in detail in the simpler case of unstaggered flat vanes. Two possible
solving procedures have been introduced: an iterative approach made of successive
leading-edge and trailing-edge steps, and a direct approach solving a larger global
system. Both methods are relevant and usually equivalent, except in some cases that
will be discussed when encountered. The possibility to resort to the Wiener-Hopf
technique to get a closed-form solution of the modal coefficients has not been presented
since it becomes unusable when adding stagger or camber.

Vane camber has a twofold impact on sound propagation through the inter-vane
channels:

e curvature of the channel center line;
e expansion of the channel cross-section.

This chapter was dedicated to the modeling of the expansion effect, irrespective of
curvature. The latter will be introduced in the next chapter.

Several assumptions have been made on the vane geometry and flow description in
order to build an approximate analytical solution of the acoustic potential, based on the
multiple-scale analysis of Rienstra [107]. The core assumption of the model is the slow
variation of the channel cross-section. The approximate solution of the slowly-varying
Helmholtz-like equation is similar to the classical solution of the Helmholtz equation,
except that the potential amplitude and wavenumbers can vary with the change in
cross-section along the channel.

After incorporating this solution in the mode-matching equations, each assumption
has been carefully investigated. The developed model performed well at relatively
low frequencies compared to highly accurate numerical results obtained with a finite
element method, highlighting the influence of curvature at higher frequencies.
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Chapter

Acoustic Scattering by a Linear Cascade of
Cambered Vanes

Introduction

Camber has been introduced in the previous chapter by only considering the
diffuser effect, due to an increasing channel cross-section. The model proved
to give accurate results at low frequency but the curvature effects seem to be
missing at higher frequencies. In this chapter, the model is extended to account
for the curvature on sound propagation. The convected Helmholtz-like equation
in the channels is then rewritten in curvilinear coordinates and the solution is
integrated into the mode-matching procedure. In the first instance, comparisons
are performed with numerical results to assess the validity of the new model.
Then, comparisons are performed between both analytical models, accounting
or not for curvature, to assess the frequency limit below which the approximate
model is valid. This allows one to better understand when curvature effects come
into play and how. Finally, parametric studies are performed on the geometrical,
disturbance and flow parameters, with emphasis on the resonance phenomenon.
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3.1 Bent Channel of Slowly-Varying Cross-Section

3.1.1 Geometry

Curvature effects on sound propagation inside the inter-vane channels are needed at
higher frequencies. In this chapter, curvature is accounted for by use of curvilinear
coordinates (s,n), instead of the Cartesian coordinates (z,y) used in the previous
chapter. The same geometry is used, as described in Figure 3.1a, but the inter-vane
channel is now described without further simplifications, as depicted in Figure 3.1b.
The channel height is a function of the slow coordinate S = es, such that

(b)

Figure 3.1: Geometrical approximation of the inter-vane channel (a) and the curved
channel of varying cross-section from section BC to the trailing-edge interface (b).

S

bsin ¥

h(S) = bcos <\I/— ) , 0<S<L.=0bUsinV. (3.1)
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Since the center line is almost a circle arc of radius R, = R.—b(1+cos ¥)/4 (see 2.2.1),
its curvature k is defined by

S

sin & —€
Kb ~

B Z(1+COS\IJ)sin\II—Ecos\IJ/2 sin W

(3.2)

The evolution of the dimensionless curvature kb is plotted against the camber angle
U, for different solidity values [/b, in Figure 3.2. As for the expansion parameter e,

0
~
>~
N
~
~N
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\\
=)
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I/b=1 ~
— — —1/b=1.25
15l I/b=15
0 20 40 60
/e

Figure 3.2: Evolution of the dimensionless curvature xb against the camber angle ¥
for different solidity values 1/b.

the absolute value of the dimensionless curvature increases with camber, but decreases
with solidity.

3.1.2 Mean Flow

The same mean flow description is assumed but expressed in the curvilinear system of
coordinates, such that

U(S,n) = Ups(S)e, + €U, (S, n)e, + O(e), (3.3a)
C(S,n) = Co(S) + O(e?), (3.3b)
D(S,n) = Do(S) + O(e?), (3.3¢)
P(S,n) = Py(S) + O(e%). (3.3d)
The mean velocity is still given at leading order by
D_a
Uos(S) = U—oo=—aorrar- 3.4

However, since the channel is now considered as a curved channel, the deviated mean
flow is rotational at leading order. Since a constant curvature is assumed along the
channel, the curvilinear coordinates used in this work are basically polar coordinates
in disguise (see Appendix B.1). Introducing the scale factor hy, = 1 — kn for the
coordinate s, the mean vorticity is defined as (see for example [78] Chapter 1.3 — 1.4
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or Appendix B.3)

izs %ez = %ez. (3.5)
This has a consequence on the evolution of the mean density since the mechanical
energy is no longer uniform in the flow, as described by Bernoulli’s equation (1.8),
but now varies from one fluid particle to another. Yet, a scale analysis shows that the
rotational term in (1.6b) is negligible compared to the potential term if kL. < 1. From
(3.2), kL. = —e¥ = O(e) for realistic OGV camber angles, which means the rotational
term in (1.6b) vanishes at leading order. As a consequence, the mean density value at
the location S is still given by the root of the polynomial function

1 e U, D'\ ., 1 (D_U_oca\’
Do) = —— DF(8) (2 ) DS+ ()

VXU~ —

The validity of this approximation on the mean flow description will be assessed in
section 3.3.2.

3.1.3 Slowly-Varying Bent Acoustic Modes

Problem Formulation

The Helmholtz equation (1.11) is written in the curvilinear system of coordinates (see
[78] Chapter 1.4 or Appendix B.3 for the differential operators definition). The deriva-
tion is then similar to what was done for the straight channel in Appendix A.1.1. With
a change of Fourier-transform convention to match Brambley & Peake’s result [14], the
wave equation now reads

W20 T am? 2 h ds Thidnan ¢

+e{{ 1 %_U‘)Si(%)}%_inosi(i)gb_Qik%%
Dohy 0S K2 9S \Cy /| 0s hy 0S \ C2 Co On

Uin 8%}

2 92 2
FPoo 0 kMY 1dh0o

_op
Cy 0sOn

+ O(?) = 0, (3.6)

where M = Uys/Co, f =1 — M? and k = w/Cy. The hard wall boundary condition

18 written as

(Vép-n) =0, at n==xh(5)/2, (3.7)

where n is the outer normal unit vector to the respective wall (Figure 3.1b). This time,
nt is always aligned with e,, so only n~ is slightly misaligned. The description of the
lower boundary (2.36) does not allow an exact closed-form solution of the misalignment
between n~ and e,. However, it is still zero at X = L. and of the same order as ¢
at X = 0. This is shown in Figure 3.3, in which the relative alignment difference at
X = 0, with € as reference, is plotted against the camber angle for different solidity
values. For realistic OGV camber angles and solidity values, the misalignment is about
1.5 times e.
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80 :
1/b=1
— — —1/b=125
60 1

Figure 3.3: Evolution of the relative alignment difference An, compared to €, against
the camber angle U for different solidity values [/b.

WKB Expansion

Introducing the WKB ansatz

i[® =
os) =exo (=1 [ u(ae) X erantsin, 05 <L, M <a< M

2 2
(3.8)

~—

m=0

where p(S) is the axial wavenumber, the leading-order wave equation (3.6) reads

02<I>0 1 dhs é@o 9 ,u2
o +h_sdn6_n+(A _h_g) ®y =0, (3.9)

where

A=Fk— puM/h,.

Since the misalignment of the normal unit vectors is O(e), the upper and lower bound-
aries can still be assumed parallel at leading order. The boundary condition at n =

+h(S)/2 from (3.7) then reads

0%,

=0. (3.10)
on n=+h(S)/2

Notice that, when M = 0, the leading-order equation (3.9) can be restated as a
Bessel equation by a change of variable 7 = —(1 — xn)/k. The solution, in this case, is
expressed by a sum of Bessel functions of the first and second kinds: J,, /. (=k [1 — xn] /k)
and Y, /. (—k [1 — kn] /r). The axial wavenumber p is then defined at each location S
by the algebraic equation resulting from the hard wall boundary condition at leading
order (3.10). This solution is an extension of Krasnuskin’s result [62] to slowly-varying
ducts, by noticing that the curvature is negative here x = —1/R.. However, this
solution requires the use of Bessel functions of complex order that are not built-in
functions in the Matlab environment. Thus, it requires some additional work to ensure
a stable and accurate implementation that has not been finished during the PhD. Also
note that, according to Wolfram Alpha [1], equation (3.9) has a general closed-form
solution in presence of a uniform flow, M # 0, given by a combination of confluent
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hypergeometric functions (see for example [85]). The validity of this solution with the
boundary conditions in (3.10) has not been assessed though. This solution has not
been investigated further during the PhD, but it could lead to a better understanding
of the effects of the mean flow.

In this work, the choice was made to develop a numerical solution using the same
procedure as in Ingenito [52] and Brambley & Peake [14], who used a pseudo-spectral
method based on Chebyshev polynomials of the first kind. This method ensures fast
and accurate computations that work with or without flow. Furthermore, the devel-
opment of such a general solution could be of interest for future extensions in three
dimensions, where no closed-form solutions exist even without flow (except for rectan-
gular ducts).

For definiteness, the solution @, is normalized in the same way as in the previous
chapter. It reads

h(5)/2

Dy(S,n) = N(S)¥(S,n), /h(s)/2 Y3(S,n)dn = 1. (3.11)

The unknown amplitude N () is determined by means of a solvability condition instead
of solving for the O(¢) problem. From Brambley & Peake [14], the solution reads

N*(8) = % (3.12)

where () is a constant to be determined by a known value of N(S) (typically at the
inlet) and F'(S) is defined by

h(S)/2 "
F(S) = / Dyyp? (kM + 52—) dn. (3.13)
—h(S)/2 hs

When x — 0, the numerically solved axial wavenumber p should tend to the analytical
solution p — —kM/[3* + ko/B?. Thus, because of the normalization of ¥, F(S) —
Do(S)k(S)o(S), which is the same result as in the straight channel (2.65). The solution
from Brambley & Peake [14] is indeed a generalization of Rienstra’s solution [107] to
curved ducts.

The remaining unknowns are the eigenfunctions (S, n) (modal shapes) and their
associated eigenvalues 1(S) (axial wavenumbers). They are solved numerically using a
Chebyshev collocation method described in the following section.

Chebyshev Collocation Method

In order to formulate a linear eigenvalue problem (according to p), an intermediate
variable is introduced as 1) = pf3%1)/h,. The system of equations then reads

0 hs/B? vl Y
L —2kMh,/B? ] {wl - { v ] ’ 31
where )
L =h, 0 —m£+k2h. (3.15)

on? on ?
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The first line gives the relation between v and ¢ as hy)/3% = 1, whereas the second
line is the actual mode shape equation (3.9).

Chebyshev polynomials are widely used to solve non-periodic partial differential
equations due to their mathematical properties and exponential convergence (see for
example [16] Chapter 2.4 for details). For —1 < z < 1, the Chebyshev polynomials of
the first kind are defined by

Tm(z) = cos(mx), T = arccos(z), 0<m < o0,

which, given the normalization 7, (1) = 1, are the eigenfunctions of the singular Sturm-

Liouville problem
2

! m
VI= 27T, (1)) + —ss T () = 0,
( n(@) = Ta(@)
where the prime symbol denotes the derivative with respect to . The Chebyshev
expansion of a function f, defined on the interval [—1, 1], is

f@=2ﬁmm,m:i-jmnmmﬁwma

TCm,

where ¢,, = 2,ifm =0, or 1, if m > 1. The discrete form of the Chebyshev polynomials
is commonly described on the set of Gauss-Lobatto collocation points n;, ranging from
1 to -1, given by

mj )
- — 0< 4 <N\.
n; COS(N), <j<

Hence, the discrete Chebyshev polynomials of the first kind 7}, ; and the interpolated
function f;, on the collocation points n;, are defined as

. N
mmj A
Tmyj = CO8 (T) s fj = Z fme,j-

The derivative of the interpolated function at the collocation points can simply be
expressed by matrix multiplication, such that

N

fi= Z(DN>j,lfl>

=0

where the entries of Dy are deduced from the derivative of the Chebyshev polynomials
of the first kind (see [16] Chapter 2.4). This gives

(. (—1)iH
Ny — 1y
T f 1<i=|<N-1
P — 1 e J—
(D)= d 20=m) =)= = ’
] e if j=1=0
_— 1 = =
6 ) j )
ON? 11
e i L T N
\ 6
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where

Y

2, if 7=0, N,
cj =
’ 1, if 1<j<N-1
Then, The second derivative can be computed from the square of the matrix Dy.

Finally, in order to account for the metric of the physical space, the collocation points
n; and the derivative matrix Dy are scaled by a factor —h(S5)/2. This gives

np= T (Dy)ji = W(DN)j,la V(4,1). (3.16)

Each equation in (3.14) is described by a matrix in its discrete form. The boundary
conditions are then applied through the first and last lines of each sub-matrix, which
correspond to the boundary points. For the first equation, hy)/3? = i, there is no
need for boundary conditions. Hence, the first and last lines are discarded and the
vector 1) is only evaluated on N — 1 collocation points, i.e. the inner collocation points
1 <i¢ < N — 1. For the second equation (the mode shape equation), the first and last
lines are replaced by the boundary conditions (3.10) in discrete form, which read

N
S (D) =0, j=0,N.
=0

The eigenvalue problem (3.14) is finally written in discrete form as

2] [v]-elv ) o

where
[O]i,l =0, [Ml]“ =(1- “”:)/525@@'7 [H]i+j,z+i = WOi+jiti,
o) = (1 = sn)(DR)j0 — K(Dy)ju + k(1 —knj), if 1<j<N-1
S 25 if j=0,N,
S —2kM(1 — knj)/ %65, if 1<j<N-—1
27 o, it j=0,N,

for1<7< N—-1and0<[<N. Notice that O and My are not square matrices, but
the overall matrix is. The discrete eigenvalue problem (3.17) is solved at each location
S by employing a built-in solver in Matlab using a QZ algorithm (eig function), which
returns the desired eigenfunctions ¢/;(S,n}) and their associated eigenvalues 1(S).

In the following, the validity of the developed routine is assessed by investigating the
behavior of the discrete solution in the limit of different parameters, where an analytical
solution is known, and also at low frequency to see if the solution in a curved channel

tends to the straight-channel solution.

3.1.4 Asymptotic Behavior
In the Limit of Small Curvature without Widening

The numerical solution is first tested in a curved duct of constant height, without flow
(M = 0). The frequency of study is set at kb = 4.725 and the curvature varies from
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3.1. Bent Channel of Slowly-Varying Cross-Section

kb =0 to kb ~ —0.381, which corresponds to values of ¥ ranging from 0° to 60° with a
solidity of [/b = 3 for an OGV channel. When the curvature tends to 0, the expected
eigenfunctions are cosine functions with eigenvalues k, = \/k? — (¢m/b)?, 0 < ¢ < 0.
Figure 3.4 displays the eigenfunctions g, ¥, ¥» and ¥5 computed with the collocation
algorithm (solid lines), for the different curvature values, and the corresponding cosine
functions for kb = 0 (black circles). The collocation algorithm is able to recover the

-0.02 -0.01 0 0.01 0.02 -0.02 -0.01 O 0.01 0.02

-0.02 -0.01 0 0.01 0.02 -0.02 -0.01 0 0.01 0.02

() (d)

Figure 3.4: Eigenfunctions numerically computed for varying curvature values (solid
lines) and the analytical cosine function for kb = 0 (0).

analytical solution in the limit of small curvature in all cases. Then, the eigenvalues
are compared in Figure 3.5. Here, the frequency has been increased to kb = 11.219 to
have more cut-on modes. Figure 3.5 shows the evolution of the first four eigenvalues (of
the downstream-propagating modes) with the curvature, computed numerically (solid
lines). It starts at the cross mark (kb = 0) and ends at the square mark (kb ~ —0.381).
The analytical values for kb = 0 are then added with black circles. Again, the agreement
is perfect between the analytical and numerical solutions in the limit kb — 0.

It is also interesting to see the effects of curvature on sound propagation in an in-
finitely long duct. The plane-wave mode no longer exists (Figure 3.4a) and the energy
of this zeroth-order mode tends to concentrate at the top of the curved channel. Some

73



Chapter 3. Acoustic Scattering by Cambered Vanes

1
0.5+
—~—
3
E OF O FVe—=Ha
(o]
-0.5
-1 . l !
100 150 200

Re{u}

Figure 3.5: Eigenvalues of the first four (from right to left) downstream-propagating
cut-on modes computed for varying curvature values. Cross marks at kb = 0 and
square marks at kb ~ —0.381, with the analytical solution added for kb = 0 (0).

sort of contraction happens to the other eigenfunctions. The node' of the eigenfunc-
tion ¢y is shifted to the top, whereas the nodes of all higher-order modes are shifted
to the bottom. Thus, the curvature makes the eigenfunctions asymmetric from the
center of the duct. Concerning the wavenumbers, an increasing curvature increases the
amplitude of 1o (in blue in Figure 3.5), but decreases the amplitude of all other cut-on
modes p+0. Though, changes in curvature alone cannot make a cut-on mode become
cut-off. Getting closer to the cut-off frequency of a mode only reduces the impact the
curvature has on its wavenumber.

In the Limit of Small Curvature and Small Widening

The collocation algorithm is now tested in a curved duct of slowly-varying height, still
without flow (M = 0). The frequency of study is set at kb = 4.725 and the values
of ¥ varies from ¥ = 0° to W = 60°, which implies curvature values ranging from
kb = 0 to kb ~ —0.381 and an expansion parameter ranging from ¢ = 0 to ¢ = 0.33
(for an equivalent OGV channel solidity value of I/b = 3). Figure 3.6 displays the
eigenfunctions vy, ¥1, 19 and ¥5 computed with the collocation algorithm (solid lines),
for the different camber angles, and the corresponding cosine functions for ¥ = 0°
(black circles). The eigenfunctions and eigenvalues are evaluated at the inlet of the
duct. The eigenvalues are compared in Figure 3.7a for a frequency increased to kb =
11.219. Figure 3.7a shows the evolution of the first four eigenvalues (of the downstream-
propagating modes) with the curvature and shrinkage, with the same notations as
in Figure 3.5. Figure 3.7b is a zoom of Figure 3.7a on the first eigenvalue pg to
emphasize its particular behavior, starting by increasing up to the point marked by
the left triangle, then decreasing for higher values of ¥. The numerically computed
eigenfunctions and eigenvalues perfectly match the analytical solutions in the limit of
small curvature and expansion.

The eigenfunctions do not seem to behave differently with changes in cross-section.
The differences between Figure 3.4 and Figure 3.6 are only due to the normalization
being on the channel height. The eigenfunctions are the same in both cases if plotted

value of n where 1(n) =0
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Figure 3.6: Eigenfunctions numerically computed for varying curvature and expansion
values (solid lines) and the analytical cosine function for ¥ = 0° (0).

against n /b, so they are only stretched with the cross-section expansion. In Figure 3.7,
the eigenvalues .o are affected similarly by the increasing curvature and the height
reduction. This results in a faster decrease in amplitude than in Figure 3.5, where only
the curvature was varying. The modes can also become cut-off due to the change of
height inducing a change of the cut-off frequencies. The effects of a varying cut-off
frequency along the duct are examined in detail in Chapter 4. For the zeroth-order
mode wavenumber (), curvature and shrinkage have opposite effects. The curvature
tends to increase its amplitude (as in Figure 3.5) while the shrinkage tends to reduce it.
This leads to the presence of a turning point, marked with a left triangle in Figure 3.7b,
for the evolution of g with W.

In the Limit of Low Frequency

The collocation algorithm is tested in a fixed curved duct of slowly-varying height,
without flow (M = 0), but this time for frequencies varying from kb = 7/10 ~ 0.3142
to kb = 4m ~ 12.57. The parameters are set to ¥ = 33.7° and [/b = 1.5, which
implies a curvature of kb ~ —0.47 and an expansion parameter of ¢ ~ 0.26. Figure 3.8
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Figure 3.7: Eigenvalues of the first four (from right to left) downstream-propagating
cut-on modes computed for varying curvature and expansion values (a) and zoom on
the first eigenvalue (b). Cross marks at U = 0° and square marks at ¥ = 60°, with the
analytical solution added for ¥ = 0° (0).

displays the eigenfunctions g, 11, 19 and 15 computed with the collocation algorithm
(solid lines), for the different frequencies, and the corresponding cosine functions for
an equivalent straight duct (black circles). The eigenfunctions and eigenvalues are
evaluated at the inlet of the duct. The eigenvalues are plotted in the complex plane
in Figure 3.9a, in the same manner as for the previous scenarios. A zoom on the first
eigenvalue is also plotted in Figure 3.9b, around the lowest frequencies, to emphasize
the difference between the numerically computed value and the analytical straight-
channel approximation.

The effects of curvature on the zeroth-order mode eigenfunction are more and more
significant as the frequency increases (Figure 3.8a). As could have been expected, this
mode tends to a plane-wave mode at low frequency. Yet, none of the other eigen-
functions tends toward the straight-channel solution in the limit. This means that the
capacity of the MMBW to accurately predict sound transmission in the low frequency
scenario (section 2.4.2) is due to the zeroth-order mode being the only cut-on mode
(kb < 7). Discrepancies should be expected above the first channel cut-off frequency
then (kb > m). Also, the eigenvalue 1 of the almost plane mode at low frequency is
predicted with an error of 25% by the straight-channel value g = k (Figure 3.9b).
Hence, the straight-channel approximation in the MMBW should be accurate as long
as the channel length is small compared to the acoustic wavelength, as was also no-
ticed by Roger & Moreau [119]. This could be estimated by the Helmholtz number
kl > kb for typical applications to OGV. If this number is small, an incident wave
will propagate through the curved cascade without being significantly affected by it.
Finally, it is seen from Figure 3.8 that the higher the mode order, the less sensitive the
eigenfunction is to the frequency.

In the Limit of Small Mach Number

To conclude this series of asymptotic comparisons, the collocation algorithm is tested
in a fixed curved duct of slowly-varying height, with varying Mach numbers. The
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Figure 3.8: Eigenfunctions numerically computed for varying frequencies (solid lines)
and the cosine function for an equivalent straight channel (0).

frequency is set at kb = 4.725 and the geometrical parameters to W = 33.7° and /b =
1.5, which implies a curvature of kb ~ —0.47 and an expansion parameter of ¢ ~ 0.26.
The incident Mach number ranges from M = 0 to M = 0.5 and evolves through
the duct accounting for compressible effects (see section 3.1.2). Figure 3.10 depicts
the eigenfunctions g, 11, ¥9 and 5 computed with the collocation algorithm for the
different incident Mach numbers. The eigenfunctions and eigenvalues are evaluated at
the inlet of the duct.

Surprisingly, the Mach number only affects ¢y in this test case, using realistic OGV
parameters. In the presence of a mean flow, the solution is described by a combination
of confluent hypergeometric functions (from Wolfram Alpha [1]), but it appears that
the eigenfunctions behavior remains close to Bessel functions. This argument could be
useful if confluent hypergeometric functions are cumbersome to implement and use.

Concerning the eigenvalues (Figure 3.11), increasing the Mach number has the pre-
dicted outcome by adding an increasingly negative real part to each eigenvalue, and
also reducing the imaginary part of the cut-off mode eigenvalues. However, a strange
behavior is seen on the eigenvalue p4, which is cut-off for M = 0 and undergoes transi-
tion with the increase of the Mach number. For Mach numbers at which this mode is
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cut-on, increasing the Mach number increases its real part, instead of decreasing it. It is
possible that the leading-order equation (3.9) is not adequate to describe the evolution
of the eigenvalue in the vicinity of its transition, and artificially causes the ampli-
tude to increase because of missing higher-order mechanisms. In fact, this is known
that the modes behavior changes too rapidly in such conditions for the leading-order
slowly-varying equation to be accurate. This part is examined in detail in Chapter 4.

The validity of the collocation routine developed in Matlab has been assessed. It
performs well for a variety of geometrical and flow parameters, as well as for low and
high frequencies. The only limitation observed is due to the leading-order equation
solved, which is unable to describe the rapid changes in the modes behavior in the
vicinity of cut-on/cut-off transitions. The definition of the curved channel modes will
be integrated into the mode-matching procedure in the next section.

Bent Channel of Slowly-Varying Cross-Section ——————— Summary

The modeling of sound propagation in cambered inter-vane channels has been
extended by taking into account curvature effects, thus relying on curvilinear
coordinates instead of Cartesian coordinates to derive the equivalent convected
Helmholtz equation. This equation, with hard wall boundary condition, has been
rewritten as an eigenvalue problem, which has been solved numerically by means
of a pseudo-spectral collocation method based on Chebyshev polynomials of the
first kind. This two-dimensional problem has an exact closed-form solution in
terms of Bessel functions without flow, and apparently in terms of confluent
hypergeometric functions with flow, but the choice was made to rely on a collo-
cation method. The numerical method ensures fast and accurate computations
with or without flow. Furthermore, the development of such a general solution
could be of interest for future extensions in three dimensions, where no closed-
form solutions exist even without flow (except for rectangular ducts). However,
the analytical solutions should be investigated to better understand the effects
of curvature and mean flow.

The developed collocation routine has been validated by investigating its be-
havior in the limit of different parameters, where a simple analytical solution is
known. The routine proved to be efficient and accurate. It was then used to shed
light on the behavior of the eigenfunctions and eigenvalues of the slowly-varying
curved duct for varying expansion, curvature, frequency and Mach number.
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Figure 3.9: Eigenvalues of the first four (from right to left) downstream-propagating
cut-on modes computed for varying frequencies (a) and zoom on the first eigenvalue
(b). Cross marks at kb = w/10 and square marks at kb = 47, with the approximate
straight-channel solution added for kb = 7/10 (O).
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Figure 3.10: Eigenfunctions numerically computed for varying Mach numbers.
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Figure 3.11: Eigenvalues of the first five downstream-propagating modes computed for
varying Mach numbers. Cross marks at M = 0 and square marks at M = 0.5.
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3.2 Mode-Matching Equations

3.2.1 Leading-Edge Interface

Only the propagation in the inter-vane channels, from section BC to the trailing-edge
interface (Figure 3.12), is changed compared to the low frequency model of Chapter 2.
Thus, no change is necessary in the jump conditions.

At the leading-edge interface, only the reflected channel potential ¢,, generated at
the trailing-edge interface, has to be modified to account for the effects of curvature.
To be able to compare the channel modal coefficients with and without accounting

Figure 3.12: Scattering of an incident mode at the staggered leading-edge interface
with feedback from the trailing-edge scattering.

for curvature, the modal coefficients will always be those associated to cosine modes.
Hence, considering a cosine mode ¢, , generated at the trailing-edge interface, it is
expanded in curved-channel modes v;, such that

Gug(Leyn) = BZB‘I JU(Le,n),

where the projection coefficients B}(S) are defined such that

cos(%[n }) ZB‘I Y (S,n), 0<S<L,, —MTSSHST
(3.18)

The propagation of each of these curved-channel modes, from the trailing-edge interface
to the interface BC, is then given by the stream-wise variation function T, , defined by

=
=

_ . S
TI(S) = %exp ( INaG ds), 0<S<L. (319

where F} is identical to the function F' defined in (3.13) for the upstream-propagating
mode of order [. Finally, each of the curved-channel modes has to be expanded back
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to cosine modes at the interface BC, thus

! q'm a
Guq(0,n) = BZB ZA COS(a [n—ﬂ),
where the projection coefficients Afl*(S ) are defined by

ZAl cos(zg){n—@b, 0<S< L. —@gngh@.

(3.20)
This ensures the continuity of the potential at the interface BC, neglecting any scat-
tering and reflection at this interface. This assumption is based on the relatively low
dimensionless curvature and angular length of the inter-vane channels (respectively
about 0.5 from Figure 3.2 and 30°) compared to those of the bent ducts studied in,
for example, Félix & Pagneux [30], which are respectively about 8 and 150° and give
a reflection coefficient lower than 15%. If scattering and reflection at the interface BC
become significant, Green’s reciprocity theorem could be used instead of the modal ap-
proximation in the triangle ABC, as in Roger & Frangois [116]. Finally, the potential
¢, is expressed in the triangle ABC as

E B, E B! (L.)Y; (0) E AL (0) cos <_q Wn) elkqr (E-atan) (3.21)
a
q=0

q*=0

for ntan ¥ < ( < atan¥ and 0 < 7n < a. The other potentials are reminded hereafter
for the sake of clarity.

oi(z,y) = eiajyeik;x, —c0o<r<0, 0<y<2rR,

o0
= Z Rpeiaf’yeik’;m, —oo<r <0, 0<y<27R,

p=—o00
—OOA 4, eikd ¢ U< (< 0 <n<
n)—z 4 COS ;n e s ptan¥ < ( <atan¥, 0<n<a.
—0

Using the same projection on the annular modal basis (2.13), as previously, leads to
the potential continuity

e}
q=0

q*,v

AIS, + By Y BHL)Y(0) Y AL (0)e Fe YL N = b(R, +0,0)|, (3.22)

q*=0

and the modified acoustic velocity (82u, — M, M,u,) continuity

o0
q=0

A T5,+ By ) BI(L)T(0) D A (0)e ™™ K 30 ]

q 7V q 71‘/
q*=0

=0 (K, Ry + K d,0)
(3.23)
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Combining equations (3.22) and (3.23) to cancel out the unknown R, coefficients
yields

ZAQ (IC; - IC;:V) jj}r,u =b (’C; - ch) 61/,0

o0 o0
— Z B, Z Bl(L. Z .Al IC’ » 7,/) e*ik;*bsmwjg*,y.
q=0 1=0

q*=0

(3.24)

After a modal truncation (v € [—(N, — 1)/2,(N, — 1)/2] and ¢ € [0, N, — 1]), the
system of equations at the leading-edge interface reads

M'A = M;, (3.25)
where
[M1:| v,q (IC_ - IC+ ) ﬁ;_lﬂ [A](Ll = A(])
[Mi],,, = b (K, = K]) 6,0 — ZB qu -
> ZAZ IC_ —7V) e 1k: bsm‘llj(; .

This is solved with the knowledge of the B, coefficients from the previous iteration
of trailing-edge matching. Then, the R, coefficients are deduced from either (3.22) or
(3.23).

The global system of equations at the leading-edge interface is

E! F1\ /A\ (H!
(5 1) (r) - (il). o2

[Fll] = _b(sy,w

v,V

where
5], =3

v,q q,V?

(1], =b5,,,0—ZBqZB;1(LC)T;(o) SO AL (0)e
q=0 =0 =0

B2l = Keu 30 [F2],, ==K, 00,

q,v qw

[H],, = Kb, — > B, Z BIL)Y(0) S AL (O)e Febsm Vi go
q=0 =0 q*=0

[A], 1 = Ag, [R]u,l =R,.

q,1

3.2.2 Trailing-Edge Interface

The trailing-edge matching now involves the curved channel potentials ¢, and ¢,,, which
need to be matched with the transmitted potential ¢, as represented in Figure 3.13.
The coefficients B, of the upstream-propagating modes ¢, , have been associated to
cosine modes generated at the trailing-edge interface. Hence, the related potential is
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Figure 3.13: Scattering of a downstream-propagating channel mode at the trailing-edge
interface.

given by

- oo (G- w

q*=0

for 0 < S < L. and —h(S)/2 < n < h(S)/2. From (3.18), (3.19) and (3.20), this
expression of the potential ¢, at the trailing-edge interface reduces to

w(Ley ) ZB COS( >

Following the same procedure for the downstream-propagating modes ¢4, their coeffi-
cients A, are associated to cosine modes generated at the leading-edge interface. After
an expansion on the curved-channel modes at the interface BC, and introducing the
stream-wise variation function Y, as

+ i
1115 =g

S
[ wr@a). oss<i, (3.28)
0

the related potential reads

") = iA izs?(ow* Z Ap)eos (g "5 )

(3.29)
for 0 < S < L., —h(S)/2 <n < h(S)/2. Thus, it is given at the trailing-edge interface

by
L07y ZA elk+atan\PZBq T+ ZAZ COS< ; y)

q*=0

As a reminder, the transmitted potential ¢; is expressed as

o0
: rost o
= ZTpelo“l’ye”“””’“"7 0<2' <o, 0<4y <27R.

p=—00
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Projecting on the annular modal basis, as in (2.13), leads to the potential continuity

ST BAY, + A YN B0V (L) Y AL (L3, | =0Ty (3.30)
q=0 =0 g*=0

As for the slowly-varying straight channel, the leading-order variations of the potentials
along the channel are given by the exponential term in T= (see 2.3.3). The axial velocity
of the curved channel modes is then defined as

%0 5y =13 B, ZB" Pt (S)is.m) + O0)
q=0
and
3925(1 —IZA elk- atan\PZBq : T(S)wl(s’n) +(9(e).

Thus, a new projection is needed to expand the eigenfunctions ;(S,n)/hs(n) into
cosine functions. This is defined by

w’S" ZAl cos(h%g){n—h(j)]), 0<s<r, M), RS

Finally, the axial velocity continuity at the trailing-edge interface reads

ii i | BBI Loy (L) + Ayl VB (O0)if (L)Y (L) | AL (L), = 0KL T, |

Combining equations (3.30) and (3.32) to cancel out the unknown T, coefficients
yields

SO BBIL) [ AL (Le) = iy (L)AL (L0)| 35, =

(3.33)

The modal truncation (v € [—(N, —1)/2, (N, —1)/2] and ¢ € [0, N, — 1]) allows one
to numerically compute the B, coefficients from the linear system of equations

M?B = My, (3.34)

where
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(o o IENe ol o)

M, = 3000 30 A e B0 (L) [ (L) A (L) — I AL (L0)] 0.,

q=0 1=0 ¢*=0
[B]q,1 = B,.
The continuity equation (3.30) or (3.32) can then be used to deduce the T, coefficients.

Finally, the general matrix equation for this interface is
E? F?\ /B H?
(2 w) (7) - () e

[F12] v,V = _b(sy’y’

where
£2],, =%

v,q q,V?

[H7],, = = D AR ST BIO)T (Le) Y A (L) e
7 q=0 =0 q*=0
|:E22] v = Z BEI(LC)MI_<LC) Z ‘/Zlf]* (Lc)jg*,zn |:F22j| v = _bkjdl/,u7
7q K
=0 q*=0

[H3],, = =Y A " BIO) ! (L)Y (Le) Y Al (Le)3-
q=0 =0

q*=0

[B]q,l = Aq7 [T]U,l = RV'

3.2.3 Implementation of a Kutta Condition

In the presence of an inviscid mean flow, a Kutta condition is needed on the fluctuating
variables. This condition enforces a finite velocity at the trailing edges, allowing to
indirectly account for some viscous effects within an inviscid flow. The Kutta condition
has a significant influence on the acoustic field, as was pointed out by many authors
(e.g. Jones [57|, Rienstra [104], Howe [49] and Job [56]). According to Rienstra [104],
this condition is equivalently expressed by enforcing a zero pressure jump at the trailing
edge of the vanes. This has for consequence the generation of a vortex shedding from
the edges, which is modeled by infinitely thin vortical sheets convected at the speed of
the mean flow (Howe [49]). This adds a vortical velocity field uft downstream of the
vanes, that has to be accounted for in the matching equations. The new problem to
solve at the trailing-edge interface is depicted in Figure 3.14.

The zero pressure jump at the trailing edge, between a reference channel (p°) and
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Figure 3.14: Scattering of a downstream-propagating channel mode at the trailing-edge
interface with infinitely thin vorticity sheets induced by the Kutta condition.

the channel below (p~1), is derived as

p_l(S =L.,n=>5/2)= pO(S =L.n=-b/2),

e ik atan 1
= | Age e BIO)TF (kAL (L) — My AL (L))

q=0 (=0 gq*

[e=]

Q

BB (L) (KA (Le) — My Ay (L)) | cos(gm)e?

3 [Aqei’fq* atan ¥ 34 ()) o+ <kAf]* (L) — Mut AL, (Lc)>

*

M
NE

l

=}
Il
=)
Il
o
Q
o

+B,BI(L.) (kAﬁ]*(Lc) - Mpl‘fté*(LC))] ,

which can be rewritten as

D0 D AT BT (kAL (Le) = M A (L) (1= (~1)7 e )
q=0 1=0 q*=0

[c e o}

- Z Z Z B,B/(Le.) <k5-'451* (Le) — Mul_jlé*(Lc)> (1 — (_1)q*e—iajb)

q=0 [=0 ¢*=0

~

(3.36)
The vortical sheets are defined by a velocity field uft. Since the vanes are locally
aligned with the turbomachinery axis at the trailing edge, the vortical sheets are the

same as for unstaggered flat vanes. Hence, the velocity field uf is described from
Bouley et al. [12] as

ull(z' ) = Z Ufeiapy,ei(k/M)z/, 0<2 <00, 0<9y <27R, (3.37)
p=—00

UER — iQ [ape, — (k/M)ey]

P b a2+ (k/M)?

(3.38)

where Qg is the unknown amplitude of the associated vortical field. Due to the presence
of the vortical field, the total velocity field is not potential anymore downstream of the
OGV. Thus, the continuity of the fluctuating velocity potential ¢ no longer enforces
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the continuity of the total enthalpy (1.17). The trailing-edge matching equations with
a Kutta condition are then expressed on the set of variables (p,u,). The velocity field
ull being pressure-free, the continuity of the fluctuating pressure p is given by

55 e (40
q=0 [=0 ¢*=0

(3.39)

+B,BY(L.) (k;Aé*(LC) . MH;AQ*(LC))] 30 = bk — MENT,

q*,v

On the other hand, the continuity of the fluctuating axial velocity u, with the Kutta
condition yields

o0

— ikt atan —| 7 ~
SN A B ) Y+ BB Loy | AL (L),
q=0 1=0 ¢*=0

(3.40)

%
a2+ (k/M)?

= bkT, + Qx

Finally, the matrix equation for the trailing-edge interface with a Kutta condition reads

B2 R 0\ (B\ (H
B2 P2 G| | T |-=(m2|, (3.41)
EZ 0 0 9% Hi

where
[ET],, =D Bi(L) (kAi,*(Lc) - MM;A;*(LC)) B, [F2],, = —b(k—DME])
=0 ¢*=0

o0

[H7],, = - i > i Ageltt Y B) T (k:Af]*(Lc) - Mul*/ll*(Lc)> 390

q=0 [=0 ¢*=0

(B3], = >3 Bi(Louy Ay (L)3S. . [FF],, = —bkif by,

Gl = —W7 [H3],, = =D D > A BI0)u 1 A (Le) 3,

q*,v

(2], = D0 3 BHL) (RAL (L) = Mpp Ay (Le)) (1= (=1)7 7).

Hip=-> > > Agelkd @t ga )yt (kAg*(LC) - Mujjlg*(Lc)) (1= (—1)7 e )

)
q=0 1=0 ¢*=0
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3.3. Comparison with Numerical Results

Mode-Matching Equations ——————————————————————— Summary

The mode-matching equations have been derived for the scattering of an acoustic
wave by a cascade of cambered vanes. A subsonic nearly uniform mean flow,
continuously deviated through the cascade, has been used. Jump conditions
for the staggered leading-edge interface have been detailed with emphasis on
the fact that pressure cannot be used, in general, for a staggered interface with
flow. Instead, the velocity potential and a combination of axial and transverse
velocities is used. Finally, a Kutta condition has been derived at the trailing-edge
interface and incorporated into the associated system of matching equations.

3.3 Comparison with Numerical Results

3.3.1 Methodology
Without Flow

A couple of test cases are defined to assess the validity of the newly developed model
of Mode Matching for Bifurcated Curved Wave-guides (MMBCW), and the remaining
untested assumptions of the previous chapter.

In the first instance, the same test case as in the previous chapter is used, for which
the numerical simulations are done with the exact same geometry as in the mode-
matching model. Computations are performed with the FEM, MMBW and MMBCW
at two different frequencies and mode orders: j = 1 at kb = 2.4289 and j = 5 at
kb = 12.145 . This aims at i) validating the implementation of the curvature and ii)
verifying if a better description of the pressure field at high frequency is achieved. As
a reminder, the parameters of the test case are gathered into Table 3.1.

V U/ 1/b M_-w D-_/Dref C-oo/Cres
Setup 4 30 1.04 0 1 1

Table 3.1: Input parameters of the academic test case without flow, D,.r = 1.2258
kg/m? and C,ep = 340 m/s.

As a second case, the performance of the MMBCW is assessed by comparisons with
simulations on a realistic vane geometry. In an industrial context, the vane geometry
has thickness and camber varying along the chord. It is therefore important to quantify
the effects of the approximate vane geometry on the acoustic predictions. For that
matter, the geometry of the NASA Source Diagnostic Test (SDT') baseline configuration
at mid-span has been chosen [98] for the numerical simulations. Computations are
performed with the MMBCW using two different approximate vane geometries: the
stagger-angle geometry and the camber-angle geometry (Figure 3.15). The camber-
angle geometry has the same leading-edge camber angle ¥ = 33.7° than the SDT, in
order to fit the inclination of the vane (and of the equivalent dipoles) at the leading
edge. It has therefore a larger stagger angle (16.8°) than the real stagger angle of 11°
and a slightly higher solidity value [/b ~ 1.58. The stagger-angle model has instead
the same stagger angle of 11°, but a substantially lower camber angle (¥ = 22°). The
parameters of the different configurations are reminded in Table 3.2. Computations
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are performed for two different incident acoustic waves: mode order j = 6 at kb ~ 2.75
(f = 5726 Hz) and mode order j = —18 at kb ~ 5.50 (f = 11452 Hz).

V. U/ I/b M_o D—oo/Dyes C-v/Cres

SDT 54 33.7 1.54 0 1 1
Stagger 54 22.0 154 0 1 1
Camber 54 33.7 1.58 0 1 1

Table 3.2: Input parameters of the realistic test case without flow, D,.; = 1.2258
kg/m?® and Cye; = 340 m/s.
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Figure 3.15: SDT baseline geometry (—) used in the FEM compared to the ap-
proximate vane geometries used in the MMBCW: stagger-angle geometry (—) and
camber-angle geometry (—).

All the numerical simulations for these test cases are performed with the commercial
software Simcenter 3D Acoustics, thanks to Hadrien Bériot from Siemens Industry
Software NV. As a reminder, the two-dimensional Helmholtz problem is addressed
numerically using a high-order adaptive finite element method |9, 7]. Periodic boundary
conditions are enforced and the far-field reflections are avoided using perfectly matched
layers [6]. The mesh used in the FEM is displayed in Figure 3.16 with the PML
highlighted in blue.

With Flow

In the first instance, the validity of the overall change in the mean flow, which is
assumed to stay nearly uniform and vary slowly across the channels due to cross-section
variations only?, is assessed. For that matter, the results presented by Edmane Envia
for the 4®® NASA CAA workshop, category 3, problem 2 [24], are used as reference
results. The test-case parameters are those of the SDT baseline configuration at mid-
span and are detailed in Table 3.3 as SDT. Since the geometry is approximated in the
analytical model, two configurations are tested in order to give guidance on how to
tune the parameters: the geometrical configuration (Geom) and the flow configuration
(Flow). The latter ensures the same incident flow angle as in the numerical simulation,

2The same mean flow description is used in both MMBW and MMBCW since the effects of cur-
vature on the mean flow have been neglected (section 3.1.2).
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Figure 3.16: FEM mesh of the SDT test case without flow.
whereas the former ensures the same leading-edge camber angle. Both configurations
are detailed in Table 3.3 as well.
Vo v/ /b M. D_y/Dyy C_/Crey Flow angle/°

SDT 54 33.7 154 0.44958  0.90567 0.98038 36.0
Geom 54 33.7 1.58 0.44958  0.90569 0.98088 33.7
Flow 54 36.0 1.59 0.44958  0.90569 0.98088 36.0

Table 3.3: Input parameters of the mean-flow test case, D,.; = 1.2258 kg/m? and
Crep = 340 m/s.

At the same time, results of acoustic scattering obtained with the MMBCW are
compared with those from Hixon [46] to assess the performance of the model in pres-
ence of a mean flow. Hixon’s results [46] have been computed with the NASA Glenn
Research Center Broadband Aeroacoustic Stator Simulation (BASS) code. The BASS
code solves the two-dimensional nonlinear Euler equations in the time domain using an
explicit fourth-order time marching scheme combined with high-order spatial differenc-
ing schemes. It seems the mean flow has no angle of attack in Hixon’s simulations [46],
thus the choice of the camber angle in the MMBCW is straightforward. The param-
eters for this test case are collected in Table 3.4. Computations are performed at a
fixed frequency kb = 2.75 (f = 5726 Hz), for two mode orders: j = 6 and j = —12.
Note that, due to some uncertainties on the simulation parameters of Hixon [46] and
the lack of extracted pressure profiles, these comparisons will be only qualitative.

Viow/ b M_o D_o/Dyy C_»/Cy Flow angle/°
SDT 54 33.7 154 04 1 1 33.7
MMBCW 54 337 158 04 1 1 33.7

Table 3.4: Input parameters of the realistic test case with flow, D,.; = 1.2258 kg/m?
and Cyep = 340 m/s.
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3.3.2 Results

Curvature Effects

The instantaneous pressure maps computed with the FEM and MMBCW on the aca-
demic test case, for j = 1 at kc, = 2.44, are presented in Figure 3.17. In Figure 3.18,
the pressure profiles extracted upstream, downstream and through the OGV cascade
are shown with the addition of the results obtained with the MMBW in the previous

chapter.
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Figure 3.17: Instantaneous pressure maps computed with FEM (a) and MMBCW

(b) for j = 1 at kb = 2.4289. Dashed black lines are the locations for quantitative
comparisons and solid black lines in (a) show the limit of PML.
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Figure 3.18: Instantaneous pressure profiles computed with FEM (—), MMBW (--)
and MMBCW (--) for j =1 at kb = 2.4289, extracted at z = —0.01 m (a), y = 0.04
m (b) and = 0.07 m (c). The vertical dash-dotted lines in (b) represents the LE and
TE interfaces.

The MMBCW is in good agreement compared to the FEM results, with a slightly
better estimation of the reflected field amplitude compared to the MMBW. The fre-
quency of study being below the first channel cut-off frequency, the straight-channel
approximation is relevant here (see section 3.1.4). In other words, this confirms that
curvature effects on sound propagation are negligible at low frequency, at least below
the first channel cut-off frequency (kb < 7). Parametric studies are carried out in Sec-
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tion 3.4 to define a dimensionless number that evaluates the impact of the curvature

effects on sound transmission, hence delimiting the validity range of the MMBW.
The radiated acoustic powers are also computed for the MMBCW and compared

to those of the MMBW and FEM in Table 3.5. It confirms that the reflected power

Pr/% Pi/% E/%
FEM 5.270 94.62 0.1100
MMBW 4926 95.06 0.0140
MMBCW  5.200 96.32 -1.520

Table 3.5: Comparison of reflected P, and transmitted P, relative powers, in terms
of the incident power P;, and the relative error £ = 1 — (P, — P,.)/P; for j = 1 at
kb = 2.4289.

is slightly better estimated with the MMBCW, compared to the MMBW, but also
indicates that the MMBCW is less accurate with a greater absolute error of 1.5%. The
MMBCW results are not significantly improved by increasing the number of modes in
the modal truncation. It seems that either the numerical computations of the channel
modes and projection coefficients (B}, .Aé*, Aé) or the physical assumptions keep the
MMBCW results from converging in terms of accuracy in this case. Further analyses
are done in section 3.5.

When increasing the frequency to kb = 12.145 and changing the incident mode
order to j = 5, the MMBCW is still able to recover the pressure patterns of the FEM
(Figure 3.19).
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Figure 3.19: Instantaneous pressure maps computed with FEM (a) and MMBCW
(b) for j = 5 at kb = 12.145. Dashed black lines are the locations for quantitative
comparisons and solid black lines in (a) show the limit of PML.

The pressure profiles extracted upstream, downstream and through the OGV cas-
cade are presented in Figure 3.20 for the FEM, MMBW and MMBCW. The MMBCW
results show a good agreement with the FEM results, where the MMBW was unable
to accurately predict the scattered field downstream of the cascade. The difference is
undoubtedly due to the propagation inside the inter-vane channels, as shown by the
discrepancies in the MMBW starting at about two thirds of the channel length (Figure
3.20b). Though there are still some discrepancies in amplitude with the MMBCW,
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Figure 3.20: Instantaneous pressure profiles computed with FEM (—), MMBW (--)
and MMBCW (--) for j =5 at kb = 12.145, extracted at x = —0.01 m (a), y = 0.04
m (b) and = 0.07 m (c). The vertical dash-dotted lines in (b) represents the LE and
TE interfaces.

the phase is well predicted downstream (Figure 3.20c), which suggests that the modal
distribution should also be.

Concerning the acoustic power balance, this time it reaches the 1% validity target
(Table 3.6). The MMBCW is also able to recover the reflected power that was totally
missing with the MMBW.

P%  PJ% E/%

FEM 3.950 96.05 <0.11
MMBW 0.3010 99.70 -0.001
MMBCW  2.5600 96.61 0.8300

Table 3.6: Comparison of reflected P, and transmitted P; relative powers, in terms
of the incident power P;, and the relative error £ = 1 — (P, — P,)/P; for j = 5 at
kb = 12.145.

These results on the academic test case without flow demonstrate the validity of
the developed routine and the relative importance of the curvature effects on sound
propagation, depending on the frequency. This new model shows promising capabilities
at the cost of a reasonably higher computation time.

Geometrical Approximation Effects

In the previous analysis, numerical simulations were performed using the same geome-
try as in the mode-matching model. Here, the geometrical approximations in the model
are tested on the SDT test case defined in Table 3.2. Figure 3.21 shows the instanta-
neous pressure fields obtained at kb = 2.75, with the incident mode order j = 6, for the
FEM on the SDT geometry and the MMBCW on the approximate geometries, using
the same camber angle or the same stagger angle. The extracted pressure profiles are
then presented in Figure 3.22.

The scattered sound field is well reproduced by the modified circle arc geometry
used in the mode-matching procedure in this case, using either the stagger-angle or
the camber-angle geometry. Yet, the approximate vane geometry with the real stagger
angle gives a slightly better amplitude inside the inter-vane channels and, surpris-
ingly, upstream of the OGV, than the geometry using the real leading-edge camber
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Figure 3.21: Instantaneous pressure maps computed with FEM (a), MMBCW /Camber
(b) and MMBCW /Stagger (c) for j = 6 and kb = 2.75.

o
D

[=2]

[S1]
(5]

w

=
(2]

0.6 ~ 0.6
=
~

=051 ¢ ) =05
Q
=

0.4 0.4

-1 0 1 . . -1 0 1
Re{p/|pi|} T Re{p/|pil}

(a) (b) (©)

Figure 3.22: Instantaneous pressure profiles computed with FEM (—), MM-
BCW /Stagger (--) and MMBCW /Camber (--) for j = 6 at kb = 2.75, extracted
at © = —0.04 m (a), y = 0.013 m (b) and x = 0.08 m (c). The vertical dash-dotted
lines in (b) represents the LE and TE interfaces.

angle. Since the camber-angle geometry is more representative of the real geometry
at the leading edge, the reflected field was expected to be more accurate. However,
downstream of the cascade, using the stagger-angle or camber-angle model makes no
difference at this frequency.

Table 3.7 shows the reflected and transmitted acoustic powers, as well as the balance
error, for both models. It confirms that the difference between them resides in the
reflected field and demonstrates that the MMBCW can reach a good accuracy in a real
test case.

P/% Pi/% E/%
MMBCW /Stagger 0.190 99.67 0.140
MMBCW /Camber 1.080 99.37 -0.450

Table 3.7: Comparison of reflected P, and transmitted P; relative powers, in terms
of the incident power P;, and the relative error £ = 1 — (P, — P,.)/P; for j = 6 at
kb= 2.75.

Figures 3.23 and 3.24 display results at twice the previous frequency (kb = 5.5),
and with an incident mode order of j = —18.
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Figure 3.23: Instantaneous pressure maps computed with FEM (a), MMBCW /Camber
(b) and MMBCW /Stagger (c) for j = —18 and kb = 5.5.
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Figure 3.24: Instantaneous pressure profiles computed with FEM (—), MM-
BCW /Stagger (--) and MMBCW /Camber (--) for j = —18 and kb = 5.5, extracted
at v = —0.04 m (a), y = 0.013 m (b) and x = 0.08 m (c). The vertical dash-dotted
lines in (b) represents the LE and TE interfaces.

Discrepancies between the analytical solutions and the numerical solution are more
significant at this frequency. This is expected since high frequency waves are more
sensitive to small details of the vane geometry. Though, the predicted pressure field
from the MMBCW is still in good agreement with the FEM results. This time, the
camber-angle model gives better results, especially upstream of the OGV where the
stagger-angle model seems to miss a cut-on reflected mode. It is visible in Figure 3.24a
that the stagger-angle model predicts a sinuous pattern reflected field, thus composed
of a single mode, whereas the camber-angle model correctly reproduces the disturbed
sinusoid, representative of a stronger reflection. Table 3.8 confirms this result, indicat-
ing a reflected power two times stronger with the camber-angle model.

P./% Pi/% E/%
MMBCW /Stagger 4.420 95.37 0.210
MMBCW /Camber 9.620 90.58 -0.200

Table 3.8: Comparison of reflected P, and transmitted P, relative powers, in terms of
the incident power P;, and the relative error £ = 1 — (P; — P,)/P; for j = —18 at
kb = 5.50.
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Up to the frequency kb = 5.5, the modified circle arc geometry used in the model
is able to generate a pressure field in fairly good agreement with the FEM results on
a realistic geometry. This is encouraging for reliable and fast sound predictions in an
industrial context. The model using the same leading-edge camber angle should be
preferred as it reproduces more precisely the reflected scattered waves in the highest-
frequency case, and is relatively similar in the lowest-frequency case. Furthermore, the
accuracy of the model is always within the 1% error range, giving confidence in the
model if used for parametric studies.

Mean Flow Approximation Effects

In the first instance, the inviscid mean flow description used in the mode-matching
model is compared to the inviscid mean flow computed with TURBO [55], from the 4"
NASA CAA workshop, category 3, problem 2 [24]. Figure 3.25 shows the qualitative
numerical and analytical (flow configuration) mean flow evolution through the cascade,
while Table 3.9 presents the quantitative results downstream of the cascade, as well as
the difference between the analytical results and the numerical results indicated by the
A symbol (in percentage of the numerical value).

(b)

Figure 3.25: Qualitative comparisons of total Mach number obtained with TURBO
(a) and the analytical description used in the mode-matching models (b) for input
parameters defined in Table 3.3. Color scales are not equal.

The mean flow quantities downstream of the cascade are well recovered by the
analytical model using the geometry optimized for the flow description (Flow), whereas
the true vane geometry (Geom) suffers from a relative error of more than 3% on the
Mach number. Though, both geometries give an accurate change of the mean density
and sound speed. These results demonstrate that the overall change in the inviscid
mean flow through a realistic OGV cascade is mainly due to the cross-section variations
of the inter-vane channels in this case, and so is well recovered by a nearly uniform
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M Din/Dres Cin/Crus AM[% AD/Dref) [% A(CICrs) [%

SDT  0.34704  0.94216 0.98817  0.0000 0.0000 0.0000
Geom 0.35836  0.93859 0.98791  3.2619 0.3789 0.0263
Flow 0.34682  0.94232 0.98869  0.0634 0.0170 0.0526

Table 3.9: Mean flow quantities downstream of the cascade computed with TURBO on
the SDT geometry, and analytical mean flow quantities predicted with a uniform flow
using the geometrical and flow configurations. Input parameters defined in Table 3.3.

mean flow description neglecting curvature and mean loading effects. However, when
looking at local variations of the mean flow inside the inter-vane channels, the nearly
uniform mean flow description is clearly inadequate. Some perspectives of improvement
concerning that part are discussed in conclusion of this chapter. In the meantime,
qualitative comparisons of scattered pressure fields in presence of such numerical and
analytical mean flows are analyzed in the following.

Figures 3.26 and 3.27 display the pressure fields computed with BASS (from Hixon [46])
and with the MMBCW (with a Kutta condition) at kb = 2.75 and with M_., = 0.4, for
two different incident mode orders: j = 6 and j = —12 respectively. The parameters
are given in detail in Table 3.4. TURBO solves the steady part of the same nonlinear
Euler equations than BASS, except TURBO is a 3-D solver whereas BASS is 2-D.
Although the mean flow description computed with BASS is not given in Hixon [46],
it should be fairly the same as in Figure 3.25a.
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Figure 3.26: Instantaneous pressure maps computed with BASS (a) and MMBCW
with a Kutta condition (b) for j = 6 at kb = 2.75, M_,, = 0.4. Color scales are not
equal.

In both cases, the pressure field from the MMBCW is in a good agreement with
the numerical result. The inclination and relative phase of the scattered waves are well
reproduced upstream and downstream of the cascade. The amplitude of the reflections
also seems correctly predicted when looking at the "wiggling" pattern of the wave.
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Figure 3.27: Instantaneous pressure maps computed with BASS (a) and MMBCW
with a Kutta condition (b) for j = —12 at kb = 2.75, M_, = 0.4. Color scales are not
equal.
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In Figure 3.27a, downstream of the cascade, the pressure field is polluted by spurious
numerical reflections at the boundary (see Hixon [46]). Only a single cut-on mode
should propagate as predicted by the mode-matching model in Figure 3.27b.

Though only qualitative, these results are very satisfactory and encouraging. They
show that the model of sound reflection and transmission performs well even in the
presence of a mean flow, and that a uniform mean flow can give reasonable acoustic
results in this case. However, these results are only at a relatively low frequency
kb = 2.75 < 7. Further comparisons with reference results at higher frequencies would
be needed to assess the validity of the model, especially for the uniform mean flow
assumption that neglects the mean loading of the cambered vanes and can have an
influence at higher frequencies 92, 93].

3.3.3 Discussion

The assumptions that remained to be assessed at high frequency have shown to be
adequate for the problem of sound propagation in an OGV row. The slowly-varying
assumption is still valid at such frequencies, as well as the modal approximation in
the triangle ABC. The neglected reflections at the interface BC, due to the abrupt
change of curvature between the straight part and the curved part, do not play a
significant role in the case studied. Furthermore, the geometrical approximation of the
vane profile (circle arc with artificial thickness and approximate center line curvature)
has demonstrated to give reasonable results when used on the SDT test case at mid-
span. This is indeed only relevant for this geometry but is nevertheless promising.
However, comparisons have been performed at relatively low and moderate frequencies
(kb = 2.75 and kb = 5.5), which would barely cover the first four BPF in the NASA
SDT baseline configuration (7808 RPM). Geometrical discrepancies between the model
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Chapter 3. Acoustic Scattering by Cambered Vanes

and the real profile will have more and more impact as the frequency increases. Further
investigations are then needed to assess the validity of the model at higher frequencies.

The mean flow modeling has been shown to accurately reproduce the overall change
in the mean flow quantities. However, the local description in the inter-vane channels
and near the OGV is completely different from what is seen in the numerical inviscid
computations. This local difference is mainly due to the mean loading of the vanes,
which generates a non-uniform mean flow. Suggestions for improvement in that direc-
tion are made in conclusion of this chapter. Regarding the acoustic field, the results
of the model are in good qualitative agreement with numerical results. However, no
quantitative comparisons have been made and the available numerical results are at low
frequency (kb = 2.75). Further investigations are also needed for that part. Numerical
samples could be obtained with the SU2 open-source solver? for example.

Comparison with Numerical Results ——————————————— Summary

Results from the present analytical solution accounting for curvature effects
(MMBCW) have been compared in different test cases with numerical results
obtained by

1. without flow: using Simcenter 3D Acoustics FEM code;

2. with flow: relying on results from the literature using inviscid non-linear
solvers such as TURBO [55] for the steady mean flow [24], and BASS for
the acoustic results [46].

Computations have been performed without flow on the same test case as in
the previous chapter, and with and without flow on the realistic vane geometry
of the NASA SDT baseline configuration at mid-span [98]. Assessments on the
validity of the approximations made in the model are given below.

Modal Basis Approximation:
e Adequate approximation at all frequencies;

e Oscillations similar to the Gibbs phenomenon at high frequency in the
vicinity of the leading edge;

e Green’s reciprocity theorem could be used instead to estimate the impact
of the oscillations on the modal content.

Neglected Modal Scattering at the Interface BC:
e Adequate approximation at all frequencies;

e Green’s reciprocity theorem could be used instead to take the scattering
into account (or an additional matching interface).

Slowly-Varying Approximation:

e Adequate approach at all frequencies.

Geometrical Approximation:

3SU2 code. [Online|. Available: https://su2foundation.org/
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e Two-parts definition of the channel with artificial thickness and approxi-
mate center line curvature;

e Reasonable approximation for realistic vane cascades (such as the NASA
SDT) at low and moderate frequency.

Mean Flow Approximation:

e Accurate approximation for the change in mean flow quantities but missing
local non-uniformity due to the vanes mean loading;

e Adequate approximation for the scattered sound field at low frequency.

3.4 Validity Range of the Low-Frequency Model

In this section, the validity range of the low-frequency model is assessed. For this
purpose, a reference test case similar to the SDT is used, as described in Table 3.10.
Figures 3.28 and 3.29 then display results of reflected acoustic power for both models,

Vo U/ /b M_ D_o/Dres C_oo/Chres
Setup 54 36 1.5 0 1 1

Table 3.10: Input parameters of the test case used for the low-frequency model validity
assessment, D,.; = 1.2258 kg/m? and C,..; = 340 m/s.

with different camber angles and incident mode orders. The vertical dash-dotted lines
are the limits of the transition ranges, in which a mode undergoes transition from cut-
off to cut-on or vice versa. This phenomenon was already mentioned when investigating
the asymptotic behavior of the model in section 3.1.4 and will be examined in detail in
the next chapter. For now, the rapid variations that the mode undergoes in the vicinity
of the transition location are not accounted for, thus the model cannot be trusted in
these frequency ranges. On top of these plots is also drawn the value of the following
criterion:

Kee= kI  x b/R. , (3.42)
~~ ~—~—

compactness curvature

which is a proposed criterion for estimating the influence of the camber effects on sound
propagation through the OGV. Curvature effects should be negligible when x,. < 1,
thus both MMBW and MMBCW results should be similar in this case. Note that
the compactness term can also be interpreted as the product of the dimensionless
frequency kb (transverse compactness) with the solidity {/b. Thus, even at frequencies
of order O(1) or higher, the effects of camber should be negligible if the solidity is low.
This criterion is built upon the investigation made in section 3.1.4, on the asymptotic
behavior of the eigenfunctions and eigenvalues of the slowly-varying curved channel.
From this investigation, it appears that below the first cut-off frequency of the chan-
nel, sound propagation could be approximated with a straight-channel assumption in
the absence of flow. This is confirmed by the results of the MMBCW in each case of
Figures 3.28 and 3.29. Above the first cut-off frequency of the channel, discrepancies
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Figure 3.28: Reflected acoustic power against the frequency without flow calculated
with MMBCW (—) and MMBW (- -), for an incident mode order j = 0 (a) and j = 6
(b), and the proposed criterion for estimating the influence of camber effects (—)
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Figure 3.29: Reflected acoustic power against the frequency without flow calculated
with MMBCW (—) and MMBW (--), for a camber angle ¥ = 23° (a) and ¥ = 12°
(b), and the proposed criterion for estimating the influence of camber effects (—)

start to be visible between both models. With ¥ = 36°, the MMBW model is gen-
erally off, except for particular isolated frequencies. Then, when lowering the camber
angle, the camber effects become less and less dominant on sound propagation, and the
MMBW is able to recover the results of the MMBCW up to kb/m ~ 1.7 for ¥ = 12°
(Figure 3.29b). This seems in agreement with the proposed criterion, which is then
greater than one.

The reflected power spectra also show the presence of peaks, which are due to
acoustic resonances. This phenomenon is examined in detail in section 3.6. What
can be observed now is that the resonant frequencies are reasonably well estimated
by the MMBW, but the latter seems to over predict resonance phenomena, especially
for kb/m > 2. The resonances involved here are longitudinal resonances between the
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3.4. Validity Range of the Low-Frequency Model

leading-edge and trailing-edge interfaces. Thus, it appears that the straight-channel
assumption in the MMBW tends to strengthen such resonance by artificially consid-
ering the inlet and outlet of the channel as parallel. Note that the resonances still
appear with the MMBCW but with a drastically lower strength, seemingly due to the
non-parallelism of the inlet and outlet.

Figures 3.30 and 3.31 represent the pressure maps calculated with both MMBW
and MMBCW, with an incident Mach number M_,, = 0.4 at two different frequen-
cies above the first cut-off of the channel. At kb/7m = 1.6, the MMBW is able to
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Figure 3.30: Pressure maps at kb/m = 1.6, with ¥ = 23° and M_,, = 0.4, calculated
with MMBW (a) and MMBCW (b).
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Figure 3.31: Pressure maps at kb/m = 2.6, with ¥ = 23° and M_,, = 0.4, calculated
with MMBW (a) and MMBCW (b).

qualitatively and quantitatively reproduce the scattered sound field downstream of the
cascade predicted by the MMBCW. This is due to the fact that only one mode is cut-on
downstream of the OGV, and also to the fact that the mean flow makes the channel
mode Dy dominant in this case, which is the only mode that the MMBW is capa-
ble of estimating. However, upstream of the cascade, two modes are cut-on and then
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the modal distribution is no longer well estimated by the MMBW. This is a general
conclusion that also appears at kb/m = 2.6, where, this time, the downstream modal
content is composed of several cut-on modes, and thus the MMBW shows significant

discrepancies with the MMBCW.

Validity Range of the Low-Frequency Model ———————— Summary

The MMBW (called low-frequency model) is capable of correctly predicting the
scattered fields below the first cut-off frequency of the channels. Above this
frequency, the MMBCW needs to be used instead. Yet, the MMBW can still be
accurate if the camber effects are not dominant, which can be estimated by the
proposed criterion in (3.42). In the presence of a mean flow, the MMBW appears
to be accurate up to the first cut-off frequency of the annular domain, which is
different upstream and downstream of the cascade due to the swirl recovery.

3.5 Parametric Studies

3.5.1 Influence of Stagger and Camber

Unless mentioned, all following results are obtained with the MMBCW model, thus
accounting for curvature effects. The influence of camber on the reflected P, and
transmitted P, acoustic powers, and on the modal content, is assessed in this first part.
Attention is paid to the evolution of the acoustic power balance (P, — P,.)/P; with the
frequency and camber angle, since this is the main criterion to estimate the accuracy of
the method. Figure 3.32 displays this balance for ¥ = 23° and ¥ = 34°, without flow
(M_o = 0), with a solidity value of I/b = 1.5 and an incident mode order j = 6. The
horizontal dashed lines represent the limits of the 1% confidence range in which the
results can be trusted. The vertical dash-dotted lines are the limits of the transition
ranges, in which a mode undergoes transition from cut-off to cut-on or vice versa. As
mentioned earlier, this phenomenon will be examined in detail in the next chapter and
the current model cannot be trusted in these frequency ranges.

Comparing the results at W = 23° (Figure 3.32a) and ¥ = 34° (Figure 3.32b)
clearly indicates that the accuracy is better for lower camber angles. The balance at
U = 23° is closer to 1, and the fluctuations are much weaker. In Figure 3.32b, the
balance is just at the limit for 2.41 < kb/m < 3 and 3.62 < kb/m < 4, but could be
improved by taking more modes in the modal truncation. Between 1.2 < kb/m < 2,
three significant drops can be seen. Similar drops, but much weaker, are also seen in
Figure 3.32a for 1.09 < kb < 2. When looking at Figure 3.33, which represents the
reflected and transmitted acoustic powers evolution with the frequency and camber
angle, the drops in the acoustic power balance seem to be due to resonance phenomena.
The occurrence of a resonance in 1 < kb/m < 2 induces a high reflection, up to 80%
of relative power, whereas the acoustic power is almost entirely transmitted otherwise.
The favored reflected power in these cases indicates that the resonances create some
sort of a blockage for the acoustic energy. In such conditions, the number of modes
accounted for in the modal truncation should also be optimized. This will be further
investigated in section 3.6. In conclusion, fluctuations of the acoustic power balance
seem to appear for two reasons: when a transition or a resonance occurs. To improve
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Figure 3.32: Acoustic power balance against the frequency with a camber angle ¥ = 23°
(a) and ¥ = 34° (b).
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Figure 3.33: Reflected (a) and transmitted (b) acoustic power against the frequency
for varying camber angles: ¥ = 1° (—), ¥ = 12° (--), ¥ = 23° () and ¥ = 34°

().

the accuracy in the latter, an optimized number of modes needs to be used in the modal
truncation, whereas in the former, the model needs to be adjusted as in Chapter 4.

On the other hand, Figure 3.33 shows that outside the resonant frequencies, the
acoustic power is almost fully transmitted, without significant effects of the camber
angle. However, camber plays a role in the modal content produced downstream of the
cascade. Figure 3.34 displays the pressure maps and associated modal contents for two
different camber angles (¥ = 1° and ¥ = 34°) at kb/m = 2.7. Upstream of the cascade,
a higher vane inclination at the leading edge increases the relative angle between the
vanes and the incident wave. As a consequence, it significantly changes the balance of
the reflected modes. Even if their amplitude is small at this frequency, a shift from
a dominant mode R4 to R_gg is seen. In the channels, the dominant modes D, and
D are replaced by D; and D,, but the reflection at the trailing-edge remains close
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Figure 3.34: Pressure maps and corresponding modal contents without flow (M_,, =
0), for an incident mode order j = —12 at kb/m = 2.7, a solidity value I/b = 1.5 and a
camber angle U = 1° (a,c) or ¥ = 34° (b,d).
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to zero. Downstream of the cascade, because of the difference in the channel modal
content being scattered at the trailing edges, a more evenly distributed modal content
is produced. The transmitted field dominated by the mode T 15 for ¥ = 1°, same
mode as the incident one, is more complex for ¥ = 34° due to interference patterns
between all three modes T g6, 112 and Tys. Even if the transmitted power is roughly
the same in both cases, this difference in modal content could have a significant impact
on the scattering at the engine exhaust, thus on the directivity of the noise propagating
outside. Noise pollution measurements on the ground could be affected by it.

3.5.2 Influence of Solidity

According to the previous results, the MMBCW is inaccurate within the transition
ranges of the channel modes. At W = 34°, these transitions occur on a significant
portion of the frequency range in 0.5 < kb/m < 4. For that reason, the following
results are calculated with a camber angle of 23°. Figure 3.35 displays the acoustic
power balance for varying solidity values, without flow M_,, = 0, and with parameters
U =23°1/b=15and j = 6. Again, the horizontal dashed lines represent the limits
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of the 1% confidence range and the vertical dash-dotted lines are the limits of the
transition ranges. Figure 3.36 then shows the detail of the balance between reflected
P, and transmitted P, acoustic powers.
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Figure 3.35: Acoustic power balance against the frequency for varying solidity values:
[/b=0.75(—),1/b=1(--),l/b=125 () and /b= 1.5 (--).
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Figure 3.36: Reflected (a) and transmitted (b) acoustic power against the frequency for
varying solidity values: {/b = 0.75 (—), [/b=1 (--), /b =125 () and [/b = 1.5
().

The acoustic power balance lies within the confidence range for all frequencies
greater than kb/m = 1, except within the transition ranges and at the resonant frequen-
cies. Below kb/m = 1, Figures 3.35 and 3.36b indicate an overestimation of transmitted
power. For all frequencies though, the balance becomes more and more accurate with
increasing solidity value. This is in agreement with i) the mode-matching technique
being better suited when sound propagation is governed by in-duct acoustics and ii)
results from Figure 2.10, showing the error e of the approximate channel potential
decreasing with the solidity value [/b.

Concerning the resonances, it appears without surprise that they get stronger with
increasing solidity. However, the predicted amplitudes of the reflected and transmitted
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powers at the resonant frequencies need to be taken with a pinch of salt since this
phenomenon displays a highly non-linear behavior in real applications. However, linear
analysis is able to give insights on this phenomenon. The resonant frequencies are
correctly estimated with linear acoustics for example, but the amplitude of the pressure
field inside the channels, and thus the radiated acoustic powers, are subject to a large
uncertainty.

Finally, Figure 3.37 represents the pressure maps and associated modal contents
for two different solidity values (I/b = 0.75 and [/b = 1.5) at kb/m = 2.7. Reducing the
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Figure 3.37: Pressure maps and corresponding modal contents without flow (M_., =
0), for an incident mode order j = —12 at kb/m = 2.7, a camber angle ¥ = 23° and a
solidity value {/b = 0.75 (a,c) or /b = 1.5 (b,d).

solidity by half has no significant impact on the modal distribution except downstream
of the cascade. Interestingly enough, a low solidity has the same effect as a low camber
angle here. Both result in a lower impact of the cascade scattering edges, hence in a
transmitted field similar to the incident one. Note that this conclusion is dependent
on the incident mode order though, since for a given solidity or camber/stagger angle,
more reflections inside the channels would occur with a greater relative angle between
the incident wave and the vanes. The influence of the incident mode order is then
naturally investigated in the following.
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3.5.3 Influence of Incident Mode Order

The influence of the mode order is studied with the same configuration as previously:
U =23°1/b=1.5and M_,, = 0, but with varying incident mode orders j. Figure 3.38
shows the acoustic power balance as a function of frequency in this case. Again, the
horizontal dashed lines represent the limits of the 1% confidence range and the vertical
dash-dotted lines are the limits of the transition ranges. Figure 3.39 gives the detail
of the balance between reflected P, and transmitted P, acoustic powers. Bear in mind
that the different curves, corresponding to different incident mode orders, do not each
correspond to a unique angle of incidence since the latter vary with frequency.
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Figure 3.38: Acoustic power balance against the frequency for varying incident mode
orders: j = —12 (—),j=0(--),j=6 () and j = 27 (--).
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Figure 3.39: Reflected (a) and transmitted (b) acoustic power against the frequency
for varying incident mode orders: j = —12 (—), j =0 (--),j =6 () and j = 27
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Again, the acoustic power balance is well within the confidence range except in
the transition ranges and at the resonant frequencies. When looking at the reflected
and transmitted powers, the resonant frequencies are functions of the incident mode
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order j. Indeed such a result is well known, since the incident mode order controls
the inter-vane phase shift. However, a deeper look at the effect of the inter-vane phase
shift, usually not mentioned, will be given in Section 3.6. The inter-vane phase shift
is given by a;b = 2mj/V. The expected behavior is seen for j = 0 and j = 27, which
respectively trigger the resonances in 1 < kb/m < 2 (adjacent channels of equal phases)
and 2 < kb/m < 3 (adjacent channels of opposite phases). On the other hand, j = —12
and j = 6 also seem to trigger some resonances though, with a weaker strength.
Another important aspect of the incident mode order is the so-called "Venetian
blind" configuration [44], when the incident wavefront is perpendicular to the vanes. In
such a case, the acoustic wave is fully transmitted for flat vanes, without any influence
of the cascade. The following results prove that such a configuration no longer exists
when the vanes are curved. Figure 3.40 shows the pressure maps and associated modal
contents for two different scenarios: W = 23.5° at kb/m = 2.7 and ¥ = 27° at kb/m =
2.45. Both cases are calculated without flow and for a solidity value {/b = 1.5 and
an incident mode order j = 27. In the right scenario (Figure 3.40b), nothing special
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Figure 3.40: Pressure maps and corresponding modal contents without flow (M_,, =

0), for an incident wavefront perpendicular to the vane leading edges: with a resonance
(a,c) and without (b,d).

happens, but the simple fact that the vanes are no longer parallel allows reflections
to occur. The acoustic power balance in this case gives a reflected power of 14.49%
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and a transmitted power of 85.36%. In the left scenario (Figure 3.40a), a resonance is
even able to take place, which cannot happen with flat vanes in the "Venetian blind"
configuration. The acoustic power balance in this case gives a reflected power of 26.73%
and a transmitted power of 73.18%.

3.5.4 Influence of Mach Number

In the presence of a mean flow and a Kutta condition, the acoustic power balance can
no longer be calculated in the same manner due to energy transfer between the acoustic
and vortical motions. This energy transfer usually takes the form of a loss, in the point
of view of the acoustic, which concedes energy to the wake downstream of the cascade.
This acoustic energy loss has been investigated for a single plate in a ducted flow
by, for example, Howe [49] with an analytical model for low-subsonic Mach numbers,
and Job [56] with an efficient numerical finite element method. Recent works from
Maierhofer & Peake [68] give an interesting insight into the distribution of radiated
powers, between acoustic and hydrodynamic, for an infinite cascade of flat plates with
a mean flow. Such a work could be used to better understand energy conversions in the
current model and help to build an accurate estimation of the global power balance,
so as to have a criterion to measure the accuracy of MMBCW even in the presence of
a mean flow. Such a work has not been done during the PhD. The accuracy of the
method cannot be estimated then, but the influence of the mean flow on the acoustic
resonances, which is known [60], can at least be visualized. Figure 3.41 displays the
balance and acoustic reflected power for ¥ = 23°, a solidity value of [/b = 1.5 and an
incident mode order 5 = 0. The Mach number is either M_,, =0 or M_,, = 0.4. The
horizontal dashed lines representing the limits of the 1% confidence range in which the
results can be trusted are also added, along the vertical dash-dotted lines showing the
limits of the transition ranges.

kb/m
(b)
Figure 3.41: Acoustic power balance (a) and reflected acoustic power (b) against the

frequency for M_o, = 0 (—), M_o = 0.4 (--) and M_, = 0.4 without Kutta
condition (- - ).

Figure 3.41a shows that the presence of a mean flow induces a loss in the acoustic
power in the whole range of frequencies studied. Note that, even if not reported here,
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some scenarios of a transmitted acoustic power exceeding 100% happened. Whether
this means that the acoustic field harvested energy from the mean flow, as reported
by Maierhofer & Peake [68], or that the model was inaccurate remains an open ques-
tion without a correct estimation of the hydrodynamic power. On the other hand,
Figure 3.41b highlights the well known effect of the mean flow on the acoustic reso-
nance, which consists in i) reducing the resonant frequencies and ii) adding a damping
that lowers the resonance amplitude. In this case, an incident Mach number of 0.4 is
sufficient to drastically attenuate the resonances.

Results are then provided for the transmission of the oblique incident wave of order
Jj = —12 at kb/m = 2.7 in Figure 3.42 (pressure field), Figure 3.43 (axial velocity field)
and Figure 3.44 (transverse velocity field). The mean flow increases the wavelength of
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Figure 3.42: Pressure maps for an incident mode order j = —12 at kb/m = 2.7, a

camber angle U = 23°, a solidity value [/b = 1.5 and a Mach number M_,, =0 (a) or
M_ =04 (b).
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Figure 3.43: Axial velocity maps for an incident mode order j = —12 at kb/m = 2.7, a
camber angle U = 23°, a solidity value [/b = 1.5 and a Mach number M_,, =0 (a) or
M_, =04 (b).
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Figure 3.44: Transverse velocity maps for an incident mode order j = —12 at kb/7m =

2.7, a camber angle ¥ = 23° a solidity value [/b = 1.5 and a Mach number M_,, =0
(a) or M_o, = 0.4 (b).

the incident and transmitted waves by convection effect, which is clearly visible since
the reflection coefficient is low. The mean flow also seems to favor the transmitted
mode that propagates in the closest direction to it, thus the lowest order j = —12 in
this case. Finally, Figures 3.43 and 3.44 shows the presence of the vortex sheet induced
by the Kutta condition. The transverse velocity field seems to be the most affected by
the presence of the mean flow, with a noticeably reduced amplitude.

Parametric Studies —m@M8@8@ ——————————————— Summary

Acoustic power balance and accuracy of the method:

Increasing stagger /camber or decreasing solidity deteriorates the accuracy of the
model. Around resonant frequencies, the accuracy depends on camber, solidity
and incident mode order, and the 1% confidence range cannot be reached in some
cases. In the presence of a mean flow, energy conversions between acoustic and
vortical motions happens. The power contained in the vortical sheet induced
by the Kutta condition has not been estimated in this work, hence the power
balance can no longer serve as a measure of the accuracy in this case.

Influence of input parameters on sound:

Apart from the vicinity of the resonant frequencies, neither stagger/camber, so-
lidity or incident mode order has a significant impact on the acoustic power
balance between reflection and transmission. Although, stagger/camber and so-
lidity do change the distribution of modal energy in the scattered fields for a
given incident wave. Camber induces reflections in the inter-vane channels even
when the incident wavefront is perfectly perpendicular to the vane leading edges.
For flat vanes, such a configuration is sometimes called "Venetian blind" and
leads to a fully transmitted field. With curved vanes, reflected scattered waves
appear upstream of the cascade, and a resonance can even take place in the
cascade.
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Chapter 3. Acoustic Scattering by Cambered Vanes

3.6 Resonance of a Cascade of Cambered Vanes

The field of acoustic resonances relates to high-intensity fluctuations of the air volume
comprised within the inter-vane channels, without involving the mechanical vibration of
the plates. It has experienced a revival of interest when Parker [89] showed experimental
proofs that such resonances can be triggered by vortex shedding in wind tunnels, and
all other engineering systems involving air flowing over a cascade of flat parallel plates.
Experimental evidences of such resonances have then been discovered for staggered flat
plates in a compressor stage by Parker [90], and for cambered vanes in a bend by Honjo
& Tominaga [48]. A number of attempts to predict the resonant frequencies by means
of linear analysis have seen the day. For example, Koch [60] tackled the problem of
a cascade of staggered flat plates with the Wiener-Hopf technique, and more recently
relied on a numerical solution to address the acoustic resonances in three-dimensional
annular plate cascades [61]. The latter provides a good overview of the historical
evolution of knowledge about resonances in a compressor stage.

Nayfeh & Huddleston [79] developed a method based on mode matching to cal-
culate the resonant frequencies. A similar procedure could then be used to study the
resonances with the current model of cambered vanes. Unfortunately, time was missing
to carry out such a study during the PhD. Consequently, two concessions were made:

1. resonant frequencies are found by looking for local maxima of the reflected acous-
tic power over a given frequency range, hence trapped modes cannot be identified;

2. results are calculated using the MMBW model, neglecting the effects of curva-
ture. It is expected that the missing curvature effects induce uncertainty in the
predicted resonant frequencies (see section 3.4), which could be plotted as error
bars, but the overall shape and trend should be well captured in the restricted
frequency range 1 < kb/m < 2. All pressure maps are, however, computed with
the MMBCW model.

The resonant frequencies are generally regrouped into "families", each family lying
in a frequency range of unit length (in terms of kb/m) and involving a given channel
mode. The channel mode ¢ = 0 is responsible for the resonances happening in 0 <
kb/m < 1, the channel mode ¢ = 1 then takes over for 1 < kb/m < 2, and so on. This is
usually pictured via the so-called "Parker mode diagram", representing the evolution
of the resonant frequencies with the solidity value of the cascade. Thus, results are
presented in this convenient form in the following.

3.6.1 Influence of Stagger and Camber

In the first instance, the influence of camber is studied. Figure 3.45 shows an ex-
ample of resonance for a weakly cambered/staggered cascade (¥ = 5°) and a more
cambered /staggered cascade (¥ = 36°).

As expected from a resonance, a relatively high pressure amplitude is seen in the
inter-vane channels, with a particular pattern. The resonance pattern shows one hor-
izontal nodal line and one vertical nodal line, thus four lobes alternatively vibrating
within the inter-vane channels. The resonances can be named from those numbers. The
resonance displayed in Figure 3.45 is called resonance (1,1), referring to its number of
vertical and horizontal nodal lines respectively. The second number also happens to in-
dicate the channel mode responsible for the resonance, which is the mode ¢ = 1 in this
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0.1 0.1

Figure 3.45: Resonance (1,1) seen in a cascade of ¥ = 5° (a) and ¥ = 36° (b), with
[/b=1.5and M_,, = 0.
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case. Figure 3.46 represents the "Parker mode diagram" for the family of resonances
induced by the channel mode ¢ = 1, at two different camber angles. As expected, the
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Figure 3.46: Parker-like mode diagram for resonances in 1 < kb/m = 2, with ¥ = 5°
(0) and ¥ = 36° (+).

resonant frequencies decrease with the solidity value and reach a limit at kb/m = 2
when the solidity value decreases. It is known that each resonance has a limiting so-
lidity value below which it cannot exist, thus the curves can never cross. Notice that
this limit is not necessarily reached in Figure 3.46 since some resonant frequencies have
been missed by the searching algorithm.

The trend observed for stagger angle by Koch [60] is recovered: the resonant fre-
quencies increase with W. Camber seems to only exacerbate this effect.
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3.6.2 Influence of Mach Number

Figure 3.47 and 3.48 display examples of the resonance (0,1) and the effect of the mean
flow on the "Parker mode diagram", respectively.
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Figure 3.47: Resonance (0,1) with M_,, = 0 (a) and M_., = 0.4 (b), with ¥ = 36°
and [/b = 1.5.
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Figure 3.48: Real part of Parker-like mode diagram for resonances in 1 < kb/m = 2,
with M_o =0 (0) and M_,, = 0.25 (+).

It is clear from Figure 3.47b that the strength of the resonance has been drastically
reduced with an incident Mach number M_., = 0.4, compared to the no-flow case
in Figure 3.47a. Moreover, when looking at the "Parker mode diagram", the resonant
frequencies are reduced as expected but also seem to depend on solidity. The mean flow
drastically reduces the frequencies at the lowest solidity values of existence for a given
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3.6. Resonance of a Cascade of Cambered Vanes

resonance, but does not have a significant effect otherwise. Notice that some resonances
related to the channel mode ¢ = 2 can occur below kb/m = 2 with M_,, = 0.25 but
have been discarded from Figure 3.48.

3.6.3 Influence of Incident Mode Order

Finally, the influence of the incident mode order on the resonance phenomenon is
investigated to shed light on properties usually not mentioned in research papers. The
resonances shown previously are what could be called "ideal" resonances. Those are
triggered by an adequate inter-vane phase shift, which is controlled by the incident
mode order in this case. When the resonance is related to an even channel mode
order, ¢ = 0, 2, ..., adjacent inter-vane channels need to be of opposite phases. On the
contrary, when the resonance is related to an odd channel mode order, ¢ = 1, 3, ...,
adjacent inter-vane channels need to be in phase. Each resonance can only exist in a
frequency range given by the corresponding channel mode order as ¢ < kb/m < ¢ + 1.
The inter-vane phase shift is given by a;b = 2mj/V. Hence, to trigger the resonances
related to ¢ = 1, which occur in 1 < kb/m < 2, the incident mode order needs to be an
even multiple of the number of vanes V', in other words j = 0[V]. A resonance in this
case exhibits pressure fluctuations that have a uniform and steady maximal amplitude
over the cascade. On the contrary, when the phase shift is not ideal, a "resonance"
can still occur but does not take place steadily throughout the whole cascade. Instead,
the resonance appears in "patches" of noticeably high pressure, which move along the
cascade with time. This can be seen in Figure 3.49 for the "non-ideal" resonance (2,1)
with 57 = 5.
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Figure 3.49: Resonance (2,1) seen in a cascade of ¥ = 36° with {/b = 1.5, M_,, =0
and j =5, at t =0 (a) and ¢t = 3a;b/w (b).

In fact, the "non-ideal" resonance represents the general case of resonance since the
"ideal" scenario happens only for the particular phase shifts 0 and 7 in the continuous
range [0,27[. For these two particular cases, the relation between the incident wave-
length and the cascade periodicity creates a steady pattern. Otherwise, the resonance
pattern is seen as modulated by the incoming wave. This modulation also generates an
interesting pattern upstream of the cascade, as seen in Figure 3.50. Adjacent "patches"
of resonance oscillate in phase opposition, generating destructive interference with the
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incident field between each patch (seen as shadow zones upstream) and constructive
interference in front of each patch (seen as high-amplitude plane waves concentrated in
a layer of the patch height). The number of patches is two times the difference between
the "ideal" incident mode order j = 0 and the current incident mode order j. Thus
being equal to 0, 2, 8 and 10, respectively, in Figure 3.50. This indicates a modulation
by the number of lobes of this difference: each positive lobe generates a patch of reso-
nance oscillating in opposite phase with its neighbor, the latter being modulated by a
negative lobe. This modulation is still seen around j = 27, for the resonances related
to ¢ = 2, where it might be less obvious that the modulation is given by the difference
between the incident mode order j and the ideal mode order ;7 = 27.

Finally, the Parker-like mode diagram is plotted for j = 0 and j = 5 in Figure 3.51.
On the contrary to the effect of mean flow, the non-ideal phase shift does not just
lower the resonant frequencies, it reduces their range of existence. In this case, no
resonance can occur between kb/m ~ 1.8 and kb/m = 2 for j = 5. Going to the
limit 7 = 27 would totally cancel any resonance related to the channel mode ¢ = 1, due
to a phase shift in perfect opposite phase from the ideal phase shift of those resonances.
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Figure 3.50: Resonance (2,1) seen in a cascade of ¥ = 36°, with {/b = 1.5 and M_., = 0,
forj=0(a),j=1(b),j=4(c)and j =5 (d).
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Figure 3.51: Parker-like mode diagram in 1 < kb/m = 2, with ¥ = 36°, for "ideal"
resonances j = 0 (0) and "non-ideal" resonances j =5 (+).

Resonance of a Cascade of Cambered Vanes ————————— Summary

The high amplitudes and non-linear mechanisms involved at resonant frequencies
make the prediction too sensitive to numerical errors, thus the value of reflected
and transmitted powers at such frequencies should be taken with care. Yet,
the frequencies at which resonances occur should be reasonably well predicted
within the scope of linear acoustics. "Parker mode diagrams" have been plotted
for varying stagger/camber angles, Mach numbers and incident mode orders.
The derivation of the system of equations providing the resonant frequencies
is beyond the scope of the PhD, instead their estimation relies on a search for
local maxima of the reflected power in a given frequency range. Computations
have been performed with the MMBW model, neglecting curvature effects, which
induces error bars in the frequencies (of the order of a few percents) but should
give the correct trends. In that regard, the effect of camber seems similar to that
of stagger. The mean flow, as already known, reduces the resonant frequencies
and damps their amplitude. The incident mode order also significantly decreases
the resonant frequencies, but only below a given solidity value, which depends on
the resonance considered. A peculiar phenomenon, generally not mentioned in
research papers, has also been brought to light when the incident mode order does
not induce an "ideal" inter-vane phase shift for the resonance. In this case, the
resonance pattern is seen as modulated by the incoming wave, instead of being
uniform and seemingly attached to the cascade. The upstream reflected field
is also drastically changed by this patchwork resonance. Shadow zones appear
between the resonant patches and, in front of them, constructive interference
with the incident wave generates a strong standing-wave pattern concentrated in
a layer of the patch height.
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3.7 Conclusion

The modeling of sound propagation in cambered inter-vane channels has been extended
by taking into account curvature effects, thus relying on curvilinear coordinates in-
stead of Cartesian coordinates to derive the equivalent convected Helmholtz-like equa-
tion. This equation, with hard wall boundary condition, has been rewritten as an
eigenvalue problem, which has been solved numerically by means of a pseudo-spectral
collocation method based on Chebyshev polynomials of the first kind. Though this
two-dimensional problem has an exact closed-form solution in terms of Bessel func-
tions without flow, and apparently in terms of confluent hypergeometric functions with
flow [1], the choice was made to resort to a collocation method. This pseudo-spectral
method ensures fast and accurate computations, with or without flow, and could be
extended to three dimensions, where no closed-form solutions exist (except for rectan-
gular ducts). Yet, the analytical solutions should be investigated to better understand
the effects of curvature and mean flow.

The validity of each assumption in the model of Mode Matching for Bifurcated
Curved Wave-guides (MMBCW) has been carefully investigated up to relatively high
frequencies. The model remained accurate in terms of acoustic power balance but,
in the presence of a mean flow with a Kutta conditions, energy conversions between
acoustic and vortical motions can happen. Hence the acoustic power balance alone
can no longer serve as a measure of the accuracy in this case. A more general power
balance needs to be derived.

Comparisons with results of the previous model, referred to as MMBW, have shown
that curvature effects are needed above the first channel cut-off frequency, except if
camber and/or frequency remain small and the almost plane-wave mode is dominant
in the channels.

Parametric studies have been carried out on the different physical parameters of
the MMBCW model. Apart from the vicinity of the cascade resonant frequencies,
neither stagger /camber, solidity or incident mode order has a significant impact on the
acoustic power balance between reflection and transmission. Although, stagger /camber
and solidity do change the distribution of modal energy in the scattered fields for a
given incident wave. Furthermore, camber induces reflections in the inter-vane channels
even when the incident wavefront is perfectly perpendicular to the vane leading edges.
For flat vanes, such a configuration is sometimes called "Venetian blind" and leads
to a fully transmitted field, without any reflection or scattering. With curved vanes,
reflected scattered waves appear upstream of the cascade, and a resonance can even
take place in it.

Acoustic resonances occurring above the cut-off frequency of the annular domain,
thus putting aside trapped modes, have also been investigated, but with the MMBW
model. Within the limitations of this model, it appeared that camber has a similar
effect as stagger on resonant frequencies, which consists in an increase of the frequency
when solidity is large enough, depending on the resonance considered. The influence
of incident mode order has also been investigated since usually left aside in the liter-
ature. A peculiar phenomenon of resonance by layers was brought to light, due to a
modulation induced by the incident wave when its wavelength no longer matches the
cascade periodicity.

On the note of possible improvement, the MMBCW model could be extended to
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account for a non-uniform mean flow inside the inter-vane channels, thus to account
for some sort of mean loading effects. Enforcing the mean flow to be irrotational and
divergence-free leads to the following description in two dimensions:

M_ka
ha(n) In (2243

In the assumption of small curvature kh(S) < 1, VS € [0, L], this relation even reduces
to

M()(S, n) =

Ton () (S)

which is almost the same relation as for the uniform flow (3.4), except for a coefficient
hs(n) driving the non-uniformity. Notice that, if the compressibility effects are to be
accounted for, My(S,n) no longer has an exact closed-form solution and a numerical
integration of the mass-flow continuity equation is needed.

The new eigenvalue problem, already derived by Rienstra [110] in a more general
case, could be solved by collocation. However, a new geometrical description of the
vanes would be needed. The non-uniformity of the mean flow, in this case, directly
depends on the curvature k. With a constant camber distribution along the chord, i.e.
vanes modeled as circle arcs, a discontinuity of the curvature is seen at the interface
BC and the trailing-edge interface. Outside of the inter-vane channels, the curvature is
x = 0, and inside it, x = 1/R.. In order to have a continuous description of the mean
flow through the cascade, a new description of the vane camber distribution is needed.
A Gaussian distribution could be used, or any combination of functions that ensures
a curvature distribution going to 0 at both limits. This would remove the two-parts
definition of the channels and the induced artificial thickness, thus describing the mean
camber line only. This is currently an ongoing work.

My(S,n) = + O(kh),

On the other hand, frequency limitations have been observed due to modes under-
going transition from cut-off to cut-on or vice versa. This phenomenon is possible due
to the varying channel height, inducing a varying cut-off frequency along the channel.
The rapid variations that a mode undergoes in the vicinity of such transition were
not accounted for in this chapter. An extension of the model of sound propagation is
derived in the next chapter to include the transition mechanism in the mode-matching
procedure.
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Chapter

Cut-on/Cut-oft Transition of Sound Inside
Cambered Inter-Vane Channels

Introduction

A leading-order multiple-scale solution of the acoustic potential has been devel-
oped inside the inter-vane channels, assuming slow variations of the cross-section.
With the variation of the cross-section also vary the acoustic modes cut-off fre-
quencies. Hence, a given mode at a given frequency can be cut-on in one part
of the channel and cut-off in the other part. The location at which the transi-
tion happens is called a turning point, or transition point. In its vicinity, the
mode behavior changes too rapidly for the leading-order multiple-scale solution
to remain valid. In this chapter, the approximate solution of the potential is reg-
ularized near the transition point and the impact of the cut-on/cut-off transition
on the modal energy distribution is investigated. The extension is only made
for the solution of Chapter 2, considering a straight duct, following the work of
Rienstra [109] and Ovenden [86]. Transition in a bent duct, which Brambley
& Peake [14] studied, has neither been derived nor implemented in the mode-
matching procedure yet.
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4.1 Transition Point Analysis

4.1.1 Boundary Layer

In chapter 2, the approximate solution for the acoustic potential inside the inter-vane
channels was derived as (2.67)

LN e (Y ROME
Xy ~ () (2 RO o)

<Jrow (=2 ) 5tee) oo (5570

The above expression fails when the medium and the channel height vary in such a
way that, at some point X = X, the reduced axial wavenumber o(X;) = 0. In a small
interval around X; the mode does not vary slowly and a different approximation is
needed. In the terminology of matched asymptotic expansions [47], this is a boundary
layer in X. The following analysis is strongly based on Holmes’ book [47] and so it is
advised to look into it if any doubts remain.

In the outer region of this layer, the solutions on either side are named

¢ ~ ¢L(X7y7 Xt) if X< Xt7
¢R<X7y>Xt) if Xt < X7

52(€)
oo 20) o (0]

X) k(M
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4.1. Transition Point Analysis

and (A}, A7, A%, Ay) € C* are arbitrary constants. They are represented in Figure 4.1
with a schematic view of the problem. Note that for the cut-off modes in ¢, the chosen
roots are 0 = —i|o| and /o = e /4, /|o].

|
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Figure 4.1: Sketch of a diverging duct with a boundary layer in X dividing the domain
into two regions : a cut-off region on the left side and a cut-on region on the right side.

To understand the nature of the singularity, the analysis starts back from the con-
vected wave equation at leading order (2.53):
P 09 99

52—+W—2kM8—+k:2¢ O(e).

Using the Reissner transformation [101] adapted for a slowly-varying duct gives

26 2 -
a_?j " a—¢ 128 =0), (43)

where # = /8, k = k/B, ¢ = ¢pexp(—i [T kM df) and 8 = v/T — M2, all other vari-
ables being unchanged unless mentioned. Now, assuming that even when a transition
occurs, the acoustic mode is still a solution of the eigenvalue problem (2.59) at leading
order, the g-derivative 9%/97? in (4.3) can be replaced by —02. Hence, using the rela-
tionship k% — 82 = k252 and replacing the variable # by the slow variable X = €i , the
Helmholtz equation becomes

2P0

S+ ()6 = 0(0). (4.4

This equation is known to have a turning point when 52(X) = 0 (see Ref. [47] Chapter
4.3). In the inter-vane channels, the increasing height governs the variation of &2.
Since it is a monotonously increasing function, if a point X, exists, it is always a single
transition point for the mode considered (see Figure 4.2).

As depicted in Figure 4.1 the transition point is not actually a point but a layer
in which the potential behaves differently. The solution in this layer, called the inner
solution ¢y, is described in the following.
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Figure 4.2: Sketch of the evolution of ¢?(X) in the inter-vane channels.

4.1.2 Inner Solution

The first step in deriving the inner solution ¢; of (4.4) is to determine the boundary-
layer thickness. Introducing a boundary-layer variable

Taylor’s theorem states that
FHX) = XX, + EX;5) = €X5(5%), + O(¥),

where the prime symbol denotes the derivative of &% and the subscript t the evaluation
of the function at the transition location X = X;. Applying the stretching to (4.4) and
letting ¢;(Xs,y) be the solution in this layer, gives

2
627253 o1

3_X§ + 6%??@(52);@ = O(e) + O<626). (4.5)

For balancing it is required that 2 — 2§ = §, and so 0 = 2/3. It also agrees with the
order of magnitude of the neglected term O(e?) = O(¢*/?) which is then lower than
O(e). This demonstrates the order of magnitude of the boundary-layer thickness shown
in Figure 4.1.

In order to derive the inner solution ¢;(Xs,y), its transverse structure is assumed
unaffected in the relatively short transition region, which is consistent with the approx-
imation of the g-derivative 9*/97? in (4.3). It reads

o1(Xs,y) = x(Xs)(X, y), (4.6)

where X = X, + 3¢*/3X;s and so ¢(X,y) is the same transverse function, or modal
shape, as defined in (2.62) for the outer solutions.

The appropriate expansion of the unknown inner function y(Xj) is
X = €' x0 + O(e). (4.7)
Introducing this into (4.5) yields the equation

23N 4 B2 X5(6) v = Oe), (4.8)
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4.1. Transition Point Analysis

which requires v < 1/3. Letting r = Xj (l;;f (62)Q> v be a dimensionless inner coor-
dinate, it appears that the inner function is the solution of Airy’s equation at leading
order, which is

Xo+7x0=0, for —o0<r< 0. (4.9)

The general solution can be written as
Xo = alA;i(—r) + bB;i(—r), (4.10)

where A; and B; are Airy functions of the first and second kinds, respectively, and a
and b are arbitrary constants. Note that r is of the same sign as Xj, since (52); > 0
(Figure 4.2), and so the argument of the Airy functions is positive on the left side of
the transition and negative on the right side. This is understandable since the mode
goes from cut-off to cut-on in the case studied, hence the Airy functions need to be
traveled in the negative direction (see Figure 4.3).

Figure 4.3: Airy functions.

Finally the inner solution is written at leading order as

- rX
o1(X,y) = [aAi (—A%) + bB; <—>\%)} (X, y) exp (1 kM dg) |

g X F
(4.11)
for | X — X;| = O(¢*/?) and where ) is defined by
k2<0.2)/
=,
i

Note that the coefficient A here is not equivalent to the coefficient A in Refs. [109, 86].
It has to be multiplied by —k? /3267 to recover the value of the aforementioned authors.

4.1.3 Matching

To determine the waves coefficients in the outer region, a matching between the outer
solutions (4.1 - 4.2) and the inner solution (4.11) is necessary. To do so an intermediate
variable is introduced, which corresponds to the intermediate region at each side of the
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Chapter 4. Cut-on/Cut-off Transition of Sound

boundary layer where the inner solution overlaps the outer solutions. Let

X —-X;

e

X, =

n

Y

where 0 < 7 < 2/3. Both outer solutions and the inner solution are expressed in terms
of the intermediate variable X, to be matched.

Matching for X < X;

In the cut-off region X < X;, the inner variable r = \e""%2X, is negative. Thus the
asymptotic expansion of Airy functions given in Appendix C.1 yields

exp (3" e (3

2/ (=) VA=)

The evanescent integral to be evaluated in the outer solution (4.1) is

X(=r) ~ ae”

k’“‘ 1NV ’
e [ ) dg
_ )\3/2263/2711(_)(”)3/2
2
:g(—r)m-

The amplitude of (4.1) in the intermediate region is

N Ve ~1/4
— ~ N [ (=X, N3
\/E t 5t [ € ( 77) ]

B Nteirr/4

o 61/6)\1/2(_r)1/4’

where N, = Ntktl /2 /Bi. Then the matching gives

veXp (%(_03/2) Ntein/4

2
3 _ + 20 N\3/2
2/ (—r)1/4 + be J(=r)/ L /ENL/2(—p)1/4 {AL exp (3( r) )

A7 exp (—%(—r)?’/?)] ,

which implies v = —1/6 and

—1#/4)\1/2
Az_ = N \/— 9
m
oK (412)
A =
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Matching for X > X;

When X > X;, in the cut-on region, the inner variable r = Ae"~%/3X, is positive. The
asymptotic expansion of Airy functions given in Appendix C.1 gives

2,.3/2 o (2,.3/2
cos (gr /2 — %) _ ., Sin (57" 12 — %)

/4 ‘ /A

The propagating integral in (4.2) is

X(=r) ~ ae’

1 [Xk 1 Xn
- = g, ~ _)\3/2/ v €18, A&y
eJo B € 0

_ )\3/2263/27;—1)(3/2
3 n

2 39
=T
3 b

and the amplitude is

N Nt@ (X )\3)*1/4
Vo By !
T el/6)\1/241/4°

where N; = Ntktl /2 /Bi. The matching gives

2,3/2 _w in (2,32 _x \
ae”COS (37“ 4) B be”sm (37“ 4) _ Ny At exp _ig/rg/g
Jari/A Jari/A c1/6 \1/2,1/4 3
2 .
+AL exp (igfrdm)] .
The value v = —1/6 is retrieved and the outer-right coefficients are related to the inner
coefficients by
efm/4/\1/2
Af = —=—(la+0),
efi7r/4/\1/2 ( : )
Ap = —=——(a+1ib).

4.1.4 Connection Formulas

The systems of equations (4.12) and (4.13) form what is known as the connection
formulas between both sides of the boundary layer and are summed up by

()= 1 () .

They are expressed in a way that is useful for the implementation in the mode-matching
procedure since the coefficients A} and Ay are the known inputs. For example, Rien-
stra [108, 109] and Ovenden [87, 88| investigated the case of a transition for an incident
cut-on mode in a infinite duct, which corresponds to A} = 0 and A, = 1, and they
found the same result: reflection coefficient A}, = i and transmission coefficient A} = 1.
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Furthermore, Ovenden [88] also treated the case of an incident cut-off mode undergo-
ing transition, transposing to A7 = 1 and Ay = 0, but didn’t explicitly derived the
reflection and transmission coefficients. Though it will appear that the same result is
obtained by looking at the composite solution later on: reflection coefficient A, = —i/2
and transmission coefficient A}, = 1.

In both cases the transmission coefficient is the same but the reflection coefficient
has a phase shift of either +7/2 or —7/2 and in the case of an incident cut-off mode
the amplitude is also halved. This reduces noticeably the impact of the reflected
cut-off mode at the leading-edge interface. The significant outcome should then be
the transmitted cut-on mode which, if the transition appears sufficiently close to the
leading edge compared to the decaying rate of the cut-off mode, could carry energy to
the trailing-edge interface by acoustic tunnel effect. On the other hand, for an incident
cut-on mode, the reflection at the transition generates a standing wave in the cut-on
region. Indeed it could have a significant impact if the mode undergoing transition
starts to prevail over the other modes in the inter-vane channels.

In order to attest the impact of such phenomena, the mode-matching procedure
needs to be modified to account for the reflected part of the modes undergoing transi-
tion. This could be implemented with the actual piece-wise solution (¢, ¢7, ¢r) but
the choice of the solution to use depending on the transition location is problematic and
could end up to a wrong evaluation of the potential. To solve this issue, a composite
solution valid throughout the whole channel, inside and outside the transition region,
is now derived.

4.1.5 Uniformly Valid Solution

Langer [63] seems to be the first to give a uniform solution to such a mathematical
problem. In the field of slowly-varying duct acoustics, Nayfeh & Telionis [83] derived a
solution for converging hard-walled rectangular and circular ducts without flow. Then
Ovenden [86] expressed the solution for slowly-varying ducts with irrotational flow
and arbitrary cross-section. The final result was always given for an incident cut-on
mode in an infinitely long duct and, as a consequence, the exponentially growing term
beyond the turning point was discarded. In the inter-vane channels, this discarded
term corresponds to an incident cut-off mode generated at the leading-edge interface
and cannot be neglected. In order to account for this cut-off mode, the mathematical
procedure used by Ovenden [86] is followed and adapted for a more general case where
no solution of the Helmholtz equation is discarded in the outer solutions.

Mimicking the form of the outer solutions (4.1 — 4.2) and inner solution (4.11), the
desired composite solution & of (4.4) is expressed as

(X, y) = F(X,y)x(r). (4.15)

The function f ()2' ,y) represents the slowly varying part in terms of the slow variable X
while x(7) is a transitional part around the turning point. Knowing the boundary-layer
thickness from the balancing in (4.5) leads to choose

9(X)

2/3

T =

where the function g remains unknown at the moment. Substituting these expressions
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into (4.4) gives )
B2 + k5% = Oe). (4.16)
Letting 3
g k252

r = 62/3 = 62/3(g/)2’ (417)

and introducing it into (4.16) concludes that the transitional function x is solution of
Airy’s equation at leading order

X"(r) +rx(r) = O(e), (4.18)

whose general solution is
X(r) = aAi(—r) + bBi(—r). (4.19)

The variable r can be expressed after solving the ordinary differential equation on g(.X)
in (4.17) as
( ( 5 3 ) ) 2/3 ) )
- —/ k|5|d§> <0 if X <Xy,
2e J%

< 2/3
3 - - - -
(—/ k|&|d§) >0 if X, <X,
2¢ Jx,

so that 7 is negative real for X < X, (cut-off region) and positive real for X > X,
(cut-on region). The uniform solution (4.15) is now written as

o(X,y) = fi(X,y)Ai(=r) + fo( X, y)Bi(=7). (4.20)

An expression for f; and f, is found by knowing that, far beyond the transition
location, the composite solution (4.20) must match the outer solutions (4.1 — 4.2).
These outer solutions are recast into

5u(X,0) = N;g)w,y) e (57 + g e (=3 )],
for X < X, and
Sn(X.,y) = N;i;)wz, ) {A; exp (—i§r3/2) + Ay exp (i%ﬁﬂ)] |

for X > X,. Hence using the asymptotic expansion of Airy functions in Appendix C.1,
the matching at » — 400 yields at leading order

_ < 1/6
ACE0) = 2ves (] ) ME)IE <3i / 1%|&|d£> AL,

2¢|5]? Jx,

A% = view () N(X)&(K@(g’ 1 /Xf%a—dé)l/GA;

2e]o Jx,
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for r — —o0 and

‘ < 1/6
ﬁ(X,y):ﬁexp(lﬂ)NmM,y)(3 ! / ;;|5|dg> (A7 —iA}),

4 2o X,
o i\ o o 51 5.\ .
f2(X,y) = Vmexp <%) N(X)v(X,y) (2_6W/X k!ff\d£> (A% —iAR),

for r — +o00. Each matching gives a solution for f; and f; that should end up to the
same uniform solution. Thus

() = [ G)

which demonstrates that the connection formulas (4.14) are recovered. The uniformly
valid solution can finally be expressed as, for example,

/ . X .
o) = x| 5] Moo (1 [ Eae) | - Jana-n + jarB(-n)

\/m € JX, 32
(4.21)

where Q = 2y/me™4(Q and

X, 2/3
—(3 Mdg) <0 if X <X

2 [, 32
_ P
3 [Xklo|  \°
SR i >0 if X, <X.
<2€ X, B2 €> N 1 t=

It should be noted that the term |r/o?|'/* in (4.21) is always real positive and is not
singular when ¢%(X,;) = 0. In the boundary layer, let X = X; + €*/3X}, so

4
o]2(X) = |o|*(X; + €3 X5) ~ 62/3%A3|X51,

t

and
|7 ~ A Xs],
where k2( 2)/
A= 9
fos

These inner-region expansions at leading order demonstrate that

1/4 k
‘% /6 /\_52 >0 for |X— X, =0, (4.22)
t

In the following, the validity and usefulness of the derived composite solution is high-
lighted through both examples of an incident cut-on mode and an incident cut-off mode.
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Transition Point Analysis ————————————————— Summary

A singularity in the leading-order approximate slowly-varying acoustic potential
has been highlighted and investigated. The singularity is due to the transition of
a mode from cut-on to cut-off, or vice-versa, and thus is called a transition point.
In the terminology of matched asymptotic expansions [47] this is a boundary
layer and its thickness has been evaluated to O(¢?/?). An inner solution has
been derived along with the connection formulas between the outer solutions
coefficients. Hence the reflected and transmitted coefficients for the case of an
incident cut-on mode and the case of an incident cut-off mode has been deduced
and the results agree with the literature. Finally, a uniformly valid solution for
a mode undergoing transition has been developed which covers both cases of an
incident right-running cut-off mode and an incident left-running cut-on mode
that will be used in the mode-matching procedure.

4.2 Examples of Acoustic Modes Undergoing Transi-
tion

4.2.1 Cut-on to Cut-off Transition

In the inter-vane channels, an upstream-propagating mode generated at the trailing-
edge interface could undergo cut-on to cut-off transition along its way. In this case
the input parameters for the composite solution (4.21) are A} = 0 and Ap = 1 (see
Figure 4.1), which yields

Q ro|1/4 [N kM

(X, y) = = (X.p)| S| e (i Trde) Al (429)
v Dk o? x, B

Figure 4.4 shows the result of the uniform solution compared to the outer solutions for

e ~ 0.14 at two different frequencies. For both frequencies the uniform solution fits well

with the outer solutions outside the vicinity of the boundary layer and the asymptotic

expansion (4.22) is used at the transition location to smooth out the numerical results.

The crucial feature is the superposition of the incident mode and its reflection which
generates a standing wave between the turning point and the trailing-edge interface.
Depending on the transition location, the amplitude of the standing wave at the trailing
edge ranges from zero to its maximal value. Hence if the mode considered carries a
significant amount of energy, the transition location could have a noticeable impact on
the energy distribution between trailing-edge scattered modes. On the other hand, an
evanescent mode is transmitted beyond the transition point. In the first scenario at
ka = 9.3 shown in Figure 4.4a, the transition occurs sufficiently close to the inlet so
that the outer solution fails. Thus both uniform and outer solution exhibit different
values at this location. This emphasizes the importance and practical interest of a
uniform solution. Though in the second scenario in Figure 4.4b, at ka = 8.5, the
transmitted cut-off mode has completely vanished at the leading-edge interface and so
the outer solution is valid in this case.
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0.06 . . . . 0.06 |
uniform | uniform
— — —outer | — — —outer

0.04 | ] 0.04 |
- - l
S = |
I\

0.02-|\_ 1 0.02 + IS = 1

l/\/\/w /\/

Z
0 : : : : 0 : : :
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
X/L. X/L.

(a) (b)

Figure 4.4: Left-running cut-on mode undergoing transition in a duct of € ~ 0.14. The
left scenario is at ka = 9.3 while the right scenario is at ka = 8.5. The amplitude of
the uniform solution is shown in blue line and the outer solutions in red dashed lines.

4.2.2 Cut-off to Cut-on Transition

For an incident cut-off mode generated at the leading-edge interface and undergoing
transition, the input parameters are AT =1 and A = 0 (see Figure 4.1). This yields
a uniformly valid solution as

, / . _
oX.9) = =tXoy) [T e (3 [ S ) B, a2

where Fpy = %(Bi — iA;). Figure 4.5 shows the amplitude of the uniform solution
and outer solutions for € ~ 0.14 at two different frequencies. Again the asymptotic
expansion (4.22) is used at the transition location to smooth out the numerical results.

In the first scenario, at ka = 9.0, the transition occurs sufficiently close to the
leading edge compared to the decaying rate of the cut-off mode and thus it transmits
some energy to the propagating mode beyond. There is also a reflected cut-off mode
but it should hardly be noticeable here since the reflection coefficient amplitude is
half the incident one which has already been reduced by almost two thirds from the
inlet to the transition location. The discrepancy seen between the outer and uniform
solutions on the left side of the transition in Figure 4.5a is solely due to the asymptotic
approximation of the Airy function of second kind B; (see Appendix C.1) and shows
that the potential is not out of the boundary layer yet. This is clear when looking at
the second scenario in Figure 4.5b, at ka = 8.5, where the transition occurs farther
away from the leading edge. In this case both outer and uniform solutions match well
outside the vicinity of the transition location.

In the next section, the uniform solutions for an incident cut-off or cut-on mode
are used to adapt the mode-matching equations to the presence of a transition. The
example of an incident cut-on mode is used for the trailing-edge interface matching
and the incident cut-off mode for the leading-edge interface matching.
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0.06 . . . . 0.06
! uniform uniform
: — — —outer — — —outer

0.04 + | 0.04 +

s | s
0.02 + 0.02 +
0 : : : : 0 : -
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
X/LC )(/LC

(a) (b)

Figure 4.5: Right-running cut-off mode undergoing transition in a duct of € ~ 0.14.
The left scenario is at ka = 9.0 while the right scenario is at ka = 8.5. The amplitude
of the uniform solution is shown as a blue line and the outer solutions as a red dashed
lines.

Examples of Modes Undergoing Transition —————————— Summary

The uniform solution has been validated against the outer solutions and proves
to be an adequate regularization of the leading-order slowly-varying acoustic
potential usable for both cases of an incident cut-on mode and an incident cut-
off mode. For numerical computation it can be necessary to smooth out the
value of the regularized solution at the transition location using (4.22) in order
to avoid discrepancies in the modal amplitudes when the transition occurs close
to an interface.

4.3 Mode-Matching Equations

4.3.1 Initial Leading-Edge Interface

Acoustic Potentials

Here the potentials formulations need to be adjusted to account for the reflected part
of a cut-off mode undergoing transition in the slowly-varying part of the channel. In
the annular domain (Figure 4.6) the incident ¢; and reflected ¢, acoustic potentials
remain unchanged, so

Gilr,y) = Mt g (zy) = Y Ryelveltie, (4.25)
p=—00
where
i (ke aM)M, + \/k:2 — (B2 — M2)a2 — 2ka; M,
Qj = R’ ki = 32 ’
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Figure 4.6: Scattering of an incident mode at the staggered leading-edge interface.

or  —(k—a,M,)M, ~ \/k2 — (B2 — M2)a2 — 2kay, M,
7’ kp = /62 .

T

ap, =05 +p

The validity domain is

{ y € [0,27R)],
x €] —00,0].

In the constant part of the channel (triangle ABC in Figure 4.6) the downstream- and
upstream-propagating modes ¢4 and ¢, are

Ba(C,m) = 3 Aqcos (agn) ¢, (4.26)
q=0
¢u(<> 77) - Z Bq COS (aqn) eik’;(C—atan \1/)’ (427)
q=0
where 2 _
O‘q_ﬂ, kt = —kME R -5 O‘q7
a
and o
n € (0, al,
{ ¢ € [ntan ¥, atan V. (4.28)

Assuming a mode ¢ undergoes transition from cut-off to cut-on in the slowly-varying
part of the channel (beyond the interface BC in Figure 4.6), its acoustic potential is
given by (4.24). Because of the opposite Fourier-transform convention used here, the
complex conjugate of the solution is taken. It reads

1/4 S
$q(S,m) = qu“Dikh cos (9q {n + g}) ; exp (—i/s %df) Fpa(ry), (4.29)

_4
2 . B

0,(8) =TT () =11~ (%)2,
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3 (S 2/3
(— de) >0 if S<S,

9 2
re(S) = 3 SS k|§ | 2/3
-3, ) <ow siss

and Fpa = %(Bi + iA;), which is a composition of Airy functions of second and first

kinds, respectively. The validity domain for this expression is

{ n € [=h(5)/2,h(5)/2],
Seo,L].

Upstream of the transition, in the cut-off region where r, > 0, the incident and reflected
parts of the solution are easily distinguishable in (4.29). The incident part, with
exponentially decaying amplitude, is associated to the function B; whereas the reflected
part, with exponentially growing amplitude, is associated to A;. In order to determine
the constant coefficient )y, in terms of A,, both formulations from (4.26) and (4.29)
are matched at the interface between the constant and slowly varying parts of the
channel (segment BC from Figure 4.6). On this interface h(S = 0) = a, thus

776[07(1]7 n:n_a/27
{ (=atan V¥, and S =0.

In that respect, the equality of (4.26) and the incident part of (4.29) results in

\/ﬁeik‘;ra tan ¥

Qi = A OB (0))

(4.30)

where

_ rq(S)
D2(S)k2(S)h2(S)c2(S)

q

G,(S) R (—i /S T HOM(E) dg) | (4.31)

. B

Note that k£ = w/C can be a function of the curvilinear abscissa s if compressible effects
are accounted for. Now equating the reflected part of (4.29) with its counterpart (4.27)
yields

ﬂe—iﬂ/Q
(0)Ai(rq(0))°

From equations (4.30) and (4.32) the reflected coefficients B, can be expressed in terms
of A, as

Q4q = B, G (4.32)

Ai(rg(0)) ey

B — A —1\4 i(kq atan\ll+7r/2)‘ 4.33
" =B (0) (4:3)
Consequently the channel mode and its reflection at the transition point can be gath-
ered together and, introducing the coefficient

Airg(O) avsinw[FETS4E i 35, € [0, L], 02(S) = 0
y Hels Yq )

Fq =19 Bilry(0)) (4.34)

0 otherwise,
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the general acoustic potential (;Bd is expressed as

Gal¢m) = 3 Agcos (agn) [+ Fpeti<] | (4.35)
q=0

The reflected part for modes undergoing transition is simply added along with the
coefficient F, being zero for modes not undergoing transition. Furthermore, the coeffi-
cient F, represents the back and forth propagation between the leading-edge interface
and the transition location with a ratio of Airy functions for the slowly varying part
of the channel and, for the constant part, an exponential decay corresponding to the
distance traveled. It also has the phase shift of 7/2 which occurs at the transition
and the amplitude reduction by a half which is given by the ratio of Airy functions
at their origin. It is interesting to see that the ratio of A;(r,(0)) over Bi(r,(0)) is
maximum if S; = 0 (the closest transition location to the leading-edge interface) and
decreases as s; increases (transition location moving away from the leading edge). As
expected, it shows that the greater the distance the reflected mode has to travel before
going back to the leading edge, the weaker its influence. Hence its impact should be
noticeable only in cases where the distance it travels times its decaying rate is small:

(bsin U + ;) /P22 — k2 /3% < 1.

Continuity of the Acoustic Potential

To derive the continuity equations, a change of variables is performed to express all
potentials in terms of (z,y). It yields

(%d(ilf, y) = % i Aq [ei(—% sin U+k7 cos W)xé(% cos U+kg sin\Il)y
q=0
-+ ei(qT7r sin\I/+k;1* COS‘I’)iCei(*‘%7r cos \Il+k;r sin \Il)y
+ F (ei(*%” sin Utk cos W )a i 4 cos Utky sin W)y
q

+ei<% sin U+kg cos@)mei(—% cos U+k, sin\Il)y>:| ‘ (436)

Then the acoustic potential continuity at the leading-edge interface reads

o0
oy iapy _
e + E Rpe =

p=—00

N | —

io:A [ei(%Jrk; sin\I/)y +ei(f%+k,}"sinﬁl>y
q
q=0

VF, (ei(%% W)y | i(= 5y sin@)y)] . (4.37)

Since all coefficients R, and A, are unknowns, a projection is performed on the modal
basis of the reflected waves to decouple them in (4.37), ending up with one equation
on each reflected wave. The corresponding operator is

b ; 2m
/ (o)e ' ¥dy, with «a, =a; +v veEZ.
0

7a
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This leads to three kinds of integrals in (4.37), namely J;,, J,, and J=, as

q’l/ ?

Jiwt Y RO = A3 +00+F (35, +3,,)] (4.38)

av qv
p=—00 q=0

The integral based on the incident wave is

b b .
i(a; - b it v=20
A i(aj—aw)y — —i2nvy/b — s
Jz,u /0v € dy /0v e dy { 0 if v 7& 0.

Hence, J;, = bd,, where 0 represents the Kronecker symbol. The integral associated
with the reflected waves is

3 — bei(ap—au)yd — bei27"(P—l‘)y/bd _ b if v=p,
S V= 0 Y= 0 if v #p.

Hence, Z;O:_OO R,J,, = bR,. Finally, the transmitted waves in the inter-vane channel
yield different integrals denoted by the + symbols as

b (ot

gt _ 1 i(E kG sinU—a)y J, — bsin (@q,u) it

aww =5 [ € Yy=57 o= ¢
0 q,v

where

b qm '
=S (F e ) and gE, (W) = KEsin ¥ — .

This last integrals can also be recast together in the potential continuity equation to
give

b(R,+6,0) = A (3, +F3.,) | (4.39)
q=0
where
_i@;y(@) (1 . (_1)qeibw$u(‘1’))
2 )
T (O) =300 +3,7 = ,()q”/ by = e () (4.40)
) ’ ’ . ™
5 (L+050) i [eg, (V)] = qf-

Continuity of the Modified Acoustic Velocity

To write the continuity equation on the modified acoustic velocity S2u, — M, M,u,, the
derivative of the potential (4.36) with respect to each coordinate is needed. It yields

8(£d i — qm . i(— 4 s + i = + g
5 — 5 E Aq |:<——SH1\I/ + k;— coS \I/> el( = sin Wtky cos\II)a:el( = cos U+tky sm\I’)y
X a
q=0

+ (g sin U + kt cos \I/> ei(%r sin Ukg cos\I/):tei(f%r cos U4k sin\I!)y
q
a
+F {( qm sin W + k= cos \I[> ei(qu7T sin U+kg cos\I/)aeei(‘%7r cos W+kg sin‘Il)y
q q

a

+ (q_ﬂ_ sin U + kq— COS \I’> ei(%{ sin W+kg cos\I!)avei(f%T cos W+kg sin‘ll)y}] 7 (441)
a
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and

n . 00
% _ i ZAq [(ﬂ cos U + /{?; sin \If) ei(—%sinlll-l—k[; Cos‘ll)xei(%cos\lf—&-k;sinlll)y
dy 2 = a
+ (_Q_ﬂ- cos U + k;— sin ‘IJ> ei(% sin\ll—s—k;' cosﬁl)mei(—% cos\Il—s—k;' sin\Il)y
a
+ f-q { <Q_7T cos U + kq— gin \I’> ei(—% sin U+kg cos\If):cei(% cos U+ky sin\Il)y
a
+ (_@ cos U + kq— S \If) ei(% sin U4k, cos@)xei(—% cos U+k, sini’)y}] ' (442)
a

Thus the modified velocity continuity at the leading-edge interface reads

(B2kf =M, Mya;)e s + Y R, (B2k, — M, M,a,) €

p=—00
1 . -
= 5 D0 A (BT = MM, AT ) 5T (B — MM, AL M
q=0
P { (B0, = Mo M,AT) M40 (B0 = MM, A, ) e v L]

(4.43)

where
qm

K;Ei = k;t cos U + ﬂsin\lf, AqjEjE =+-—cosV¥ + k:;IE sin .
a a

Using the same projection method as previously gives
( zkj_MzMyO‘j)j@V + Z Ry ( ik; - MwMyO‘p) Ipw
p=—00

1 0o
S A (B — MM AT T+ (B - MM, A7) 3
q=0

+F A (BK, ™ = Mo MATT) 350 + (BK, T — MM, A7) 3,04 (4.44)

q,vV

After some algebra, the modified velocity continuity reads

b (K b0+ K, R) =Y A (K30, + FK,3,,) | (4.45)

q7V q7V q?V q?’j
q=0

where

Kf = 82k — M, My,

J

K, = B2k, — M,M,a,,

tanW /qm\?2
KE = (82 cos W — M, M, sin W) k* (-)
o (ﬁmcos y sin ) z +g0§]fy(\11) )
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4.3. Mode-Matching Equations

Linear System of the Mode-Matching Condition

To solve the problem on the A, coefficients, the R, terms are canceled out by subtract-
ing (4.45) to K, times (4.39). This yields

S A3, (K, —KL) + Fa,, (K) —K,,)] =b (K, = K) buo. (4.46)

q7V
q=0

After a modal truncation (v € [—(N, — 1)/2,(N, — 1)/2] and ¢ € [0, N, — 1]), the
matrix form of the equations to solve is

é;éA = &;, (4.47)
where
O (v, q) =3, (K, —K) +F3,, (K, —K,,) and @(v,1) =b(K, —K) b,

This has to be solved numerically using, for example, an algorithm based on the LU
decomposition. Then the R, coefficients can be deduced from either the potential
continuity (4.39) or the modified velocity continuity (4.45).

Another possibility is to solve the A, and R, coefficients simultaneously with a
global matrix equation of the form

E! F1\ /A\ (H!
(51 1) (r) - (il). =

where
El(v,q) = ”;V + F T Fl(v,v) = -y, Hi(v,1) = bdy 0,
Ey(v,q) =K}, +FK, 3., Fyvv)=—=bK,b,,, Hyv1)=0bK d,.

4.3.2 Trailing-Edge Interface
Acoustic Potentials

At the trailing-edge interface, the acoustic potentials involved are represented in Fig-
ure 4.7. The expression of the transmitted ¢; acoustic potential is

Figure 4.7: Scattering of a downstream-propagating channel mode at the trailing-edge
interface.
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N= ) Telee (4.49)
p=—00
where
2 —kM + /K2 = B%a2
v =r—co Y =y—Re(l—cosV), apzaﬁp%v ky = 0 o

¢, is the projection of the chord length on the r—axis and R, is the vanes curvature
radius. The validity domain is

Y € [0,27R),
z' € [0, 00l.

In the inter-vane channels, an incident mode propagating downstream from the leading
edge and undergoing transition along its way is expressed from (4.29) and (4.30) as

= 4 GalS) BrS) + A0S (T ] tems
Pl TGO T B0) (05 )ieems oo

In order to have a general expression of the acoustic potential ¢4, let T;r be the am-
plitude and phase stream-wise variation of a mode not undergoing transition. It reads
from (2.92 — 2.95):

. DuSFS o (Sh(S) [ [* [0 for Y5
T‘I(S)_\/ Dy(8)k(S)o4(5)h(5) p</s“q“)d§)’ % {Lc for T,

0

and

—kM +k 0,\°
i) = T g = 1= (5] s = i

Introducing the general function = as

Gy (S) Bi(rg(5)) + iAi(re(S)) it atanw

if ElSt S [0, LC], U?(St) =0

=HS) =4 Gu0)  Bi{r,(0)
TH(S)ehaetan? otherwise,
(4.51)
allows one to write the acoustic potential as
¢a(S,n) = ZA =5(9) cos <0 {n + ﬁ}) : (4.52)
) — q9—q q 2

Reflected modes ¢, are generated from the scattering of the acoustic modes ¢g,
by the trailing edges. Indeed these modes can also undergo transition in the channel.
The sum of an upstream-propagating mode and its reflection at the transition point is

o) = Qo (1 o+ 2] ) 2] oo (5 [0 a) At

q

)

q
(4.53)

142



4.3. Mode-Matching Equations

The normalization is chosen such that the amplitude at the trailing-edge interface
locally equates to

2 |7, |V o fEe kM
Qug Dih U—ZQ exp <_1/st Wd{) Ai(ry(Lc)) = By. (4.54)
Hence B
Qug = 4 : (4.55)
Y V2G(Lo)Ai(r(Le))
and the upstream-propagating modes undergoing transition are written as
. G4(S) Ai(re(5)) h
Guq(S,n) = B,—== : cos (0, In+=|]. (4.56)
q Ca(Le) Alry(L2) O\ [ 2

In order to write a general expression for the acoustic potential whether or not a mode

undergoes transition, another general function = is introduced as

Gq(S) Ailry(S))

o if 3s, €0, L], 02(S,) = 0,
Z,(8) =3 Gy(Lo) Ailry(Lo)) € 0Ll o (%)
T, () otherwise.

(4.57)

The acoustic potential corresponding to the upstream-propagating modes is expressed
as

du(S,n) = i B,Z, (S) cos (eq {n + gD . (4.58)

q=0

For both ¢4 (4.52) and ¢, (4.58) the validity range is

{ n € [=h(5)/2,h(5)/2],
s € [0, L.].

Continuity of the Acoustic Potential

At the trailing-edge interface, the continuity of the potential reads

[AE5(Le) + By cos (0,(Lo)y) = > Ter. (4.59)
=0

q p=—00

After a projection on the modal basis of the transmitted modes

b . ’ ’ . 27T
/ (e)e ¥ dy', with o, =a;+v v eZ,
0

?7
the integrals yields

b
e ay =1,
0
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and

[1—(—1)%e "],

’ s N2 o
3, = [ cos(@uLayye o dy = foa)” el
0 . qm

Notice that J) , is a particular case of the previously defined inner product J;-, (¥ = 0)
in (4.40) for a null stagger angle. Compiling these results together yields

> [AENL) + B,] 3, =T, | (4.60)

q=0

Continuity of the Acoustic Axial Velocity

The derivation of the axial velocities in the slowly varying part of the channel are given
in Appendix C.2. It yields at leading order

aaﬁbd(s n) ~ (;ini (_ kﬁ]\j kf; ) A, +(S) cos (Hq {n + g}) , (4.61)
where the general reduced axial wavenumber ¢/ is
o =0, if Bs, €[0,Lc], 07(5;) =0
and otherwise

T'q

1 A{(r ) 1
if S<§
|7’q|1/2 Bi(r, +ZA (rq) * 4|74q|3/2 1 "

Bi'(rg) +
= lbey T E)> Alln)
|rq|'/2 Bi(ry) + iAi(ry) 4’7Aq|3/2

it S5, <6.

Also, the acoustic velocity corresponding to the upstream-propagating modes is given

by
Oby, Z"" (O RM ke h
8 (S ’I’L) (3 (_ﬁ — ﬁ) Bq‘—‘q (S) COS (Hq |:7’L + §:|) s (462)

q=0

where the general reduced axial wavenumber ¢~ is
o, =0q if Ps, €[0, L, 02(S) =0,

and otherwise

1 (rq) 1 :
if S <8,
o = —ilog| % ||/ A (Tq) 4|7" |3/2 t
' q LA Ly g
g2 As(rg) — 4lrgPP2 e
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4.3. Mode-Matching Equations

Introducing the general axial wavenumber as

+
o _RM K
q 32 I ’
and projecting on the annular modal basis, the axial velocity continuity at the trailing-
edge interface reads

> [r (L) AEN(Le) + 77 (Le)By| 35, = K bT, | (4.63)

q

q=0

Linear System of the Mode-Matching Condition

The matrix equation for this interface reads

—-1 =1

El F} Gx| (T |=(m2], (4.64)
E2 F2\ /U H?2
P b — p
<E3 F) (%)= (ut) (469

EZ(v,q) = J7 FX(v,v) = =bb,,, H(v,1) ZA

qu p

where

qw

E}(v,q) =7, (Lc)3]

q,v?

F?(v,v) = —bk}6,,, H:(v,1) ZT L:)3°

q?V’

4.3.3 Correction to the Leading-Edge Interface

For the next steps in the iterative procedure, the leading-edge matching (4.48) needs to
be modified to account for the upstream scattered modes ¢,4 traveling from the trailing-
edge interface to the leading-edge interface, see Figure 4.8. The potential continuity

Figure 4.8: Scattering of an incident mode at the staggered leading-edge interface.
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and modified velocity continuity read, at the ¢'" iteration,

NE

A9 (T3F,+ F3,,) + BI'E (0)e Fa ST = b (RS 4 6,0) |, (4.66)

q?lj

Ji
o

and

S AY(KE 35, + FKy, ) + BEE (0)e R 50 = b (K, R+ K d,0) |

avo gy q.v gy qv gy
q=0
(4.67)
Combining them to cancel out the unknown RY coefficients yields
DAL [30, () = K,) + Fo3,, (K = Kg,)] =b (K, = Kf) duo
=0 (4.68)

q7V v q?l/

=Y BIES(0)T,, (K, —K,,) e HabonY,
q=0

After a modal truncation (v € [—(N, —1)/2,(N, — 1)/2] and ¢ € [0, N, — 1]), the
corrected system of equations at the leading-edge interface is

DA =@, (4.69)
where
Dl(vq) =35, (K, — K1)+ FI,, (K, —K,,).
Di(v,1) =b (K, = K) b0 — Z B (0)3,, (K — K,) e Hhabsin,
q=0

The R, coefficients are then deduced from either (4.66) or (4.67).

The corrected global system of equations at the leading-edge interface is

El F\ (A) (H!
(E E) (R) - <H; ’ (4.70)

where
Ei(v,q) =35, + F 3., Fl(vv)=-bd,,,
H{(v,1) =bd,0— »_ BI'E,(0)3, e habsin?,
q=0
Ey(v,q) =K},35, + FK,, 3., Fiv,v)=—bK, 6.,

Hy (v, 1) = bK 6,0 — Z BI'E (0)K,, 3,6 Fabsin .

q?V q?V
q=0
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4.3. Mode-Matching Equations

4.3.4 Global Matching

In order to avoid convergence issues when a transition occurs near the leading-edge
interface (see section 4.4.2), the iterative procedure going back and forth between the
leading edge (4.70) and trailing edge (4.65) can be replaced by a direct approach. This
method solves the matching equations on the whole cascade directly, as represented
in Figure 4.9. Thus all four unknown potentials are computed simultaneously as the
solution of the four matching equations: two at the leading edge and two at the trailing
edge. The weakness of the direct approach is that the size of the matrix is multiplied

Figure 4.9: Scattering of an incident mode by the cascade of cambered vanes.

by four by comparison to the matrices in the iterative approach. Since the matrix to
invert is larger it has a worse conditioning and so caution is required. Comparisons in
terms of acoustic power balance are shown in section 4.4.2.

Combining the continuity equations (4.66), (4.67), (4.60) and (4.63) leads to the
global system of equations

DL UL O Ry m
R DI U! o | (D H!
o DI U? T =o' | (4.71)
0o D2 U2 12| |U 0
0 D} U T3) \T 0

where

Rll,(v, v) = —bd,,, D;(y, q) = j:ljy + F 37 U;(% q) = qu(())j;ye—ik;bsin\1;7

q?u’

Rl(v,v) = —bK,6,,, D(v,q) =K 3" +FK, 3

aw g A
U, (v,q) = 2, (0)K,, 3, e~ e n Y,
Di(v,q) =E/ (LT, UXv,q) =730, Ti(v,v)=—bd,,,
Di(v,q) = 7 (L)Ef (Le)Ty . Ui(v,q) = 77 (L), THv,v) = —bk[6,,,

and
H; (V, ].) = 1)5140, Hg(l/, ].) = bIC;’(Z,,O.
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Mode-Matching Equations ———————————————————————— Summary

A general formulation of the continuity equations has been derived which covers
both cases of acoustic modes undergoing transition and not. The continuity
equations have the same structure whereas a transition occurs or not due to a
general expression of axial wavenumbers Tq:t and axial modal-evolution functions
Ej Finally, a global linear system of equations encompassing both leading-
edge and trailing-edge matching equations has been developed. It enables a
direct computation of all modal coefficients R, D, U, T. The choice of a direct
approach instead of an iterative approach was motivated by non-converging cases
with the iterative approach when a transition takes place close to the leading-
edge interface. The pros and cons of both methods are detailed in the next
section.

4.4 Validation

4.4.1 Modal Truncation

The following analyses are focused on the transition of the first two channel modes
g = 1 and ¢ = 2, respectively named ¢;- and go-transitions, for the geometry of the
fourth NASA CAA workshop, category 3, problem 2 [24]. The validation is performed
without flow M = 0 and with a camber angle of ¥ = 36°. Thus the maximal dimen-
sionless frequency of interest is kb = g/ cos W ~ 2.5m. Curvature effects are expected
to play a role at such frequencies in the acoustic propagation. Nonetheless, some
aspects of the transition effects should still be reliable due to the reflection and trans-
mission coefficients at the transition location being independent to the curvature [14].
A special attention is paid to that matter when investigating resonant phenomena in
Section 4.5.2.

Preliminary computations are done to assess the optimal number of modes N to
account for in the modal truncation and are shown in Figure 4.10. The error E at a

N

Figure 4.10: Norm of the acoustic power balance error, for 7 = 2, integrated from
kb = 0.97 to 2.6.
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given dimensionless frequency kb is given by the acoustic power balance as

P~ P,

E(kb) =1 —
(k) =,

(4.72)

where P;, P, and P; are the incident, reflected and transmitted acoustic powers, re-
spectively, as defined in (2.110 - 2.112). Then the 2-norm is defined as

1/2
1E]2 = Z|E(kbi)’2] , (4.73)

where the (kb); values are the set of discrete dimensionless frequencies at which the
error F has been evaluated. To compute the result of Figure 4.10, 341 points have been
used linearly ranging from kb = 0.97 to 2.6m, which covers both transition ranges of
the modes ¢ = 1 and ¢ = 2. It is found that the optimal number of modes is N = 11 for
j = 2 and then the error increases for higher N due to ill-conditioning at the staggered
interface.

4.4.2 TIterative Procedure vs. Global Matching

A direct global approach has been developed in 4.3.4 to overcome convergence issues
with the iterative procedure when a transition occurs near the leading-edge interface.
These issues are highlighted in Figure 4.11 which shows the evolution of the acoustic
power balance with the frequency using both methods. The horizontal dashed lines
represent the limits of the 1% confidence range in which the results can be trusted.
The vertical dash-dotted lines are the limits of the transition ranges: 1 < kb/7 < 1.235
for the ¢;-transition and 2 < kb/m < 2.47 for the go-transition. With an incident mode
of order j = 0 (Figure 4.11a), the iterative procedure does not converge at the right-
end side of the first transition range, corresponding to the closest transition locations
to the leading-edge interface. This behavior seems to be due to numerical difficulties
to handle the exponentially growing reflected mode, the amplitude of which becomes
larger and larger as the transition approaches the leading edge. Since it happens in the
¢i-transition range, only the mode ¢ = 0 is cut-on at the leading-edge interface. It is
believed the channel mode Dy and the reflected annular modes R, are not sufficient to
locally ensure enough dissipation while enforcing continuity. Using the global approach
allows one to account for the channel mode Dy, which is cut-on in the other part of
the channel and can dissipate energy from the cut-off region. This method solves
the convergence problem smoothly for 5 = 0 but the balance suffers a drop of up to
1.8% for j = 2 and 4.6% for j = 5 (Figures 4.11b - 4.11¢). Caution should then
be taken when analyzing results at these frequencies. As observed in Chapter 2, the
method does not give sufficiently accurate results for some incident modes due to the
ill-conditioned problem at the staggered interface. This appears to be also true with
the direct approach and inside the transition ranges as shown in Figure 4.11d for the
incident modal order j = —7. The acoustic balance is off of the 1% confidence range
for almost all frequencies in this case.

When lowering the camber angle to ¥ = 25° there is no convergence issue anymore,
see Figure 4.12. The global approach gives smoother results but sometimes shows
instabilities resulting in an error of 18% for an incident modal order of j = 0 at
kb/m = 2, as shown in Figure 4.12a. Furthermore, using the iterative procedure with
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Figure 4.11: Evolution of the acoustic power balance with the frequency using both
iterative and direct methods for different incident modal orders, ¥ = 36°.

N = 31 modes ensures accurate results for the scattering of the incident mode j = —7
which was badly resolved using N = 11 modes (see Figure 4.13). Although a similar
improvement is not possible when ¥ = 36°, it appears that the iterative procedure
should be used by default and the direct method only when convergence issues occur.
This is how all further results are obtained.

Validation ——mm@™M8M8@ ™ Summary

The direct approach always converges and so it solves the issues encountered with
the iterative method in some cases where a transition occurs near the leading-
edge interface. However, even if it most often gives similar or identical results
to the iterative approach, sometimes the direct method is off by many percents
while the iterative method performs well. This behavior is seen at kb = 27 and
for some incident perturbations when increasing the number of modes in the
modal truncation. For that reason, the global approach should be used only for
frequencies at which the iterative approach has convergence issues.
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Figure 4.12: Evolution of the acoustic power balance with the frequency using both
iterative and direct methods for different incident modal orders, ¥ = 25°.

4.5 Results

4.5.1 Influence of the Transition on the Acoustic Power Balance

The necessity to account for the transition mechanism in the acoustic propagation is
highlighted in Figure 4.14. It shows the evolution of the acoustic power balance with
the frequency when accounting or not for the reflected modes at the transition. This is
basically a comparison of what is predicted with the model described in Chapter 2 and
the extended model of the current chapter. When the transition appears exactly at the
trailing-edge interface, kb/m = 1, 2, ..., the computation does not converge without the
reflection at the transition location. Then the discrepancy remains large especially for
the go-transition, and decreases with the transition moving toward the leading edge.
The drop in the go-transition range indicates a lack of energy in the scattered modes
when the transition occurs near the trailing-edge interface. In this case, the reflection
of the right-running cut-off mode is negligible in view of the distance traveled. The left-
running mode propagating from the trailing-edge interface undergoes a cut-on to cut-off
transition and so its energy vanishes with the transmitted evanescent mode beyond the

151



Chapter 4. Cut-on/Cut-off Transition of Sound
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Figure 4.13: Acoustic power balance for j = —7 and different modal truncations,
U = 25°
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Figure 4.14: Influence of the transition modeling on the acoustic power balance for
j=2and ¥ = 36°.

transition location. Adding the reflected propagating mode allows one to recover this
missing energy. This demonstrates that a single mode can have a significant impact on
the acoustic power balance and so in the modal distribution. In the ¢;-transition range,
the energy is sometimes higher than it should be and sometimes lower, indicating a
more complex role of the mode undergoing transition on the power balance. These
results show the importance to properly model the transition mechanism in order to
accurately predict the scattering of an acoustic wave by a cascade of cambered vanes.

Figure 4.15a shows the detail of the power distribution when computed with the
transition properly modeled. It appears that the larger discrepancy of Figure 4.14 be-
tween kb/m = 2 and kb/m ~ 2.1 is due to a resonance phenomenon. Since the mode
responsible for the resonance undergoes transition at these frequencies, both mecha-
nisms could be coupled in this case. In the following, acoustic power distributions,
modal distributions and pressure maps are analyzed to further understand the role of
the transition at resonant frequencies.
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4.5.2 Resonant Phenomena in the Transition Range

The acoustic power distribution, between reflected and transmitted powers, for the
incident mode j = 2 is plotted in Figure 4.15 against the dimensionless frequency kb/7
with and without modeling the reflected modes at the transition.

0.8

0.6

0.4+

0.2t

—_ e e

. 1.5
kb/m kb/m
(a) with reflections at the transition (b) without reflections at the transition

Figure 4.15: Reflected —P,/P; (—), transmitted P,/P; (—) and total (P, — P,)/P;
(—) powers evolution for j = 2 and ¥ = 36°.
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Figure 4.16: Instantaneous pressure maps at the (0,2) resonance for j = 2 and ¥ = 36°.

In this case, not modeling the reflected modes at the transition does not seem to
change drastically the quasi-resonance spotted in the go-transition range. The relative
reflected power still reaches a peak of 42%, without reflections, instead of 57% with
reflections. The difference could be due to the missing energy in the total balance.
Figure 4.16 shows the corresponding pressure maps for five of the fifty four vanes at the
frequency of the quasi-resonance. Though the amplitudes look the same qualitatively,
Figure 4.17 shows the left-running cut-on channel mode U of order ¢ = 2 is two times
higher when its reflection at the transition is modeled, while the right-running cut-off
channel mode D, is almost the same. However the quasi-resonance is too weak to
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Figure 4.17: Reflected R, transmitted 7', downstream D and upstream U modal dis-
tributions at the (0,2) resonance for j = 2 and ¥ = 36°.

conclude on any influence of the transition modeling and the reflected modes in this
case.

The incident modal order is now changed to 7 = 22 to observe the same quasi-
resonances but with a different inter-vane phase shift. The acoustic power distribution
is shown in Figure 4.18. This time, the first quasi-resonance in 1 < kb/7m < 2 occurs
in the g;-transition range but is also too weak to give further conclusions. On the
other hand, the quasi-resonance in the go-transition range is now stronger and totally
disappears when neglecting the reflected modes at the transition. This could indicate
a particular role of the transition mechanism.

I I
| | | | |
| i i i I
| i i i i
| i I i I
| | i | |
| | | | |
| | | | I
L BEEET
| | _J L
1.5 2 2.5 1 1.5 2 2.5
kb/m kb/m
(a) with reflections at the transition (b) without reflections at the transition

Figure 4.18: Reflected —P,/P; (—), transmitted P;/P; (—) and total (P, — P,)/P;
(—) powers evolution for j = 22 and ¥ = 36°.

Changing the incident modal order to j = 22 triggers the quasi-resonance noticeably
stronger than with 7 = 2 as displayed in Figures 4.19 and 4.20. Again, the major
difference between the modal distributions, with and without properly modeling the
transition, is the left-running cut-on channel mode U,. It is almost five times higher
in 4.20a than in 4.20b. For a resonance, or quasi-resonance, to happen, both right-
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and left-running modes of the same order need to have a relatively high amplitude to
form a standing-wave pattern along the channel. In this case, the transition occurs
at 30% of the slowly-varying part of the channel. At the transition location, the cut-
off channel mode Dy has vanished and so the resonance pattern is solely due to the
left-propagating mode U, and its reflection at the transition. This explains why the
quasi-resonance is missing when neglecting this reflected mode.

Notice that, at such frequency, the curvature effects could change the behavior of
the resonance, as shown in section 3.4. Though the resonance amplitude could be
overestimated by the straight-channel assumption, its existence should not be com-
promised but only shifted in frequency. Furthermore, this observation on the role of
the upstream-propagating mode U, is independent of the curvature since Brambley
and Peake [14] demonstrated that the reflection and transmission coefficients at the
transition location are the same for bent and straight ducts. Hence, the standing-
wave pattern should appear in both cases. To summarize, only the transition location
and the shape of the pressure field would be different if accounting for curvature ef-
fects, not compromising the occurrence of the resonance due to the reflection of the
upstream-propagating mode.
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0.005 L} £ 0.005
0 ' 0

-5 0 5 10 15 -5 0 5 10 15

T x1073 T x1073

(a) with reflections at the transition (b) without reflections at the transition

Figure 4.19: Instantaneous pressure maps at the (0,2) resonance for j = 22 and ¥ =
36°.

The remaining question is whether or not this type of resonance is a new phe-
nomenon triggered by the transition mechanism and coexisting alongside the classical
resonances of the cascade. The so-called Parker mode diagram, which displays the
evolution of the resonant frequencies with the solidity value, is plotted in Figure 4.21.
The horizontal dash-dotted lines represent the limits of the transition ranges. The
resonant frequencies are not directly computed from the mode-matching equations but
found by looking for local maxima of the relative reflected acoustic power at different
solidity values.

The resonant modes (0,1) and (1,2) have frequencies both inside and outside their
respective transition ranges in Figure 4.21, and the curve slope does not seem to be al-
tered by the occurrence of the transition. If a new resonance mechanism were triggered
by the transition, two different curves for the modes (0,1) and (1,2), or a bifurcation at
the limits kb/m = 1/ cos(V) ~ 1.23 and kb/m = 2/ cos(¥V) ~ 2.47, would be expected.
It seems that there is no new resonances for a cascade of cambered vanes compared to
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Figure 4.20: Reflected R, transmitted 7', downstream D and upstream U modal dis-
tributions at the (0,2) resonance for j = 22 and ¥ = 36°.
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Figure 4.21: "Parker mode diagram" for ideal resonances with j = 0 (0) and j = V/2

(©).

flat vanes. The origin of the phenomenon is only more subtle due to the occurrence
of transitions. The transition mechanism is needed to ensure the continuity of the
resonances in Figure 4.21 when the right-running mode D vanishes and the reflection
of the left-running mode U takes his role.

4.5.3 Influence of a Uniform Mean Flow on the Transition Range

The addition of a mean flow, assumed uniform in any cross-section, shifts and reduces
the frequency ranges over which transitions occur. It is useful to know how much of the
frequency range is covered by occurrences of transitions. It allows one to estimate the
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influence the transitions could have on the noise prediction, especially for broadband
noise. The distribution of the transition areas and the influence of the Mach number
are explained in the following.

Figure 4.22 shows the dimensionless frequency ranges over which the modes undergo
transition by hatched areas for increasing values of the camber angle. When ¥ =

do A di 2A do 3A
0 kbl k:a1 kbg kCLQ k‘bg kb4 kag
do A dq 2A do 3A ds
v | i ——
0 kbl kal k‘bg kZCLQ k'b?, k?ag k‘b4
do o dy o ds ds .
| % % % —>
0 kby kba kbs kby

Figure 4.22: Sketch of the evolution of the modes transition ranges with the frequency
and the camber angle. The transition location moves from the trailing edge at the
cut-off frequency kb to the leading edge at the cut-off frequency ka.

0 no transition occurs and so the dimensionless cut-off frequencies are separated by
a constant distance d, = w3 for each modal order ¢, where § = /1 — M2 With
increasing camber angle, transition ranges of growing length are observed. The length
of a transition range, for a given mode g, is given by the difference between the cut-off
frequencies at the inlet and the outlet ka, — kb, = gA. Its value is defined by

A:W(bﬂa_aﬁb> :W<ﬁa—ﬁbcosqf)’ (4.74)

a cos U

where 3, = /1 — M2, B, = \/1 — (D,C,M, cos ¥)2/(DyC})? and the subscripts a and
b indicate that the variable is evaluated at the inlet or outlet of the slowly-varying part
of the channel. Without flow 5, = 8, = 1 and so A > 0 for any value of the camber
angle. In the presence of a mean flow, an increasing Mach number reduces the cut-off
frequencies so they are shifted to the left in Figure 4.22. Because the Mach number is
higher at the inlet than the outlet, the inlet cut-off frequencies ka, are shifted faster
than the outlet cut-off frequencies kb,. The lengths of the transition areas are reduced
and the cut-off frequencies of a mode can even be inverted, when A < 0. For a given
camber angle W # 0, if the inlet Mach number M, takes the exact value that cancels
out A, it will result in a similar case to when ¥ = 0 and no transition can occur. For
higher Mach numbers, the modes are no longer cut-off then cut-on, but cut-on then
cut-off along the inter-vane channels. However, this case is not examined here since
it appears for relatively high subsonic Mach numbers M, 2 0.7 that are out of the
scope of this study. An example of which has been given by Ingenito & Roger [52] in
the inlet-duct of a centrifugal compressor with a Mach number artificially increased to
0.72. Consequently, the distance d, separating the transition ranges of the modes ¢
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and ¢+ 1 is
dq = Wﬁb — qA (475)

When d; < 0 the modes ¢ and ¢ + 1 both undergo transition on the overlapping
frequency area. It is illustrated by double red hatches in Figure 4.22 for the highest
camber angle case. An estimation of the occurrence of transitions can be given by the
probability of having at least one mode undergoing transition over a given frequency
range. This implies to not account for the overlapping transition frequencies more
than once. Thus, letting Tr denote the number of modes undergoing transition, the
probability for frequencies ranging from 0 to kby, = N, 73, is given by

Ng—1
Zq:qO dq

Py (Tr>1)=1-—
Nq(r—> Nqﬂ-ﬁb’

if d, > 0. (4.76)
The probabilities P3(Tr > 1) and Ps(Tr > 1) are plotted against the camber angle
in Figure 4.23 for M = 0 and M = 0.45, neglecting any compressible effect. For the

NASA SDT baseline configuration (7808 RPM), these frequency ranges would cover
the first six BPF (N, = 3) and the first ten BPF (N, = 5).
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Figure 4.23: Evolution of the probability of having at least one mode undergoing
transition with increasing values of the camber angle. The frequency ranges are chosen
from 0 to kb/m(, = 3 and 5. The solid lines represent the cases where M = 0 whereas
the cross marks are for M = 0.45 without compressible effects.

Depending on the bandwidth considered, Figure 4.23 shows that 23% to 47% of the
frequencies contain at least one transition for ¥ = 36° at M, = 0, and 18% to 37%
at M, = 0.45. The wider the integration range, the higher the probability. Hence,
for broadband noise predictions it might be necessary to account for the transition
mechanism when dealing with cambered vanes. However, for tonal noise predictions,
the first BPFs can be outside of any transition ranges. As a consequence, depending
on the architecture and the number of BPFs of interest, there could be no transition
to account for.
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rResults ——m—m— —"—mm™W————————————————————— Summary

Relatively large discrepancies of the acoustic power balance, compared to the 1%
confidence range, have been observed in the transition frequency areas when the
transition mechanism is not properly modeled. The extension of the sound prop-
agation model proposed in this chapter for the inter-vane channels has reduced
the relative error to less than 1%, proving that the cause of the discrepancies
was the neglected reflection of the modes undergoing transition. This mecha-
nism also proved to be at the root of the resonance phenomenon for a cascade of
cambered vanes at certain frequencies. Without it, the resonance could not take
place when the corresponding right-running mode is cut-off in the left part of the
channel and vanishes too quickly. In this case, the reflection at the transition
location of the left-running mode replaces it to form a standing wave pattern of
relatively high amplitude in the channels.

The presence of a uniform mean flow reduces the length of the transition areas.
The higher the Mach number, the smaller the transition range. Nevertheless,
transitions are present in a significant range of frequencies even at a Mach number
of 0.45. They cannot be neglected for broadband noise predictions when using
such approximate analytical solutions. It has also been proved that at sufficiently
high Mach numbers, typically above 0.7, the cut-off frequencies of the channel
modes are switched. Hence the modes are no longer cut-off then cut-on but
rather cut-on then cut-off, which could change the tendencies observed in the
acoustic power balance for this range of nearly sonic Mach numbers.

4.6 Conclusion

This chapter highlighted the singularity in the leading-order multiple-scale solution
derived for the acoustic potential inside the cambered inter-vane channels in Chapter
2. The singularity was shown to arise when an acoustic mode undergoes transition from
cut-on to cut-off, or vice-versa, due to the change of cross-section along the channel.
In the vicinity of the transition, the mode no longer varies slowly and another solution
is required. The so-called inner solution has been derived and used to compute the
connection formulas between the outer modal coefficients. These general formulas
can be applied in the particular case of an incident cut-on or cut-off mode to obtain
the reflection and transmission coefficients through the transition. A uniformly valid
solution has then been derived based on Langer’s result [63] and following the work of
Ovenden [86]. This composite solution has been introduced into the mode-matching
equations to form a more general set of equations that works for modes undergoing
transition or not. The method performed well in the transition areas but some non-
converging cases were observed, when resorting to the iterative approach, for transitions
occurring near the leading-edge interface. It seems the problem comes from the mode
g = 1 and its reflection at the turning point, whose amplitude becomes larger and
larger as the transition gets closer to the leading edge. In these cases, its growing
amplitude cannot be compensated while enforcing the continuity equations, due to the
lack of cut-on modes at these frequencies. Using a direct approach that computes all
modal coefficients simultaneously, from a global matrix covering the leading-edge and
trailing-edge continuity equations, fixed the convergence issues. At other frequencies,

159



Chapter 4. Cut-on/Cut-off Transition of Sound

the direct and iterative methods give similar results except in some rare cases. In
conclusion, the direct approach could be used in place of the iterative approach to
avoid convergence issues.

Comparing the acoustic power balances obtained with this model and the model
of Chapter 2 when a transition occurs has shown the necessity to account for transi-
tions when dealing with cambered vanes. If they are neglected, as in Chapter 2, the
acoustic power balance is wrong by many percents while the error is negligible with
the model of the current chapter. The difference is mainly due to the reflected part
of the mode undergoing transition while the regularization at the transition location
is only needed when the transition happens close to an interface. On top of that, this
reflected part has been shown to play a role in resonant phenomena of the cascade.
To not account for it means to miss some resonances that drastically change the way
sound propagates through the cascade. Finally, the distribution of transitions in the
frequency domain and how the mean flow influences it has been explained. The higher
the order of a mode, the higher and numerous its transition frequencies. Also, the
transition frequencies range expands with the camber angle but shrinks with the Mach
number. For the realistic test-case of the fourth NASA CAA workshop, category 3,
problem 2 [24], around 37% of the frequencies between 0 and the ninth BPF contain
at least a transition. In terms of broadband noise prediction, it is indeed necessary
to account for transitions. However, it might not be needed for tonal noise prediction
depending on the architecture and the number of BPF of interest.

About limitations of the current model, the most crucial would be the frequency.
As shown in the previous chapter, the straight-channel approximation only works at
low frequencies or for weakly cambered vanes. For a realistic OGV geometry it would
be needed to derive a new composite solution for a mode undergoing transition in-
side a slowly-varying bent channel. Brambley & Peake [14] paved the way for such a
work and their results could serve as a starting point. Another limit of the current
model is that no energy transfer between neighboring modes at the transition point
is considered whereas it is known to occur at high frequencies, especially for large
modal orders [88, 126, 127|. Some works from Smith [126, 127]| highlighted higher-
order scattering mechanisms becoming significant and introducing a coupling between
neighboring modes in the inner region. A new purely geometrical mechanism due to
the slowly-varying cross-section was brought to light with another mechanism induced
by the presence of a mean flow.
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Chapter

Sound Generation by Periodic Wake
Impingement on a Linear Cascade of
Cambered Vanes

Introduction

This chapter addresses the problem of sound generation by periodic wake im-
pingement by modeling the wakes as incident vortical gusts. The linearity of the
problem for perturbations of small amplitude allows one to describe the vorti-
cal gusts independently of the acoustic waves generated. Thus, the potentials
defined in the previous chapters can be reused, and only the description of the
gust is needed. This is done in the first section of this Chapter, after a brief
presentation of the problem, in the assumption of an equivalent straight channel
due to yet unresolved complexities for modeling the vortical gust evolution in a
curved channel. The matching equations are then derived and comparisons with
numerical and analytical results are made to assess the validity of the model.
Finally, a parametric study on the effect of camber and acoustic resonance is
performed.

Contents
5.1 General Considerations . . . ... ... ... ......... 162
52 Wake Model. . . . ... ... .. o o oo 163
5.2.1 Vorticity Field Upstream of the Cascade . . . . . .. ... .. 163
5.2.2  Vorticity Field Inside the Inter-Vane Channels . . . . . . . .. 164
5.2.3 Vorticity Field Downstream of the Cascade . . . . ... ... 168
5.3 Mode-Matching Equations . . . . . ... ... ........ 173
5.3.1 Jump Conditions . . . . . ... ... 173
5.3.2 Leading-Edge Interface . . . . . . .. ... ... ... ... 173
5.3.3 Trailing-Edge Interface . . . . . . .. ... ... ... ... .. 177
5.3.4 Global Matching . . . . . ... .. .. ... . .. 179
5.4 Comparison with Numerical and Analytical Results. . . . 180
5.4.1 Methodology . . . . . . .. ... 180
542 Results . .. ... 181



Chapter 5. Periodic Wake Impingement on Cambered Vanes

5.4.3 Discussion . . . . . ... L 186
5.5 Parametric Study ... ... ... .. .. 0000000, 186
5.5.1 Methodology . . . .. . ... . 186
552 Results . .. ... 187
5.5.3 Discussion . . . . . ... Lo 189
56 Conclusion. . . . . . . .. .. o0 e 190

5.1 General Considerations

In this chapter, noise generated by periodic interactions of the fan wakes with the OGV
is investigated. The difference with the transmission of a sound wave is that the incident
disturbance is now a vortical gust, corresponding to an azimuthal Fourier component of
the wake mean velocity deficit. Different options for obtaining the wake characteristics
at the OGV leading edge have been presented in Chapter 1, Section 1.2.3. Whether the
wake mean velocity deficit is modeled or extracted from a RANS simulation is not a
concern here. The only assumption is that azimuthal Fourier components are available

at the OGV leading edge.
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Figure 5.1: Impingement of a vorticity gust on the cascade of cambered vanes.

Figure 5.1 depicts the problem of sound generation tackled in this Chapter. The
fluctuating velocity field is now composed of acoustic (potential) and vortical motions:
u = V¢ + uf. From the linearized analysis of Chu and Kovasznay [20] for small
perturbations, both motions are independent away from the cascade. Hence, they can
be expressed separately and added up together at the end. The validity of this approach
inside the inter-vane channels will also be assessed in this Chapter.

In the following, only the tonal noise is investigated but the model could be extended
to broadband noise predictions as explained by Francois et al.[34]. The first section
defines the vortical velocity field in each sub-domain. Then, the matching equations are
derived with the knowledge of the acoustic potentials already derived in the previous
Chapters. The matching equations are the cement that links both motions together,
whereas it is usually done in a mathematically equivalent way at the vane surface.
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5.2. Wake Model

5.2 Wake Model

5.2.1 Vorticity Field Upstream of the Cascade

The fan, composed of B blades, is assumed to generate B identical and regularly spaced
wakes, which are convected at the speed of the mean flow U and rotate at the rate of
the fan Q2. This means a given OGYV is periodically interacting with a wake at the
characteristic period T' = 27/B{Qg. Hence, an azimuthal Fourier component of the
wake of order j, referred to as vortical gust, has a characteristic frequency equals to a
multiple of the Blade Passing Frequency (BPF): w; = jBQg.

The axial component of the wake vortical velocity is written as a sum of gusts:

ul(z,y) - e, = ull(z,y) Z w;el Vel BT j40, —co<x<0, 0<y<?27R,
j=—00

(5.1)
where the order 7 = 0 is discarded because it corresponds to the mean part of the
wakes, not a fluctuation, and contributes to the mean loading only. The periodicity
condition in the transverse direction is now reduced to the distance separating two
adjacent wakes. It reads ult(z,0) = uf(x,2rR/B), which gives

oy = %, j S 7.

The axial wavenumber k7. is defined from (1.10), which states that in a uniform and
irrotational mean flow the velocity gusts are purely convected. This reads

(—iw; + U-V)ul(z,y) =0, —co<2<0, 0<y<2rR. (5.2)

The above equation is solved in the flow-attached frame of reference (¢, n) of Figure 5.1,
which is the same as the vane-attached frame of reference since no angle of attack is
considered. In this frame of reference, the incident vortical velocity reads

Z wjce ol (aj cos \Il+kR sin ¥)n (kﬁ cos U—a; sin\Il)C'
j=—00
Introducing the above expression into equation (5.2) gives
—wj + U_oo (kT cos U — ajsin U) = 0,

which defines the axial wavenumber as

LR Wi /U_oo + ajsin ¥ _ kj +a;M_«,
e cos ¥ M_ .

(5.3)

where k; = w;/C, M_ooy = U_wr/C and M_, = U_o,/C.
Finally, since u? is divergence-free (V-uf = 0), its transverse component is defined
by

zyxy Zw jx eloiveihfi j#0, —oco<x<0, 0<y<2rR. (54)

]7—00
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Hence, the incident vortical velocity field is written as
iy ikE .
—Z ) welVei=T 5 £ 0, (5.5)
j=—o00
and the associated vorticity field (V X qu) e, as
kR) (o ikk .
SR of w20 ()
]_700

for —co <z <0and 0 <y < 27R.

5.2.2 Vorticity Field Inside the Inter-Vane Channels
Triangle ABC

The definition of the velocity gusts in the triangle ABC needs to satisfy the following
conditions: convection by the mean flow, hard-walled channel and inter-vane phase
shift enforced by the trace-velocity matching principle [97]. For a given incident gust of
order 7, the longitudinal component of the vortical velocity disturbance in the channel
reference frame reads

= ZA? Cos(aqn)eikﬁc, ntan¥ < <atan¥, 0<n<a, (5.7)
where "
qr R R : ]
ag =", kit =kj,cos W — a;sin ¥ = joo.

Applying the divergence-free condition leads to the definition of the vortical velocity
field in the transverse direction, such that

R e _ - 1 R (cos(agn) ik <(< <n<
ud{e _Z(—ikf/aq>Aq (Sln(aqn) et ptan¥ < (<atan¥, 0<n<a.

n )
(5.8)
The associated vorticity field (V x uf) - e, reads

o [og + (B)?
(quf)-ezzz< 4 cij

> Af sin(aqn)eikﬂﬂg, ntan¥ < (¢ <atan¥, 0<n<a,
q=1

(5.9)
The vortical fields in the other channels are then recovered by a phase shift of a;b, in
the same manner as for the acoustic fields.

In order to identify the modal coefficients Aff, a new matching condition is required.
From the linear analysis of Chu and Kovasznay [20], the vorticity can be used as a con-
servative variable through the interface. Since the acoustic velocity field is irrotational,
the vorticity continuity at the leading-edge interface states that

Vxull=Vxuf, =0 0<y<2rR (5.10)
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Extracting a closed-form solution for the coefficients Af requires to integrate the above
equation. This is done by projecting onto some sort of a weighted sine basis, the
operator of which is defined as

b
/ (O)e_ikfysm‘y sin (a,ycos¥) dy, with «, = ﬂ, v e N (5.11)
0 a

This allows one to compensate for the remaining exponential term in the channel
vorticity field (5.9) at z = 0 when ¥ # 0, thus taking advantage of the orthogonality
of the sine functions. Applying this operator to (5.10) gives

o+ (KR)? R o2 + (kf)? b
—1 (4 wj‘jf’/ e —] A,}j§ (1 - 61170)

Qy (6%

where

b
:5;'?1,(‘1’) = / elosvg—ikfysinW i) (apycos V) dy =
0

and
cpf(lll) = k:JR sin U — q;.

Consequently, the modal coefficients of the vortical velocity field inside the triangle

ABC are defined by
o2 + (k)2
i (J—W w3t

7

R
ag + (k; )2 é
Qy 2

(5.13)

R _
Aq¢0 -

Slowly-Varying Curved Part

Between the interface BC and the trailing-edge interface, in the slowly-varying curved
part of the channel, the evolution of the vortical disturbance becomes more complex
due to the mean flow no longer being uniform and irrotational. Equation (1.10) states
that

(—iw+U-V)ul+(uff - V) U= - (Vx U)xVep, 0<S <L, _@ cn< h(QS).
(5.14)

Using the notation uf = uf - es + uff - ey, the different terms of the above equation

are expressed under the slowly-varying approach in curvilinear coordinates as (see [78§]
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Chapter 1.4 for the differential operators definition)

Ups Oult oulr  Upys dh,
(UV)u — ho a; + Uy, and + h[: n (udn'es_ufz;'en)—f-O(Eg),
R uds 8U05 ) 8U1n ) Ulnd_hs R U[)s dh R
(uf-V)U=¢ TS es+e€ d"(‘) O e s € T e+ O(e?),
0 €9
0 hs 0S
(VxU)x V¢ = Uo. dh. | a¢/on |+ O(e?)
" hy dn 0
o UOS dhs 6¢ a¢ 2
= hg d_n (h58—n'es 6%'61‘1 +O(€ )

This leads to the following equations for the longitudinal u%, and transverse u%, com-
ponents:

Ups Oult oult Uy, dh, u oU, Uy, dh
o R 0s ds ds 0Os R ds 0s 1n s R
ity + €52+ Ui = b g €5 S o e My
Uos dh, O 9
e dnn O(é?), (5.15)
and
Ups Oult oulk Ups dhg oU
. R 0s dn dn 0s R R 1n
_ “dn _9 ZXin
lwuy, +€ I 0S + ely, I I dn — Uy, + €Uy, 7
B UOs dhg 8¢
h2 4 55 + O(€%). (5.16)
Then, the WKB expansion is introduced as
i [ >
{Cb, uds’udn} S n; 6) = eXp <__ / :u(g) d§> Z e {Amy Sm7 Nm} (Sv n)a (517>
m=0

for 0 < S < L. and —h(S)/2 < n < h(S)/2. Introducing expression (5.17) into (5.15)
- (5.16) and keeping only the O(1) terms, yields

M dhg 0Ay

iA No+ — ) ~ 1

1 SO h an ( o+ an) O, (5 8)
M dh ip
- dn <2So+ h_SAO) ~ 0, (5.19)

where A = k; — uM/hs and M = U,,/C. By noticing that A is the eigenvalue of
the operator (—iw; + U - V), it comes out that the vortical perturbation is not purely
convected because of vortical-vortical and vortical-acoustic coupling terms.

Assuming that the vortical velocity components and the acoustic velocity have the
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same order of magnitude, the different couplings can all be neglected if

M dh,
k;hy dn

<1l < Mf}_{c>>1,

where the convective axial wavenumber uf is defined as

n_ kihs

1 i (5.20)

The coupling factor can be developed in terms of the design parameters, such that

B Mg, (£COS\I’/2_ 1—|—cos\If)’ (5.21)

R
iR — i
M ™ b sinW¥ 4

where Mg = QgrR/C. For a scaled turbofan model such as the SDT baseline con-
figuration composed of B = 22 blades and V' = 54 vanes, taking a radius of 22.35
cm (40% of the radius of the 22-inch diameter model) and the shaft-rotation rate in
approach condition of 7808 RPM (Mg ~ 0.55) results in an axial Mach number of
M_, ~ 0.45. In such condition, the evolution of the coupling factor ,uf]?c, for the first
BPF (j =1) at S =0 and n = 0, is plotted in Figure 5.2 for varying camber angles ¥

and solidity values [/b. For typical OGV design parameters, the vortical-vortical and
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Figure 5.2: Evolution of the coupling factor uf]i’c against the camber angle ¥ for
different solidity values [/b in the NASA SDT baseline configuration.

vortical-acoustic coupling can be neglected in the SDT baseline configuration. This
means that both vortical velocity components v, and v} evolve independently and
are simply convected by the mean flow.

The only remaining influence of curvature on the vortical velocity evolution is the
scale factor hy = 1—kn, in the definition of the convective axial wavenumber pff (5.20).
Since the curvature is negative, this means that the wavenumber is greater in the upper
part of the channel, and lower at the bottom, in order to compensate for the metric
distortion induced by the curvilinear coordinates. Physically speaking, this means that
the vortical perturbation is convected faster at the bottom of the channel than at the
top. This curvature effect acts in a way similar to the curvature effect on the acoustic
waves. With the latter, the wavefront was too drastically tilted downward when prop-
agating through the cascade when the curvature effects were neglected (Chapter 2).
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Taking the curvature into account in the model (Chapter 3) then allowed to recover a
wavefront similar to the numerical results. Unfortunately, accounting for a wavenum-
ber that varies with n would require a continuous variation of the curvature through
the cascade to avoid a discontinuity at the interface BC and trailing-edge interface,
as was mentioned in conclusion of Chapter 3 for the non-uniform mean flow. Such
a work has not been further developed during the PhD. In the following, curvature
effects are neglected as in Chapter 2, so the results are expected to be valid only at
low frequencies, below the first channel cut-off.

Finally, after matching the expression of the vortical velocity field at the inter-
face BC, between the straight (5.8) and slowly-varying (5.17) descriptions under the
straight-channel assumption, the latter reads at leading order

R J € _ S 1 R~ R cos(0(X) [y + h(X)/2]) oikfatan w
{2~ 0 (Lo, on) 4O (G o) £
(5.22)

for 0 < X < L.and —h(X)/2 <y < h(X)/2, where

_ 0,(X) (a7 + (£)%) it
T = o vy o (f, A©d). o
and

0 =T K= Mk_joo 0(X) = 5. () = ]’Z(é)) (5.24)

This expression is divergence-free at leading order and fulfills the hard wall boundary
condition: uf =0, at y = £h(5)/2. The associated vorticity field (Vxuf) - e is
then given by

© [ p2 R\2 .
(Vxuf)e. ~) ( q(X)g;((XMJ)) (X)) AFYTE(X) sin <0q(X) {y + @D ety atan?

(5.25)
for 0 < X < L.and —h(X)/2 <y < h(X)/2. The vortical fields in the other channels
are then recovered by a phase shift of a;b, according to the trace-velocity matching
principle [97]. Notice that the vorticity amplitude (5.25) remains constant during its
convection through the slowly-varying part of the channel, while its shape is slowly
stretched in the transverse direction.

5.2.3 Vorticity Field Downstream of the Cascade

Due to its variation of shape through the inter-vane channels, the gust can exhibit a
complex pattern downstream of the OGV. Figure 5.3 shows some numerical results of a
viscous flow past the OGV in a rotor-stator configuration: (a) Mach number obtained
by LES (Lewis [64]) and (b) vorticity obtained by ZDES (Frangois et al. [33]). When
looking at these numerical results, two key features of the wake evolution seem to stand
out:

1. upward or downward tilting;

2. slicing by the vanes.
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5.2. Wake Model

Figure 5.3: Blade-to-blade visualization of fan-OGV flow simulations at mid-span:
(a) Mach number obtained by LES (Lewis [64]) and (b) vorticity obtained by ZDES
(Frangois et al. [33]).

Whether the rotation/tilting is directed upward or downward seems to result mostly
from the inter-vane channel geometry and the mean flow profile in it. The slicing, i.e.
the horizontal shift in the wake segments between two adjacent inter-vane channels
downstream of the OGV, also seems to depend on the case.

Since a vortical gust is simply a Fourier component of the wake, the same behavior
should be expected. Downstream of the OGV, the transverse shape of a given gust
of incident order a; = jB/R can no longer be represented by a single transverse
wavenumber. Furthermore, the gust profile needs to be modeled by layers in order to
account for the slicing/shifting between two adjacent channels. To this end, the two
following gust representations are proposed: shifted gust and smoothly shifted gust.

Shifted Gust Formulation
The shifted gust is given by

m=0 p=—oc0 p
with the associated vorticity field

> k;R . C QR
(V 5 ut e, Z Z ( ) ) Tfelmajbelap(y —mb)elkﬁx FjRa (527)

m=0 p=—o0

for0<z'=z-1I,<ocand 0 <y =y — R.(l —cosV) < 2rR, where

iB rB kj ke ikRbsin
=g = kﬁ—M—zoo and FR—eXp(/O P (S)ds | ety
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Chapter 5. Periodic Wake Impingement on Cambered Vanes

The TpR coefficients are given by the vorticity continuity at the trailing-edge interface,
on a given layer m = 0O:

Vxuf=Vxull+Vxull, /=0, 0<y <, (5.28)
which yields

g+ (B p . fam S el G
> A () = - 2 <a—) TR 4 (5(y/) + 004/ — 1)
(5.29)
The vorticity field associated to the Kutta condition has been formulated with the
Dirac delta function (see [12]) in order to simplify the following calculation. Since the
ratio of B and V is usually not an integer in a fan-OGYV stage !, the gust does not
have a shared periodicity with the OGV. Hence, the exponential basis exp(ia,y’) is not
orthogonal with the inner product defined over the channel height. Equation (5.29) is

then projected onto the channel modal basis by means of the operator

vTm

b
®)sin Oc,,y' dy’, a, = — v e N 5.30
0

This leads to three kinds of integrals, namely 3§V7 351, and 3?}7”, such that

DA = Y

«
q=1 p=—00 P

00 2 R\2 00 2 R\2
+ (k; ay + (k;
() i(—f’ () )Tfsﬁymmﬁ,u-

The integral based on the channel vorticity field is expressed as

b b .
~R o (qT N\ (VT ,f 3(1=6,0) if v=gq,
"W—/Osm(by)sm(by)dy_{0 it vAq.

Hence, Jf, = b/2(1 — 8,0)d,,4, where ¢ is the Kronecker delta: d,, = 1 if v = ¢, and
0,4, = 0 otherwise. The integral associated with the vorticity field downstream of the
cascade reads

ay

1— (=1 yeiapb 7
R b iy’ o ﬂ , d ;o a12/ _ 0412) [ ( ) }
Jpu = e sin 2 y)dy =4 3
0 5(1 —6,0) it a, =|ayl

Finally, the integral on the vorticity field associated with the Kutta condition yields
b
Ik, = / (0(y') +d(y' — b)) sin (%y') dy’ = sin (%0) + sin (%b) =0.
0
This results in the the following linear system of equations on the Tf coefficients:

< (24 KM\ . . b ay + (k')
> <— ) pagn, =P g0 e G

« 2 «Q
p=—o0 P v

!This is done to avoid the generation of the plane-wave mode in the annular domain.
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5.2. Wake Model

which is numerically solved after a modal truncation (v € [0, N, — 1] and p € [—(N, —
1)/2,(N,—1)/2]). Note that, in order to get accurate enough results, it has been found
necessary to use an iterative method with an initial guess set at Tf = wj, if p = 7,
and T f = 0 otherwise. However, the reliability of the result is difficult to assess with
increasing camber angles. Surely this could be improved.

An example of shifted gust downstream of the OGV is represented in Figure 5.4.
The modeling of the gust evolution through the cascade is able to recover both key

Figure 5.4: Vorticity field (V X uf‘) - e, with the shifted gust formulation.

features observed in the wake evolution in Figure 5.3: tilting and slicing. The different
layers downstream of the OGV are discontinuous in the transverse/azimuthal direction.
Even if this is not an issue in this work, another formulation of the gust is proposed,
which smooths out these discontinuities.

Smoothly Shifted Gust Formulation

The smoothly shifted gust is a direct continuation of the channel gust description that
allows one to smooth out the transverse discontinuity in the previous formulation. It
reads

V-1 o
€ 1 imajb s qm ikEa
uf. { o — E E <—ikR/aq) Tfe i%sin (7[3/ - mb]) it FJB, (5.32)

> [ aZ+ (k)2 : B
(Vxuff) e = Z <M> T ™3’ sin (q%[y' - mb]) et Ff (5.33)

Qq
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Chapter 5. Periodic Wake Impingement on Cambered Vanes

for0<a’'=z—-I,<occand 0 <y =y — R.(1—cosV) < 27 R, where

LC . .
/ M;%(S) dS) elkfb sin ¥ )
0

Using the vorticity continuity (5.28) with the same projection method (5.30) directly
yields the solution

B k; i
aj:%, aq:%, k:ﬁ:Mj and FjR:exp(

1
€

R _ g+ (k) g

q ag + (k]ﬂ;)2 q
This results in a smoothly shifted gust downstream of the OGV as represented in Fig-
ure 5.5. The latter formulation is interesting because it has a closed-form solution for

(5.34)

Figure 5.5: Vorticity field (V X uf”) - e, with the smoothly shifted gust formulation.

the gust coefficients and allows a continuous description of the gust in the transverse
direction. However, it does not tend toward the flat-vane solution of Bouley et al. [12]
when ¥ — 0 because of the remaining "wakes" in the gust. Therefore, this formulation
is put aside for now and the shifted gust formulation (5.27) will be used in the following.

Wake Model —mm™——@@™M@M8@8@ ™ ———————————————— Summary

The vortical gust modeling has been extended to account for stagger at the
leading-edge interface, and the slowly-varying cross-section across the channel.
Curvature effects have been neglected in this work but a particular attention has
been paid to justify the neglected effects:

1. vortical-vortical and acoustic-vortical coupling, the strength of which is
given by the inverse of ,uch;

2. curvature effect resulting in a transverse variation of the convective
wavenumber i — pif(1 — kn): the strength of which is given by xb.
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5.3. Mode-Matching Equations

Numerical simulations available in the literature have then been used to extract
the key characteristics of the wake evolution past a cascade of cambered vanes.
This results in two features: slicing and tilting. Both have been incorporated into
an analytical model to complete the formulation of the vortical gust evolution.

5.3 Mode-Matching Equations

5.3.1 Jump Conditions

When the fluctuating velocity field is composed of acoustic and vortical motions:
u = V¢ + uf?, the conservative variables need to be adjusted. Combining mass-flow
conservation (1.13) and stagnation enthalpy conservation (1.17) as (1.17) - (1.13) yields

622 + Myuy 2 = 07
vz 1

where 32 = 1 — M?2. This constitutes the first conservative variable I'; as

2D

Flz IZ

+ Myu, | (5.35)

Taking the combination (1.13) - M2(1.17) gives
(62 M, — M2Myu,]; =0,

which yields the same second conservative variable 'y as in (2.71), when there is no
vortical motion. This reads

Ty = B2u, — M, Myu,. (5.36)

Written like that, it is easy to see that the conservative variables (I'y,I's) tend to the
usual variables (p, u,) when either ¥ — 0 or M — 0. The latter variables can be used
at the trailing-edge interface. Furthermore, if the fluctuating velocity field is potential:
u = V¢, then

[y = ik;82¢ — B2Myu, + M2Mu, = ikB2¢ — M,Ts.

In this case, using the conservative variables (I'1,T'3) is identical to (¢,I's), which
is the set of conservative variables used for the scattering of an acoustic wave (see
section 2.3.1). The conservative variables (5.35) and (5.36) are a generalized version
accounting for both acoustic and vortical motions.

5.3.2 Leading-Edge Interface
Acoustic Potentials and Vortical Velocity Fields

When the incident perturbation is a vortical gust, the vortical velocity field is simply
added on top of the existing scattered acoustic fields defined in the previous chapters.
Both vortical and acoustic motions evolve independently in the different sub-domains
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Chapter 5. Periodic Wake Impingement on Cambered Vanes

and are only connected through the matching equations at the interfaces. Figure 5.6
shows the different fluctuating fields involved at the leading-edge interface matching.

Figure 5.6: Impingement of a vortical gust on the cascade of cambered vanes at the
leading-edge interface.

Since V - (DUR) = 0 in both sub-domains joint by the leading-edge interface, the
acoustic potentials are still defined by:

or(z,y) = Z Ryer¥e*r 0o <13 <0, 0<y<2nR,

p=—00

GalC.m) = D Ageos (agn) |45+ Fei<| | ptan¥ < ¢ <atan®, 0<y<a,
q=0

ou(Cm) = ZBq cos (agn) eika (Cmatan¥)==(())  ptan W < ( < atanV¥, 0<n<a,

q

q=0
where
iBapy (k= aM)M, — [k — (82 - MP)aZ - 2ka, M,
©="gR & 72 ,
o, = ar. . —kM + | /k? _52043.
a

The potential ngﬁd corresponds to the sum of the downstream-propagating potential ¢g4

and an eventual reflection inside the slowly-varying part of the channel, added along

with its coeflicient F, (4.34). The potential ¢, is described by the general modal-

evolution function = (4.57) in order to account for the occurrence of transitions.
The vortical velocity fields are given by

1 i .
ul®. { Cr ( R > wjem‘fyelkfzw, j#0, —co<zr<0, 0<y<271R,
_k'ac/aj

and

R ) € _ = 1 R [ cos(agn) k¢ < (< <np<
uy { N _Z(—ikf/aq)Aq( ) e, ntanV¥ < ( <atan¥, 0<n<a.

sin(ayn)
q=1
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5.3. Mode-Matching Equations

Continuity of the Stagnation Enthalpy

The first conservative variable I'y is decomposed into its acoustic and vortical parts as
I} =% + T, The acoustic part is equal to

The derivative of the potential with respect to x and y has already been detailed in
section 4.3.1. Thus, the conservative variable I'{ of the different acoustic fields reads:

D% = Y iR, (kB2 — BaMuk, + M7 M,a,,) ervee ™, (5.37)

p=—00

Pl = D0 5A | (ki = BAML K™ + MEM, AL*) M43 vl s
q=0

iK e

+ (k2 — BiM K[t + MZM,A;™) REPRN
‘Fq {(kjﬁi - BzMquii + MjMyA;rf) eiA;riyequiim

+ (k?jﬁi - BiMqu_’L + MﬁMyAq__) eiA;_yeiK;Jrch ’ (5.39)
. i B N
D=0 0 By (k82 — MK, + MM, A7) 4 vl
q=0

+ (kB2 — BEM KT+ M2M,A; ") eiA;*yeiKﬁx] E;(O)e—ik;bsmqf’
(5.39)

where -
j:q— cos W + k;ﬁ sin U.

T
ini:k;tcosklliq—sinkll, Aqii:
a a

On the other hand, the vortical motion being pressure-free, the conservative variable
reduces to the transverse fluctuating velocity as

R __ R
If = Myul.

The latter reads:

k‘R
TR = — M, et (5.40)
1i — s J
J
oo R
e = E AIM, [cos(ozqn) sin U — i— sin(a,n) cos ¥ | € e (5.41)
a
q=1 a

The usual projection on the annular modal basis (2.13) is performed with the operator

b ; 2T
/ (o)e ¥ dy, where «, =a;+ vV €.
0
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After some algebra, this leads to the following matching condition:

ki = . .R kit cos W
b | R.&, +iM,~w;é,0 :Z—lAq (1—4640) ]qu cos U [ tan 0 + —L——

J q=0 SOJV )
+A (ﬁ(—]‘—yﬁ(—]‘—y_i_‘rﬁq—yﬂfq—l/) "‘BqE;(O) —lk bSln\I’ﬁ(;Vﬂf;V
(5.42)
where
R, = B2(k; — k, M) + M2M,c,,
— B2(kj — M,k cos W) + M2M,kF sin & — M, tanq’ (7) ,
q,l/
and
iph |
— P . ((_qulbs@f,j _ 1))7
ij,j(\lj) = (Spj,y) - (Qﬂ'/b) SO;BV = k]R sin W — Q. (543)
” ) qm ’
3 (1+dg0) if | ()| = 5

The inner product J;, () is identical to the above with the adequate change of stag-
gered wavenumber ¢, (¥) as defined in (2.81).

Continuity of the Mass-Flow

The mass-flow reduces to 'y = %u, — M, M,u, for both acoustic and vortical motions.
It has already been derived for the acoustic fields as reminded below:

U5, = Y iR, (8k, — M, M,a,) ervelts . (5.44)

p=—00

5= 3 5 (B0 = MM AT Y (B = MM ALY e
q=0

P {2~ MM A7) &40 4 (82K, = MM, 7))
(5.45)

a - i - —\ AT Ty K T
F2u:Z§B‘1 [(@%Kq — M, M, A7) i et
q=0
+ (KT — M,M,A; ™) e vl e | Zo(0)e habsin? - (5.46)
where

qm

K;ti = k:qicosllfi@sinlll, Af]ti =+ cos\I/—l—k;tsin\I/.
a a
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On the other hand, for the vortical fields, it reads

]{JR
i = (ﬂQ + M, M, ) w;el Vet (5.47)
@
Ty =Y AR [(B2cos U — M, M, sin ) cos(agn) (5.48)
q=1
R
—L (B2sin ¥ — M, M, cos V) Sin(aqn)] A (5.49)
Qg

The same projection is performed with the operator

b
. 2
/ (o)e ¥ dy, where «, =a;+ V%, v e L.
0

After some algebra, this leads to the second matching condition as

b (RVICV_ —i

kR >
B2 + MxMyf] wj5V,0> = Z —iAf(l — 5%0)3%” cos U
J q=0

kEsin @
><(52— s 2 ) + Ay (K535, + FK;,

9V, q,v qV)
j7V

+Bq\—4 (O) —ikg bsm\Il]Cf ~—

q,vV ql’

(5.50)
where

o = B2k, — M, M,q,,

tan W 2
— (B2cos W — M, M,sin W) ki + —— (15,
Piv N O
5.3.3 Trailing-Edge Interface
Acoustic Potentials and Vortical Velocity Fields
At the trailing-edge interface (Figure 5.7), the conservative variables (p, u,) can be used.
Since the vortical motion is pressure-free, this problem only involves two additional

velocity fields compared to the problem already treated in section 4.3.2. Those velocity
fields are given by

uf e~ AFTE(S) cos(0,(S) [n + h(S)/2))es et Y,

for 0 < X < L., —h(X)/2 <y < h(X)/2 and

E § R_imajb 1a (y'—mb) JikEz' R
T J P ) it F’j>

m=0 p=—oc0
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116096066666 6

Figure 5.7: Exhaust of a vorticity gust from the cascade of cambered vanes at the
trailing-edge interface.

for 0 <2’ < o0, 0 <y <27R. As a reminder, the TpR coefficients are defined by

> (042 : <kﬁ)2) v S TR A AT
il oy ’ 2

Continuity Equations

The pressure continuity and axial-velocity continuity equations read, respectively,

> [Ag(k; — 7 M)ET + By(k; — 7, M)] 35, = 0T, (k; — kf M) |, (5.51)

q q,V

q=0

and

T At ()
2 | 70 )y

Y Q. —ib TR FRim([p=3]1B/V-v) g Alp— 4BV —
tar e > T sing ([p— J1B/V = ).

FR + A ES + Byr; ”0 = bk/T,

(5.52)

p=—00

where sin.(x) = sin(nz)/(rz). The Kutta condition enforcing a zero pressure jump at
the trailing edge is given by

q

i kj — 1 MYAES + (k; — 7, M)B,] (1 — (=1)%7%%) = 0| (5.53)

The acoustic modal coefficients can then be computed in an iterative procedure of
leading-edge matching and trailing-edge matching until a sufficient convergence is
reached. However, due to occurrences of transition near the leading edge, it has been
found necessary in the previous Chapter to rely on a direct global approach.
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5.3. Mode-Matching Equations

5.3.4 Global Matching

The global problem represented on Figure 5.8 is solved by gathering all five previous
matching equations in a single matrix, such that

EL FI I 0 0\ R\ (HI
El F1 IL 0 o A H]
0 F2 2 J2 o0 B|=]o0], (5.54)
0 F3 3 J3 G| T H}
0 FZ 12 0 0/ \O 0

where

El(v,v) = —b&,6,,, Fl(v,q)=8K 35 +FR 3

q,V qu q,v q,v)
Il(V q) . “;(O)G ikg bsmlllﬁf ~—
(v,

q,v qw
EYv,v) = —bK,6,,, Fi(v,q) =K 35, +F,K.,3.

q,v qu q,ve q,v

]21(V ) (O)e—lk bsm\IfIC— ~—

q,v qw

Ff(”vQ) (k — Ty M),_‘Jrjo I%(VJQ) (k - T4 M)~0

q,v? ql/?
Ji(v,v) = =b(k; — kI M)s,,,
F}(v,q) = ;HJJSW L(v,q) = Tq_jg’w Ji(v,v) = —bk} 6.,
Gi(r.1) = ——5

ay + (kj})*

Fi(Lg) = (ky = 7 M)(1 = (<17 NEF, E(Lg) = (ks — 7y M)(L = (~1)%e )

q )
and

R

kjs kj* cos W
H{(v,1) = ibM, wj o + E AT (1= 640) 35, M, cos ¥ (tan\lf + —) :
SO«
q=0 Jv

kR Efsin ¥
Hy(v,1) = —1b<62+MM )w]V0+21AR1—5q0)quycos\I/(B2 - )

j q=0 SOJ',V
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> 0 (a2 - (kR)Q)
HZ(v,1) =Y AR —6,0) =2 —2 L R0
2 q_zo q q Oéq (92 + (#f)2> J vaq,

—1ib Z TpRF]Rei”([p_j]B/V_”) sin. ([p — j|B/V —v).

p=—00

Mode-Matching Equations ———————————————— Summary

The mode-matching equations for the problem of sound generation by periodic
wake impingement have been derived, in the assumption of an equivalent straight-
channel of slowly-varying cross-section. The model is then expected of limited
accuracy above the first channel cut-off frequency. An iterative approach and a
direct global approach have been formulated in order to deal with cut-off/cut-on
transitions of modes, occurring near the leading edge.

5.4 Comparison with Numerical and Analytical Re-
sults

5.4.1 Methodology

In the first instance, Envia’s results for the fourth NASA CAA workshop, category 3,
problem 2 [24] are used as reference for qualitative comparisons at the first three BPF.
These results were obtained with a code called LINFLUX, which solves the frequency-
domain linearized Euler equations. The first BPF is cut-off whereas the second and
third are cut-on. This test case could also be interesting for studying the cut-off/cut-on
transition expected at the second BPF. The dimensionless BPF is interestingly equal
to kbppr = m/2. Hence, all even harmonics of the BPF are inside a transition range.
Figure 5.9 illustrates the transition areas in gray in the frequency-camber domain, with
dashed lines to indicate the BPF harmonics of the test case.
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kb /73,

Figure 5.9: Evolution of the transition areas (painted in gray) with frequency and
camber. The red dashed lines represent the first BPF harmonics of the test case of the
fourth NASA CAA workshop, with an adjusted camber angle of ¥ = 36°.

180



5.4. Comparison with Numerical and Analytical Results

The second and third BPF being above the first channel cut-off frequency, the
MMBW model is expected to reach its limit. Limitations in terms of frequency regard-
ing the acoustic waves modeling has already been assessed. The focus is made on the
limitations regarding the vortical gust modeling here.

Quantitative results are also presented at the second and third BPF. The modal
amplitudes of the annular cut-on modes predicted by different CAA solvers [24] are
gathered to get a reference mean estimate. Results from the analytical model of de
Laborderie et al. [25], which models vane camber by using flat vanes with different LE
and TE stagger angles, are also added to the comparisons.

5.4.2 Results
Instantaneous Pressure and Axial Velocity Maps

Figure 5.10 represents the instantaneous pressure maps at the first BPF computed
numerically (LINFLUX [24]) and analytically (MMBW). The cut-off BPF is correctly
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Figure 5.10: Instantaneous pressure maps at the first BPF computed numerically by
LINFLUX [24] (a) and analytically by MMBW (b).

predicted: similar pattern with only a phase shift between the numerical and analytical
results. The amplitude is higher than what LINFLUX predicts but it stays of the
same order of magnitude. Strong oscillations are present at the staggered leading-edge
interface due to the low number of modes used in the modal truncation (N = 15). The
presence of trapped modes at a cut-off frequency makes the resolution of the modal
coefficients more sensitive to numerical errors. If more modes were considered, the
matrix conditioning would be worse and, even if the oscillations at the LE interface
would be slightly mitigated, oscillations at the TE interface would start to develop,
and a pressure jump could appear at some trailing edges despite the Kutta condition.
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Chapter 5. Periodic Wake Impingement on Cambered Vanes

This gives the limiting number of modes that can be used in the absence of any power
balance estimation.

Figure 5.11: Instantaneous axial velocity maps at the first BPF computed numerically
by LINFLUX [24] (a) and analytically by MMBW (b).

Figure 5.11 displays the instantaneous axial velocity maps at the same first BPF.
The axial velocity is composed of the acoustic and vortical motions. The latter is dom-
inant in the plotted maps and therefore gives an insight on the accuracy of the vortical
gust modeling. The shifting between two adjacent channels is in relatively good agree-
ment with the numerical results, as well as the tilting: the mode order pB = 22 is
dominant downstream of the OGV.

Figures 5.12 and 5.13 represent the instantaneous pressure and axial velocity maps
at the second BPF. The predicted amplitude of the pressure and axial velocity is
about ten times what the CAA returns. However, the overall shape of the pressure
field (Figure 5.12b) is well predicted, with the correct propagation angles upstream
and downstream of the OGV, emphasizing the importance of accurately modeling the
evolution of the mean flow.

At this frequency, a cut-off/cut-on transition of the channel mode ¢ = 1 occurs at
40% of the channel length in the approximate geometry of the MMBW model. When
the transition location is far from the leading edge, the reflected cut-off mode cannot
influence sound propagation. Furthermore, in this case, even the reflected cut-on mode
has no significant impact. Sound propagation in the channels is dominated by the
mode ¢ = 0. Hence, even a computation without properly modeling the reflections
gives a similar result (no change at all in the radiated powers).

Figure 5.12a indicates that either a significant cut-off acoustic mode is missing up-
stream of the OGV in the MMBW, or some spurious reflections are present at the
inflow plane (z = —1.5[). Since this second BPF is above the first cut-off frequency of
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Figure 5.12: Instantaneous pressure maps at the second BPF computed numerically
by LINFLUX [24] (a) and analytically by MMBW (b).

%107

1
[N

Figure 5.13: Instantaneous axial velocity maps at the second BPF computed numeri-
cally by LINFLUX [24] (a) and analytically by MMBW (b).

the channels, the MMBW might be outside its validity range and could be missing a
cut-off mode. The limitation is more visible on the vortical velocity field depicted in
Figure 5.13b, which clearly displays an artificial downward tilting of the gust through
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the inter-vane channels at this frequency. This observation proves that the vortical
velocity field sensitivity to curvature is also proportional to frequency, as the acoustic
pressure field, thus the proposed criterion (3.42) is useful for both.

Finally, Figures 5.14 and 5.15 display the instantaneous pressure and axial velocity
maps at the third BPF, well above the theoretical validity of the MMBW. At this
frequency, small oscillations start to appear at the trailing-edge interface. Caution has
been taken while reducing the number of modes in the modal truncation in order to
avoid any significant pressure jumps at the trailing edges, while preserving a reasonable
accuracy. Surprisingly, the overall shape of the pressure field is still in good agreement

Figure 5.14: Instantaneous pressure maps at the third BPF computed numerically by
LINFLUX [24] (a) and analytically by MMBW (b).

downstream of the OGV, even if the amplitude is overestimated. Upstream of the
OGV, the same modes are present (m = jB + pV = —42 and m = 12), but the
modal distribution of energy is not correctly predicted, with too much energy in m =
—42 (see Figure 5.16). However, when looking at the numerical axial velocity field
(Figure 5.15a), the wavefront is weirdly perpendicular to the inflow interface. There
should be no change in the mean flow, so this behavior might be due to the boundary
condition. This rises the question of whether or not some spurious reflections are
present in the upstream pressure field (Figure 5.14a), and maybe at the second BPF
as well (Figure 5.12a). Extending the model of sound generation for curvature effects
will allow to answer that question.

Modal Amplitudes

Figure 5.16 represents the modal amplitudes distribution of the cut-on annular modes at
the second and third BPF. The amplitude is expressed by Sound Presure Levels (SPL)
in dB, calculated as SPL = 20log,,(p/pref), Pref = 20 pPa. The different numerical
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%107

Figure 5.15: Instantaneous axial velocity maps at the third BPF computed numerically
by LINFLUX [24] (a) and analytically by MMBW (b).

results from the CAA codes [24] are averaged, and the mean value is displayed with an
error bar delimited by the smallest and largest predictions.
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Figure 5.16: Upstream (a) and downstream (b) modal amplitudes computed with: av-
eraged CAA results [24] with error bars (= ), two-stagger angle model of de Laborderie
et al. [25] (mm ) and MMBW (=),

At 2BPF, the modal amplitudes predicted by MMBW are substantially higher than
the CAA mean value: 10 dB at the inflow plane, and 20 dB at the outflow plane. Even
if the pressure pattern is relatively well predicted, the levels are worse than what was
predicted by de Laborderie et al. [25]. The transition modeling has no impact in
this case. If the reflections at the transition location are not modeled, the change in
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modal amplitudes is lower than 1 dB. This shows that the MMBW is inadequate at
this frequency, thus that curvature starts to have a significant effect at the 2BPF, as
indicated by de Laborderie et al. [25].

At 3BPF, surprisingly, the modal amplitudes are better predicted. Upstream of the
cascade, the mode m = —42 is predicted at the limit of the uncertainty of the CAA
results, and the mode m = +12 is well predicted. This is a substantial improvement
compared to the two-stagger angles model, which was underestimating the mode m =
+12. Furthermore, the MMBW is able to recover a better balance between both modes.
Downstream of the cascade, both analytical models give relatively the same results,
with this time a more adequate balance predicted by the two-stagger angles model [25].

5.4.3 Discussion

The MMBW has been pushed to its limit in this test case. The results are promising
but, indeed, it is difficult to put trust on them in such a scenario where the only BPF
harmonic lying in the validity range is cut-off. However, this test case presents an
excellent benchmark for the model since it provides: a cut-off BPF harmonic, a cut-
on BPF harmonic with a transition, and a cut-on BPF harmonic without transition.
However, a test case where the transition is closer to an edge would be needed.

Comparison with Numerical and Analytical Results Summary

A test case based on the NASA SDT baseline configuration at a regime slightly
higher than the approach condition has been used. The model performs surpris-
ingly well to predict the acoustic modes and their propagation angle, except at
2BPF where the modal amplitudes are substantially overestimated. The MMBW
model is able to recover a better modal distribution at 3BPF than a previous
analytical model based on two different stagger angles at the LE and TE inter-
faces. However, the vortical gust evolution is more sensitive to the curvature
effects than the acoustic waves, due to its shorter length-scale in subsonic flow
condition. The vortical gust seems to be the limiting factor in terms of frequency
of the developed MMBW model for sound generation.

5.5 Parametric Study

5.5.1 Methodology

A parametric study is done to assess some effects of camber and acoustic resonance
on tonal noise generation by wake impingement. The base configuration used for
this parametric study is the SDT low-count (V' = 26), so that the low-order mode
m = jB + pV = —4 is generated at the first BPF. The shaft-rotation rate Qg is
artificially modulated in order to cover the frequency range 0.05 < kb/m < 2.05, with
j = 1. Power spectra are computed for different camber angles: ¥ = 1°, 12°, 23° and
34°. The fixed geometrical parameters for this test case are listed in Table 5.1.
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B V U/b M.y D_w/Dyy Coos/Chres
Setup 22 26 1.5 04  0.90569  0.93088

Table 5.1: Input parameters of the sound generation test case, D,.; = 1.2258 kg/m?
and Cyep = 340 m/s.

5.5.2 Results

Influence of Stagger and Camber

Figure 5.17 displays the total sound power level SWL = 101log,o([P; — P,]/Pres), with
P.ey =1 pW, and the upstream relative power spectrum —P,/(P; — P,). Notice that,
for the highest camber case (¥ = 34°), the MMBW is off its validity range for kb/m > 1,
so caution is required when interpreting the results.
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Figure 5.17: Total (a) and upstream (b) radiated acoustic powers against the frequency
for varying camber angles: ¥ = 1° (—), ¥ = 12° (--), ¥ =23° () and ¥ = 34°
().

In Figure 5.17a, between the first cut-off frequency of the annular domain (kb/7 ~
0.28) and the first cut-off frequency of the channels (kb/m = £,(¥) € [0.95,1]), the
total SWL remains flat for a cascade of almost flat vanes (U = 1°). Then, above
the latter frequency, regular peaks of noise emission are observed. When increasing
stagger /camber, the total SWL spectra becomes more complex. In the first half of
the frequency range, noise emission exhibits a large hump and multiple drops. In the
second half, the pattern is similar to those of flat vanes, but flatter and with a higher
mean value. This indicates that staggered and cambered vanes produce more noise
than flat vanes in such conditions, except at particular frequencies.

When looking at the upstream relative power spectra (Figure 5.17b), regular peaks
similar to those observed at resonant frequencies for sound transmission appear. In-
terestingly enough, some peaks, such as the ones at kb/m ~ 0.92 and kb/m ~ 1.51
for W = 34°) correspond to a drop and a peak of noise efficiency, respectively. This
phenomenon is further investigated in the following.
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Influence of Acoustic Resonance

Figure 5.18 displays the instantaneous pressure maps for the two peaks observed in
Figure 5.17b, at kb/m ~ 0.92 and kb/m ~ 1.51, for ¥ = 34°. Figure 5.18 displays the
instantaneous pressure maps for the two peaks observed in Figure 5.17b, for ¥ = 34°
below kb/m = 0.95. Acoustic resonances are found at these frequencies, and more
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Figure 5.18: Instantaneous pressure field of the resonance (1,0) at kb/m ~ 0.92 (a) and
(2,1) at kb/m ~ 1.51 (b), for ¥ = 34°.

precisely the resonances (1,0) and (2,1), respectively. The resonance phenomenon is
not ideal since the periodicity of the incident gust is given by |m| = 4, which is different
from the ideal values V/2 = 13 and 0, respectively. These resonances are "leaky",
contrary to "trapped", in the current condition, as they radiate energy away from
the cascade. An interesting characteristic of these resonances related to the channel
modes ¢ = 0 and ¢ = 1 is that most of the vanes undergo fluctuations of nearly equal
phases (Figure 5.18a) or nearly opposite phases (Figure 5.18b at each side. This seems
to create adverse and favorable conditions, respectively, for noise generation by wake
impingement, which consists in dipoles distributed along the vanes. This explains
why these resonances were associated to either a drop or a peak in the total SWL in
Figure 5.17a.

For the previous resonances, the acoustic power is mostly radiated upstream of the
OGV. This reminds the results observed for acoustically triggered resonances, where it
was interpreted as some sort of acoustic blockage. However, this does not hold for every
wake-triggered resonances. Figure 5.19 represents the resonance (0,0) with ¥ = 34° and
the resonance (1,1) with W = 23°. The acoustic power is mostly radiated downstream
in these cases.

To summarize, when the resonance pattern is such that most of the vanes undergo
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Figure 5.19: Instantaneous pressure field of the resonance (0,0) for ¥ = 34° (a) and
(1,1) for ¥ = 23° (b).

pressure fluctuations of almost equal phases at both sides, the total sound power level
drops, whereas if the pressure fluctuations at both sides are of almost opposite phases,
the total sound power level peaks. The balance between upstream and downstream
radiated powers then depends on the case.

5.5.3 Discussion

A short parametric study on the influence of stagger/camber on the noise produced by
periodic wake impingement has been carried out. It allowed one to better understand
the effects of camber and acoustic resonances on noise efficiency, and also demonstrated
the possibility to trigger a resonance with an incident wake. The latter is interesting,
due to the occurrence of non-ideal resonances that could be triggered at unexpected
frequencies in a realistic application if only the ideal resonances are anticipated.
Because of the approximations and assumptions in the model, whether or not such
resonances can occur in real turbomachinery stages remains unanswered. However, it
is possible that such a resonance has been observed numerically, by means of LBM, by
Sanjosé et al. [122|. Figure 5.20 represents the resonance they observed in the NASA
Active Noise Control Fan rig with B = 16 blades and V' = 26 vanes. Taking a close
look, the alternate pattern of positive and negative lobes is seen sometimes broken,
indicating that half the wavelength is not exactly equal to a channel height (character-
istic of Parker’s § mode). This could be explained by a non-ideal resonance triggered
by the vortical gust m = jB+ sV =1 x 16 — 1 x 26 = —10, which is close to V/2 = 13
and can generate a resonance (0,0), trapped (Parker’s § mode) or leaky as seen in
Figure 5.19a. The expected resulting modulation is not inconsistent with what is seen
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Exhaust
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Figure 5.20: Instantaneous pressure map in the OGV frame of reference obtained by
LBM [122] in the NASA Active Noise Control Fan rig.

in Figure 5.20, although at this stage it remains only a guess. The resonance could
also be due to vortex shedding combined with a modulation in pressure due to another
noise mechanism, as claimed by the authors, which remains the most probable scenario.

Parametric Studies —m@M@8@8@ ——————————————— Summary

A short parametric study has been performed to get preliminary assessments on
the influence of camber and acoustic resonances at low frequencies. Stagger and
camber have been shown to generate more noise than flat vanes, and to have
a more complex acoustic power spectra. Peaks and drops in the total sound
power level have been attributed to acoustic resonances. Finally, acoustic reso-
nances giving rise to fluctuations in phase opposition between adjacent channels
proved to amplify wake-interaction tonal noise, whereas resonances resulting in
fluctuations in phase between adjacent channels can mitigate noise.

5.6 Conclusion

Sound generation by periodic wake impingement has been addressed within the frame-
work of the linearized analysis of Chu and Kovasznay [20] for small perturbations. The
latter states that away from the cascade, the acoustic (potential) and wake (vortical)
motions are independent. Within the inter-vane channels, it has been demonstrated
that both motions stay independent in the volume, thus are linked at the leading-edge
and trailing-edge interfaces only through the matching equations. This is mathemati-
cally equivalent to forcing the coupling at the vane surface, through the impermeability
boundary condition, as it is usually done in other analytical models. Hence, the acous-
tic potentials description is the same as for an incident acoustic wave, and the wake
motion is described independently.

The modeling of the fan wakes, from the rotor trailing edge to the stator leading
edge, has not been addressed in this work. The assumption was made that the wake
mean characteristics: velocity deficit and width, are known at the OGV location in
a way that allows an expansion in Fourier series. Each resulting component, called
gust, being independent. The modeling of the gust evolution through the cascade of
cambered vanes relies on the method of multiple scales, and two propositions have been
made for dealing with the wake slicing and tilting observed downstream of the OGV.
The curvature effects were not accounted for in the vortical gust evolution.

Results obtained with the MMBW model for sound generation have been compared
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with a set of numerical results on a tweaked SDT test case, from the fourth NASA
CAA workshop, category 3, problem 2 [24]. Results from an alternative analytical
model accounting for camber [25], by means of a two-stagger angle model, have also
been added to the comparisons. Even if the MMBW model was off its validity range
at the cut-on BPF harmonics, the shape and propagation angle of the acoustic waves
were well predicted. However, regarding the noise power levels, they are constantly
overestimated compared to the numerical results. Compared to the two-stagger model:
results at the 2BPF are worse by more than 10 dB, but the modal power distribution
is better reproduced at 3BPF, especially upstream. The neglected curvature effects are
surely to be blamed and, more precisely, the vortical gust evolution seems to be the
limiting factor. This is due to its shorter wavelength in subsonic flow condition, which
makes it more sensitive to geometrical effects.

Finally, even if the MMBW model has shown its limit on a realistic test case,
parametric studies have been performed on the SDT low-count configuration with
varying shaft-rotation rate. This permits a continuous power spectra related to the
1BPF at different rotational speeds. This highlighted the effect of acoustic resonances
on the total sound power level, which drops at resonances displaying a pattern where
both sides of a vane are in phase, and peaks when the resonant pattern forces both
sides to have opposite phases.
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General Conclusions

Within a collaboration between Safran Aircraft Engines and the Laboratoire de Mé-
caniques des Fluides et d’Acoustique in Lyon, the aim of this PhD thesis was to improve
the modeling of fan-related noise in order to better understand its origin and help en-
gine manufacturers reducing it at its source. Focus has been placed on the periodic
interaction between the fan wakes and the outlet guide vanes downstream.

A wide panel of noise simulation methods exists in the literature. The most com-
monly used in the context of turbomachinery have been presented, with a distinction
between: methods heavily relying on numerical means for solving the fluid dynamics
equations in the most accurate way, and methods trying to find analytical approximate
solutions. The latter provide fast computations in exchange of a simplified geometry
and flow description. These methods are well suited for early design stages, when
the blade/vane geometry is not decided yet and needs to be optimized. Recently, the
analytical model of Bouley et al. [12] showed promising capabilities to address rotor-
stator wake-interaction tonal noise, and has even been extended to broadband noise
by Frangois et al. [34]. The model was closer to a proof of a concept than a finalized
prediction tool, thus many simplifications were made on the vane geometry. In this
context, the choice has been made to further improve this model by considering more
realistic geometries. Hence making one step further to provide engine manufacturers
with fast and accurate noise prediction tools at pre-design stage, when fast computa-
tions are needed within optimization strategies.

A review of analytical models available in the literature has highlighted that vane
camber is still poorly modeled. Multiple studies have demonstrated that this param-
eter has a significant impact on tonal noise predictions, but almost no influence on
broadband noise predictions. Furthermore, accounting for vane camber in the analyt-
ical models would allow one to remove two ambiguities: the choice of an equivalent
stagger angle; the resulting uniform mean flow not representing swirl recovery through
the cascade. That is why this PhD work has been focused on extending the mode-
matching model to thin cambered vanes under periodic wake interactions. To do so,
the modeling was restricted to two dimensions in the first instance.

The first part of this work has been dedicated to transmission and reflection phe-

nomena within a cascade of cambered vanes. Introducing camber has a twofold impact
on sound propagation in the inter-vane channels:
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e curvature of the channel center line;

e expansion of the channel cross-section.

The expansion effect has been introduced, irrespective of the curvature effect, at first.
It allowed one to give preliminary assessments on the overall effects of camber. Then,
curvature effects have been introduced in the model and results were compared with
and without accounting for them. The channel expansion also modifies the cut-off fre-
quency along the channel. A given acoustic mode propagating in an inter-vane channel
can become cut-off at some point, thus being totally reflected back, similarly to total
internal reflection at an interface between two different fluids. This phenomenon has
been treated apart and was introduced in the first model only, hence neglecting curva-
ture effects on cut-on/cut-off transition.

The expansion effect on sound propagation in the inter-vane channels has been
modeled by means of geometrical and flow approximations. The core geometrical
assumption is that the cross-section varies slowly, allowing an analytical approximate
solution based on a multiple-scale analysis. The flow is assumed to be perfectly aligned
with the vane leading edge (no angle of attack), which results in a nearly uniform mean
flow simply deviated by the vanes from upstream to downstream. The mean loading
effects on the flow are not accounted for.

The curvature effect has then been introduced within the same mathematical frame-
work and physical assumptions, but restating the wave equation in curvilinear coor-
dinates. The latter was solved using a pseudo-spectral method based on Chebyshev
polynomials.

Results for the scattering of an acoustic wave with both models have been compared
with highly accurate numerical results, used as a reference. The Mode Matching for
Bifurcated Wave-guides (MMBW), which does not account for curvature effects, proved
to perform well below the first cut-off frequency of the channels, and even above it if
curvature and frequency remain small. The Mode Matching for Bifurcated Curved
Wave-guides (MMBCW) has been validated at relatively low and high frequencies, up
to a Helmholtz number of about 12 based on the inter-vane spacing. The reliability
of the model has been assessed by comparing results on the realistic vane geometry of
the NASA SDT baseline configuration at mid-span. Results were in good agreement
with the numerical reference, with and without flow. However, numerical results on
the realistic vane geometry in the presence of flow (Mach number of about 0.45), were
only available at a relatively low frequency (Helmholtz number of about 2.75). Further
comparisons would be needed to assess the validity of the model in this case, using the
open-source solver SU2 for example.

Parametric studies have been carried out on the different physical parameters of
the MMBCW model. Apart from the vicinity of the cascade resonant frequencies,
neither stagger/camber, solidity or incident mode order has a significant impact on the
acoustic power balance between reflection and transmission. Although, stagger /camber
and solidity do change the distribution of modal energy in the scattered fields for a
given incident wave. Furthermore, camber induces reflections in the inter-vane channels
even when the incident wavefront is perfectly perpendicular to the vane leading edges.
For flat vanes, such a configuration is sometimes called "Venetian blind" and leads
to a fully transmitted field, without any reflection or scattering. With curved vanes,
reflected scattered waves appear upstream of the cascade, and a resonance can even
take place in it.
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Acoustic resonances occurring above the cut-off frequency of the annular domain,
thus putting aside trapped modes, have also been investigated, but with the MMBW
model. Within the limitations of this model, it appeared that camber has a similar
effect as stagger on resonant frequencies, which consists in an increase of the frequency
when solidity is large enough, depending on the resonance considered. The influence
of incident mode order has also been investigated since usually left aside in the liter-
ature. A peculiar phenomenon of resonance by layers was brought to light, due to a
modulation induced by the incident wave when its wavelength no longer matches the
cascade periodicity.

On the other hand, cut-on/cut-off transitions have been addressed in the MMBW
model by the method of matched asymptotic expansions. A uniformly valid expression
of the acoustic potential in the inter-vane channels has been formulated. This allowed
one to account for both: an upstream-propagating mode generated at the trailing edge
being reflected back at its transition location; a cut-off mode generated at the leading
edge carrying energy to the trailing edge when becoming cut-on. Both solutions were
incorporated into the mode-matching equations.

The accuracy of the model within the transition frequency-ranges has been demon-
strated, highlighting the significant impact a single mode can have on the overall scat-
tering of an acoustic wave. The role of the transition in the development of certain
acoustic resonances was brought to light. The standing-wave pattern formed by the
upstream-propagating mode and its reflection allowing the resonance to take place even
if the mode is cut-off near the leading edge area. The effect of Mach number on the
transition has also been discussed.

Finally, sound generation by periodic wake impingement has been addressed. The
fan wakes are expanded in Fourier series, in which each component is called a gust. The
modeling of the gust evolution through the cascade of cambered vanes relied on the
method of multiple scales without curvature effects, and two propositions have been
made for dealing with the wake slicing and tilting observed downstream of the OGV.

The derived MMBW model for sound generation has been tested on the SDT test
case and results have been compared with the literature. The model was off its validity
range at the cut-on BPF of the test case but showed a good agreement with numerical
results in terms of wavefront inclination outside the OGV cascade, highlighting a proper
description of the mean flow deviation. The model systematically overestimated the
power level of the radiated acoustic modes compared to numerical results, but showed
some improvements compared to another analytical model. Introducing the curvature
in the model of sound generation will give more insights on the capabilities of the
developed approach.

Even if the MMBW model has shown its limit, parametric studies have been per-
formed on the SDT low-count configuration with varying shaft-rotation rate, in order
to obtain a continuous power spectra related to the 1BPF at different rotational speeds.
This highlighted the effect of acoustic resonances on the total sound power level, which
drops at resonances displaying a pattern where both sides of a vane are in phase, and
peaks when the resonant pattern forces both sides to have opposite phases.
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Perspectives

Perspectives are numerous for such a modeling work. Each part of the model has its
own assumptions and limitations, which are listed in the following with possibilities for
improvement.

Concerning sound propagation in slowly-varying curved ducts, the existence of an
analytical solution with flow in two dimensions could be investigated to better under-
stand the influence of Mach number. According to the website Wolfram Alpha [1],
this solution is written as a combination of confluent hypergeometric functions, but its
validity with hard-wall boundary conditions has not been assessed.

The next logical step is to extend the MMBCW model to the occurrence of transi-
tions, with a new composite solution for a mode undergoing transition inside a slowly-
varying bent channel. Brambley & Peake [14] already paved the way for such a work
and their results could serve as a starting point. Another limit of the current model is
that no energy transfer between neighboring modes at the transition location is con-
sidered, whereas it is known to occur at high frequencies, especially for large modal
orders [88, 126, 127|. Detailed explanations and modeling for such scattering can be
found in the work of Smith [126, 127].

Regarding the modeling of the vortical gust evolution through the OGV, an exten-
sion to account for curvature effects is necessary. This could be achieved by formulating
a global system of equations in curvilinear coordinates, on both acoustic and vortical
motions, and solving it by means of a pseudo-spectral method based on Chebyshev
polynomials. All needed equations have been derived through this work and some
tests were performed during the PhD, unfortunately without satisfying results. Such a
numerical resolution could be subject to hydrodynamic instabilities, so caution would
be required to resolve it properly.

Furthermore, accounting for curvature effects in the gust evolution cannot be achieved
with the current description of the vane geometry due to curvature discontinuities, the
gust evolution being directly proportional to it. A new description of the system with
a continuous curvature through the cascade has been tested but is still under devel-
opment. Notice that, such a continuous description would also enable a non-uniform
description of the mean flow, thus addressing mean loading effects.

On the other hand, the model could be extended to account for any leading-edge
and trailing-edge blade angles, irrespective of one another. The model is currently
restricted to zero trailing-edge blade angle, which is representative of OGV. This ex-
tension would allow one to model staggered blades, with low to zero camber, represen-
tative of rotors at blade tip. Then, extending the model to a rotating cascade would
enable the study of fan blades screen effect, which is still an important topic of research.

Finally, with a model of sound propagation through rotating fan blades and a model
of sound generation for cambered OGV, a global model could be derived, accounting
for successive reflections between the fan blades and the OGV. This would allow the
study of eventual trapped modes in the inter stage, in two dimensions, which could be
crucial for understanding sound emission from the fan stage.
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To summarize, this PhD thesis has made one step further toward a unified modeling
of sound generation and transmission in a rotor-stator stage, with realistic blade/vane
geometries.
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Appendix A

Slowly Varying Developments

A.1 Wave Equation and Boundary Conditions

A.1.1 Expansion of the Convected Wave Operator

Starting from the wave equation (1.11) with a change of Fourier-transform convention:

L(p) = %V (DV¢) — (iw+U-V) {012 (w+U- V)gb} =0, (A.1)
the wave operator is expanded as
EEl - (DV) — (iw+U-V)[é2(1w+U V)}

DY
V2 +

1 1 1
E(VD)V [02 (—w*+iw(U-V)) +(U-V) (02(1w+U V))]
2
w _ .
=Vi+ (VD)V tem 1@(U V)—((U-V)C7?) (iw+U-V)
1
~ —((U-V)(iw+U-V)

= Opr + Oy + D71 (8,D0, + 9,D0,) + W*C™? —iwC 2 (U, + VJ,)

—iw [U8,C*+Vo,C™?] = [U8,C*+V,C?] (Ud, + V)

—iwC™2 (U, +V9,) — C2[(Ud, +VO,)* + (UU +V,U) 0,

+(Vo,V +Ud8,V)9,]. (A.2)

Introducing the mean flow expansions from (2.49a-2.49d):

U(X,y) = Up(X)e, + €U, (X, y)e, + O(e?), (A.3a)
C(X,y) = Co(X) + O(e?), (A.3b)
D(X,y) = Do(X) + O(e?), (A.3c)
P(X,y) = Py(X) + O(e?), (A.3d)
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equation (A.2) becomes
L = 0y + 0yy + €Dy 0x DyO, + w?Cy? — 2iwCy? (UpyOyp + eUy,0,) — €iwlp,0xCy 2
— eUg,0xCy 20, — C3 (U, 00 + 2€U0, U1y Oy + €UorOx Upyy ] + O(€7)
= Oy + Oyy + Cy? [wQ — 21wl 0, — ngam]
+ € { Dy ' 0x D0y — iwlp,0xCy? — UppOx (UneCy?) 9 — 2iwCy U0,
—2C; *UouU1yOuy }
+ O(e?). (A4)

This is equivalent to (2.53) and thus concludes the derivation.

A.1.2 WKB Expansion of the Acoustic Potential

From the above result, the wave equation (2.53) can be expanded as

ax:]c¢ + ayy¢ - 062 [_ 2¢ + 2iWUOa: z¢ + ng :rx(b}
“+ € {DalaxDoar(b 1wUOm(9XC 2¢ onax (on ) x(b — QIWC 2U1y y¢

_ (A.5)
_200 QUOmUlyaxy¢}
+0() =
Introducing the WKB expansion for the acoustic potential
i (X —
ot = exp (=L [ nleierae) Y- v (X, (A5)
n=0

where p is the axial wavenumber, which is allowed to vary with X [83], it gives the
derivatives

i X 0o .
b = exp (—g | uee ds) S SR Knd, (A7
and
i [X -
ODrzx = €XP (_E/ w(&;e) d§> (—,u2 — 1€0x b — 2i€pudyx + 628XX Z "D, (X, y; €
n=0

(A.8)
The wave equation (A.5) will be treated by order of magnitude and, from now on,
the Einstein summation convention will be assumed for the index n. Dividing by the

200
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common exponential term, the first line of (A.5) becomes

(—,u2 —1e0xp — 2ieudx + EZGXX) €', + 0yyc" P, — Cy? [—wQG"(I)n
+2iwlo, (—ip + €dx) €' @, + U, (—p° — iedxp — 2iepdx + €2 0xx) €' P,
= —1® (P + €®y) — € (10xpPg + 2ipdx Do) + (9, Po + €0y, P1)
— Cy? [(—w* + 2wplp, — 1°Ug,) (@ + €@1) — iedx plUs, ®o + 2ie(wlo, — pUg,)Ox Do)
+0(e),
= 8yyq)0 + [CO_Q (w - MUOI)Q - ,uﬂ (I)O
+€ {8yy®1 + [00_2 (w - ,lL(]()a;)2 - M2] CI)I - Zaxﬂ (1 - C()_2U02z) (I)()
—2i [Cy Uy (w — plos) + 1] 0xPo } + O(€), (A.9)

and the second line of (A.5)

€ {DO_IC?XDO (—ip + €dx) €' ®, — iwlo, OxCy 2" @, — Up,Ox (UOxC’O_Z) (—ip + edx) €' P,
—ZiwCO_QUlyaye”(I)n — 200_2U0xU1y (—ip0y + €0xy) e”(I)n}

= e {—iuDy'0x Dy®g — 1wl 0x Cy *Po + ip1U0,0x (UoxCy?) o — 2iwCyy *Us, 9y Po
+2ipuCy *UouUry 0, @0 } + O(€%)

= e{—i [uDy'0x Dy + wx (Up,Cy?) — pdx (Ug,Cy?) — (w — plo,)Cy 20x s | @0
—2iC; % (w — pUo, ) U1y 0, @0 } + O(€7)

= e{—i [uDy'9x Dy + wdx (Up,Cy?) — udx (Ug,Co?)
—(w — plUos)Cy > Dy ' 0x (DoUsy) + (w — p1Uoz)Cy *Uoe Dy ' 0x Do) @
—2iCy % (w — pUoy ) U1, 0, @0 } + O(€%). (A.10)

Rewriting together (A.9) and (A.10), and introducing Q2 = w — pUy,, this yields

2
O(l) 8yy<I>0 + (% — /JJ2> (I)o = O, (Alla)
0

QQ . U2;E . QUOJ:
0(6) (9yy<I>1 + (C_g - /LQ) (1)1 = ZaXM (1 - O—%) (I)o + 21 (W + M) (9X<I>0
| ( QU dx Dy Uoz Ug, Q
w1 | (T ) B o () 00w () - g (0ot

Q
+ 2i Uy Oy o (A.11b)

While equation (A.11a) has the desired shape, the right-hand side of equation (A.11b)
still needs some simplifications. Using the fact that —0x (DoUo,) = 0, (DoUyy) =
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Chapter A. Slowly Varying Developments

Dy0,Uy, + O(€?), (A.11b) is restated as

02 | Uz, Ut Uz,
) s (g ) 0= o (1) e () o () o
QUy, OxD | QU
—i—i( 0 +,u) X 0q>0+21( Cg —i—/L)aX(I)o

2 Do 2

Q
028 Ulyq)() +2ZC Ulyé? (I)o

: Oy, ,] D, ,
“ o ([ ) o]+ G .

(A.12)

which concludes the derivations of the wave equation.

The boundary conditions in (2.54) are given by
(V6 1),y = 0 Bubn],_pe ) + 0yomZ| e =0, (A13)
with

e, + esin (2%X — \I/> e, e, —esin (Q%X — \I/)ex
nt = n =-— . (A14)

\/1 +esin? (292X — w) \/1 +esin? (292X — w)
0 0

The symbol + is used to denote the upper (+) and lower (—) boundary conditions.
Substituting these expressions into (A.13) and dividing by the common integral term,
the result is straight-forward:

€sin (2%)( — \IJ> N [8y€n‘1)n]y

\/1 +esin? (2920 X — ) \/1 +esin? (2920 X — )
0 0

X — \I]> (I)Oly:Ri(X):l:<ay(I)0‘y:Ri(X) +€ ayq)lly:Ri(X)>+O<€2) _ O,

=R (X)

[(—w + 68}() En(pn]y:Ri(X) — O,

. . cos ¥
= —1j€Sin (2 N

0
which is equivalent to

(9(1) a (I)0|y Ri - 0,

(A.15a)

cos U

O(e) 8y<1>1|y:Ri(X) = +ipusin (2 » X — \I/> Pol,— g (x) - (A.15D)

A.2 Solvability Condition

The solvability condition used by Rienstra [107] is based on the Fredholm alternative
as detailed with plenty of examples in Nayfeh’s book [81]: Introduction to perturbation
techniques, chapter 15.
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A.2. Solvability Condition

It has been demonstrated, from (2.63), that the solvability condition in this case
reduces to
R+(X) Rt RT
/ Do fu(@o) dy = [0, 8] — [B,0,00]/%" (A.16)
R—(X)
which is basically Green’s second identity. From equations (2.56) and (2.57), this is
also equal to
(1) (2)

A\
~ ™~ ™~

QUy, B 0D
/ [( 0 +M) Do‘bg] dy+/ 0—203@; (U1, ®5) dy
- 0

. cos ¥
= uDgsin (2 h X - \I’) <(D(2)‘y:R+ + (I)g‘y=R—> :

0

(A.17)

-~

®3)

Term (1) can be developed by application of the Leibniz’s rule for differentiation under
the integral sign. This gives

R+
QU,,
[ o[y o]
- 0
OU,, R* QU,,
( C§ +u> Dg/ @3dy] —aXR+(X)< CS +u) Do ®5|,_p-
0 - 0
0
—|—8)(R7(X) (7 —+ ,U) DO q)g‘y:R—
0

QU 2 . cos W QUo, 2 2
— O K e +u> DoN } + Dysin (2 X \11) ( e +u> (‘bo\y:m + cbo\y:R,) .

(A.18)

Term (2) is derived as

0D, [F' 0D
Cgo / d(UlyCDg) - 020 [Ulyq)z}
D
_ 020 <U1y<bg}y b — Ulycl>§|y:R,)
QD

2 2
=" Uihyores (@3], + 3, )

The last part assumed symmetry of the boundaries with respect to the channel center
line in order to write Ury|,_py = — Uyy|,_p. Further simplifications are obtained by
using the no-slip condition of the mean flow at the boundaries:

U-n*f =0, at y=R*X). (A.19)

Hence,

v
Uly|y:Ri = FUoz sin (QCOS X - \I/) ) (A.20)
0

where the F sign on the right-hand side is chosen accordingly with the boundary
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considered, respectively y = R and y = R~. Term (2) is finally rewritten as

QUos . cos ¥
_ DO—Og sin (2 e X - @) (‘bg\y:m + cbg\y:R,) : (A.21)

Combining terms (2) and (3) cancels the second part of (1), which leaves only the
following condition:

QUos
Ox KLS + u) DONQ] = 0. (A.22)
Co
Introducing
02
7= \1- (G- U3 (A.23)
the solvability condition is recast into its final form
wDy(X)o(X)
—————N(X) = @ (a constant). A.24
LN = Q( ) (A24)
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Appendix B

Orthogonal Curvilinear Coordinates

B.1 Scale Factor

This section focuses on the particular case of the two-dimensional curvilinear coordi-
nates used in this thesis. For more general considerations on curvilinear coordinates,
the book Methods of Theoretical Physics from Morse & Feshbach [78|, Chapter 1.3, is
recommended.

Looking at Figure B.1, a small variation dx or dy in its respective coordinate
produces an equal displacement ds = dz (segment [OA]) or ds = dy (segment [OB]).
With polar coordinates (r,6), a change df along the azimuthal coordinate produces

Y

dé
dy

- T
O dz

Figure B.1: Displacement produced by a small change of a coordinate.

a displacement ds = rdf from point A to point C in Figure B.1. The so-called scale
factor for the coordinate 6 is defined by

ds

h:—:
T

T. (B.1)
Note that the scale factor is usually not a constant in space. On the other side, a
change dr along the radial coordinate, from point C to point D, produces an equal
displacement dr. Hence
ds

=—=1. B.2

dr (B:2)
The scale factors of each coordinate can be different !

hy

The scale factors h, and hy have been derived by simple geometrical knowledge.
Noticing that the general expression of the displacement in Cartesian coordinates is
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Chapter B. Orthogonal Curvilinear Coordinates

ds = /dz? + dy?, simple substitution in (B.1) and (B.2) shows that

x> dy 2 x> dy 2
hr_%) (%) he_m) (%) ®3)
Thus
o Or cos 6 2+ Orsinf 2_1 - Or cos 6 2+ Orsinf 2_
T ar ar - = 0 a0 ) "

The scale factors are the norm of the column vectors composing the Jacobian matrix
J of the mapping (r,0) — (x,y). The Jacobian matrix is given by

0z [ar 0z [gg
J(r,0) = (6?!/&% 32//89) .
It gives information about the metric distortion occurring when going from the -6 space

to the a-y space. Since the coordinates are orthogonal, the vectors (9x/dr, dy/0r) and
(0x/00,0y/00) are orthogonal as well. Thus, the determinant of the Jacobian matrix

is simply
8x/3r 8&0/39
Oy / or Ay / 00

The scale factors are the eigenvalues of the Jacobian matrix ! As explained geometri-
cally in (B.1) and (B.2), the scale factors measure how volume or surface area is scaled
in each direction. This is evidently related to the property of the determinant of the
Jacobian J(r,6)'. An infinitesimal surface element in the polar reference frame, such
as delimited by the points ACDE in Figure B.2, is scaled/distorted when projected
into the Cartesian reference frame (Figure B.1) with a distortion factor equal to the
product of the metric distortions in each direction. Its surface area is then equal to

= h,hy.

2

det(J(r,0)) =

2 ‘

dé

0 ‘dr' "

Figure B.2: Infinitesimal surface element in the polar reference frame.

h,.hedrdf = rdrdf. In general, the volume of an elementary rectangular parallelepiped
in any orthogonal coordinate system (&1, &, ...) is defined by

dv = [ hads:. (B.4)

A nice illustrative explanation can be found on 3BluelBrown YouTube channel. [Online|. Avail-
able: https://youtu.be/Ip3X9LOh2dk
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B.2. Inter-Vane Channel Coordinates

B.2 Inter-Vane Channel Coordinates

Notice that the curvilinear coordinates used in this thesis are just polar coordinates in
disguise. Looking at Figure B.3, the definition of (s,n) is given by equations (B.5).

Y

‘ \ < s=—R.0,
B N { n=r—R.. (B.5)

@) x

Figure B.3: Curvilinear coordinates definition.

It follows that
0 o0 00 1 0 0 B 0 & 0

ds  000s  R.00° on  oron  or

and so
n -+ Rc n
h,=h,=1| |hs= =14+ —=1—kn| B.6
R R (B.6)
where kK = —1/ R, because the curvature is negative in the chosen curvilinear reference
frame.

B.3 Differential Operators

Here is a list of useful differential operators expressed in a two-dimensional orthogonal
curvilinear space &;-& (except for the curl), with unit vectors e; and ey, extracted from

Morse & Feshbach [78]:

Vo = Z‘i%*%g—i (B.7)

(U-V)o= %3—2 %3—2 (B.8)

(U-V)V]-e = %g‘g + %g‘g + h‘fzg [Ul g}g - UQZ—Zj (B.9)
OOV R R V]
V.U- h11h2 {a% (Urhs) + a% (h@)] (B.11)

Vo~ ioms o (oo ) + 6 ()| 12
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1 0 0
= Ity |96 (hoUs) — =— (hUy) (B.13)

[VXU]'eg (952
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Appendix C

Transition Analysis

C.1 Airy functions

The NIST Handbook of Mathematical Functions [85] states that

_exp (—2(-s)*?)

i (— —3/2
SEI—noo Az( S) 2\/%(_8)1/4 + O(S )7
: N &XPp (%(_3)3/2) -3/2
Jim  Bi(=s) = Jr(—s)n G
and
- _ cos (3577 — §) _3/2
sggloo Az<_s> - ﬁ31/4 + O(S )7
: _ —sin (35" - %) ~3/2
Jm Bilme) = —— g O,
where s € C.

C.2 Velocity Potential

C.2.1 Downstream-Propagating Part

The acoustic potential corresponding to the downstream-propagating modes is given
in the slowly-varying part of the channel by

+00
¢a(S,n) = Z DqE;(S) cos (Hq(S) [n + @]) , (C.1)
where
4 (S) Bi(ry(S)) + iAi(rq(S))eik;atan\I/ i p o2 _
=1(5) = { L0 Bn0) Lo el mi =0
T(S)/YF(0) ehaatan? otherwise,
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Chapter C. Transition Analysis

_ ro(5) v i [7REOME)
) = || @ (H, e )
St 2/3
(3 k’“;' dg) if S<S,
re(S) = 2 s 0 2/3
- 3/SM“‘I‘dg if S,<S
2¢ St 62 b=
and
2
T+(S>_€XP</€fo py /B df) M+:M_
‘ pugh ‘ p?
The stream-wise acoustic velocity is expressed by
Opa 9%
D4 5,m) = 5225, m) (©2)

Since 0,(S) = qm/h(S) and h is a function of the slow variable S, the derivative of the
cosine term in (C.1) is O(e). Therefore

aaqgl(s n) = EZan;; cos (9 (S) [n+ @D +O(e). (C.3)

In the absence of any transition, the derivative simply reads, at leading-order

= ik} atan
68:; _ Gekq tn? oYy TT(S) Jikfatany _ i_kM+kaqE+. (C.4)

~Y ’l/j,
S Y+(0) 85 70+ (0) B2 ‘

Otherwise, when a transition occurs, it reads

— .
‘:2- equ atan ¥ a

5 T, r,0) 95 0!

Bi(rg) +iAi(r)]} - (C.5)

J/

D
The derivative-term D can be expressed as

D= F; [Bi(rq) + 1Ai(rq)] + FqT; [Bi'(ry) +iA{(ry)]

I Llrg" ikM r,
! 4 gl € 52

where at first order

and .
o )
- f S<8
7| ~ €ﬁ2|r |1|/2 1 v
a 1 klog )
252|7” |1/2 if St S S,
while
' 1 k‘0q|

~ =
B
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C.2. Velocity Potential

Hence the derivative of E; at first order reads, in this case,

Eq —kM + k¢ _
€ 05('] ~ i 7 = (C.6)
where
1 Bi(ry) +iA{(r,) 1
if S<.S
§+ - Z|O' I X |rq|1/ B1(Tq> -+ iAi(Tq) 4|Tq|3/2 1 < ts (C 7)
q q L Bi(ry) +iA/(ry) L_ i s<s .
- i
|Tq|1/2 B'(T’q> + 1A (rq) 4|rq]3/2 t >0,

C.2.2 Upstream-Propagating Part

The acoustic potential corresponding to the upstream-propagating modes is given in

the slowly-varying part of the channel by

+o00o - h<S>
70=Z;U:ASN% 0,(S) |n+ = ). (C.8)
where F(S) Ar(S)
a ilT'q ) )
f pr—
E; (S) = Fq(_[/c) Ai(r_q(Lc» 1 E|St. € [0,eL,], oy (S)) =0
T,(5)/Y, (L) otherwise,
and .
o <Z/€ fLC Nq_/ﬁQ df) —kM — ko
piig D 3
When no transition occurs, the derivative of E;(S) reads
a“ —kM — k’o‘ o
T (C.9)
and otherwise a~ A
_ ke
85 ~ 32 = (C.10)
where
1 (Tq) 1 .
1/2 g f S <S5,
q .
A T S SS
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