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Résumé

Selon les prévisions à long terme du trafic aérien de l’Organisation de l’Aviation Civile

Internationale (OACI) en 2018, le trafic mondial de passagers devrait augmenter de 4,2%

par an de 2018 à 2038. Bien que l’épidémie de COVID-19 ait eu un impact énorme sur le

transport aérien, il se rétablit progressivement. Dès lors, l’efficacité et la sécurité resteront

les principales problématiques du trafic aérien, notamment au niveau de la piste qui est le

principal goulot d’étranglement du système. Dans le domaine de la gestion du trafic aérien,

la zone de manœuvre terminale (TMA) est l’une des zones les plus complexes à gérer. En

conséquence, le développement d’outils d’aide à la décision pour gérer l’arrivée des avions

est primordial. Dans cette thèse, nous proposons deux approaches d’optimisation qui

visent à fournir des solutions de contrôle pour la gestion des arrivées dans la TMA et dans

un horizon étendu intégrant la phase en route.

Premièrement, nous abordons le problème d’ordonnancement des avions sous incerti-

tude dans la TMA. La quantification et la propagation de l’incertitude le long des routes

sont réalisées grâce à un modèle de trajectoire qui représente les informations temporelles

sous forme de variables aléatoires. La détection et la résolution des conflits sont effectuées

à des points de cheminement d’un réseau prédéfini sur la base des informations temporelles

prédites à partir de ce modèle. En minimisant l’espérance du nombre de conflits, les vols

peuvent être bien séparés. Outre le modèle proposé, deux autres modèles de la litérrature

- un modèle déterministe et un modèle intégrant des marges de séparation - sont présentés

comme références. Un recuit simulé (SA) combiné à une fenêtre glissante temporelle est

proposé pour résoudre une étude de cas de l’aéroport de Paris Charles de Gaulle (CDG).

De plus, un cadre de simulation basé sur l’approche Monte-Carlo est implémenté pour

perturber aléatoirement les horaires optimisés des trois modèles afin d’évaluer leurs perfor-

mances. Les résultats statistiques montrent que le modèle proposé présente des avantages

absolus dans l’absorption des conflits en cas d’incertitude.

Dans une deuxième partie, nous abordons un problème dynamique basé sur le concept

de Gestion des Arrivées Étendue (E-AMAN). L’horizon E-AMAN est étendu jusqu’à 500

NM de l’aéroport de destination permettant ainsi une planification anticipée. Le caractère

dynamique est traitée par la mise à jour périodique des informations de trajectoires réelles

sur la base de l’approche par horizon glissant. Pour chaque horizon temporel, un sous-

problème est établi avec pour objectif une somme pondérée de métriques de sécurité du

segment en route et de la TMA. Une approche d’attribution dynamique des poids est

proposée pour souligner le fait qu’à mesure qu’un aéronef se rapproche de la TMA, le poids

de ses métriques associées à la TMA devrait augmenter. Une étude de cas est réalisée à

partir des données réelles de l’aéroport de Paris CDG. Les résultats finaux montrent que

grâce à cet ajustement anticipé, les heures d’arrivée des avions sont proches des heures
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prévues tout en assurant la sécurité et en réduisant les attentes.

Dans la troisième partie de cette thèse, on propose un algorithme qui accélère le

processus d’optimisation. Au lieu d’évaluer les performances de tous les aéronefs, les

performances d’un seul aéronef sont concentrées dans la fonction objectif. Grâce à ce

changement, le processus d’optimisation bénéficie d’une évaluation d’objectif rapide et

d’une vitesse de convergence élevée. Afin de vérifier l’algorithme proposé, les résultats

sont analysés en termes de temps d’exécution et de qualité des résultats par rapport à

l’algorithme utilisé à l’origine.
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Abstract

According to the long term air traffic forecasts done by International Civil Aviation Or-

ganization (ICAO) in 2018, global passenger traffic is expected to grow by 4.2% annually

from 2018 to 2038 using the traffic data of 2018 as a baseline. Even though the outbreak

of COVID-19 has caused a huge impact on the air transportation, it is gradually restoring.

Considering the potential demand in future, air traffic efficiency and safety will remain

critical issues to be considered. In the airspace system, the runway is the main bottleneck

in the aviation chain. Moreover, in the domain of air traffic management, the Terminal

Maneuvering Area (TMA) is one of the most complex areas with all arrivals converging

to land. This motivates the development of suitable decision support tools for providing

proper advisories for arrival management. In this thesis, we propose two optimization

approaches that aim to provide suitable control solutions for arrival management in the

TMA and in the extended horizon that includes the TMA and the enroute phase.

In the first part of this thesis, we address the aircraft scheduling problem under un-

certainty in the TMA. Uncertainty quantification and propagation along the routes are

realized in a trajectory model that formulates the time information as random variables.

Conflict detection and resolution are performed at waypoints of a predefined network

based on the predicted time information from the trajectory model. By minimizing the

expected number of conflicts, consecutively operated flights can be well separated. Apart

from the proposed model, two other models - the deterministic model and the model that

incorporates separation buffers - are presented as benchmarks. Simulated annealing (SA)

combined with the time decomposition sliding window approach is used for solving a case

study of the Paris Charles de Gaulle (CDG) airport. Further, a simulation framework

based on the Monte-Carlo approach is implemented to randomly perturb the optimized

schedules of the three models so as to evaluate their performances. Statistical results show

that the proposed model has absolute advantages in conflict absorption when uncertainty

arises.

In the second part of this thesis, we address a dynamic/on-line problem based on the

concept of Extended Arrival MANagement (E-AMAN). The E-AMAN horizon is extended

up to 500NM from the destination airport so as to enhance the cooperation and situational

awareness of the upstream sector control and the TMA control. The dynamic feature is

addressed by periodically updating the real aircraft trajectory information based on the

rolling horizon approach. For each time horizon, a sub-problem is established taking the

weighted sum of safety metrics in the enroute segment and in the TMA as objective. A

dynamic weights assignment approach is proposed to emphasize the fact that as an aircraft

gets closer to the TMA, the weight for its metrics associated with the TMA should increase.

A case study is carried out using the real arrival traffic data of the Paris CDG airport.
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Final results show that through early adjustment, the arrival time of the aircraft can meet

the required schedule for entering the TMA, thus ensuring overall safety and reducing

holding time.

In the third part of this thesis, an algorithm that expedites the optimization process is

proposed. Instead of evaluating the performance of all aircraft, single aircraft performance

is focused and a corresponding objective function is created. Through this change, the

optimization process benefits from fast evaluation of objective and high convergence speed.

In order to verify the proposed algorithm, results are analyzed in terms of execution time

and quality of result compared to the originally used algorithm.
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Chapter 1

Introduction

Air traffic plays an important role in the worldwide connections, which facilitates the

development in varied domains such as tourism, education, commercial cooperation, etc.

The long-term forecasts for the air traffic before 2020 have concluded a great increase in

demand. Despite the outbreak of COVID-19 has caused a huge reduction in air traffic

demand, gradual restoration is enabled due to the vaccination and proper quarantine

regulations. It is evident that in a long run, air traffic demand will be at a high pace

of growth and the studies that aim at improving the operational efficiency of air traffic

management while ensuring safety are always of great importance. One of the great

challenges will be the congestion in the airspace around the airport. Particularly for arrival

air traffic, for which congestion will cause multifaceted impacts such as delay, economic

loss and extra workload of air traffic controllers and aircrew. Therefore, this thesis focuses

on optimizing the controls of arrival aircraft operations to an airport while considering

the practical issue of uncertainty. In this chapter we will give the background of air traffic

and its management in order to situate the issues addressed in this thesis.

This chapter is organized as follows: Section 1.1 outlines the current situation and the

forecasts of air traffic demand before the outbreak of COVID-19. Then, the air traffic

management system and the related services are described in Section 1.2. Section 1.3

introduces the aviation system, different kinds of controlled airspace, and the correspond-

ing services provided for flights are also presented. Further, the addressed problems of

this thesis are presented in Section 1.4. Finally, the structure of this thesis is given in

Section 1.5.

1.1 Current situation and forecast of air transport

The sudden outbreak of the pandemic COVID-19 has led to a dramatic loss in the avi-

ation industry. By April 2020, the number of global flights had dropped by nearly 80%

with international flights being affected the most (ICAO, 2021a). With the efforts from

governments and international organizations such as International Civil Aviation Organi-

zation (ICAO), World Health Organization (WHO), the air transport industry has gradu-

ally recovered, starting from the inner-continental operations (EUROCONTROL, 2020b).

Still, the impact of COVID-19 lasts for the whole year of 2020, which leads to an average

decline of 60% in world passenger traffic compared to the level of 2019. Estimation for
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Figure 1.1: Total passenger traffic historical data and forecast shown in the Airbus global
market forecast based on the source from ICAO before COVID-19.

2021 shows a reduction of 42% to 47% in passenger traffic (ICAO, 2021a). As air transport

is not only a victim of COVID-19 epidemic, but also plays an instrumental role in enforc-

ing the spread of the disease, the interaction between them makes the long-term impact

of the epidemic unpredictable. However, it is evident that even though the epidemic will

affect the aviation industry for several years and the predicted growth of air traffic will

be realized with a delay (Gudmundsson et al., 2021; EUROCONTROL, 2020a), air trans-

portation will continuously restore with the aligned industry guidance and the medical

treatment development. This optimistic expectation can be validated by some regional

situations. For example, domestic air traffic in China exceeded the level of 2019 from the

autumn of 2020 until January 2021 and again surpassed the level of 2019 in March (ICAO,

2021a).

When considering the potential growth of air traffic demand, forecasts conducted before

the outbreak of COVID-19 can be a main reference. It predicted that annual passenger

traffic growth is up to 4.2% from 2018 to 2038, and global freight traffic is expected to

grow at 3.5% annually from 2015 to 2035 (ICAO, 2021b). Fig. 1.1 depicts the forecasts

of the passenger demand based on historical data. Considering the challenges brought by

the potential demand in the future, it has become a hot topic to strengthen air traffic

management from the perspective of improving efficiency while maintaining safety.

1.2 Air traffic management

Air Traffic Management (ATM) is an operational conception requiring the total per-

formance of all systems that assist aircraft in departing from an aerodrome, transiting

airspace, and landing at a destination aerodrome to ensure safe, economical and efficient

air traffic operations. ATM consists of three main services: Air Traffic Service (ATS),

Air Traffic Flow Management (ATFM), Airspace Management (ASM). The services are

performed in a collaborative manner while still having their own function domains.
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1.2.1 Air Traffic Services (ATS)

ATS regulates and assists aircraft in real-time to ensure their safe operations. Various

kinds of services are defined in the field of ATS such as air traffic advisory service, air

traffic control service, area control service, approach control service, and aerodrome con-

trol service. ATS has multiple objectives to achieve and each of them is inherent to a

particular service. Specifically, air traffic control service accomplishes the objectives of

preventing all collisions between aircraft and expediting and maintaining an orderly flow

of air traffic. Flight information service provides advice and information that is useful

for Air Traffic Control (ATC). Alerting service aims to notify appropriate organizations

regarding aircraft in need of search and rescue.

1.2.2 Air Traffic Flow Management (ATFM)

The objective of ATFM is to ensure optimal traffic flow when demand is expected to ex-

ceed the available capacity of the ATC system. ATC capacity reflects the ability of the

system to provide service, and is expressed by the number of aircraft entering a specified

portion of the airspace in a given time period. The causes of traffic congestion are various,

such as conflicting with users’ requirements, air navigation system limitations and unex-

pected weather conditions. In those cases, alleviating measures need to be considered.

For example, holding, re-routing or deviations for the aircraft already in the air, and the

ground delay program which holds the aircraft at the departure airport with engines off

to save fuel and to reduce controller workload. In a dynamic environment, ATC is very

time sensitive and should always be planned in advance. Specified in accordance to time,

ATFM is done in three phases and explained as follows.

• Strategic planning

This phase includes measures that are normally carried out well in advance from

around one year down to one week before the real-time operations of the flight.

This process aims to predict the air traffic load and make corresponding plans at

a strategic level. The measures are results of coordination of multiple parties such

as ATC service providers and aircraft operators. Planning belonging to this phase

includes air route structure design, controller reassignment, flight schedule renewal.

• Pre-tactical planning

This phase includes measures that are carried out six days to one day in advance.

They can be seen as a fine tuning of the strategic measures using more-updated

information about traffic, weather and facilities. This phase aims at optimizing

the overall ATM network performance, minimizing delays and other costs by taking

measures like re-routing, re-scheduling, etc. with respect to the decisions made in

the strategic phase.

• Tactical operations

In this phase, measures that take effect on the day of implementation are focused,

including the execution of the previously agreed measures and the monitoring of the

situation to ensure that the measures have desired effects. Detailed flight plans are
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issued including aircraft departure slots, re-routings and alternative flight profiles

in order to avoid congestion and enhance efficiency according to real-time traffic

demand.

The ATFM strongly relies on the information, as in each phase, predictions of expected

demand should be used for the formulation of the plans. Its coordination with the ATS

authorities attempts to increase the available ATC capacity when there is a requirement.

Even though ATC capacity shortfalls cannot be eliminated, the implementation of suitable

tactical measures in the area of ATFM at a given time might mitigate the congestion. It

is worth mentioning that in air traffic flow control, spacing of aircraft should not be mixed

with separation, but rather should be based on an “acceptance rate”, i.e. the number of

aircraft accepted in a given time period. In addition, ATFM is not restricted in a single

country, since the international air traffic has a high share among the total traffic volume.

1.2.3 Airspace Management (ASM)

The role of ASM is to manage the airspace in an efficient way. ASM is performed through

the following functions: the design of airspace structures (airport control zone, terminal

area, sectors), allocating airspace to its various users, dynamic management of the airspace

structures in time and allocation of airspace between the different categories of users based

on prescribed airspace use plan.

1.3 The complexity of aviation system

The dynamic and integrated air traffic operation requires the collaboration of all relevant

parties to provide seamless services on the basis of facilities and airspace structures. The

whole process is a long-distance management involving the airborne and ground-based

functions, and the related facilities and resources are described as follows.

1.3.1 Ground system and services

Airports are complex sub-systems of the civil aviation system which handle passenger

services, aircraft operations, commercial centers and connections to public transport, etc.

From an aircraft operation perspective, the primary functions of an airport involve facili-

tating landing and takeoff of aircraft, ground maneuvering, the positioning and parking of

aircraft. During the operation in the airport, an aircraft uses physical facilities including

runways, taxiways, aprons, strips, terminals, etc. Each component carries out a unique

function in order to finally load and unload passengers and cargo.

The complexities of a modern airport are not only reflected in the varied ground

operations but also reflected in the connections between airborne and airside operations.

Two facilities in the airport are especially significant for the transition. First is the runway.

The choices of the locations and the orientation of the runways for an airport are mainly

dependent on the prevalence of wind condition at this site. As the wind direction has a

great impact on aircraft performance during landing and takeoff, a runway can normally

be used in both directions. Usually the most suitable directions are used taking into

account the types of aircraft and the wind direction. The other important facility is the
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airport control tower. The control tower is a tall and window-structured building located

on the airport ground to provide an open and clear view that facilitates the observation of

aircraft. The specific function of the control tower is airfield (airport) control, which can

fall into two or even three sections: local control (air control) and ground control (pre-

flight for the third section). It can also carry out approach control in the terminal zone,

or simply provide alerting service. The two main control services of the control tower are

introduced as follows:

• Air control: It is responsible for the active runway surfaces. Air traffic controllers

apply the procedures and runway separation rules to orderly and safely operate the

air traffic in the vicinity of the airport and on the runways.

• Ground control: It is responsible for the aircraft operation on the taxiway, holding

areas, some transitional aprons, gate parking.

Within the tower, highly disciplined communication processes between air control and

ground control are applied. Any operations that are influential to the further operations

need to be aware in advance. For example, upstream approach radar controllers need to

cooperate with air control constraints to adjust the aircraft landing time considering both

runway and taxiway availabilities. Ground control requires that the controllers are well

aware of the aircraft heading to the runways so as to maximize runway utilisation through

effective departure spacing. Fig. 1.2 illustrates the control process in the airport.

It is worth mentioning that most airports have been equipped with surveillance dis-

plays. Controllers can use a radar system that integrates geographical information and

aircraft operational information to identify the overall traffic situation. Then, the com-

munications are normally done via radio.

1.3.2 Airspace configuration

The airspace for aircraft operations around the world is divided into Flight Information

Region (FIR)s. Each FIR is managed by a control authority that has responsibility to

ensure that air traffic services are provided to the aircraft flying within it. It is possible to

define portions of controlled airspace within a FIR. The structures are called control zones

(CTZs) if their lower limit is the ground and others are called control areas (CTAs). FIR

is divided into six classes, based on which air traffic services are provided for aircraft with

different flight rules (Visual Flight Rules (VFR) or Instrument Flight Rules (IFR)), where

classes A, B, C, D and E are areas of controlled airspace and G is uncontrolled airspace

(ICAO, 2017). In the airspace, two kinds of controls are performed by the controllers in

the field of ATS.

Figure 1.2: Airport control processes.
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• Terminal control: In the terminal area (control area), terminal control is carried

out based on the radar control facility. In the US, it is referred to as Terminal Radar

Approach CONtrol (TRACON). Terminal controllers are responsible for providing

all ATC services in a 30 to 50 nautical mile (56 to 93 km) radius from the airport.

Traffic flow associated with this area is broadly divided into departures, arrivals,

and overflights. The arrival traffic is handled by the sector controller to the terminal

control with suitable rates and altitudes. When an aircraft enters the final approach,

it is then transferred to the airport local control. The departure aircraft are handed

off to terminal control after takeoff, and then follow the departure route until they

are further transferred to the next control segment. Terminal control is responsible

for ensuring that aircraft are at an appropriate altitude when they are handed off,

and that aircraft arrive at a suitable rate for landing.

• Enroute control: In the enroute segment, aircraft are controlled by the enroute

air traffic controllers who work in facilities called air traffic control centers or Area

Control Center (ACC). Center controllers are responsible for issuing instructions

to pilots about climbing or descending their aircraft to the assigned altitudes while

ensuring proper separation of an aircraft from all other aircraft in the immediate area.

Additionally, the aircraft must be placed in a flow consistent with the aircraft’s route

from the flight plan. This effort is complicated by crossing traffic, severe weather,

special missions that require large airspace allocations and traffic density. When an

aircraft reaches the boundary of a center’s control area, it is handed off to the next

ACC or to the terminal control.

Different control services are provided for different flight phases. Fig. 1.3 illustrates the

aircraft operation phases and the associated controlled airspace, where ground control and

air control for the airport and its vicinity is described earlier. For the large airspace area,

center controllers typically use long range radar to see aircraft within 200 nautical miles

of the radar antenna. They may also use radar data to control when it provides a better

vision of the traffic. The ocean areas are FIRs without radar systems available, so oceanic

controllers provide ATC services using procedural control. These procedures use aircraft

position reports, time, altitude, distance, and speed to ensure separation. Controllers

record information on flight progress strips and input the flight positions reported by

Figure 1.3: Fight phases and corresponding control services.
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pilots in specially developed oceanic computer systems. The loss of accuracy of position

track in this process requires greater separation distances for aircraft, which reduces the

overall capacity for any given route.

When aircraft operate on the route, ATC and pilots need to make sure that the aircraft

will remain on the route with the required parameters. The Flight Management Computer

(FMC) is a computer system that uses a database to allow routes to be pre-programmed.

The system is constantly updated with aircraft position by referring to available navigation

aids (including VOR, DME, GNSS, IRU or a combination of these). A high-end FMC is

capable of four-dimensional area navigation (latitude, longitude, altitude, time), and it can

optimize aircraft performance to achieve the most possible economical flight. It also allows

the pilots to input the whole flight plan and to modify it in flight (EUROCONTROL,

2013). All FMC contain a navigation database. The navigation database contains the

elements from which the flight plan is constructed. Modern FMC is not equipped on

all flights, therefore, the performance of flight to accurately follow the instructions of

controller varies.

1.3.3 ATM support systems

Nowadays, two major ATM projects , the Next GENeration Air Transportation System

(NextGen) and Single European Sky ATM Research (SESAR) are carried out in the U.S.

and in Europe to contribute to ATM modernization based on their specific situations.

One common goal of these two projects is the development and implementation of the

new technologies of communication, navigation and surveillance for the ATM systems

(SESAR-FAA, 2017).

• Communication system: This system enables interactions between pilots and air

traffic controllers. Currently, there are several types of communications between

traffic controllers and pilots. The two most used methods are: multi-mode Very

High Frequency (VHF)/ Ultra High Frequency(UHF) ground-air-ground communi-

cations based on radio stations, and ground-air-ground datalink support for air traffic

management, in which datalink is a digital alternative to supplement the congested

communication bands used in aviation.

• Navigation system: This system guarantees the aircraft to follow the pre-defined

route and to access airports safely. Different navigation methods are used depending

on whether the aircraft is flying under VFR or IFR. For VFR, pilots can choose to

navigate using ”dead reckoning” combined with visual observations with reference to

appropriate maps. For IFR, instruments and radio navigation aids such as beacons

can be used. Moreover, pilots can also be directed under radar control by air traffic

controllers. The Performance-Based Navigation (PBN) (ICAO, 2008), including

Area navigation (RNAV) and Required Navigation Performance (RNP), is one of

the key concepts to enable more precise navigation in the modernized ATM system.

• Surveillance system: This system is used to determine the positions of aircraft

and improve the situation awareness to prevent potential safety issues. The main

applications of surveillance are for area control and approach control. The most

common sensors used now are: Primary Surveillance Radar (PSR) and Secondary
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Surveillance Radar (SSR), which rely on the signal receive-and-reply time to locate

the aircraft. Additionally, Automatic Dependent Surveillance Broadcast (ADS-B) is

implemented, where aircraft computes its position using its navigation systems (e.g.

GNSS, inertial navigation system (INS), etc.) and transmits the position information

at regular (short) intervals. The signal is received and decoded by ground stations

and the aircraft position is extracted.

Communications, navigation and surveillance (CNS) infrastructures, and the radio

spectrum they require, are the foundation of aviation operational performance, enabling

airspace capacity. Without them, modern air transport would not exist. Through en-

hancing the resilience of the CNS infrastructure, safe, secure, predictable, efficient and

sustainable operations can be delivered such that the performance of air network can be

improved.

1.3.4 Aircraft arrival procedures

In this thesis, we specifically focus on the arrival air traffic. The arrival air traffic are

merged in the controlled airspace surrounding the airport, which is the Terminal Maneu-

vering Area (TMA). This controlled area serves as a transitional region between enroute

and airfield where there has a high volume of traffic. Terminal area is usually designed to

a circular configuration centered on the geographic coordinates of either a single or set of

airports. The scale of the TMA is usually defined in accordance with the traffic density

that needs to be handled, and airspace boundaries of the TMA vary widely from airport

to airport. Fig. 1.4 shows an example of the TMA of the Paris region.

In the bottom of the figure, a vertical view shows the altitudes of corresponding zones.

Around the boundary of the TMA, enter (resp. exit) fixes are located, from which air

traffic gets in (resp. gets out) of the TMA. Both the arrival traffic and the departure

traffic are operated based on the predefined procedures and routes. The route sections

connecting the TMA entry fixes to the Initial Approach Fix (IAF) is called Standard

Terminal Arrival Route (STAR) and Standard Instrument Departure Route (SID) for

arrival and departure, respectively. After getting through the STAR, aircraft can arrive

at IAF to proceed three approach segments:

• Initial approach segment: This segment begins at an IAF and ends at the inter-

mediate approach segment or Intermediate Fix (IF). In this segment, descent and

procedural turn are performed to align the aircraft with the intermediate or final

approach segment. There is a holding pattern located at the IAF.

• Intermediate approach segment: This segment positions the aircraft for the

final descent to the airport. It begins at the IF and ends at the Final Approach

Fix (FAF).

• Final approach segment: This segment begins at the FAF and ends at the Missed

Approach Point (MAP). The alignment and descent for landing are accomplished

in this segment.

• Missed approach segment: This segment starts at the MAP. It is designed to

provide protection from obstacles throughout the Missed Approach manoeuvre. It
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specifies a point where the missed approach begins, and a point or an altitude/height

where it ends.

Fig. 1.5 illustrates the approach segments that constitute the overall approach of an

aircraft. One additional segment is represented which is the arrival segment. This segment

is a transition from the en-route phase to the approach phase of an aircraft. In Fig. 1.6,

the real ATS in the surrounding airspace of the Paris Charles de Gaulle (CDG) airport is

displayed. These three figures correspond to the above-mentioned procedures, including

STAR, arrival route and final approach. In Fig. 1.6, the red boxes indicate the critical

points that specify different approach segments.

When an aircraft is under radar control, the air traffic controller uses radar vectoring

to perform navigational guidance for this aircraft. The traffic management in the TMA is

subject to numerous constraints with a high traffic density and limited airspace capacity.

During the operation, aircraft separation is one of the most important constraints that

requires a high level of compliance. In the TMA, the standard separation norm between

aircraft in the TMA is 3NM in the horizontal plane or 1000ft in the vertical plane as

shown in Fig. 1.7. In addition to traffic separation standards applied to aircraft in the

approach phase, more restrictive separation minima of wake vortex turbulence separation

requirements are defined to ensure that the following aircraft, especially smaller ones, are

Figure 1.4: TMA of the Paris region.
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not hazarded by the effects of wake vortex turbulence generated by a preceding aircraft.

Wake vortex turbulence is defined as turbulence which is generated by the passage of an

aircraft in flight. It will be generated from the point when the nose landing gear of an

aircraft leaves the ground on take off and will cease to be generated when the nose landing

gear touches the ground during landing. The origin of counter-rotating wing tip vortex is

a direct and automatic consequence of the generation of lift by a wing. The strength of the

vortex is governed by the weight, speed, and shape of the wing of the generating aircraft.

The potential for hazardous wake vortex turbulence is greatest where aircraft follow the

same tracks. This situation is mostly encountered close to the ground in the vicinity of

airports where aircraft are in approach phase or departure phase of particular runways

at high frequencies. Vortex typically persists for between one and three minutes. ATC

provides standard separation requirements for all departing aircraft and for IFR traffic

on approach. Separation requirements between aircraft depend on the associated size of

the aircraft. Fig. 1.8 displays the impact of the wake vortex turbulence on the following

aircraft by showing the generation of the turbulence and the related air movements.

Figure 1.5: Approach phase is divided into three respective segments: the initial approach
segment which starts from the IAF, the intermediate approach segment that starts from
IF, and the final approach segment that starts from the FAF.

(a) STAR (b) Arrival route (c) Final approach

Figure 1.6: The STAR and the following route of MOPAR (IAF) associated with the
Paris CDG airport. Red boxes indicate the critical points for entering different approach
segments.
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Figure 1.7: Standards separation norm in the TMA.

Figure 1.8: The impact of wake vortex turbulence on the following aircraft (Breitsamter,
2011).

1.4 Problems addressed in this thesis

All the prescribed context provides basic knowledge of flight operations and control sys-

tems. Based on all the information, challenges arise with the future growth of air traffic

demand. Airports, especially the hub-airports will suffer from congestion and delays,

which will cause safety risks, financial and environmental inefficiency.

Regarding the flight operations in airports or around airports. Arrival, departure and

surface operations are managed by using the associated decision support tools for air

traffic controllers to establish efficient aircraft sequence and schedule while considering

the associated separation requirements. The task of managing flights is complex when

high traffic volume is involved. Compared to departure flights and flights on the ground,

arrival flights naturally experience more uncertainty, high delay costs, and higher workload

for air traffic controllers and pilots. Therefore, it is necessary to develop optimization

techniques for improving the operational efficiency of arrival air traffic while considering

the uncertainty which is a critical factor causing safety problems and efficiency reduction.

The current arrival management relies on the development and deployment of the

decision support tool named Arrival Manager, which is designed to provide automated
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Figure 1.9: E-AMAN schematic compared to the original operational strategy (Peters,
2017).

sequencing support for the air traffic controllers handling air traffic that arrives at an

airport. The current arrival management focuses on aircraft operations in the TMA and

it aims to assist in reducing low-level holding and tactical intervention. However, based on

this system, holding and stacking are still commonly used for aircraft to wait for proper

landing slots, which will unavoidably lead to extra fuel consumption, noise and pollution.

This is where the new concept of Extended Arrival MANagement (E-AMAN) is put for-

ward by SESAR. This concept aims to enhance the cooperation between the ACC and

the terminal control by implementing an earlier enroute speed control and sequencing so

as to reduce the need of holding and stacking over the destination airport, and therefore

achieving benefits such as efficiency, fuel saving and emission reduction etc. A comparison

between the E-AMAN concept and the currently applied Arrival MANagement (AMAN)

is shown in Fig. 1.9, from which different control strategies are illustrated. In this the-

sis, problems related to arrival air traffic are addressed from two ranges. First, a problem

regarding arrival aircraft operations in the TMA is focused. Then the second study accom-

modates the E-AMAN concept and considers the TMA and its upstream enroute airspace.

Due to the differences in management range, uncertainty need to be considered specifically

for each problem. The addressed problems and the associated contributions are stated as

follows:

• Arrival air traffic optimization in the terminal area under uncertainty

The first problem that we addressed in this thesis is an arrival aircraft schedul-

ing problem under uncertainty. We proposed a novel method to generate a robust

arrival schedule that can potentially improve the ability of hedging against uncer-

tainties during flight operations while still satisfying the various constraints required

for safety in the TMA. In this problem, uncertainty is formulated directly by rep-

resenting the time information of an aircraft arriving at a specific point by random

variables. Uncertainty quantification and propagation along the routes are reflected

in the trajectory model. For each aircraft, the random variables that represent time

information for adjacent waypoints follow the Markov assumption. Based on the

time information, conflict detection is performed in the predefined network. By tak-

ing advantage of the characteristics of normal distribution, an analytical evaluation

of interactions between aircraft in terms of conflict measurement is obtained. The
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objective function is then set to be the expected number of conflicts occurring in the

network, which enables adjustment of the separations between aircraft pairs con-

sidering the available temporal and spatial resources. In our study, uncertainty is

considered as an integrated element. This increases the adaptability of this model

to the real-world application. Except for the proposed model, two other models: a

deterministic model that does not consider uncertainty and a model that incorpo-

rates separation buffers, are presented as benchmarks. A meta-heuristic simulated

annealing algorithm combined with the time decomposition sliding window is used

as solution algorithm. Further, a simulation framework based on the Mont-Carlo

approach is implemented for evaluating the optimized solutions obtained from the

three models. Statistical comparison shows that the proposed model has absolute

advantages with respect to the other two models in conflict absorbing ability when

uncertainty arises. The complete research has been published (Huo et al., 2021).

• Arrival air traffic optimization in the TMA and the extended horizon

The second problem addresses the long-term arrival management following the con-

cept of E-AMAN. To deal with this problem, we need to pay attention to three

practical concerns. First, it is mentioned that one characteristic of this concept is to

extend the arrival management range to enroute phase, with which, varied uncertain-

ties may appear during flight operations. Second, due to different control manners,

objectives and decisions of the enroute phase and the TMA are different. Third, as

a flight gets closer to the TMA, its operational status reflected on objectives gets

more important in the TMA. Based on these concerns, we choose to establish a

dynamic/on-line control problem, where the aircraft operation process is updated

regularly taking the updated decisions into account. Situations in the enroute seg-

ment and in the terminal area are considered separately and evaluated with different

metrics considering different control standards. In the enroute segment, air traffic

flow capacities are measured based on the radar separation minimum. Moreover, for

flights that converge to the same waypoint, traffic merging workload is evaluated.

While in the terminal area, conflict detection approaches which are identical to the

deterministic model introduced previously (namely, evaluating the conflicts between

two successive aircraft on sepecific waypoints) are applied to finely organize all the

arrivals in the TMA. The objective is to reduce the route congestion, the overload

of conflict resolution workload for enroute air traffic merging, and the number of

conflicts in the TMA. A dynamic weights assignment approach is applied for each

aircraft, where the weights assigned for the two segments depend on their locations.

More precisely, an aircraft that is far away from the terminal area is assigned with a

relative high weight for the enroute congestion and exceeded workload, whereas an

aircraft that is near the terminal area is assigned with a high weight for the conflicts

in the TMA. The decision change for each aircraft is then a result of balancing the

congestion and workload in the enroute segment and the conflicts in the TMA tak-

ing into account the priority of the problems that need to be solved. Through this

design, efficiency can be achieved in the aspects such as delay absorption, workload

reduction, and fuel saving. This work has been submitted to a journal.
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• An improved algorithm for arrival aircraft scheduling problem in the

TMA

Apart from the previously mentioned problems. We also address a problem which

aims at improving computational efficiency. Compared to the models established in

the previous two problems, instead of considering the conflicts of all flights in the ob-

jective function, a new algorithm that focuses on the performance of a single aircraft

and minimizes the maximum individual cost among all flights is proposed. The cost

here refers to the conflict related metric. The Simulated Annealing (SA) algorithm is

adopted as solution algorithm, and the optimization details are demonstrated. For

the proposed algorithm, by focusing on individual performance, the optimization

process can be effectively guided by specifying flights with the worse performances.

Moreover, information aggregation of all flights is not necessary, therefore efficiency

and flexibility of the proposed algorithm are enhanced. The performances are an-

alyzed in terms of the execution time and result quality based on a case study at

the Paris CDG airport. Final results show an absolute advantage of the proposed

algorithm in terms of computational time. This research work has been presented

at the conference of SESAR Innovation Days in 2020.

1.5 Thesis structure

The plan of this thesis is as follows: Chapter 2 reviews existing studies in the literature

that are related to the problems focused in this thesis. Chapter 3 addresses the arrival

aircraft scheduling optimization problem in the TMA under uncertainty. In Chapter 4,

we describe the details of the concept of E-AMAN, based on which a dynamic/on-line

problem is formulated by considering different objectives and decisions of flights in the

enroute phase and in the TMA. In Chapter 5, the single aircraft performance based

algorithm for arrival aircraft scheduling problem is presented. SA is adapted accordingly

to solve the problem. Finally, in Chapter 6, we conclude the whole thesis.

14



Chapter 2

Literature review

In this chapter, the research works related to the problems addressed in this thesis are

discussed, which are the arrival air traffic optimization problems in different ranges and air

traffic optimization problems under uncertainty. Specifically, Section 2.1 provides a general

introduction of the research direction of this thesis. Section 2.2 investigates the aircraft

scheduling problem at the runway and in the terminal area. Section 2.3 gives a review

about the air traffic optimization problem under uncertainty. In Section 2.4, the concept

of Extended Arrival MANagement (E-AMAN) is briefly introduced, and research works

focusing on an extended horizon are discussed. For problem solving, Section 2.5 sum-

marizes the popular solution algorithms including the exact, heuristic and meta-heuristic

algorithms. Section 2.6 introduces the Simulated Annealing (SA) algorithm which is used

to solve the problems that are addressed in this thesis. Finally Section 2.7 concludes this

chapter.

2.1 Introduction

To ensure safety and efficiency, air traffic management is supported by complex systems

that continuously provide control information for air traffic controllers and pilots based

on various requirements. Arrival MANagement (AMAN), which is very important for the

operations near the airport, has been widely concerned by researchers. The control support

systems associated with the AMAN assist air traffic controllers in facilitating efficient

arrival sequences and aircraft schedules to ensure smooth operation. The realization of this

process leads to the optimization of Aircraft Sequencing and Scheduling Problem (ASSP).

In accordance with geographical features, the scheduling problems are classified to basic

and detailed (Samà et al., 2013), which referring to the models incorporating only runways,

and the models that consider other relevant resources in the Terminal Maneuvering Area

(TMA), respectively.

The aircraft runway scheduling problem that focuses on a single resource is easier to be

modeled with its typical features, and thus facilitates the aggregation of different interests

in the models. The aircraft runway scheduling problem is generally split into two types

of problems, involving either landings or take-offs, in which the arrival operation referred

to as Aircraft Landing Problem (ALP) is discussed. Considering the route structure and

the function of the TMA, the arrival operations in this area are subject to complicated
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constraints and attract attention from the researchers. Since the configuration of TMA

is uniquely associated with its airport, the studies that focus on a larger area of terminal

airspace and runway provide greater level of detail in the model formulation. The above-

mentioned problems have been reviewed in some works (Messaoud, 2020; Ikli et al., 2021;

Bennell et al., 2011). In reality, air traffic control are carried out in various situations due

to time and geographical locations change, so there are many research directions related

to AMAN, among them, the works closely related to our study directions are presented

and discussed.

2.2 Sub-problems arising in aircraft arrival management

2.2.1 Aircraft landing problem (ALP)

As the main bottleneck in the air traffic management system, runway operational efficiency

is significant and needs to be improved. Therefore, aircraft landing and takeoff problems

have been targeted intensively in decades. There exist several configurations of runway

alignments that are established based on the airport environments such as altitude, pre-

vailing wind directions, and desired capacities of the airports. Hence, for different airports,

constraints that need to be satisfied are differentiated. While basically, some operational

constraints are commonly applied to aircraft sequencing and scheduling problems. These

constraints are:

• Minimum separation constraints: The separation requirements are hard con-

straints in the aircraft operation. The wake-vortex generated by the preceding air-

craft affects the stability of the aircraft landing after it. The effect fades as the sep-

aration between two aircraft increases. The minimum wake turbulence separation

requirements are therefore specified for the successively operated aircraft according

to their associated categories defined by the take-off weight capacity. Moreover, the

radar separation for radar control is also applied. Under normal circumstances, this

value is set to 3 NM in the terminal area, details regarding this standard can be

found in ICAO (2016).

• Precedence constraints: The precedence constraints refer to the unchangeable se-

quence or limited number of overtaking among aircraft due to the route structures,

aircraft performance limitations, airline equity, etc., belonging to which, the first

commonly applied condition is the First-Come-First-Serve (FCFS) principle (Beasley

et al., 2000; Soomer and Franx, 2008). The FCFS approach ensures a rather fair

environment for aircraft by respecting their initial arrival sequences. Moreover, an

explicit sequence is easy to implement and the workload of traffic controllers can

be reduced. However, the strict implementation of FCFS can lead to a reduction

of runway throughput. In order to improve runway utilization, another practical

consideration is known as Constrained Position Shifting (CPS), which is firstly in-

troduced to the air traffic optimization problem by Dear (1976). The CPS enhances

the efficiency of the aircraft landing on the runway by filling the time vacancies with

aircraft that are supposed to land later according to the FCFS approach. The lim-

ited allowable number of position shifting (overtaking) between aircraft avoids the
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loss of equity while improving runway throughput to a great extent. The comparison

of the two strategies is conducted in plenty of works showing that FCFS limits the

performance of the solutions (Balakrishnan and Chandran, 2006, 2010).

• Time window constraints: Regarding the real operation of fights, aircraft landing

time is bounded by the earliest landing time and the latest landing time. Those times

are determined based on the available speed and maximum holding time, etc. The

time window constraint regarding the aircraft arrival time was presented in Beasley

et al. (2000) and then it is broadly used in other works.

The air transportation system is complex and involves many stakeholders, and each of

them aims to achieve different interests that meet their needs. The common interests are

safety and efficiency. While from some practical concerns, airlines care about the equity

and fuel efficiency, and the governments pay more attention to environmental effects such

as noise and emission. Based on all these interests, the commonly addressed objectives

are classified as follows:

• Runway throughput or makespan: These are objectives used to maximize the

runway capacity. Throughput refers to the number of aircraft operations that can be

accommodated on a runway in a fixed time period. Makespan refers to the shortest

time used to successfully operate a certain number of aircraft for landing. These two

objectives evaluate the runway operation efficiency from two perspectives.

• Delay or time deviation: Delay can be referred to as the extra time spent after the

required schedule time. In most cases, both early and late arrivals are not preferred

for an aircraft. Therefore, some works use the time deviations between the scheduled

landing time and the real landing time in the objective function. This is also referred

to as a punctuality objective.

• Environment costs: The major environmental issues are fuel consumption, carbon

emission, and the noise footprint on the ground.

• Equity: This is related to the landing sequence of flights. Airlines are especially

sensitive to this parameter. FCFS policy can ensure the equity to some extent.

The ALP is usually established based on the above-mentioned constraints and objec-

tives. The objectives chosen for a study rely on their specific interests, and both single

objective function and multi-objective function are applied in the prior literature.

• Single objective optimization for ALP:

Minimizing the total cost of delay is the most common objective. In Beasley et al.

(2000), a cost function composed of linear cost relations of the positive and negative

time deviations with respect to the target landing time is applied and a Mix Inte-

ger Programming (MIP) formulation is presented for both the single runway case

and the multiple runway case. In this problem, time window constraint, separation

constraint and workload constraint are incorporated. This is probably the most

cited work, based on which, some works reformulated or tightened the constraints

in accordance with their specific problems (Furini et al., 2015; Farhadi et al., 2014;
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Lieder et al., 2015; Prakash et al., 2018). Many other works have implemented

similar cost functions for time deviations with different relations. These functions

can be either linear, piece-wise linear, or non-linear depending on the preference of

delay and earliness (Girish, 2016; Salehipour, 2020; Vadlamani and Hosseini, 2014;

Lieder et al., 2015). Balakrishnan and Chandran (2006, 2010) addressed a single

runway optimization problem which tried to maximize the runway throughput while

incorporating the constraints of CPS. The model was established to accommodate

the Dynamic Programming (DP). Psaraftis (1978) investigated two objectives sep-

arately, the first one tried to minimize the runway throughput, while the other one

minimized the total passenger waiting time with two versions of ALP: single runway

case with CPS, and two runways case without constraints for position shifting. In

this study, DP is applied to solve the ALP. Briskorn and Stolletz (2014) formulated

the ALP as a machine-scheduling model by representing runways as machines and

aircraft as jobs to minimize the overall delay cost, in which aircraft were specified

with classes for defining the job length.

• Multi-objective optimization for ALP:

Multi-objective models put together and optimize the controversial objectives simul-

taneously to achieve a balance or discover the trade-offs of the concerned goals. Based

on the model structure proposed in Balakrishnan and Chandran (2006), Lee and Bal-

akrishnan (2008) analyzed the trade-offs between two sets of objective combinations,

which are the trade-off between throughput and fuel costs, and the trade-off between

throughput and operating costs. Soomer and Franx (2008) addressed the airlines

equity by establishing specific cost functions for delay time in accordance with the

particular interests of airlines. This study implemented a local search heuristic algo-

rithm to determine the sequence of aircraft, based on which the Mix Integer Linear

Programming (MILP) model is transferred to a Linear Programming (LP) to eval-

uate the performance of the result. Mokhtarimousavi et al. (2015) has proposed

a three-objective model to minimize the total landing time (i.e. maximizing the

runway throughput), the fuel consumption, and the costs of extra time staying in

the apron and parking slot since the airport operation is considered. In addition,

Bennell et al. (2017) proposed a multi-objective formulation taking into account run-

way throughput, time deviation from target time, and the fuel cost. Zhang et al.

(2020) elaborated the inner relations between the commonly used criteria: min-max,

min-sum, completion time related, and due-dates related criteria for the objective

functions of ALP. Several appropriate objectives are chosen based on a theoretical

analysis to establish a multi-objective model for the single runway case. The objec-

tives are dedicated to achieving a smooth and efficient aircraft landing process with

varied interpretations.

The above-mentioned studies mainly consider the ALP as static cases. However, dy-

namic cases that focus on real-time operations are also studied by lots of researchers.

Beasley et al. (2001) modeled the dynamic problem by using a displacement function that

connects the new decision with the previous decision. Therefore, the decisions about land-

ing time can take operational and environmental changes into account. In the related

studies, the dynamic nature was normally addressed through the combination of two tech-
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niques: scheduling window and freezing horizon, which are used for problems focusing on

real time optimizations. The scheduling window refers to a fixed time interval. Aircraft in

this interval can be scheduled to specific waypoints or runways. Freezing horizon is used

for setting up a time threshold to exclude the aircraft that are no longer influenced by the

dynamic issues. Beasley et al. (2004) defined a freezing horizon such that aircraft that are

scheduled to land within this freezing horizon have their landing time frozen. Moreover,

the scheduling window approach ensures continuous advance of the time horizon under

consideration, in which new arrivals are included into the problem. Hu and Chen (2005)

introduced the Receding Horizon Control (RHC) into Genetic Algorithm (GA) to solve

the ASSP with a goal of minimizing the airborne delay and increasing runway throughput.

RHC here is similar to the scheduling window approach. It is an optimization strategy

that makes decisions by looking ahead for N steps in terms of a given cost/criterion. In

this approach, only the decisions for the first step associated with this window are actually

implemented. Further, based on the same problem, Hu and Di Paolo (2008) extended the

previous work in the solution algorithm by designing an efficient GA based on a binary

representation of arriving queues. Bencheikh et al. (2016) took advantage of the algorithm

of Ant Colony Optimization (ACO) to tackle the ALP (see Bencheikh et al. (2011)) in a

dynamic environment with two dynamic events: the appearance of new aircraft and the

closure of a runway. In addition, Bennell et al. (2017) investigated both the static/off-line

and the dynamic/on-line ALP. The dynamic problem is solved by periodically updating

new arrival information based on the rolling horizon frame with an iterated descent algo-

rithm or dynamic programming. A thorough computational evaluation is performed using

data from Heathrow airport and randomly generated test data.

2.2.2 Aircraft arrival scheduling problem in the TMA

Most scheduling models in the literature consider the TMA as a single resource, typi-

cally the runway. However, many research works took the operation in the TMA into

consideration. In this case, the sequencing and scheduling of aircraft are performed in a

complex environment with controls such as holding, stacking, speed regulation, and route

assignment. With a larger scope to consider, relevant resources of real route structure in

the TMA for a specific airport can be studied and incorporated into the model. A series

of studies based on the job-shop scheduling model were conducted by a research group.

Bianco et al. (2006) has considered the airspace segments in the entire TMA and runways

as machines and the aircraft with given earliest arrival times as jobs. The separation

requirement is modeled as sequence dependent machine set-up times. In this study, CPS

was also considered. The delay and the throughput were addressed in two separate models

so as to verify the model performances. In the later work, additional real-world constraints

such as holding time, time window constraint, resources capacity and blocking constraint

at runways were taken into account. Branch and Bound (B&B) and a heuristic version of

it were adapted for this problem (D’Ariano et al., 2010). Further, D’Ariano et al. (2012)

extended the previous work by adding a rerouting decision in the TMA. The algorithms

of a truncated B&B and a Tabu Search (TS) combined with the neighborhood structures

were applied and compared.

Apart from handling the problem by using the job-shop scheduling model, in recent
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studies, model formulation based on the realistic route structures has also been applied.

Eun et al. (2010) analyzed the real trajectory data to specify several waypoints from dif-

ferent merging routes as reference points in the TMA. Aircraft trajectories were adjusted

by applying discrete delays at the reference points. Therefore, the safe spacing at the Final

Approach Fix (FAF) can be guaranteed. The discrete delays were considered as decision

variables and the objective of this work is to minimize the sum of delays. This problem is

solved by using a B&B algorithm with LP and Lagrangian dual decomposition. Messaoud

et al. (2018) established the model from a practical standpoint by considering decisions

from air traffic controllers. This problem addressed the sequencing and scheduling of air-

craft in the approach phase, taking into account the operations on the TMA resources

(air segments) and on the runway. A detailed MILP formulation subject to the separa-

tion requirements and time window constraints was proposed, in which the objective is to

minimize the maximum consecutive delay over all aircraft at the TMA entry points, at

the FAF, as well as at the runway thresholds.

In addition, safety issues in the TMA can be emphasized by performing a conflict

detection and resolution. Ma et al. (2019) has used network abstraction for the arrival

routes. Longitudinal and horizontal separation losses are considered in a manner of flight

by flight conflict quantification on the route resources. The objective is to minimize the

weighted sum of the number of conflicts in the network and the delays. Nikoleris and

Erzberger (2014) developed an autonomous system including trajectory prediction in the

terminal area. Conflict detection and resolution were performed. The separation losses

at the FAF were detected. Speed controls, horizontal maneuvers and altitude changes are

used to resolve the potential conflicts.

The dynamic on-line problems in the TMA and at the runways have been studied as

well. Murça and Müller (2015) used typical techniques of time based scheduling window

and freeze horizon to solve the static sub-problems every fixed amount of time. In this

work, the actual terminal arrival routes and related control actions were analyzed at a

specific airport. A MILP model is formulated, in which standard and alternative pre-

defined arrival routes and holding times are set as decisions. The objective function is

established based on a penalty cost function, in which the delay caused by holding and

route changes for individual aircraft are involved. In Samà et al. (2013), the rolling horizon

approach is proposed. This approach enabled the dynamic management of aircraft ingoing

and outgoing of the traffic control area. The target problem retained the framework of

job-shop scheduling model which can be found from their previous work (D’Ariano et al.,

2010, 2012). A common feature of the dynamic optimization of the aircraft scheduling

problem is that they enhance the static model by discretizing the time horizon so as to

take into account the newly appeared aircraft and remove the aircraft outbound over time.

2.2.3 Arrival route structure management

Aircraft arrival management can benefit from not only flight schedule optimization but

also arrival route structure design. The possible deployments of different solutions in-

crease flexibility in the design of the TMA route layouts and landing procedures. One

of the typical achievements is the development of Point Merge System (PMS) proposed

by EUROCONTROL (EUROCONTROL, 2019). PMS replaces the traditional standard
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arrival route structure with a more flexible one that consists of a point (the merge point)

and predefined legs which are equidistant from the merge point. Aircraft on the legs are

directed to the merge point at appropriate times, from which controllers can have a clear

view of arrival sequence. It is worth mentioning that the technique of Continuous Descent

Operation (CDO) has been proven to be very promising in the aircraft arrival segment

with one limitation, which is the application of this approach in a busy time period may

cause significant delay and trajectory deviation (Clarke et al., 2004; John and Kamgarpour,

2010). However, PMS enhances aircraft operation performance by allowing the application

of CDO for flights in a high-density traffic environment at a lower altitude. The benefits of

this combination are verified in terms of fuel saving, emission reduction and noise control.

Most of the literature related to the aircraft arrival sequencing and scheduling problem

with PMS are focused on performance validation. Boursier et al. (2007) compared the per-

formances of the PMS with the current arrival control methods. Meric and Turan (2016)

emphasized the advantages of PMS by describing the differences between the CDO and

the traditional vectoring. Usanmaz et al. (2019) conducted an assessment based on the

real-time implementation of the PMS at Ankara Esenboga International Airport in terms

of the number of instructions and the flight occupation times required from the controller.

Optimizations for the actual flight operation in the PMS system have been conducted.

Liang et al. (2018) addressed the ASSP by establishing an autonomous PMS framework

based on Beijing Capital International airport.

Even though PMS is one of the aviation block upgrades and provides very promising

outcomes, its application is not yet compatible with all airports. Therefore, studies that

make progress based on the current arrival procedures still hold great value in the arrival

sequencing and scheduling problem. Zuniga et al. (2011) proposed an approach to address

conflict detection and resolution problems when aircraft density increases by improving

the airspace utilization in the TMA. Aircraft speed control and route path changes are

performed, where the alternative paths form a trapezoid with the original route by shar-

ing the beginning and endpoint of the specific route segment. In the follow-up study,

Zuniga et al. (2013) further elaborated the model by incorporating the path shortening

and stretching technique. Fig 2.1 illustrates the simple example of the PMS and the route

stretching strategy proposed in Zuniga et al. (2011).

2.3 Air traffic optimization under uncertainty

The above-mentioned studies are optimized or simulated based on exact information.

Therefore the sequencing and scheduling are carried out in an ideal situation where aircraft

follow all the instructions precisely. However, in real operation, uncertainties such as

aircraft maneuvering, weather effects, information delay etc. may lead to the fact that the

predicted flight information and operational conditions in the airspace or at the airport

vary with time.

Many works were dedicated to better understanding the pattern of prediction errors

during the flight operation (Tielrooij et al., 2015). While the fact is that as a general

term for all kinds of errors, the statistical attributes of the uncertainties being analyzed

are highly dependent on the available information in multiple aspects such as airspace

configuration, weather condition, traffic density or human factors. Tielrooij et al. (2015)
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used the Flight Update Message (FUM) that indicates the expected arrival time of flights

at waypoints to estimate the prediction errors. In the work of Wanke et al. (2004), predic-

tion error of sector capacity evaluation was estimated. The predicted demand estimated

in each sector was provided by the Enhanced Traffic Management System (ETMS). Then,

the actual history of flight information was used as the reference for deriving the prediction

error. Mercer et al. (2013) investigated the wind forecast error and aircraft performance

error based on the information provided by the decision support tool. All these works

demonstrated that uncertainty is a critical issue inherent to air traffic management that

needs to be dealt with.

Typical approaches used for uncertainty optimization include stochastic programming,

robust optimization, chance constrained optimization and distributionally robust opti-

mization (Li and Ierapetritou, 2008; Sahinidis, 2004).

• Stochastic Programming: The most common applications of stochastic program-

ming are the two-stage or multi-stage stochastic problems (Bosson et al., 2014;

Khassiba et al., 2019), where one assumes that the uncertain parameters can be

represented by the known probability distributions based on a complete knowledge

of the uncertainty. The selection of the tackled problems for the stages are usually

based on the prioritization of the particular information required. That is to say,

for a two-stage problem, variables that provide prior information before the real-

ization of uncertainty parameters have to be decided in the first stage. Further,

corrective measures or recourse are activated at the second stage to mitigate effects

from uncertainty and avoid infeasibilities. The general process is to take decisions

for the first stage such that the total cost of the first stage and the expected cost

of the second stage are minimized. Due to uncertainty, the cost of the second stage

can be considered as a random variable, and the expected function is introduced

for the second stage. One broadly used method that approximates the expectation

function by averaging the values obtained from a finite number of scenarios is the

(a) PMS (EUROCONTROL, 2019). (b) Route stretching (Zuniga et al., 2011).

Figure 2.1: Simple Example of PMS (EUROCONTROL, 2019) and the route path stretch-
ing technique used in Zuniga et al. (2011).

22



Sample Average Approach (SAA) method. In Kleywegt et al. (2002), the imple-

mentation and performance of SAA method based on the Monte-Carlo approach has

been comprehensively studied from both theoretical and experimental aspects for a

stochastic optimization problem. The accuracy of stochastic optimization is based

on the expansion of scenario exploration. While, as the problem size gets larger, the

number of random variables increases, which drastically yields increased scenarios.

Consequently, it is computationally intensive for a high dimensional problem.

• Robust optimization: In robust optimization, the probability distribution of the

parameter representing the underlying uncertainty is normally unknown. The con-

cept of robust optimization is to define the reasonable uncertainty set, within which

the optimized solution is computed (Ben-Tal and Nemirovski, 2002). Robust op-

timization is a conservative method that focuses on immunizing against the worst

case or scenario which are derived from all the possible input data (Ben-Tal and

Nemirovski, 2002; Bertsimas and Sim, 2003). One of the common uses of robust

optimization in dealing with the arrival management related problem is the robust

min-max regret method. This method tries to minimize the maximum regret value,

namely, the difference of objective values between a made decision and the optimal

decision obtained from the worst scenario (Ng et al., 2017). Kapolke et al. (2016)

implemented both the robust optimization model and the stochastic optimization

model for a runway scheduling problem. An explicit comparison between these two

models in terms of model formulation and performance was provided.

• Chance constrained optimization: According to different problems and designs,

chance constrained optimization can sometimes be classified into the field of stochas-

tic programming (Marla et al., 2020) or robust optimization (Esche et al., 2019). As

the name indicates, chance constrained optimization allows for the violation of some

inequalities by introducing a desired probability level (Charnes and Cooper, 1959).

In Chen et al. (2017), a chance constrained optimization approach is established

by including probabilistic sector capacity constraints for the large scale air traffic

flow management problem. With this method, a less conservative solution can be

obtained compared to the robust optimization approach while maintaining a certain

level of solution quality.

• Distributionally robust optimization: The distributionally robust optimization

emphasizes the ambiguity of the probability distributions of the uncertain parame-

ters. Analogous to robust optimization that considers the worst-case parameter re-

alization in the uncertainty set, distributionally robust optimization seeks to protect

against the worst-case with ambiguous probability distribution. Under this case, the

probability distribution for the uncertain parameter is unknown but belongs to an

infinite set of predefined probability distributions (Rahimian and Mehrotra, 2019).

Among multiple forms of robust optimization and stochastic programming, interpreting

the uncertainty for probability related parameters sometimes is necessary, which indicates

the wide implementation of probabilistic modeling. An abundance of studies focus on

the air traffic flow management problem in the enroute segment by applying probabilistic

interpretation for the time information and then the expected number of flights is estimated
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for specific sectors (Gilbo et al., 2011; Caron et al., 2013; Gonze et al., 2018). Uncertainty

can also be managed by imposing separation buffers between the consecutively operated

aircraft (Meyn and Erzberger, 2005; Heidt et al., 2016). Scala et al. (2019, 2021) aimed at

reducing the impact of uncertainty by enlarging the separation minima under a simulation

optimization framework by performing the conflict detection and resolution. Intuitively

speaking, inserting separation buffers with respect to the nominal separation minima is

a very effective way to generate a robust solution. However, regarding the growth of

traffic demand, fixed buffering limits airspace capacity, reduces the flexibility of aircraft

scheduling, and therefore may introduce a more complex problem.

2.4 Extended AMAN

The conception of E-AMAN is one of the SESAR solutions. The main goal of E-AMAN

is to enhance the cooperation of the traffic in the TMA to the further upstream manage-

ment. By implementing an earlier enroute speed control while considering the operational

constraints in near airport airspace, a smooth and efficient arrival process can be achieved.

Fig 2.2 shows the geographical extension of a live trail carried out for the arrival traffic

flow of south-east bound at the Paris Charles de Gaulle (CDG) airport. In this case, the

management horizon has been extended up to 350NM. The decision of the horizon exten-

sion depends on the context in which E-AMAN is applied. The possible control range can

be extended up to 500NM with an associate time horizon up to 2 hours.

Since E-AMAN is a new strategical concept, limited studies can be found and most of

them are based on the controllers’ decision control rules. Jones et al. (2013) presented a

dynamic multi-objective integer programming model incorporating the main objectives of

fuel saving and delay minimizing at the airport. In this paper, practical control manners

Figure 2.2: Live trials in 2018 on cross-border arrival management for South-East Paris
CDG inbound flows. AMAN horizon is extended up to 350 NM involving a collaborative
process between Paris, Reims, Geneva, Zurich and Milan ACC SESAR (2019a).
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are considered for a horizon of 500NM from the airport. Aircraft are controlled by the

initial Estimated Time of Arrival (ETA) and the updated Controlled Time of Arrival

(CTA) which is issued depending on their time distances from the concerned horizon.

For determining the priority of specific controls movements, two successive rolling horizon

periods (scheduling window) were introduced. The objective in the most recent window is

assigned with higher weights than the other window. Through this way, aircraft near the

airport were urged to be compliance with the CTA while the later aircraft were preferred

to be delay in the enroute segment. Then, a series of trail studies were conducted, which

proved the effectiveness of this model. Peters (2017) introduced a practical control tool

based on the E-AMAN concept and the trajectory information provided by Air Navigation

Service Provider (ANSP). Enroute speed adjustment and alternative route assignment

were applied to meet the Required Time of Arrival (RTA). Solution has been validated

through live trials, and benefits in terms of delay reduction and emissions can be achieved.

Simulation based model is widely used for the validation of the E-AMAN conception.

Swenson et al. (2011) proposed an advanced air traffic control decision support tool that

integrates precise time and trajectory prediction. The vectoring in the meter fix, merge

points and runways is conducted based on the sequence determined by an extended fur-

ther upstream management. Delay are pre-considered as it can be absorbed in the cruising

phase. This approach is implemented in the real operational environment and compared

with current Air Traffic Control (ATC) operations under several levels of demands. Niko-

leris et al. (2012) investigated the distance required for flights to absorb a certain amount

of delay by clustering historical flight data that has been implemented with enroute speed

control. By comparing with a simulation based delay-free schedule, the speed control

strategy can absorb a considerable amount of delay with a margin of 10% from the nomi-

nal speeds. The delay transferring or sharing strategy embedded in the E-AMAN concept

relies on speed control for an extended distance. As long as the relevant controls can be

effectively delivered to the pilots, it is quite flexible in its application scope. Delgado has

conducted a series of researches aiming at discovering the benefits of speed control in the

cruising segment for fuel saving (Delgado and Prats, 2009) and delay absorption (Del-

gado and Prats, 2012). An extended study combining the Ground Delay Program (GDP)

with the cruising speed regulation is proposed to recover the delay that is supposed to be

imposed to GDP. This strategy provides alternative or back up options to balance the

capacity in the airport and in the air (Delgado et al., 2013).

2.5 Solution algorithms

Most of the problems mentioned above are solved through mathematical optimization.

The algorithms implemented for the ASSP can be categorized into exact approach and

heuristic approach. The choice of the solution algorithm is dependent on the characteristics

of the addressed problem. The ultimate goal is to find an optimal solution or near optimal

solution within an acceptable time. Here, the two types of algorithms are discussed.
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2.5.1 Exact approaches

The exact approaches always solve an optimization problem to optimum. Therefore, this

kind of approach is broadly used in the literature. In this part, we present the algorithms

that are most commonly applied:

• Mix Integer Linear Programming (MILP)

Strictly speaking, MILP is a formulation method. It can be solved using solvers such

as CPLEX, Gurobi, etc. in an exact manner. Many above-mentioned works formu-

lated the optimization models based on the MILP (Beasley et al., 2000; Heidt et al.,

2014; Samà, D’Ariano, D’Ariano and Pacciarelli, 2017), which presents its advantage

of great flexibility in modeling and allows to easily introduce the desired extensions

(such as the permissible landing time window and the minimum separation time).

Many works have used the commercial MILP solver (typically IBM-CPLEX) to for-

mulate and solve the aircraft scheduling problem (see. e.g. Beasley et al. (2004);

Messaoud et al. (2018); Diallo et al. (2012)). However, one limitation is that only

small instances can be addressed. The performance of this approach deteriorates for

large instances.

• Dynamic Programming (DP)

This method defines the relationships between problem states by breaking up the

problem into sub-problems (sub-stages). Thus, the problem can be solved by recur-

sion or in a one by one divided manner. Using DP, the scheduling and re-scheduling

can be easily taken into consideration when new events or updates of data are ob-

tained.

Taking advantage of the features of this algorithm, Balakrishnan and Chandran

(2006) implemented dynamic programming to solve the aircraft scheduling problem

at the runway. This problem is interpreted as a modified shortest path problem

on a growing network that consists of stages indicating the current possible land-

ing sequence. In this way, the shortest path in terms of operation time can be

generated under multiple constraints such as landing time windows and separation

requirements. The same solution algorithm has been employed in continued studies

that incorporate additional constraints or modified objectives (Chandran and Bal-

akrishnan, 2007; Lee and Balakrishnan, 2008; Balakrishnan and Chandran, 2010).

Furini et al. (2014) proposed a fast DP algorithm based on the algorithm proposed

in Balakrishnan and Chandran (2010) to minimize the sum of weighted deviations

under the CPS constraint. An additional state space reduction technique involving

a heuristic searching for an upper bound and a lower bound with respect to the

completion time is embedded into the classical DP algorithm. Lieder et al. (2015)

resolved the ALP on multiple independent runways based on general assumptions

(multiple runways, positive target times, and limited time windows). This work fo-

cused on computational complexity reduction and developed an efficient DP based

on the framework proposed in Briskorn and Stolletz (2014). In this study, the DP

algorithm was applied with a dominance criterion which is used for state space

reduction while searching for the optimal solution. The dominance relation is es-

tablished between two states. First, at least the same number of aircraft with a
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specific class has been scheduled. Second, the landing time deviation cost of the

dominated state does not exceed the other. Third, the landing time of each aircraft

should be earlier in the dominate state than the dominated states. By removing

the dominated states at each step, the state space search is more efficient, which

significantly reduces the computational burden when solving the ALP with multiple

runways. Numerical comparison shows that the DP approach yields optimum sched-

ules significantly faster than a standard MIP solver (CPLEX). Further, Lieder and

Stolletz (2016) implemented the same DP for realistic runway scheduling problems

at London Heathrow airport and Frankfurt airport.

• Branch and Bound (B&B)

This is a classical algorithm that consists of step-wise enumeration of possible solu-

tions. The exploration of the entire state space follows a tree structure with nodes

corresponding to the sub-problems, and the leaves correspond to the solutions. De-

pending on the bounds associated with the nodes, the sub-problems may be refined

into smaller sub-problems or aborted.

Bianco et al. (1978) uses B&B algorithm to solve aircraft sequencing problem in-

side the TMA and at one runway. Moreover, Ernst et al. (1999) also applied the

B&B algorithm and a space search heuristic to solve ALP on a single runway and

on multiple runways. A specialized simplex algorithm was used to rapidly evaluate

the landing time. By combining the two approaches, the computational efficiency

has been increased as well. Starting from D’Ariano et al. (2010), a series of works

carried out by this research group have applied B&B algorithm for the problems of

scheduling and routing, landings and take-offs, taking into consideration the inter-

dependent runways and air segments in the TMA. The models are well developed

by incorporating more practical control constraints and possibilities. Further, some

works carried out the comparison of the B&B algorithm and other heuristic ap-

proaches (D’Ariano et al., 2012, 2015; Samà et al., 2014; Samà, D’Ariano, Corman

and Pacciarelli, 2017).

The exact solution approaches require a relatively long time to solve an optimization

problem, therefore, it is not suitable to be implemented in reality considering that the air

traffic is operated in a highly varied environment and frequent computations are required.

2.5.2 Heuristic approaches

Compared to the exact algorithms, though the heuristic algorithms do not ensure a glob-

ally optimal solution, they can improve the computational efficiency to a great extend.

Considering that all kinds of uncertainties make the optimal solution vulnerable, algo-

rithms that provide fast and near-optimal solutions gain much more interest. From the

literature, there are several meta-heuristic algorithms that are commonly used for the

Aircraft Scheduling Problem (ASP)and ASSP.

• Genetic Algorithm (GA)

This algorithm aims to evolve a population of solutions through several steps, in-

cluding selection, crossover, and mutation during a number of iterations.
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In the early study, Ciesielski and Scerri (1998) provided two genetic algorithms: the

standard binary genetic algorithm and a ”seeding” modification algorithm that iter-

atively updates the initial population for the dynamic case. In Hu and Chen (2005),

a typical GA with only mutation operator was employed for the ASSP at the run-

way. Then, in Hu and Di Paolo (2009), the potential inefficiency of the existing

GA were analyzed. By employing the uniform crossover operator to two kinds of

mutation mechanisms, a high efficient GA was proposed. In both works, the au-

thors combined the proposed GA with the RHC concept, which further facilitated

the implementation of the algorithm for the ASSP on multiple runways in real life

situations. In Kupfer (2009), GA has been embedded in a greedy algorithm to pro-

vide better performance in terms of computational efficiency while maintaining the

solution quality. It is worth mentioning that Non-Dominated Sorting Genetic Algo-

rithm (NSGA) has been broadly used in the multi-objective optimization problem

for generating a Pareto Frontier (PF). The PF shows the controversial objectives

under equality constraints at different levels (Tang et al., 2008; Caron et al., 2013),

which enables the stakeholders to make trade-offs in the solution set indicated in the

PF. Actually, GA is a population-based algorithm. When solving a problem that

involves a large-dimensional state space, a huge memory is required. Therefore the

population based algorithms have their limitations.

• Ant Colony Optimization (ACO)

This is a class of optimization algorithm modeled on the actions of an ant colony,

which is initially used for solving the Traveling Salesman Problem (TSP). Therefore,

the problems that need to be solved are normally converted into the shortest path

finding problem on a weighted path in a graph. With this feature, ACO is also very

promising in dealing with the problem with dynamic nature.

Works that apply ACO for the ALP can rely on different problem interpretations.

First, a graphical representation of the problem can be established. Bencheikh et al.

(2011) defined a two-level graph with the available runways in the first level and

aircraft in the second level. The ants first selected the runway based on prede-

fined probabilistic rules taking into account the number of aircraft associated with

this runway and the aircraft separation requirements. Then, the ant continued to

select the aircraft in accordance with the priority of aircraft and the penalty cost

of each aircraft. Further, Bencheikh et al. (2016) addressed a dynamic ALP and

took advantage of the constructive feature of ACO to solve the problem. Another

straightforward interpretation suggested that the ALP can also be transferred into a

TSP, in which the runways were regarded as travelers and the aircraft are considered

as nodes (Xu, 2017). In order to increase computational efficiency, techniques can

be adapted in the searching process of the ACO. Zhan et al. (2010) has combined

the RHC with the ACO to solve the ASSP. Then, the ACO is further enhanced

by applying a heuristic local search, in which the new solution is obtained by ex-

changing the position of two aircraft. Final results suggested that even without

the rolling horizon technique, the ACO that accommodated the local search process

outperforms both the GA and the basic ACO.

• Tabu search (TS):
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This is a meta-heuristic local search algorithm that performs the procedure of pro-

hibiting the already visited solutions through user provided rules by putting the re-

cently visited solutions in the tabu list. D’Ariano et al. (2012) addressed an aircraft

conflict detection and resolution problem and included a new re-routing strategy

in the decision. The re-routing problem was solved by TS, considering the initial

scheduling problem without re-routing decision. The advantage of TS in reducing

delays within a short computation time was demonstrated.

• Simulated annealing (SA)

This algorithm relies on a stochastic global search, in which a worse solution can

be accepted with a probability. This probability is computed based on a function

involving temperature and the quality difference between the candidate solutions.

The randomness makes SA appropriate for nonlinear objective functions where other

local search algorithms do not operate well.

Câmara et al. (2016) has compared two meta-heuristic algorithms: SA and the TS

for ALP. Experiments show that SA outperforms TS by up to 55% and FCFS by

up to 19%. Liang et al. (2018) addressed the aircraft sequencing and scheduling

problem in the terminal area based on the PMS. The complexity of the problem

has been solved by using a simulation and optimization framework. The study has

applied SA and hill climbing algorithm to solve the problem. Results showed that

the hill climbing is faster than SA but the quality of the solution is less satisfied

than SA. Ma et al. (2019) addressed the aircraft scheduling problem for both arrival

and departure in the TMA and at the runways. They incorporated a roulette wheel

search strategy in the SA to achieve a high efficient optimization.

In addition to the mentioned algorithms, there are other algorithms have been applied

to solve the aircraft scheduling problem, such as Greedy algorithm (Amrahov and Alsalihe,

2011), Scatter search (Pinol and Beasley, 2006), etc. Some studies focused on comparing

several methods on the same problem to identify the most effective one. Bennell et al.

(2017) applied the typical approaches including DP, iterated descent, SA and the FCFS

to tackle the aircraft landing problem in both static and dynamic environments. A multi-

objective function is established, which consists of average landing time, total penalty

for violating time windows and fuel consumption. Further, the dynamic problem was

tackled. Results suggested the advantage of the heuristic approach in handling the large-

size problem. Samà, D’Ariano, Corman and Pacciarelli (2017) dug deeper and broader in

the direction of algorithmic improvements for both exact and meta-heuristic algorithms

based on the MILP formulation proposed in Samà et al. (2014). Câmara et al. (2016) has

compared the exact algorithm: FCFS, and the meta-heuristic algorithms: SA and the TS

for ALP. Experimental results are numerically shown to present the performance of each

algorithm.

Other studies hybridize several methods in order to enhance the performance. Ernst

et al. (1999) tackled the classical ALP. For solving this problem, a simplex algorithm

is firstly used. This algorithm is later used to specify the lower bounds of the B&B

algorithm. Faye (2018) proposed a SA approach combined with the exact LP method to

solve the classic ALP on a single runway case. The objective is to minimize the total

delay cost taking into account constraints such as time windows, separation constraints
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and predefined sequence options. The author chose two exact algorithms: the DP and the

LP. Both of them are thoroughly explained and then embedded in an iterative algorithm

based on a SA framework. Final results suggested that the proposed DP model is at

least 7.8 times faster than the LP method, which also helps in reducing the number of

iterations for finding high quality solutions. Bencheikh et al. (2013) described four hybrid

algorithms to solve the ALP proposed by Beasley et al. (2000) in a multiple runway case.

Hybrid algorithms were proposed by incorporating TS and GA. Through manipulating

the application stages of the two heuristic methods and the algorithms themselves, four

hybrid algorithms were proposed and the results indicated that each of the algorithms has

its own advantages in different aspects.

In our work, we have developed several implementations of the SA and the next section

summarizes the main features of this meta-heuristic approach.

2.6 Simulated annealing algorithm

The main advantage of SA is its simplicity of application and adaptation. In this section,

the details of this algorithm are described.

Basic of simulated annealing

In the early 1980s, Kirkpatrick et al. (1983) introduced SA in the field of solving the

combinatorial optimization problem. The SA algorithm is essentially inspired by the

physical annealing of materials. This process involves bringing a solid to a low energy

state after raising its temperature. At high temperature, the particles are in a random

state. A slow cooling process enables the solid reaches a well ordered state of minimum

energy. If a sudden cooling occurs, the material is found with metastable structures. Those

two types of cooling are displayed in Fig. 2.3.

The algorithm includes the heating and the controlled cooling process. An important

control parameter in this optimization process is the temperature. The heating process

explores the solution space to search for a temperature that can ensure a sufficient and

deep exploration of state space for the cooling process. The cooling process refers to

the decreasing of the temperature which can be interpreted as a slow reduction in the

probability of accepting worse solutions while exploring the solution space. In order to

achieve either the heating or cooling process, several important factors that define the

exact evolution of the states are demonstrated as follows:

• Temperature: The temperature in the SA can be interpreted as an indicator

to show optimization status. It can be given as Tk = f(Tk−1) for consecutive it-

erations, where k denotes the finished number of iterations and f(T ) is a cooling

function set according to the targeted problem. By cooling the temperature slowly

the approximate global optimum will be found.

• Neighborhood solution: During the optimization process, we have the current

state i corresponding to an objective value Ei. The next new state j should be

chosen from a design regarding the given circumstance. It can be chosen from

the state space either by randomly changing a decision or by using some auxiliary
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Figure 2.3: The process of the physical SA of material in terms of energy changing. When
the temperature is high, the material is in a liquid state (left). For a hardening process, the
material reaches a solid state with non-minimal energy (metastable state; top right). In
this case, the structure of the atoms has no symmetry. During a slow annealing process,
the material also reaches a solid state, for which atoms are organized with symmetry
(crystal; bottom right) Delahaye et al. (2019).

techniques. Then, the objective value Ej corresponding to j can be evaluated to

decide whether this neighborhood solution will be accepted or not.

• Acceptance probability: The acceptance of the neighborhood solution is based

on the Metropolis algorithm (Metropolis et al., 1953). If the difference Ei − Ej is

positive, the state j becomes the new current state. Otherwise, if the difference is

less than or equal to 0, then the transition from state i to state j is based on a

random probability Pr which is expressed as:

Pr =

1, if Ej < Ei

e
Ei−Ej
Kb·T , otherwise.

(2.1)

• Transition: A transition is defined as the replacement of the current solution by a

neighborhood solution. It consists of two main steps: the neighborhood generation

and acceptance or rejection of the neighborhood solution. For each temperature, a

certain number of transitions is specified to let the algorithm explore the state space.

• Iteration: Each iteration corresponds to a specific temperature, for which an

amount of transitions are carried out.

The functional paradigm for the SA is summarized in Algorithm 1, where N is the

number of transitions for each temperature.

During the optimization process (cooling process), the number of transitions at each

temperature and the initial temperature should be initialized. The initial temperature can

be determined by the heating process which is similar to the cooling process except that

the temperature is continuously increased. In the heating process, the initial temperature
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Algorithm 1 Simulated annealing algorithm.

Require: Initialization: number of transitions for each iteration N , initial temperature
T0, random number ε ∈ [0, 1];

1: E0=ObjectiveFunction(x0);
2: xi ← x0;
3: Ei ← E0;
4: while T > 0 or xi is not optimal solution do
5: for k = 1 to N do
6: xj =NeighborhoodGeneration(xi);
7: Calculate the objective of xj , Ej=ObjectiveFunction(xj);
8: if Ei > Ej then
9: xi ← xj ;

10: else if ε < exp(
Ei−Ej
T ) then

11: xi ← xj ;
12: end if
13: end for
14: T =TempratureDecrease(T );
15: end while
16: return xi

is fixed when the acceptance rate of about 80% is reached (this means 80% of the proposed

neighborhood solutions are accepted). The initial state x0 is usually randomly selected. A

high number of transitions ensures that the state space can be explored sufficiently at one

temperature. In the acceptance procedure, although the better solutions are preferred, we

also accept worse solutions to avoid getting stuck in a local optimum. The cooling process

can be intuitively seen in Fig. 2.4. Note that objective values are decreasing in a general

trend, while some hill-climbing moves representing the acceptance of the worse solution

appear. Moreover, the decreasing of the temperature makes the probability of accepting

worse neighborhood gets lower and the global approximate optimal solution will be finally

found.

Practical issues of SA

When one wishes to implement the SA algorithm for its particular application, the detailed

definition for each step in the algorithm needs to be specified to ensure the adaption of

the algorithm. The common designs corresponding to the main steps are introduced.

• Temperature evolving pattern:

The cooling schedule parameters including start temperature, cooling function, ter-

mination conditions are closely related to the rate at which SA can obtain an optimal

solution. The cooling function that describes how SA reduces the temperature to

the next one is especially important. Four commonly used cooling patterns are

introduced in Peprah et al. (2017).

– Geometric law:

Ti+1 = βgTi (2.2)
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Figure 2.4: The cooling process of SA with respect to the objective value variation and
the temperature changing.

where βg is a cooling factor which is supposed to be a fixed value that can

achieve a small decreasing rate of the temperature. Normally one can set the

range of βg ∈ [0.8, 0.99], while no absolute rule is imposed for the value of βg.

– Linear law:

Ti+1 = Ti − βl, 0 < βl (2.3)

where βl is a temperature reduction parameter, with a recommended range of

[0.1, 0.2].

– Logarithmic law:

Ti+1 = T0/log(i) (2.4)

where T0 is the initial temperature.

– Algorithmic-Geometric:

Ti+1 = Tiβag + ηag (2.5)

This is a non-monotonic cooling schedule that combines the geometric and the

linear law, βag and ηag represent the cooling parameters for the geometric part

and the linear part, respectively.

There are several ways to determine the stopping criteria.

– Upper limitation of the number of iterations (number of temperature changes).

– Upper limitation of the execution time of the algorithm.

– When a solution achieves the desired objective.

– When there is no improvement on the objective value for a predefined number

of iterations or predefined execution time.
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Figure 2.5: Objective function evaluation based on a simulation process (Delahaye et al.,
2019), where simulation is applied for obtaining the objective value y of the associated
solution.

It is possible to have more than one kind of stopping criteria in the optimization

procedure.

• Neighborhood selection strategy:

In SA, the neighborhood selection strategy should be defined based on two factors:

the effectiveness and the efficiency. The effectiveness refers to the capability of

accessing all solutions in the state space and the efficiency refers to the fastness

of locating a high quality neighborhood. A neighborhood selection strategy can be

evaluated from the following elements:

– Neighborhood covering rate: The number of neighborhoods that can be

accessed from the current solution.

– Neighborhood generating time: The time used for generating a neighbor-

hood.

– Information volume: The information used for performing guidance to high

quality solutions.

• Simulation based evaluation:

In many optimization applications, the objective function is evaluated by a computer

simulation process. In such a case, the optimization algorithm controls the vector of

decision variables X to produce the associated performance y through the simulation

process, as shown in Fig. 2.5.

Population-based algorithms such as GA is hard to be adapted to address such

problems. Since for generating a new neighborhood, the simulation environment

requires a huge amount of memory space, therefore this kind of solution algorithms

have a high computational burden to solve the real-life problems. In contrast, as a

single-solution based algorithm, SA gains more interest for real-life problems of high

dimension.

When we use a single solution based algorithm, the simulation environment is initi-

ated for solution evaluation. The decisions corresponding to the current solution are

put in the simulation environment to generate performance of this solution. This

performance (i.e. objective value) is then transferred to the optimization algorithm.

Afterwards, the second solution is chosen by the predefined neighborhood selection

strategy and evaluated by the simulation process. It is worth mentioning that dif-

ferent solutions sharing the same simulation environment may lead to confusion if

the solution information is not completely replaced in the simulation environment.
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Figure 2.6: Neighborhood selection, evaluation process and the usage of the comeback
operator for one transition in the SA algorithm. The comeback procedure is applied
when the neighborhood is not accepted, and minimum memory is required by using this
technique.

Therefore, the simulation environment must be initialized before evaluating the sec-

ond solution. In this case, the memory space is no longer an issue, but the evaluation

time may be excessive due to the reset of the simulation environment at each eval-

uation.

In the standard SA algorithm, a copy of the state space points (i.e. solutions in the

state space) are requested for each transition. In fact, a state Xj is generated from

the current state Xi through a copy in the memory of the computer. When we have a

large state space, implementing such a copy at each transition may be inefficient and

may drastically reduce the performance of SA. Therefore, we consider a come back

operator, which moves back the solution to the state before the application of the

neighborhood operator. In the simulation environment, only the relative changes

on the neighborhood operator are updated, but not the whole situation. Let G

be the neighborhood generation operator which transforms a point from Xi toXj .

The comeback operator is the inverse of the generation operator. The comeback

operator is used under the condition that the neighborhood solution is rejected.

Otherwise, we apply the aforementioned procedures of clearing the information for

the current solution in the simulation environment, evaluating the neighborhood

solution and updating the current solution successively. In Fig. 2.6, the exact process

is illustrated.

Considering the advantages of SA and the problem we are going to solve, SA has

been chosen as the main solution algorithm to be applied in a simulation based

optimization framework, different techniques are combined with the generic SA to

further enhance its performance.
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2.7 Conclusion

In this chapter, we reviewed several kinds of optimization problems related to arrival air

traffic in the terminal area and at the runways. First, the ASP for landing runways are

reviewed. This problem is referred to as the ALP, which is one of the most commonly

studied problems for the management of arrival air traffic. The ALP aims to increase

the efficiency and capacity of the runway system while accommodating various opera-

tional constraints such as wake turbulence separations, flight time window, precedence

constraints etc. The objectives of the problems that represent the interests of different

stakeholders include throughput, delay and environmental effects etc. Previous research

works are separately discussed in terms of the number of objectives that are considered in

the problems.

Afterwards, the studies related to the airport surrounding area are focused. Compared

to the ALP, the ASP in the TMA requires detailed information for model formulation.

Specifically, information such as the air segments or arrival routes have to be considered.

In addition, the topology of arrival route is presented as well. Advanced route structure

design such as PMS is introduced.

In the literature related to optimization of air traffic management, some researchers

focused on operational uncertainty. Different kinds of uncertainty optimization methods

are applied in accordance with their own problem contexts. Typical approaches used for

uncertainty optimization are introduced.

Recently, an advanced concept of E-AMAN that aims at enhancing the cooperation

between the control in the TMA and the upstream control center has been introduced.

The key benefits of this concept include improving control efficiency, reducing holding,

fuel costs and lowering emissions by conducting earlier sequencing and speed regulation

in the enroute phase. Studies related to this concept or applying the main strategy of this

concept are presented.

Finally, the solution algorithms commonly employed in the literature for arrival aircraft

sequencing and scheduling optimization problems are presented. Some works compared

the exact algorithms and heuristic approaches, which proved that with complex problems,

heuristic algorithms outperform the exact algorithm in multiple aspects. Among all of

them, we choose SA as the solution algorithm for our studies considering its efficiency and

high adaptability.
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Chapter 3

Arrival air traffic optimization in

the terminal area under

uncertainty

Arrival MANagement (AMAN) involves proper controls of arrival traffic with the help

of the decision support tool. In this process, all factors that have an effect on aircraft

operations should be considered, among them, uncertainty is a critical element that needs

to be properly dealt with. In this chapter, we address an arrival aircraft scheduling

optimization problem under uncertainty. Section 3.1 introduces the problem and the

mathematical models including a deterministic model, a model incorporating separation

buffer and a single stage stochastic model. Section 3.2 describes the solution approach that

we use to tackle our problem. Then, in Section 3.3, a simulation framework is applied to

investigate the performances of the presented models under disturbances. In Section 3.4,

the computational results are illustrated, and the simulation results obtained based on the

optimized solutions from the three models are compared in terms of conflict absorption

ability when uncertainty arises. Finally, Section 3.5 concludes this chapter.

3.1 Problem description and mathematical modeling

In this section, we describe three air traffic optimization models considering the air traffic

operation in the Terminal Maneuvering Area (TMA). Flight input data are given and

network abstraction is described. We first introduce a deterministic model by specifying

the decision variables, constraints and objective function. Based on the model framework

of the deterministic model, uncertainty is incorporated into the proposed model. In addi-

tion, a benchmark model that incorporates separation buffers is introduced. In accordance

with the characteristics of each model, different objective functions are given respectively.

3.1.1 Problem overview

Flights that are intended to land at an airport are required to arrive at the designated

entry points of the surrounding airspace of this airport at a specific time. Flight flows

from multiple directions merge at certain points to be sequenced and then proceed to
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the designated runways. During this process, the schedule should be carefully determined

according to separation requirements, the runway acceptance rate, and the unexpected

uncertainty etc. Focusing on the above issues, we address the arrival scheduling problem

in the TMA and runways under uncertainty so as to provide a robust solution that can

avoid potential risks.

3.1.2 Network Structure

Similar to the work of Ma et al. (2019), we model the TMA arrival network as a graph

G(N ,L). The node set N is the set of waypoints and the link set L is the set of links

interconnecting these waypoints with straight-line segments. We assume that N = Ne ∪
Nw ∪ Nr where Ne contains the entry points of the TMA, Nr represents the runway

thresholds, and Nw is the set of waypoints used to connect the entry points to the runway

thresholds. This graph concisely represents the physical route environment in a discretized

manner with information such as locations of the metering points and distances. For each

pair (νe, νr) ∈ Ne×Nr there exists one route (νe, ν1, . . . , νm, νr) in the graph G connecting

the entry point νe to the runway threshold νr. Each aircraft follows exactly one of these

routes corresponding to its entry point and its assigned runway. Fig.3.1 displays a model

example of a route network: the Paris Charles de Gaulle (CDG) airport where we have four

entry points Ne = {MOPAR, LORNI, OKIPA, BANOX} and two runways Nr = {27R,

26L}. Nw is composed of 10 nodes and L of 18 links. In this example, each TMA entry

point corresponds to two routes specified by different runway assignments.

Figure 3.1: Arrival route structure of the Paris CDG Airport in west configuration repre-
sented by network abstraction.

38



3.1.3 Given data

Assume that we are given a set of landing flights (or aircraft) F , for f ∈ F the following

data are given:

• ef ∈ Ne : Entry point at the TMA;

• tof : TMA entry time (Required flight arrival time at ef );

• vof : Entering speed at the TMA;

• cf : Wake turbulence category;

• rof : Initial assigned landing runway.

When we simulate the flight trajectory in the TMA, a possible speed profile should be

provided. By referring to the real ground speed profile from the radar data, a continuously

decelerated speed profile is implemented. In this case, the speeds of flights are decreasing

with a constant deceleration rate until the Final Arrival Fix (FAF), the final speeds are

defined as 110 kt, 130 kt, and 150 kt for aircraft with the categories heavy, medium and

small, respectively.

3.1.4 Optimization models

The optimization model is established based on the deterministic model proposed in Ma

et al. (2019). The conflict detection method is modified to adapt to the presence of

uncertainty.

Decision variables

To be in line with the flight operational environment during approach, we propose three

kinds of decision variables for each flight f ∈ F with specific decision ranges:

• tf : the assigned TMA entry time of flight f , is adjusted by the number of time

slots ∆t (typically the slot ∆t = 5s). In order to shift the TMA entry time, we can

either delay it or speed it up during the en-route phase. The maximum earliness

and tardiness with respect to the initial TMA entry time is denoted as tmin
f and

tmax
f , respectively. In practice, delay is always more frequent than the earliness due

to perturbations such as weather, safety margin, human factors etc., thus we have

|tmax
f | ≥ |tmin

f |. In this study, tmax
f and tmin

f are set to be 20 mins and −5 mins,

respectively. More formally, we have:

tf ∈ Tf := {tof + j∆t|j ∈ Z and tmin
f ≤ j∆t ≤ tmax

f }

• vf : the assigned TMA entry speed of flight f , is selected by involving a user-defined

speed increment ∆v
f with respect to the initial TMA entry speed. vmin

f and vmax
f are

given input data corresponding to the minimum and maximum allowable speeds for

flight f . In this study, we set vmin
f = 0.9vof , vmax

f = 1.1vof and ∆v
f = 0.01vof . The

TMA entry speed is given as:

vf ∈ Vf := {vof + j∆v
f |j ∈ Z and vmin

f ≤ j∆v
f ≤ vmax

f }
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• rf : the assigned runway to flight f , which is chosen from the runway set:

rf ∈ Nr

The decision vector associated with an arbitrary flight f is denoted as xf = (tf , vf , rf )

and the whole decision vector is denoted as x. By assumption, there exists a unique route

Rf (x) connecting the entry point ef and the runway threshold of rf . Moreover, using

the speed profile of f we can predict the arrival time at each node of the route Rf (x).

Let us denote the arrival time corresponding to the i-th node along its arrival route of

Rf (x) as tf,i(xf ), or simply tf,i in the sequel. Depending on the context, if no sequential

requirement is put forward, we will also explicitly indicate the concerned node as ν, where

the arrival time will be represented as tf,ν(xf ) or simply tf,ν .

Separation rules and conflict detection

To ensure flight safety, three separation requirements are considered: wake turbulence

constraints, horizontal separation, and runway separation.

• Wake turbulence separation: The separation between two successively operated air-

craft f and g should satisfy the wake turbulence separation minima sf,g associated

with their aircraft categories cf , cg. The minimum separation standards are given

in Table. 3.1.

• Horizontal separation: Aircraft must satisfy a minimum horizontal separation h =

3NM based on the radar separation in the TMA when they are not flying on the

same link.

• Runway separation: The runway separation requirements specified for two aircraft

landing at the same runway with respect to their associated aircraft categories are

given in Table. 3.2 (Frankovich, 2012). These requirements are also related to the

associated occupancy times of aircraft on the runway.

A violation of the aforementioned separation rules gives rise to three types of conflicts.

A link conflict refers to a violation of minimum wake turbulence separation between two

successive aircraft flying on the same link. Catch-up conflict and overtake conflicts are

examples of such conflict. A node conflict refers to the loss of horizontal separation between

two aircraft on two different links adjacent to the same node. Finally, a runway conflict

refers to the loss of runway separation between two aircraft landing at the same runway.

Table 3.1: Wake turbulence separation minima for different categories of aircraft sf,g, with
associated aircraft categories, in NM.

Categories
Leading Aircraft f
Heavy Medium Light

Trailing
Aircraft, g

Heavy 4 3 3
Medium 5 3 3

Light 6 5 3
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In order to adapt to a time-based metering system, which is convenient for conflict

detection and metering the flows, the following lemmas transfer the distance-based sepa-

ration to a time-based separation. Their proofs are presented later in Appendix A. Let

(f, g) be a pair of distinct aircraft operated consecutively.

Lemma 1 Let ν be a node belonging to the routes of f and g. Assume that aircraft f

passes node ν before g. Then, there is no horizontal conflict between f and g at node ν if

and only if:

tg,ν−tf,ν ≥ τncf,g,ν :=

{
a, if f and g enter ν through the same link (see Fig. 3.2a),

max(a, b), if f and g enter ν from different links (see Fig. 3.2b).

(3.1)

where

a =


h
vg,ν

, if vg,ν ≤ vf,ν cos θ,

h
vf,ν

, if vf,ν ≤ vg,ν cos θ,

h
√

(v2f,ν+v2g,ν−2vf,νvg,ν cos θ)

vg,νvf,ν sin θ , otherwise

b =


h
vg,ν

, if vf,ν cosϕ ≤ vg,ν ,
h
√

(v2f,ν+v2g,ν−2vf,νvg,ν cosϕ)

vg,νvf,ν sinϕ , otherwise

(3.2)

The angles θ and ϕ are shown in Fig. 3.2. Moreover, vf,ν , vg,ν denote the speeds

of aircraft f and g, respectively, at node ν. We remind that h represents the horizontal

separation requirement which equals to 3NM.

Lemma 2 Let µ = (ν, ω) be a link belonging to the routes of f and g. Assume that aircraft

f enters the link µ before g as shown in Fig. 3.3. The average speeds on µ for both aircraft

are computed and denoted as vf,µ and vg,µ. Then, there is no conflict between f and g on

link µ if and only if:

tg,ν − tf,ν ≥ τ lcf,g,µ := max

(
sf,g
vf,µ

,
sf,g
vg,µ

+
l(vg,µ − vf,µ)

vg,µvf,µ

)
(3.3)

where l represents the length of the link µ. Remind that tf,ν and tg,ν represent the times

that aircraft f and g enter the link µ, respectively. sf,g is the wake turbulence separation

requirement associated with the categories of aircraft f and g (see Tab. 3.1).

Table 3.2: Single runway separation requirements, τ rcf,g, with associated aircraft categories,
in seconds.

Categories
Leading Aircraft f
Heavy Medium Light

Trailing
Aircraft, g

Heavy 96 60 60
Medium 157 69 69

Light 207 123 82
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Figure 3.2: Node conflict detection scenarios regarding different trajectory interaction
patterns of flight pair.

Lemma 3 If f and g land at the same runway r and f lands before g, then there is no

runway conflict between f and g if and only if:

tg,r − tf,r ≥ τ rcf,g (3.4)

where τ rcf,g is given in Tab. 3.2 determined by the associated aircraft categories of aircraft f

and g. tg,r and tf,r represent the arrival times of aircraft g and f at the runway threshold.

Based on the above mentioned lemmas, we introduce the following conflict indicators

for each pair of aircraft (f, g).

• Node conflict indicator

φnc
f,g,ν =

{
1, if 0 ≤ tg,v − tf,ν ≤ τncf,g,ν or 0 ≤ tf,ν − tg,ν ≤ τncg,f,ν ,∀ν ∈ Rf (x) ∩Rg(x) ∩Nw
0, otherwise

(3.5)

• Link conflict indicator,

φlc
f,g,µ =

{
1, if 0 ≤ tg,ν − tf,ν ≤ τ lcf,g,µ or 0 ≤ tf,ν − tg,ν ≤ τ lcg,f,µ, ∀µ ∈ Rf (x) ∩Rg(x) ∩ L,
0, otherwise µ = (ν, ω),

(3.6)

µ = (ν, ω) ω

g f
τ lcf,g,µ

ν

Figure 3.3: Link conflict detection configuration for two aircraft entering the same link
consecutively.
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• Runway conflict indicator

φrc
f,g =

{
1, if 0 ≤ tg,r − tf,r ≤ τ rcf,g or 0 ≤ tf,r − tg,r ≤ τ rcg,f , if rf = rg = r ∈ Nr,
0, otherwise

(3.7)

The abusing notation Rf (x)∩Rg(x)∩Nw (resp. Rf (x)∩Rg(x)∩L) designates the set of

common nodes (resp. links) between the routes of f and g. It should be noted that when

aircraft are diverged to different landing runways, vertical separation will be imposed.

For example, in Fig. 3.1, the arrival routes in red guide the aircraft to runway 27R and

the green ones show the routes for aircraft landing at 26L. The altitudes assigned for the

aircraft landing at different runways satisfy the vertical separation requirement and the

horizontal separation for aircraft with different altitudes are not considered.

Objective function of the deterministic model

The objective function of this deterministic model (DERM) minimizes the total number

of link conflicts, node conflicts, and runway conflicts in the network.

Gd(x) :=
∑
f,g∈F,
g>f

∑
ν∈Rf (x)∩Rg(x)∩Nw

φnc
f,g,ν +

∑
f,g∈F,
g>f

∑
µ∈Rf (x)∩Rg(x)∩L

φlc
f,g,µ+

∑
f,g∈F,

g>f |rf=rg

φrc
f,g (3.8)

where the first term in the sum counts the number of node conflicts, the second term

counts the number of link conflicts and the last one counts the number of runway conflicts.

Condition g > f prevents double counting of conflicts.

Objective function for the probabilistic-based model under the presence of

uncertainty

To incorporate the impact of uncertainty into the model, one typical way is to consider the

exact information with randomness. Based on DERM, the probabilistic model (PROM)

needs to bridge the conflict detection with the potential prediction error. A natural way

is to consider the arrival time information of the flights at particular waypoints as random

variables.

Let us replace the deterministic arrival time at node ν: tf,ν by a random variable Tf,ν
with a probability density function ψf,ν . In the same way, conflict indicators (3.5,3.6,3.7)

become random variables indicating the occurrence of a conflict and are represented as

Φnc
f,g,ν , Φlc

f,g,µ, Φrc
f,g, respectively. By replacing the relative terms in (3.8), the objective
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function can be updated as:

Gp(x) =
∑
f,g∈F,
g>f

∑
ν∈Rf (x)∩Rg(x)∩Nw

P (Φnc
f,g,ν = 1) +

∑
f,g∈F,
g>f

∑
µ∈Rf (x)∩Rg(x)∩L

P (Φlc
f,g,µ = 1) +

∑
f,g∈F,

g>f |rf=rg

P (Φrc
f,g = 1)

=
∑
f,g∈F,
g>f

∑
ν∈Rf (x)∩Rg(x)∩Nw

E(Φnc
f,g,ν) +

∑
f,g∈F,
g>f

∑
µ∈Rf (x)∩Rg(x)∩L

E(Φlc
f,g,µ) +

∑
f,g∈F,

g>f |rf=rg

E(Φrc
f,g)

=E(
∑
f,g∈F,
g>f

∑
ν∈Rf (x)∩Rg(x)∩Nw

Φnc
f,g,ν) + E(

∑
f,g∈F,
g>f

∑
µ∈Rf (x)∩Rg(x)∩L

µ=(ν,ω)

Φnc
f,g,µ) +E(

∑
f,g∈F,

g>f |rf=rg

Φrc
f,g)

(3.9)

where E(Φ) represents the expected value of the associated conflict indicator Φ. Respec-

tively, the three terms represent the expected number of conflicts on nodes, links, and

runways.

In order to compute the objective (Eq. 3.9), the airborne uncertainty model must be

specified. For the uncertainty model, there is no restriction in selecting the distribution

for the random variable. A natural choice is a Gaussian distribution, which has been

widely used (Gonze et al., 2018; Meyn and Erzberger, 2005; Caron et al., 2013; Khassiba

et al., 2020). We can also use more complex models such as a mixture of two distribu-

tions, where one of the distributions can be used to model the uncertainty for regular

flights and the other one to model flights with heavy delays. For the airborne uncertainty

model, the chosen distribution must satisfy the flight constraint of Eq. 4.4 in the work of

Marceau Caron (2014), which implies that the support of the density function is bounded

(where the support of the density function refers to the range of real numbers for which

the density function is positive). Suitable candidates for such properties are triangular

and beta probability density functions. One example is the Program Evaluation and Re-

view Technique (PERT), which is used in project management tools for characterizing the

length of a task in a scheduling problem. The PERT distribution is defined as a Beta dis-

tribution with an assumption on the expected value regarding the minimum, most likely

and maximum values of the variable and therefore provides a control on the probability

assignment (Cottrell, 1999). Indeed, the accurate prediction of uncertainties along an en-

tire aircraft’s trajectory is not trivial. It is a function of space and time, which requires a

mathematical expression for the uncertainty propagation mechanism along the route.

In our study, normal distribution is implemented for three reasons. First, the underly-

ing computational characteristics of normal distribution are adapted to derive an analytical

expression for the objective function of the proposed model. Second, in the absence of data

to estimate the underlying distribution and by virtue of the central limit theorem, this

choice seems reasonable. Third, the characteristics of normal distribution enable a unified

expression of uncertain parameters, thus providing an analytical expression for conflict

assessment. In fact, many other kinds of error distributions can be used, however, when

no explicit representation of uncertainty propagation is available, the computational cost

is expensive when exploring the scenarios using the repeated sampling method. Therefore,

in this study, we assume that the prediction errors of aircraft arrival time at each waypoint

ν (node) is approximately normally distributed, for which the variance is proposed to be

proportional to the look-ahead time (the difference between the predicted and the current

time, which corresponds to the time taken to make decisions). In our assumption, this
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means that the uncertainty is supposed to grow with respect to a reference time (current

time). More precisely, for an arbitrary flight f , the random variable corresponding to the

TMA entry time can be represented as:

Tf,0 ∼ N (tf,0, α(tf,0 − tc)) (3.10)

where tc denotes the current time, tf,0 denotes the predicted arrival time at the TMA

entry node, α is a coefficient that defines the propagation rate of uncertainty, which is

reflected in the variance of the probability distribution related to the look-ahead time.

The uncertainties defined for the rest of the waypoints of flight f are formulated based on

Markov assumption, that is to say, the probability of the arrival time at the next point

(Tf,i+1) is independent on the past arrival time (Tf,0, . . . , Tf,i−1), while it is conditionally

related to the last arrival time Tf,i. We recall that in this notation, Tf,i refers to the

random variable representing the arrival time of the i-th waypoint on the arrival route of

flight f . Thus, the following relation is established:

Tf,i+1|(Tf,i = ti) ∼ N (ti + (tf,i+1 − tf,i), α(tf,i+1 − tf,i)) (3.11)

From this we can deduce that:

Tf,i ∼ N (tf,i, α(tf,i − tc)) (3.12)

Then, for the current setting of the uncertainty model, the components of Eq. 3.9 can

be calculated by referring to the characteristics of normal distribution. For two aircraft f

and g that overfly the same node ν consecutively, Tf,v and Tg,ν are independent random

variables, and the probability density function of the inter-arrival random variable Tg,ν −
Tf,ν is given by ψg,ν ∗ ψf,ν , where ∗ is the convolution operator. Thus, we can infer that

the inter-arrival time is also normally distributed:

Tg,ν − Tf,ν ∼ N (tg,ν − tf,ν , α(tg,ν + tf,ν − 2tc)) (3.13)

Therefore, an analytical computation of the probabilities of the conflict that constitute

the objective function (Eq. 3.9) can be conducted according the following steps:

P (Φnc
f,g,ν = 1) = P (0 ≤ Tg,ν − Tf,ν ≤ τncf,g,ν) + P (0 ≤ Tf,ν − Tg,ν ≤ τncg,f,ν)

= Ff,g,ν(τncf,g,ν)− Ff,g,ν(0) + Fg,f,ν(τncg,f,ν)− Fg,f,ν(0)
(3.14)

where Ff,g,ν is the cumulative distribution function of the normal distribution associated

with the inter-arrival random variable. Here we take the first term of Eq. 3.9 as an

example to show the computational process. Similarly, other terms which are related to

link conflicts and runway conflicts can be computed as well. Since the parameter α affects

the variance of the random variable, it should be determined based on the time prediction

error of airborne flights. Moreover, in the optimization, the value of α implicitly affects

the overall separation assignment for the flight set. If α is set with a large value, an

enlarged separation is required for each pair of flights to achieve small objective values.

Empirically, α is set to 1.
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Additional separation buffer based model

Considering the model formulation, PROM is naturally expected to perform better than

DERM when uncertainty arises. Therefore the approach that applies additional buffers

proposed in the previous work of Scala et al. (2019), is presented in our study and used

as a comparative model. This model is denoted as BUFM and is established on the basis

of DERM by enlarging wake turbulence separation requirements, horizontal separation

requirement and runway separation requirements with a given percentage κ. The value

of κ is chosen to be 20% which is a middle value used in Scala et al. (2019). It is worth

mentioning that the conflict detection model used for BUFM is the same as the one used

for DERM.

3.2 Solution approach

For problems related to arrival management, computational efficiency is essential. The

heuristic algorithms are more likely to provide a fast and satisfying result, in which Simu-

lated Annealing (SA) has been proven to be efficient and easy to be adapted to a complex

problem that involves large-dimensional state space. Therefore, a time decomposition and

sliding window approach combined with the SA algorithm that is similar to the one used

in Ma et al. (2019) is adapted for this study.

3.2.1 Implementation of SA

SA has been thoroughly introduced in Chapter 2. In order to efficiently solve this problem,

two specific procedures in SA for solving this problem are introduced.

• Neighborhood Selection: The neighborhood selection design for this problem is

adjusted based on the one proposed in Ma et al. (2019). In the original neighborhood

function, the number of conflicts encountered by a flight is recorded as its cost.

In order to increase the chance of selecting high-cost aircraft, the roulette wheel

selection method is used, in which the cost of each flight is proportional to its

likelihood of being selected. The chosen flight from this approach will undergo a

decision variable change. The advantage of this design is that the flights with higher

costs are easier to be selected and the decision changes for those flights are more

likely to be beneficial in minimizing the objective value. However, under the current

design, only the flights whose costs are bigger than 0 can be selected. Considering

the fact that all flights involved in optimization have potential effects on the overall

performance of the model, we introduce a small value ς = 0.0001 to be added to all

flights, regardless of their initial costs. Since ς is small, on the one hand, this change

has no significant effect on the probability of a flight being selected. On the other

hand, it allows the algorithm to exploit the solution space deeper by being able to

change the decision variables of all flights. To summarize, a detailed description is

shown in Algorithm 2. Note that, for the PROM, the cost associated with each flight

is the sum of the probabilities of conflict that an aircraft encountered in the whole

network.
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Algorithm 2 Neighborhood function

Require: For each flight f , record its cost cf . Generate a random number ε = random
(0,1);

1: The total cost Ct =
∑

f∈F (cf + ς) ;
2: sum ← 0;
3: target ← Ct · ε;
4: i←1;
5: while sum<target do
6: sum ← sum+ cf + ς;
7: i← i+ 1;
8: end while
9: For i-th flight, choose one of the decision variables with equal probability, then ran-

domly choose one value between the minimum and maximum allowed deviations of
that variable.

Table 3.3: Empirically-set parameter values of the simulated annealing algorithm with
time decomposition approach.

Parameters Values

Geometrical temperature reduction coefficient 0.99
Number of transitions of each temperature step 100
Final temperature 10−4T0

Time length of the sliding window 2h
Time shift of the sliding window 1h

• Objective evaluation: The objective evaluation benefits from the prediction of

aircraft trajectories based on the choice of decision variables. Each time a flight is

chosen to change the value of one of its decision variables, its trajectory information

is predicted by the simulation model based on the new decisions. By comparing the

arrival time differences of a flight pair to the required time separations on specific

resources, the number of conflicts (for the PROM, the sum of probabilities of conflict)

can be obtained, and then we can compute the objective value.

• Stopping criterion: the algorithm stops when the temperature reaches a prede-

fined final temperature or an optimal solution is found (Objective value equals to

0).

Parameters related to temperature, neighborhood selection, and solution acceptance

are provided in Tab. 3.3. The parameters are mostly set through empirical analysis to

ensure a suitable adaptation of the algorithm to our problem. The pseudo-code of the

cooling procedure of the SA is given in Algorithm 1 represented in Chapter 2.

3.2.2 Time decomposition and sliding window approach

The time decomposition and sliding window approach is usually implemented with other

optimization algorithms in order to divide the whole problem into several sub-problems

with small sizes, therefore reducing the complexity of the overall problem. In this study,

the time decomposition and sliding window frame also provides a realistic environment for
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the uncertainty propagation model by updating the current time and limiting the look-

ahead time in a reasonable range. Several parameters need to be introduced and specified

for this approach.

• TI : starting time of the overall time horizon.

• TE : ending time of the overall time horizon.

• L: time length of each sliding window.

• Q: shifting time of the sliding window.

• k: sequence number of the sliding window.

• Sk: starting time of the k-th sliding window, where Sk = TI +Q(k − 1).

• Ek: ending time of the k-th sliding window, where Ek = TI + L + Q(k − 1) and

Ek ≤ TE .

As the name indicates, time windows are continuously sliding while solving the sub-

problems. The window starts from an initial time TI and slides until the end of the window

arrives at the ending time of the time horizon TE .

Flight status classification

In order to determine the flights that are involved in a given time window, a classifica-

tion rule for flight status is proposed. For each flight, the status is assigned based on its

earliest possible time for entering the TMA and the latest possible time of landing on the

runway. The maximum transition time Γf of flight f in the TMA is deterministically pre-

dicted by considering the lowest TMA entry speed and the longer arrival route. Necessary

parameters for determining the flight status are:

• τ fs : the earliest possible TMA entry time of flight f , which is computed by tof − tmin
f .

• τ fe : the latest possible landing time of flight f , which is computed by tof + tmax
f + Γf .

Suppose that we optimize the k-th window, the flights will be classified and marked

with a status according to the following rule:

• Completed flight: τ fe < Sk, this status means that the flight has been optimized in

a previous window and has no interaction with the flights that need to be optimized

in the current window.

• Ongoing flight: τ fs < Sk
∧
τ fe > Sk, here the notation of

∧
indicates that the

conditions on both sides of it should be satisfied. an ongoing flight means it has

been optimized in the previous window, but it is still partially active in the network

and may interact with flights that need to be optimized. Flights of this status are

also included in the trajectory prediction but their decision variables are fixed.

• Active flight: Sk < τ fs ≤ Ek, the flights that need to be optimized in the current

window are active flights.
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Algorithm 3 Sliding window frame incorporating the SA and the neighborhood selection
design.

1: k ←− 1;
2: Sk ←− TI ;
3: Ek ←− TI + L;
4: TC ←− Sk;
5: Assign different statuses to the flights based on the current window and the classifica-

tion rules;
6: Fact ←− active flights, Fong ←− ongoing flights;
7: while Sk < TE do
8: Call Algorithm 1 and apply the neighborhood selection design (Algorithm 2).
9: k ←− k + 1

10: Sk ←− Sk +Q;
11: Ek ←− Sk + L;
12: tc ←− Sk;
13: Update the flight status regarding current window and current flight information;
14: Update Fact and Fong according to newly updated flight status;
15: end while

• Planned flight: τ fs > Ek, planned flights have their earliest TMA entry time

located later than the ending time of the current window. As the window slides

afterward, the planned flights will go through the statuses from active to ongoing

and then completed.

For each window, only the flights with active or ongoing status will be involved in the

sub-problem of the current window.

Uncertainty management under sliding window frame

The time decomposition and sliding window frame enables a practical realization of un-

certainty propagation model by providing regularly shifted current time tc and limited

look-ahead time. The current time tc is set to be the time window starting time. The

length of the time window identifies the aircraft that will arrive in a reasonable range as

it is not realistic to control arriving aircraft too far in advance, which puts a constraint on

the look-ahead time to avoid a strong increase of prediction error. Fig. 3.4 conceptually

illustrates how the random variables vary under the sliding window frame. In each of the

figures, a coordinate is established, in which the blue stripe represents the time horizon of

the current sliding window in the x-axis, the y-axis represents the possible values of the

variance, and the green line associates the possible predicted times with values of variance

for the corresponding random variables. For each flight, predicted TMA entry time (at

the TMA entry node) and predicted landing time (at runway threshold) displayed by the

black arrows are shown on the timeline. The red lines represent the associated variances.

Three flights f1, f2, f3 are displayed in the figure with their associated statuses of that

window. As the probability distribution of a random variable is partially determined by

the current time tc, the probability distributions for the same flight on the same waypoint

are different when the window slides to the next one.

The procedures of the sliding window frame considering the management of uncertainty
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Figure 3.4: The uncertainty propagation for flights of different statuses under the sliding
window frame.

are described in Algorithm 3. It is worth mentioning that though both active and ongoing

flights are involved in the problem, only the active flights are optimized with decision

changes.

3.3 Solutions evaluation

In this section, we describe a simulation environment to test the optimized solutions

obtained from the DERM, BUFM and PROM by means of stochastic perturbation.

3.3.1 Simulation model for solution evaluation

The simulation model is established based on the Monte-Carlo approach. The main idea

is to obtain a large number of outcomes by repeating the random perturbations on the

optimized solutions so as to achieve the statistical analysis. We note that, in the process

of evaluating the solution quality, the construction of a reliable simulation tool goes hand-

in-hand with the development of the modeling frameworks for the optimization problem

(Marla et al., 2020). The practical issue considered in PROM in line with the real-life

situation is that for each flight, the arrival time of the next waypoint always depends on

the arrival time at the current one. The sampling process in the simulation has taken

this fact into account, thus the arrival times at all the passed waypoints of a flight are

perturbed. Through sampling, each experiment will lead to a deterministic evaluation.

The number of conflicts generated from each experiment is calculated and considered as a

metric of the robustness. According to the law of large numbers, the number of replications
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is set to be 10000 to guarantee the accuracy of the statistical analysis.

3.3.2 Simulation scenarios

Considering how PROM and BUFM manage the uncertainty, two types of disturbance

distribution are applied in the simulation model to evaluate the solution quality.

• Normally distributed perturbation: In this case, the probability distributions of the

random variables, where the samples are drawn from, are consistent with the random

variables in the PROM as indicated in Eq. 3.10 and Eq. 3.11 for the waypoints along

the route of a flight.

• Uniformly distributed perturbation: In this case, the random variables where the

samples are drawn from follow uniform distributions. Their variances are identically

computed as in the previous case: α(tf,0−tc) on the TMA entry point and α(tf,i+1−
tf,i) from the waypoint i to the next one i+ 1. Mention that the variance of uniform

distribution is defined as (p− q)2/12 where p and q are the maximum and minimum

bound of this uniform distribution. Thus, the probability distribution for the random

variables whose ranges defines the sample space can be specified by Eq. 3.15 and

Eq. 3.16 (in a form of U(p, q)):

Tf,0 ∼ U(tf,0 −
√

3α(t0 − tc), tf,0 +
√

3α(t0 − tc)) (3.15)

Tf,i+1|(Tf,i = ti) ∼ U
(
ti − tf,i + tf,i+1 −

√
3α(tf,i+1 − tf,i),

ti − tf,i + tf,i+1 +
√

3α(tf,i+1 − tf,i)
) (3.16)

In order to investigate the solution performance under different levels of uncertainty,

two values of α are applied in the simulation. Thereby four scenarios are presented with

combinations of probability distributions and levels of uncertainty, namely:

• Scenario 1 (N1): samples are drawn from the domain of normally distributed random

variables with a smaller variance by setting α = 1.

• Scenario 2 (N2): samples are drawn from the domain of normally distributed random

variables with a higher variance by setting α = 2.

• Scenario 3 (U1): samples are drawn from the domain of uniformly distributed ran-

dom variables with a smaller variance by setting α = 1.

• Scenario 4 (U2): samples are drawn from the domain of uniformly distributed ran-

dom variables with a higher variance by setting α = 2.

3.3.3 Time decomposition and sliding window frame for simulation

In our simulation model for solution evaluation, the variance of the probability distribution

associated with the flight arrival time at the TMA entry node is related to the current time

tc (Eq. 3.10). Since our data ranges from 0:00 to 24:00, it is clear that without the sliding
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Figure 3.5: Sliding window frame applied in the simulation.

Figure 3.6: Overall process of the simulation framework for the solution evaluation.

window frame, the current time is fixed, hence the probability distributions of the random

variables are unrealistic for some aircraft. Therefore, time decomposition and the sliding

window frame is also applied in the simulation framework and the flight classification

mechanism is applied for specifying the flights involved in the simulation for different

time windows. As the schedules of all aircraft have been optimized, the most important

evaluation lies on the solution performances regarding different traffic densities. In order

to include all the aircraft in the simulation experiments and avoid excessive simulations,

in the simulation model, we simply set the length of the sliding window L to 2 hours, and

the whole day is divided into 12 windows with the shift time Q equals to 2 hours, as shown

in Fig. 3.5. The simulations are then conducted for each time window separately, where

the status of a flight is classified based on the exact information provided in the optimized

solutions associated with this flight.

The overall process of the simulation framework for the solution evaluation taking the

sliding window frame into account is illustrated in Fig. 3.6.
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3.4 Case study and results

3.4.1 Case study

The actual arrival flight data on 18 February 2016 at the Paris CDG airport is applied

to our model. There are two runway configurations at the Paris CDG airport: west-flow

(26L, 27R — 26R, 27L) and east-flow (09L, 08R — 09R, 08L). This work focuses on the

more frequently used west-flow configuration. The TMA route structure of the Paris CDG

is displayed in Fig. 3.1.

The categories of operated flights are mostly large and medium. Tab. 3.4 provides

the arrival flight information in the TMA. The overall optimization process is run on a

2.50GHz core i7 CPU, under a Linux operating system PC with Java code.

3.4.2 Results of one window sub-problem

Focusing on a single window allows a better comparison of the different models without

the sliding effect. For example, in scenario N1, the sample space is consistent with the

range of the random variables built in PROM model, therefore, we anticipate that the

expected number of conflicts in the optimal solution of PROM is close to the average

number of conflicts obtained from the simulation result of scenario N1.

In this single window case, the flights that are initially operated during the busy

period from 6:00 to 8:00 are taken into account for our demonstration with respect to the

optimization and solution evaluation processes. Associated information of arrival flights

is given in Tab. 3.5. In this period, we have 78 flights and all of them are active flights.

Optimization results for the single window case

Considering the differences in the objective evaluations of the three models, the final results

of the objective values have their own unique meanings. Tab. 3.6 displays the optimized

objective values for the link, node and runway conflicts, for which the objective values

Table 3.4: Traffic flow distribution of the flight data on 18 February 2016 at the Paris
CDG airport.

Medium Heavy Total

MOPAR 73 40 113
LORNI 153 37 190
OKIPA 146 39 185
BANOX 82 10 92

Table 3.5: Information of the flights on 18th February 2016 between 6:00 to 8:00 at the
Paris CDG airport.

Medium Heavy Total

MOPAR 5 10 15
LORNI 21 3 24
OKIPA 21 2 23
BANOX 14 2 16
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of BUFM and DERM are 0. The results of DERM suggest that all aircraft can be well

managed with required separation minima. With the separation requirement increased by

20%, the objective function value of BUFM indicates that extra space between flight pairs

is available under current traffic density, which further implies the potential of obtaining

a robust solution. In contrast, the objective value of PROM that evaluates the expected

number of conflicts is positive. This is because the uncertainty propagation model may

yield random variables with big variances, therefore under limited time resources, the

probability of conflict occurrence can not be eliminated.

The computational time of the optimization process is 30 seconds for PROM and 1.2

seconds for BUFM and DERM, respectively. Considering the window time horizon, they

are all very efficient in solving the problems.

Simulation-based solution evaluation for the single window case

Once the optimization process is finished, the solutions are taken as inputs and randomly

perturbed based on the predefined scenarios. The simulation results are displayed using

statistical frequency distribution. Frequency here refers to the occurrence of a particular

value of the conflict number in the network. Fig. 3.7 displays the comparison of frequency

distributions for PROM, BUFM, DERM under four scenarios, in which we note that the

distributions resemble a bell shape. Therefore, the statistical indicators of mean and stan-

dard deviation can provide a reference in the performance comparison. In the figure, no

significant differences can be clearly observed for the standard deviation, while it is clear

that PROM outperforms BUFM with less conflicts generated. For more detailed informa-

tion, Tab. 3.7 aggregates the average conflicts arising in the simulation. By comparing the

number of conflicts associated with the models in each scenario, we can see that PROM

performs the best with the least number of conflicts generated.

It should be noted that the demonstration of the single window case is supposed to

verify the connections between the PROM and the simulation model. As mentioned above,

the final value of the objective function in PROM should be close to the simulation results

obtained from scenarios N1. This can be observed by comparing the objective values in

the last row of Tab. 3.6 and the simulation results in the fourth column in Tab. 3.7, where

the differences are minor.

3.4.3 Results of optimization and solution evaluation for one day case

In the previous investigation, it has been proven that PROM provides a better solution

than BUFM in a high traffic density case. We continue to investigate the model perfor-

Table 3.6: The final objective values of the optimization process for the window from
6:00-8:00

Objective value Node link Runway Total
(Number/expected number of conflicts)

DERM 0 0 0 0
BUFM 0 0 0 0
PROM 16.67 28.32 11.79 56.78
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Figure 3.7: The frequency distributions of the simulation experiments in terms of number
of conflicts. The simulation results are obtained from the Monte-Carlo simulation based
on the optimized solutions of PROM, BUFM, DERM during the time windows from 6:00
to 8:00.

Table 3.7: Simulation results of average numbers of conflicts in a single window for each
resource based on the optimized solutions of PROM, BUFM, and DERM under four
scenarios.

N1 N2

Model DERM BUFM PROM DERM BUFM PROM

Node 33.19 25.04 13.9 38.64 30.35 21.66
Link 54.73 46.23 27.25 64.15 56.92 40.21

Runway 18.68 16.13 11.2 21.91 19.71 15.67
Total 106.6 87.41 52.35 124.69 107.08 77.54

U1 U2

Model DERM BUFM PROM DERM BUFM PROM

Node 34.13 26.07 14.85 39.62 31.08 23.34
Link 56.45 48.2 29.11 66 58.47 42.7

Runway 19.19 16.69 11.96 22.33 20.29 16.3
Total 109.8 90.97 55.92 127.97 109.84 82.42

mance in different problem sizes. Following the same steps as in the single window case,

both the optimization results and the results for the solution evaluation are presented.
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Table 3.8: Optimization results of PROM including the computational time for multiple
problem sizes and the associated final objective values.

Time window
Active
flights

On-going
flights

Total
Execution

time(s)
Objective

value

0:00-2:00 2 0 2 0.03 0
1:00-3:00 1 2 3 0.008 0
2:00-4:00 3 1 4 0.026 0
3:00-:500 28 1 29 4.327 0.08
4:00-6:00 35 13 48 7.478 0.126
5:00-7:00 39 16 54 13.388 3.35
6:00-8:00 78 11 89 32.249 47.43
7:00-9:00 71 40 111 40.643 60.01
8:00-10:00 41 49 90 28.392 13.16
9:00-11:00 57 16 53 26.19 12.09
10:00-12:00 68 21 89 36.487 32.76
11:00-13:00 33 44 77 20.23 2.31
12:00-14:00 43 14 57 14.37 1.45
13:00-15:00 39 20 59 14.164 0.53
14:00-16:00 38 20 58 17.917 1.16
15:00-17:00 55 20 75 25.366 17.395
16:00-18:00 44 31 75 24.321 6.64
17:00-19:00 53 23 76 25.484 10.57
18:00-20:00 55 22 77 21.609 8.89
19:00-21:00 38 34 72 19.179 0.614
20:00-22:00 37 14 51 14.847 0.68
21:00-23:00 22 23 45 2.89 0
22:00-24:00 12 9 21 0.5 0

Optimization results of the one day case

Knowing that the air traffic densities in the sub-problems of the associated windows are

different, in Tab. 3.8, the number of flights (ongoing and active) that define the sub-

problem size and the associated final objective values are displayed. In addition, the

execution times of associated sub-problems in the optimization process are also given for

the 24 windows. As for DERM and BUFM, the final objective values are all 0 for all the

sub-problems, which means conflict free solutions can be obtained for both DERM and

BUFM. The total computational time of BUFM and DERM are 5 seconds and 2 seconds,

respectively, which are both highly promising for solving a complex problem with a large

volume of air traffic.

Results of solution evaluation for one day case

The realization of the sliding window framework leads to independent simulations of each

window. In consequence, it is necessary to aggregate the results with a clear demonstration

while displaying as much information as possible. Therefore, boxplot is selected to present

the statistic features of the number of conflicts with a size of 10000 (number of replications)

obtained from the simulation. In Fig. 3.8, four figures corresponding to the simulation
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Figure 3.8: A comparison of simulation results of PROM, BUFM and DERM based on four
scenarios presented by boxplot. The numbers of conflicts of each experiment conducted
by perturbing aircraft are aggregated, from which we can observe the maximum value,
minimum value, and median value associated with each set of data.

results for N1, N2, U1, and U2 from up to down are illustrated, in which the blue boxes

represent the results of PROM, while the red and yellow boxes correspond to the results

57



associated with BUFM and DERM, respectively. x-axis indicates the time window, for

which the simulations are conducted separately. Each boxplot contains various information

related to the numbers of conflicts generated from the experiments, such as maximum

value, minimum value, and median value. Moreover, we can also approximately observe

the distribution range of the conflicts. Overall, the plots in the four figures show the same

variation trend in terms of distribution of conflicts on the time windows. By checking

the number of flights in the time windows, we can see that the number of active flights

involved in the simulation has a significant impact on the number of conflicts generated

for each model. We continue the comparison of the boxplot sets by focusing on the median

values. It is obvious that PROM corresponds to the least number of conflicts compared

to the results associated with BUFM and DERM for all of the time windows in the four

scenarios. Comparing the results between BUFM and DERM, occasionally, BUFM has

higher median values than DERM, which mostly appear in the case when there are not

too many flights involved. This phenomenon suggests that the approach of inserting buffer

is not practically reliable in reducing the potential risk caused by uncertainty.

In order to evaluate the quality of the solutions numerically, the solution performance

indicator is evaluated as: (CDERM − CX)/CDERM · 100, where CDERM is the total number

of conflicts obtained from the simulation of DERM, and CX can be either total number of

conflicts associated with BUFM or PROM from the simulation. This indicator essentially

reflects the robustness of the solutions obtained from the models that take uncertainty into

account with respect to the deterministic model in terms of conflict absorption percentage.

In Tab. 3.9, the performance indicator associated with PROM and BUFM are given. In

the first time window, ∗ represents 0 conflict. The negative values are observed in some

cases of BUFM, which is basically consistent with the cases shown in Fig. 3.8 where the

median values of BUFM is higher than that of DERM.

We then investigate the variation of the performance indicators in Tab. 3.9 in contrast

with the number of active flights. Considering the indicators associated with PROM (the

3rd, 5th, 7th and 9th row in Tab. 3.9), in all scenarios, high values appear in the time

windows with only a small number of active flights (2nd and 12th time window) and

their adjacent time windows (3rd, 11th time window). When the number of active flights

increases, the performances slightly drop (5th, 6th, 7th, 8th, 9th, 10th time windows).

For the busiest time window (4th time window), 25% − 31% of conflict absorption is

achieved. However, the performance of BUFM shows no such pattern. When we focus on

the perturbation with different levels of variance (N1 v.s N2 and U1 v.s U2), PROM shows

a reduction in its performance in the scenario with a higher variance. However, BUFM

shows no clear sign of how the performance indicators change. Moreover, except for the

negative performance indicators, the highest performance indicator of BUFM is 28, which

falls in the worst performance range of the results associated with PROM. To summarize,

PROM generates a solution that performs best in the three models while hedging against

all kinds of real-life perturbations. Its solution has also provided a certain level of stability

in performance in all scenarios with all levels of traffic densities since positive performance

indicators are always obtained.

The simulation model estimates the total number of conflicts composed of three types

of conflicts. It is necessary to identify the origins of the conflicts so as to better characterize

the effects of perturbation in terms of conflict distribution in the network. In Fig. 3.10,
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Figure 3.9: Number of active flights and total flights involved in each window in the
simulation of the three models.

four subfigures associated with four scenarios are displayed. In each figure, the link, node

and runway conflicts are represented by stacked bar graphs based on the average conflict

number of that specific type. The average number of conflicts of each type shows similar

variation trend to the total number of conflicts over time. Another observation is that the

link conflicts account for the majority in the total conflicts. The reason for fewer node

conflicts can be concluded from two key aspects. First, the conflict detection for a link

and the entry node of this link are based on same time information, but in some cases,

the time separation requirements computed for node conflicts are smaller than those of

the link conflicts. (see Eq. 3.2 and Eq. 3.3). Second, the number of nodes considered in

the conflict evaluation is less than the number of links. Considering the fact that node

conflict detection is carried out for aircraft on different links. However, the operations of

aircraft before entering the TMA are not concerned in our study, therefore, on the four

node entry points, the node conflict evaluation is not conducted. In the network, the

runway separation violations have the least chance of occurring, since only two runways

are involved.

Table 3.9: Solution performances indicators of PROM and BUFM represented by the
percentage of conflicts absorbed based on the results of DERM for 12 windows and four
scenarios. The higher the performance indicators, the better the conflict absorption ability.
In each case, the value of PROM is always higher than the value of BUFM.

Time window 1 2 3 4 5 6 7 8 9 10 11 12

N1
BUFM (%) * -55 14 4 19 21 5 16 -11 -1 17 -22
PROM (%) * 90 95 26 40 50 69 54 42 69 93 100

N2
BUFM (%) * -64 -39 10 8 23 15 4 23 -3 4 -95
PROM (%) * 57 73 26 30 42 55 30 40 49 75 96

U1
BUFM (%) * -92 -43 12 9 28 24 18 42 7 19 -140
PROM (%) * 93 94 31 53 53 75 50 62 68 95 100

U2
BUFM (%) * -63 -28 9 1 21 14 4 26 -9 16 -98
PROM (%) * 53 74 25 26 41 51 33 42 47 76 98
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(a) Scenario N1. (b) Scenario N2.

(c) Scenario U1. (d) Scenario U2.

Figure 3.10: Average number of conflicts comparison on links, nodes and runways of all the
time windows based on four scenarios for the three models. The conflicts on links, nodes
and runways of the same situation are represented by stack bar graph. The variation of
each type of conflict is similar on time window under the same scenario. For each case, the
number of link conflicts is higher than node conflicts, and the number of runway conflict
accounts for the least of the total conflicts.

3.5 Conclusion

This study addresses the arrival aircraft scheduling problem under uncertainty by per-

forming conflict detection and resolution for aircraft in a predefined network. A novel

probabilistic model is proposed based on the deterministic model in Ma et al. (2019). The

uncertainty is managed by representing the time information used for conflict detection

as random variables. Considering the uncertainty propagation in reality, the probability

distributions of the random variables are characterized based on the Markov assumption

for a flight during the operation in the TMA. By assuming that the prediction error is

normally distributed, we benefit from the properties of the normal distribution to pro-

duce an efficient way of evaluating the probability of conflict occurrence between each two

successively operated aircraft at specific locations. The objective function is formulated

as the expected number of conflicts of all flights in the network and it can be analyti-
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cally computed. Using this design, the computational complexity is reduced compared

to the typical uncertainty optimization approaches. In our study, uncertainty has been

considered as an integrated term, therefore a wide application of this approach is possible.

The time decomposition and sliding window frame combined with simulated annealing

has been proven to be efficient as a solution algorithm. For the proposed model, the sliding

window frame also plays an important role in limiting the variance of the random variables

to a reasonable range.

The work has been enriched by introducing a Monte-Carlo simulation framework with

different scenarios representing the variability of the uncertainty elements. Except for the

proposed model, DERM and BUFM represent the deterministic model without considering

the uncertainty, and the model incorporating separation buffers are presented for the

purpose of comparison. The solutions of the three models are evaluated by means of

stochastic perturbation for 12 windows with different traffic densities. Statistical analyses

are conducted by comparing the conflicts generated in different scenarios in the simulation.

A relative comparison is conducted by using the simulation results associated with the

deterministic model as the basis upon which the conflict absorption percentages for the

other two models are computed. Numerical results show the limitation of BUFM, as in

some cases, it performs even worse than DERM. In contrast, the proposed model provides

a certain level of stability as its solution can still absorb 25% of the conflicts with respect to

the deterministic model under a case of high traffic density and high level of perturbation.

Moreover, the type of the distributions of the perturbation does not cause a notable

difference in the performance of conflict absorption.

Compared to other uncertainty optimization approaches, the proposed method has ad-

vantages given different perspectives. For example, robust optimization attempts to seek

an optimal solution under the worst-case scenario which leads to a conservative result.

This conservatism will lead to a waste of available time slots in arrival management, thus

reducing efficiency. However, the proposed approach does not apply hard constraints, so

that the balance between the available resources and current traffic density can be achieved

while improving robustness for the final result. Though belonging to the stochastic prob-

lem, in the proposed approach, the assumption of normality of the random variables eases

the computational burden of using scenario-based solution approach (e.g. SAA). There-

fore, it can have a broader application.
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Chapter 4

Arrival air traffic optimization in

the extended horizon

In this chapter, we address a dynamic/on-line problem for arrival air traffic considering a

management range from the airspace close to the airport to enroute phase. The problem is

established based on the concept of Extended Arrival MANagement (E-AMAN) proposed

by Single European Sky ATM Research (SESAR). E-AMAN is one of the SESAR solutions

that refers to extending the current Arrival MANagement (AMAN) horizon to further

upstream so as to prepare earlier the sequencing of air traffic destined to a particular

airport (SESAR, 2015b). The key benefits of this concept include reducing the holding

time over the destination airport, improving control efficiency and lowering fuel costs and

emissions.

This chapter is organized as follows: Section 4.1 describes the problem and introduces

the details of the E-AMAN concept. Section 4.2 presents the mathematical model of the

addressed problem. Then, in Section 4.3, the solution algorithm applied for this problem is

presented. Further, the case study and the computational results are given in Section 4.4.

Finally, conclusion is provided in Section 4.5.

4.1 Problem description

The current AMAN system mainly focuses on the arrival flights that are 100-200 NM

away from the airport. Aircraft are operated based on known information and predefined

plans without considering further situations in the Terminal Maneuvering Area (TMA).

Standard procedures such as holding and stacking are commonly used by controllers in the

TMA to make sure aircraft can obtain available landing slots. Though these procedures

are useful, they might lead to undesirable results such as delay, fuel cost, noise effect, and

extra workload for both controllers and pilots. E-AMAN is therefore proposed as a smart

solution that attempts to alleviate the pre-mentioned issues by extending the AMAN

horizon up to 500NM. With a longer management horizon, controllers in the upstream

sectors are allowed to adjust aircraft trajectories earlier, achieving an early sequencing of

air traffic and reducing the need of stacking and holding over the airport, thereby satisfying

the interests of multiple stakeholders.

The deployment of E-AMAN also relies on the current available operational models and
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systems. The arrival sequencing and scheduling manager for the TMA helps controllers

to optimize capacity by giving associated instructions to pilots for conducting appropriate

maneuvers taking into account safety, fuel consumption and efficiency in the terminal area

and at runways. The enroute decision-making tool optimizes the service provision by

assisting with detection and monitoring tasks. As an integration of the above-mentioned

tools, E-AMAN requires all parties to share information using a System-Wide Information

Management (SWIM) service (SESAR, 2019b). Based on the SWIM, the systems could

provide useful advisories for controllers that are in charge of the higher (cruise) flight levels.

Instructions are then delivered to the pilots who make adjustments to aircraft speed such

that they meet the Time To Lose (TTL)/Time To Gain (TTG) before reaching the TMA.

Note that some domestic flights has relatively small operational ranges. Therefore,

according to whether the flight horizon exceeds the limit of 500NM, flights are classified as

long-haul flights and short-haul flights. Fig. 4.1 shows an application of E-AMAN, where

the procedures and control manners for aircraft in different phases are displayed. The

Controlled Time of Arrival (CTA), which is an imposed time constraint at a defined point

associated with a route or a runway is introduced for aircraft. The CTA is computed

by the AMAN system in accordance with the predicted information, aircraft operation

limitations, safety requirements etc. Then the CTA is proposed to the pilots by the

controllers, based on which flight on-board computer is used to achieve required accuracy

(SESAR, 2015a).

Adapted to the E-AMAN concept, this study focuses on the arrival traffic within the

boundary of 500NM from the destination airport. Aircraft that enter the boundary are

operated in the enroute network, then they follow the predefined Standard Terminal Ar-

rival Route (STAR) in the TMA, and further execute the approach procedures. In order

to achieve coordinated traffic control, we propose an integrated problem that tries to min-

imize the safety issues in both enroute phase and TMA simultaneously while considering

the emergency level of the safety issues. Moreover, in real operations, the position and

Figure 4.1: Procedures of the application of E-AMAN (Peters, 2017).
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operating parameters of an aircraft keep changing with time, which increases the difficulty

in solving the problem with a large range. In this context, the proposed algorithm makes

periodic updates on the situation of the system including newly upcoming flights, flight

locations, operational parameters of flights and the information related to uncertainty. In

our problem, we assume aircraft are smoothly operated on the concerned horizon without

executing holding and stacking in the terminal area. Therefore, aircraft trajectory pre-

diction in the concerned range can be performed. Based on the trajectory information,

controllers can have overall situation awareness with the help of decision support tool so

as to solve potential safety issues.

4.2 Mathematical model

The model is established based on several assumptions and considerations. First, the net-

work is divided into two main parts: the enroute phase and the TMA. According to the

different control strategies, associated metrics are introduced for the two segments. Sec-

ond, we address the important issues in a dynamic decision-making environment. There-

fore, a dynamic framework is adopted and presented. Third, the model considers long

term situations and discounts the safety issues that are far from the current time with a

dynamic weighted approach.

4.2.1 Notations

The given data for a flight f in the arrival flight set F contains the following information:

• cf : aircraft categories (heavy, medium, light).

• κf : flight type for identifying whether flight f is a long haul or short haul flight.

• nbf : boundary node, from which the flight f enters the E-AMAN horizon. For the

short haul flights, this parameter represents the departure airport.

• Uf : arrival route set of flight f in the cruising phase. Note that flight can be assigned

to an alternate route from one of the waypoints in the enroute phase such that path

stretching can be applied. Hence, multiple route options are included.

• hf : the sequence order of a specific waypoint on the nominal route that aircraft f

operated on. At this waypoint, an alternative route starts and deviates from the

nominal route. For example, for f , if there are two routes can be chosen from its

boundary node, then hf = 1.

• tbf : boundary entry time of flight f .

• voptf : nominal cruising speed obtained based on the general aircraft performance and

environmental conditions, this speed is associated with the aircraft type.

• νef : TMA entry node of flight f .

• rf : initial landing runway of flight f .
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4.2.2 Network abstraction

It is known from the concept of E-AMAN, the flights that arrive at the same destination

within a horizon of approximately 500NM are considered. Taking the Paris Charles de

Gaulle (CDG) airport as an example, the trajectories of the arrival flights within 500NM

from the airport are displayed in Fig. 4.2. The x-axis and y-axis display the longitude and

latitude. In this figure, flights that come from the east side are gradually merged into the

main stream through several waypoints, while flights that come from the west side follow

a free routing strategy which can be directed from one waypoint directly to another. That

is why the trajectories from the east side of the Paris CDG airport are more dispersed.

Figure 4.2: Trajectories of all flights arrive at the Paris CDG airport on Feb 10th, 2017.
Only the trajectories within 500NM from the airport are displayed.

In order to simplify the arrival routes, routes that represent the main stream of traffic

are abstracted as a network represented as a graph G = (N ,L) where N is the node set

and L is the link set. In the network, N is constituted of several subsets, and we have

N = Nb ∪ Nc ∪ Ne ∪ Nt ∪ Nr, where Nb denotes the node set of boundary waypoints, Nc
represents the node set in the enroute segment, Ne stands for the node set of metering

fixes which are the TMA entry nodes, Nt represents the nodes extracted from the arrival

route in the approach phase, and Nr denotes the set of runway thresholds. We assume

that the network is divided into two main regions, the enroute network and the terminal

network, taking Ne as the reference points to enter the TMA from enroute phase. The

nodes are connected by links. In line with the predefined network regions, the link set is

defined as L = Lc ∪ Lt, where Lc and Lt denote the link set of the enroute segment and

the link set of the TMA, respectively.

Each route u ∈ U is composed of two sub-routes ue and ut which refers to the route in

the enroute segment and in the TMA respectively. In the enroute segment, ue is composed
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of a set of nodes (nu1 , n
u
2 , ..., νe), and a set of links (lu1 , l

u
2 , ...) that connect those nodes from

the boundary until the TMA entry node νe ∈ Ne. In the node set, nb ∈ Nb is the first

node that an aircraft passed to enter the system, therefore we can also replace nu1 to

nub . We denote nui as the i-th node that an aircraft would pass by following the route

u. For links, we have lui ∈ Lc with i indicating the sequence order of this link on route

u. Similarly, a route ut in the TMA consists of a set of nodes (νe, ν1, ν2, ..., νr) and a set

of links (µ1, µ2, ...), where νr ∈ Nr and µi ∈ Lt. The TMA route is uniquely defined by

specifying the TMA entry node and a landing runway. Each aircraft follows exactly one

route to arrive at the airport. An example of the notations representing different resources

on a random route is illustrated in Fig. 4.3. In addition, the abstracted network of the

whole system is shown in Fig. 4.4, including the networks of the enroute segment and the

TMA. In order to better simulate the aircraft operation process, the x-axis and y-axis

represent the distance with a unit of nautical mile with respect to a specific reference

point. In this study, we assume that the speeds of aircraft keep constant on each link in

the enroute phase, and once aircraft enter the TMA, a constant deceleration operation is

performed.

4.2.3 Decision variables and constraints

Regarding the geographical structure and operational constraints of the cruise phase (en-

route) and the approach phase (TMA), decision variables are specified accordingly. From

a practical operational point of view, decision support tools provide advisories for air

traffic controllers taking into account the information related to aircraft or environment.

Therefore, we take the trajectory adjustment instructions as decision variables.

Decision variables for enroute segment

Considering the instructions that the air traffic controllers usually give to the pilots, two

kinds of decision variables are applied in the enroute segment, which are:

Figure 4.3: Example of the resources notations of a random route from a boundary entry
point until a runway threshold.

67



Figure 4.4: Arrival routes network abstraction for the enroute phase and the TMA within
500NM from the destined airport. Enroute network and TMA network are indicated in
blue and red, respectively.

• Alternative route uf :

uf ∈ Uf (4.1)

An alternative route usually diverts from a waypoint which can increase or decrease

aircraft flying distance in the cruising phase, leading to a gain or loss of time when

arriving at the TMA. If an aircraft has not passed the waypoint that leads to an

alternative route, the alternative route can be selected.

• Enroute link speed v
uf
li

, i is a sequential indicator representing the i-th link on route

uf that aircraft f passes through:

v
uf
li
∈ Vf := {voptf + j∆v

f |j ∈ Z and − 10 6 j 6 10} (4.2)

where ∆v
f is a speed adjustment step that is set to be 0.01voptf . The enroute speed

range is determined by taking into account the aircraft structural limit and the com-

mon speed range that are used for aircraft and in this study, it is chosen by referring

to some literature. In Delgado and Prats (2012), a speed reduction concept that

aims to absorb the delay in the cruising phase without increasing fuel consumption

is proposed. Through a comprehensive study of parameters such as flight level, cost

index, aircraft category, they stated that a speed reduction up to −12% can be

achieved with respect to the nominal speed for certain types of flights. Moreover,

Nikoleris et al. (2012) has mentioned that a speed reduction up to 10% of nomi-

nal cruising speed is the common expected range of speed reduction in the cruising
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phase. It applied this speed reduction range in the cruising phase to investigate the

ability of delay absorption of aircraft. Moreover, in Huang and Tomlin (2009), a

speed variation between 12% to −10% of the nominal speed is applied to solve the

conflicts in the sectors. Considering all these possible choices, in our problem, the

speed constraints are set with a range indicated in Eq. 4.2.

Decision variables related to the TMA

Decision variables for the TMA can refer to our previous study that address the scheduling

problem in the TMA (Huo et al., 2021). One key factor that distinguishes decision variables

selection from the previous study is that the margin of TMA entry time is not included.

We assume that through enroute adjustment, required time transfer can be achieved in

this model. That is to say, a smooth operation from the enroute phase to the arrival

phase, and then to the approach is permitted without assigning holding and stacking

time. Therefore, two decision variables are implemented for the TMA:

• TMA entry speed vtf :

vtf ∈ V t
f := {voptRf + j∆vR

f |j ∈ Z and − 10 6 j 6 10} (4.3)

where voptRf denotes a nominal speed for flights when arriving at the TMA entry

point and ∆vR
f = 0.01∆optR

f .

• Landing runway rf :

rf ∈ Nr (4.4)

During the approach phase, aircraft are assigned with different runways to ensure a

sufficient usage of runway capacity.

The decision vector for all flights is represented as x. The decisions vector for a

flight f is denoted as xf , which contains all the decision variables of this flight: xf =

(uf ,v
uf
li
, vtf , rf ), where v

uf
li

is a set of speeds of f associated with the enroute links. We

denote the i-th link of aircraft f in the enroute phase when following the route uf as l
uf
i ,

which implies that route decision uf of f should be specified first.

4.2.4 Metrics evaluation

The evaluation metrics proposed for the enroute phase and the TMA associates to the

excess of airspace capacity and the separation losses. In this study, considering the oper-

ational characteristics in different phases, enroute metrics are set at a macroscopic level,

while the metrics for the TMA are more tactical.

Traffic flow-based evaluation in the enroute segment

For our problem, only the arrival flights to a specific destination are concerned which is

a part of the total enroute traffic. In this case, the published maximum capacity of a air

traffic control sector is not suitable to use for congestion evaluation. Therefore, we propose

a new traffic flow-based approach to evaluate the capacity excess of the arrival traffic in
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the route network by counting the number of flights passing a specific link within a fixed

time interval. In the process of traffic flow-based evaluation, ∆ (e.g. 1 minute) is set as a

time unit that constitutes the evaluation time interval which is set as L = q ·∆, where q

is a coefficient to define the length of the evaluation time interval. For each time interval,

the concerned events such as aircraft arriving at a specific link through its entry point are

focused. As shown in Fig. 4.5, the horizontal lines starting from a time ti indicates an

evaluation time interval. The number of the concerned events in a time period [ti, ti + L]

are counted and denoted as E(ti). The events are represented by the black arrows located

on the time horizon with respect to their occurring time. A continuous moving of the

evaluation time interval is proceeded by shifting one time step ∆ afterward.

Congestion evaluation

According to the above-mentioned flow-based evaluation method, the congestion of the

links associated with the enroute segment is evaluated. The number of aircraft arriving

at the link entry point in a time period L is counted, which can roughly represent the air

traffic density in a link. For this approach, one important thing is to decide the length of

the evaluation time interval. A proper time length not only can capture the traffic density

variation but also avoid information loss caused by long time averaging. Empirically, q is

set to 10, and the number of aircraft that enter link l from t to t+ L can be expressed as

follows:

El(t) =

s=(q−1)∑
s=0

∑
f∈F

ωt+s∆f,l l ∈ Lc, (4.5)

where ωt+s∆f,l is a binary parameter that equals to 1 if flight f is predicted to enter or to

exit link l at the time slot of t+ s∆, s ∈ [0, q − 1]; otherwise equals to 0. Taking Fig. 4.5

as an example, the black arrows in this figure can be interpreted as the events that the

aircraft pass the entry point of link l with respect to the times, then the number of aircraft

that enter link l during a time period L starting from time ti are counted, in this example,

El(ti) = E(ti).

When surveillance systems are used, according to the minimum separation require-

ments prescribed by ICAO (2016), the horizontal separation standard between aircraft

flying at the same altitude is 5NM in the controlled enroute airspace. Based on which, the

Figure 4.5: Traffic flow-based evaluation with the time period rolling scheme to evaluate
enroute congestion. The concerned events are represented by the black arrows, the number
of the events corresponding to each time window is counted.
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link capacity for a time period of L can be determined by transferring the distance based

requirement to the capacity based one. The capacity is then defined as:

Rl =
M · vl
K

(4.6)

where M refers to the separation constraint of one flight per 5NM. K is a parameter which

is determined by computing the ratio of the time period L to one hour. As L = 10 mins,

in this case, K = 6. vl represents the average speed of all aircraft operated on link l.

Let us define a congestion indicator φl(t), which is the excess number of aircraft over the

capacity Rl for a time period from t to t+ L.

φl(t) = max[(El(t)−Rl), 0], l ∈ Lt (4.7)

If El(t) − Rl is bigger than 0, congestion appears in the time period [t, t + L] on link

l. Otherwise, there is no congestion. The evaluations are carried out for all enroute links

at all evaluation time intervals on the time horizon.

Resolution workload evaluation

In the arrival route network, apart from capacity management, another task of the air

traffic controllers is to coordinate the traffic merging at specific waypoints. It is known

that the number of aircraft that one controller can coordinate at a time is limited. Then

the conflict resolution workload proposed in Delahaye and Puechmorel (2013) is applied.

For a node where two or more links converge, the conflict resolution workload is evaluated

based on the air traffic coming from the preceding links. These preceding links are called

parent links of that node. Suppose that two links li and lj are parent links of node n which

belong to the parent link set Pn of node n. The average aircraft speeds on the links are

given by vli and vlj respectively. EOutli
(t) and EOutlj

(t) are the numbers of flights that exit

the parent links during the time interval [t, t+L]. The conflict resolution workload En(t)

for a time period [t, t+ L] can be computed as follows:

En(t) =
∑

li,lj∈Pn
li 6=lj

2Ns

√
v2
li
− 2vlivlj cos θi,j + v2

lj

vlivlj sin θi,jK
· Ec,Outli

(t)Ec,Outlj
(t) n ∈ Nc, (4.8)

link j

link i node n

θij

Ec,Outli

Ec,Outlj

Figure 4.6: Conflict resolution workload evaluation configuration. The merging conflict
is estimated based on traffic flows coming from the parent links and the angle that con-
structed by these two parent links.
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where Ns is the standard separation norm which equals to 5NM, θi,j denotes the angle

formed by two convergent flows associated with link li and lj . In this equation, we first

transfer flight mach number to a unit of NM/H. Moreover, K is used to convert the unit

from hour to L (10 mins). Fig. 4.6 displays the general configuration when evaluating the

conflict resolution workload, for which at least two parent links are required. If more than

two parent links exist for a node, the conflict resolution workload is just the sum of the

workloads induced by the possible pairs of the parent links. The indicator of the excess of

the conflict resolution workload is given as:

φn(t) = max[(En(t)−Rn), 0], n ∈ Nc, (4.9)

where Rn is the maximum conflict resolution workload. It is known that the workload is

hard to be evaluated. In order to estimate a suitable value for Rn, we set up an upper limit

by taking into account the aircraft speeds, maximum number of aircraft can exit from a

link during L and a set of angles that appears in the network for evaluation, empirically,

Rn is set to 1.34, namely, the potential conflicts of air traffic flows flying to the same point

need to be lower than 8 for each hour.

Conflict detection in the TMA

The conflict detection approach in the TMA is identical to the model introduced in Chap-

ter 3, where conflict detection on links, nodes, and runways correspond to three practical

safety issues: the wake turbulence separation requirements, radar horizontal separation

requirement and the runway operational separation requirements. In this approach, each

pair of aircraft that consecutively operated on a resource are given a tailored minimum

separation. This requirement is calculated according to aircraft operational parameters,

the nominal separation requirements of the conflict type, and the geographical situation.

We suppose, for two consecutively operated aircraft f and g, the conflict indicators of link,

node and runway, are given identically as in Chapter 3.

• Node conflict indicator,

φnc
f,g,ν =

{
1, if 0 ≤ tg,v − tf,ν ≤ τncf,g,ν or 0 ≤ tf,ν − tg,ν ≤ τncg,f,ν , ∀ν ∈ utf ∩ utg ∩Nt
0, otherwise

(4.10)

• Link conflict indicator,

φlc
f,g,µ =

{
1, if 0 ≤ tg,ν − tf,ν ≤ τ lcf,g,µ or 0 ≤ tf,ν − tg,ν ≤ τ lcg,f,µ, ∀µ ∈ utf ∩ utg ∩ Lt,
0, otherwise ,

(4.11)

• Runway conflict indicator,

φrc
f,g =

{
1, if 0 ≤ tg,r − tf,r ≤ τ rcf,g or 0 ≤ tf,r − tg,r ≤ τ rcg,f , if rf = rg = r ∈ Nr,
0, otherwise

(4.12)
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The computation of the tailored separation requirements of a random flight pair (f, g)

for link τ lcf,g,µ, node τncf,g,ν ,and runway τ rcf,g are given in Appendix A.

4.2.5 Wind effects

Flights are always subject to uncertainties coming from themselves and the environment.

In this study, we have considered the influence of wind, which is the most critical factor

that affects the aircraft trajectory in the enroute phase by affecting the speed of aircraft.

As a matter of fact, wind is a very dynamic factor. Even if there are accurate predictions,

the frequent changes make the air traffic management complicated. In order to simulate

the wind, it is characterized by randomly changing in a range of vW ∈ [vmin
W , vmax

W ]. The

ground speed of the flights on each link is therefore a vector composition of aircraft true

air speed vector and wind vector on the route direction:

−→
vGf,l = −→vf,l +−→vW . (4.13)

where
−→
vGf,l is the ground speed vector on the route direction, −→vf,l denotes the aircraft true

air speed on the route direction, and −→vW represents the wind component on the route

direction. The ground speed is considered as the actual operational speed of each aircraft

for the cruising phase and is used for trajectory prediction. Fig. 4.7 shows the relations of

wind speed, true aircraft speed and ground speed.

4.2.6 Objective function

The objective function is set as a weighted sum of the previously introduced metrics

including congestion and conflict resolution work in enroute segment and conflicts in the

TMA. It is given as:

G(x) = α
{ T∑

t

(
∑
l∈Lt

φl(t) +
∑
n∈Nc

φn(t))
}

+ β
{ ∑

f,g∈F,
g>f

(
∑

ν∈uf∩ug∩Nt
φnc
f,g,ν +

∑
µ∈uf∩ug∩Lt

φlc
f,g,µ) +

∑
f,g∈F,

g>f |rf=rg

φrc
f,g

} (4.14)

where α and β are the weights for the metrics associated with the enroute phase and the

TMA, respectively.

Figure 4.7: The relations of the ground speed, true airspeed and the wind speed, in which
the wind speed direction is uncertain. The aircraft ground speed can be obtained by
adding the wind speed vector projected in the same direction as the route.
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4.2.7 Dynamic arrival management

It is known that flight operation is an ongoing and dynamic process subject to uncertainty.

Air traffic controllers usually give instructions to the pilots according to the revised infor-

mation both from the flights and the environment. Based on this fact, the newly available

information needs to be involved in the assessment of future situations in order to achieve

collaborative control. To realize this concern, we propose a dynamic control model that

combines static sub-problem solving and dynamic weighted approach. Through these de-

signs, reliable decisions can be provided to deal with recent problems while considering

future situations.

Dynamic control framework

In a dynamic environment, the positions, speeds and directions of the aircraft that need

to be managed are constantly changing. In order to have a high level of accuracy in the

traffic prediction, it is necessary to all kinds information related to traffic management.

A typical approach for such dynamic problem is the rolling horizon (sometimes is referred

to as receding horizon) approach. The horizon is defined as a short time period to ensure

that air traffic controllers have accurate knowledge of the overall situation in the system.

Considering that the Air Navigation Service Provider (ANSP) would update the list of

flights that have to be scheduled every 15-30 minutes (Jones et al., 2013). Thus, we

choose a time period of τ = 20 mins as the length of the rolling horizon. After each τ

units of time, the considered horizon is rolled, and the related information is updated.

The time, at which the information update should be performed is referred to as update

time. Suppose that ts and te are the start time and the end time of the overall time

horizon, then the k-th update time (k-th information update) corresponds to a current

time of tc = ts+(k−1)τ . Based on this framework, the algorithm is established by solving

the sub-problems associated with each information update. Two key steps are involved to

establish each sub-problem:

• Information update: This process includes specifying the list of flights that would

be scheduled into the E-AMAN horizon within τ units of time. For aircraft that are

already in the system, their locations and operational parameters are updated. Any

aircraft that already landed at current time is removed from the system. Note that,

together with other information, wind change is also taken into account.

• Aircraft trajectory prediction: This is carried out to achieve a comprehensive aware-

ness of future air traffic situation based on the updated information. All aircraft in

the system are simulated from their current locations until they land on the run-

way. The objective therefore can be obtained based on the predicted information.

Sub-problem are then established aiming at generating suitable control decisions to

ensure safe and efficient air traffic operation for next τ units of time. We denote a

prediction horizon tr as the longest time required for all aircraft in the system to

reach the runway threshold from their current positions. This value also comes from

prediction.

Fig. 4.8 illustrates the rolling horizon approach. The vertical dash lines on the time
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horizon indicate the update time. For each update time, the prediction horizon tr is var-

ied and computed based on the aircraft operational parameters including the decisions

obtained from the optimization of the previous sub-problem and the current aircraft loca-

tions.

Figure 4.8: Dynamic framework with rolling horizon approach. Rolling horizon has a
length of τ . Each horizon rolling functions as a time indicator, for which information
update and aircraft trajectory prediction are carried out. Prediction horizon is an unfixed
value computed based on the operational parameters and current locations of the aircraft
in the system.

Another critical concern is the determination of the freezing zone. In some literature,

the freezing zone is set with time (Murça and Müller, 2015; Bennell et al., 2017). Con-

sidering the context of our problem, the freezing zone is chosen as a geographical area, in

which the decisions of aircraft are fixed. In our model, the speed profile of each aircraft in

the TMA only depends on its two decision variables: TMA entry speed and the runway.

These two decision variables are determined before an aircraft gets into the TMA, there-

fore the terminal area can be naturally considered as the freezing zone. Note that at any

update time, some aircraft are operated in the TMA. These aircraft are equally simulated

and involved in the conflict detection process in order to guarantee overall safety.

In the rolling horizon framework, it is necessary to define a parameter for each aircraft

that can explicitly indicate its flying progress in the network. It is worth mentioning

that in the system, we assume that the control speeds of an aircraft are assigned for each

link. Therefore, it is more practical to associate the aircraft position with a link instead

of obtaining an exact distance or coordinate. Considering that we are now at the k-th

update time with a current time ts + (k− 1)τ , we denote pkf the progress parameter of an

aircraft f , which can be interpreted as the sequence order of the link that f is currently

on, with respect to the chosen route. In summary, aircraft can be classified according to

the following states:

• Pre-processing: Aircraft that will pass the boundary entry node within τ units of

time from the current update time. All aircraft in the pre-processing state constitute

the flight set Fp. Since aircraft in this state have not operated on any link in the

concerned horizon, for an arbitrary aircraft f belonging to Fp, its progress parameter

at the k-th update time is:

pkf = 0, f ∈ Fp, (4.15)

• Enroute: Aircraft that have passed the boundary entry node but did not entered the
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TMA yet belong to the enroute flight set Fe. In this state, aircraft trajectories are

predicted from their current positions to their landing runways based on the control

inputs obtained from previous optimizations. We then consider a model that can

explicitly express the progress transition between time ts+(k−2)τ (k−1-th update

time) to ts + (k − 1)τ (k-th update time) of aircraft f :

pkf = y(pk−1
f ,xk−1

f ), f ∈ Fe, (4.16)

where y(.) represents the real operation process during the period of τ units of time,

and xk−1
f is the decision variables obtained from the previous optimization (k− 1-th

sub-problem). Since the lengths of the links are different, it is possible that pk−1
f

equals to pkf .

• Approach: aircraft that have passed the TMA entry node and operated in the TMA

are put in the approach flight set Ft. We consider the operation of an aircraft in the

TMA as the last state. Since the decision variables related to the operation in the

TMA are determined before the aircraft get in the TMA. From a macroscopic point

of view, the route from the TMA entry node to the runway can be seen as one last

link. Once an aircraft gets out of the runway, its progress parameter is set to −1,

which means it is out of the system and is no longer concerned.

In order to clearly explain the dynamic control frame, a simplified example is given

with one arrival route and several consecutively operated aircraft. Fig. 4.9 shows the

situations of two consecutive rolling horizons. We suppose that aircraft f , g and m enter

the E-AMAN horizon from the same boundary entry node. As shown in Fig. 4.9a, at k-th

update time, aircraft f is already in the system and aircraft g will enter the boundary

within τ units of time, therefore, f ∈ Fe, g ∈ Fp. In this case, pkf = 1 and pkg = 0, which

means f is on the first link of its route and g has not entered the system yet. Based on

the current positions of aircraft and the decision inputs, the predicted trajectories of all

aircraft in the system that start from their current positions until landing are obtained.

The sub-problem associated with the situation of current update time is formulated. By

minimizing the objective, control decisions are determined for all aircraft in the system.

Specifically, for f and g, after the optimization of the k-th sub-problem, speeds on their

next links (with associated sequence order of pk+1
f and pk+1

g ) are obtained and will be

delivered to pilots before f arrives at link lpk+1
f

and g arrives at lpk+1
g

. The speeds are

denoted as v
uf
l
pk+1
f

and v
ug
l
pk+1
g

.

After τ units of time passed, the locations of aircraft f and g are updated, as shown in

Fig. 4.9b, from which we know that pk+1
f = 2 and pk+1

g = 1. The newly scheduled aircraft

m ∈ Fp will enter the boundary at required entry time, based on which its trajectory

prediction is made. k + 1-th sub-problem is then established based on the predicted

trajectory information of all aircraft in the system. The optimal decisions that minimize

safety issues will be assigned to all aircraft. For the three aircraft the decisions need to be

delivered are xk+1
m = (um, v

um
l
p1m

, vtm, rm) for flight m, xk+1
g = (ug, v

ug
l
pk+2
g

, vtg, rg) for flight g,

and xk+1
f = (uf , v

uf
l
pk+2
f

, vtf , rf ) for flight f .
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(a) The simulation ranges for aircraft in the system at time ts + (k − 1)τ , which is the k-th
update time.

(b) The simulation ranges for aircraft in the system at time ts + kτ , which is the (k + 1)-th
update time.

Figure 4.9: Dynamic control process. At each update time, aircraft trajectories are pre-
dicted from their starting location until landing and the corresponding sub-problem is
established.

Dynamic weighted approach

During the flight operation, aircraft in the system could be located anywhere in the route

network. The aircraft that are far from the TMA have potential ability to impact the

further situations by changing their decisions, whereas aircraft that are sufficiently close

to the TMA can only affect the future situation inside the TMA. For aircraft that are far

away from the TMA, the decisions assigned to them should always give priority to solving

the short-term problems rather than those in the future. In addition, as an aircraft is

getting close to TMA, its situation in TMA gets more and more important. Therefore,

unified weights for the metrics of the enroute segment and the TMA are not realistic and

not effective for a dynamic problem. We then propose a dynamic weighted approach that

weights the metrics associated with enroute segment and the metrics associated with the

TMA for each aircraft in accordance with its location. For simplicity, we refer to these

two weights as enroute weight and TMA weight. For an aircraft, the enroute weight and

TMA weight are determined based on the distance that needs to be proceeded from the

next link. The sum of the enroute weight and TMA weight of an aircraft is 1. The weight

assigned to the metrics related to enroute phase at the k-th update time for a random

aircraft f is denoted as αkf , and it is computed as follows:

αkf =


de,kf
Dkf

, if de,kf > 0,

0, if de,kf = 0,
(4.17)

where Dk
f and de,kf are the total distance and the enroute distance that need to be
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proceeded by aircraft f . In order to be consistent with the decision making process, for

an aircraft that is currently at the enroute phase, the valid distance starts from the next

waypoint that the aircraft will pass until the runway threshold. Fig. 4.10 illustrates the

distance for computing the weights allocation for an aircraft f , in which dtmaf is the route

length in the TMA based on its originally assigned runway. In this figure, aircraft f is at

the second link on the route, de,kf is then the summed distance of the third link and fourth

link of its current route. The total distance Dk
f is the sum of the enroute distance de,kf and

the distance in the TMA, which is dtmaf .

Considering that metric evaluations usually involve multiple aircraft, the weights of a

single aircraft should be transferred to the weight of a metric so as to be incorporated into

the objective function.

• Weight of congestion evaluation in enroute segment

We denote Akl (t) the weight for the congestion evaluation of link l at time interval

[t, t+ L] for k-th sub-problem. This weight is simply an average of enroute weights

of aircraft involved in a specific congestion evaluation. The value of the weight is

given as:

Akl (t) =

∑s=q−1
s=0

∑
f∈Fp∪Fe
l∈uf

ωt+s∆f,l αkf

El(t)
l ∈ Lc, (4.18)

We remind that ωt+s∆f,l equals to 1, if aircraft f gets in link l at time slot t + s∆,

and El(t) =
∑s=(q−1)

s=0

∑
f∈Fp∪Fe ω

t+s∆
f,l is the number of aircraft that pass the entry

point of link l during time period [t, t+ L]. αkf is the enroute weight of aircraft f .

• Weight of conflict resolution workload in enroute segment

The weight of the conflict resolution workload is computed by averaging the enroute

weights of aircraft involved in the associated evaluation. Considering an evaluation

on node n at a specific time interval [t, t + L], the aircraft getting out of its parent

links are involved. The weight is given as:

Figure 4.10: The valid distances for dynamic weighted approach. For the enroute phase,
the distance from the next waypoint until TMA entry point is considered. The length
used for the TMA weight starts from the TMA entry point until the runway threshold.
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Akn(t) =
∑

li,lj∈Pn
li 6=lj

∑s=q−1
s=0 (

∑
f∈Fp∪Fe
li∈uf

ωt+s∆f,li
αkf +

∑
g∈Fp∪Fe
lj∈ug

ωt+s∆g,lj
αkg)

EOutli
(t) + EOutlj

(t)
n ∈ Nc,

(4.19)

Remind that ωt+s∆f,li
(resp. ωt+s∆g,lj

) equals to 1, if aircraft f gets out of the link li

at time slot t + s∆. Correspondingly, we have EOutli
(t) =

∑s=q
s=1

∑
f∈Fp∪Fe
li∈uf

ωt+s∆f,li
αkf

(resp. EOutlj
(t)) represents the number of aircraft that get out from link li (resp. link

lj) during time interval [t, t+ L].

• Weight of conflict in the TMA

For conflict detection in the TMA, two aircraft are involved, and the weight of the

conflict is the average weight of the TMA weights associated with these two aircraft.

Suppose we evaluate the conflict between aircraft f and g, the associated weight for

their conflict is:

Akf,g =
2− αkf − αkg

2
, utf ∩ utg 6= ∅ (4.20)

We remind that αkf (resp. αkg) is the enroute weight of aircraft f (resp. g). Corre-

spondingly, 1− αkf (resp. 1− αkg) is the TMA weight of aircraft f (resp. g).

Fig. 4.11 provides a diagram of the dynamic optimization process. By applying the

rolling horizon approach, the algorithm periodically executes several procedures including

current time and information updating, aircraft trajectory simulations (prediction) to

establish sub-problems. The control decisions can be obtained through optimizing the

dynamically weighted objective functions. The pseudo-code of the dynamic optimization

procedure is given in Algorithm 4.

4.2.8 Objective function of the dynamic model

The objective that we want to minimize for the k-th sub-problem is given as:

G(xk) =

tr∑
t=ts+kτ

∑
l∈Lc

Akl (t)φ
k
l (t) +

∑
n∈Nc

Akn(t)φkn(t)


+
∑
f,g∈F
g>f

Akf,g

 ∑
ν∈uf∩ug∩Nt

φnc
f,g,ν +

∑
µ∈uf∩ug∩Lt

φlc
f,g,µ +

∑
rf=rg

φrc
f,g

 (4.21)

where the first term represents the weighted metrics associated with the enroute phase,

and the second term is the weighted number of conflicts in the TMA. Solving the k-th

sub-problem provides the optimal decisions for aircraft operation in next rolling horizon.
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Figure 4.11: Dynamic optimization framework based on the rolling horizon approach.
The rolling horizon approach functions as a time indicator to conduct information update.
Based on the updated information, aircraft trajectory predictions are conducted and as-
sociated sub-problems are established. Output of the previous sub-problem is part of the
input of current problem.

4.3 Solution algorithm

Considering the complexity of the E-AMAN system, Simulated Annealing (SA) is adapted

to solve this problem under the proposed dynamic control environment. It is mentioned

that the dynamic feature is captured through periodical information update, based on

which sub-problems are established accordingly. SA is then applied to solve each sub-

problem. Several critical procedures need to be specified:

• Neighborhood selection: This procedure plays a critical role in finding potential

better solutions. In our problem, neighborhood selection refers to finding suitable

control decisions for aircraft operations. It is known that the selection of alternative

route is also an option to adjust enroute operation. One limitation is that only when

an aircraft does not pass the node that separates the main route and the alternative

route, the decision of alternative route can be changed. Consequently, in each sub-

problem, the neighborhood selection process for an aircraft needs to first specify

whether this aircraft can choose the alternative route at its current position or not.

Fig. 4.12 provides an example to explain the condition of alternative route selection.

In this figure, a route u and its alternative route u′ are displayed. The node that

separates the alternative route and the nominal route is marked in red. Aircraft g is

now at a position before the red node and it can be directed to any of the available
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Algorithm 4 Dynamic optimization problem incorporating rolling horizon approach,
which is based on solving static problems every τ units of time.

Require: get ts, te;
1: k ←− 1;
2: while ts + (k − 1)τ <= te do
3: tc ←− ts + (k − 1)τ ;
4: Get pre-processing flight set Fp based on tc and assign pkf = 0, f ∈ Fp;
5: for f ∈ Fp ∪ Fe ∪ Ft do
6: Update aircraft progress parameter based on decision inputs, pkf =

y(pk−1
f ,xk−1

f );

7: Compute the weight αkf ;

8: Predict the trajectories of f based on the decisions xk−1
f obtained from the

previous sub-problem .
9: end for

10: for l ∈ Lc;n ∈ Nc do
11: Compute the weights for the enroute metrics Akl (t) and Akn(t) at each t ∈

(tc + i∆|i ∈ [0, (tr − tc)/∆])
12: end for
13: Compute the objective function G(xk);
14: Execute the optimization procedure: SubProblemOptimization(G(xk),xk−1);
15: for f ∈ Fp ∪ Fe do
16: Obtain new decisions: xkf = (uf ,v

uf
f , vtf , rf ), v

uf
f = (v

uf
l1
, ..., v

uf
l
pk+1
f

);

17: end for
18: Obtain new decision inputs xk;
19: k ←− k + 1;
20: end while

routes. Instead, aircraft f has passed the red node, therefore, it has to follow the

assigned route.

Apart from the decision of alternative route, other decision variables also need to be

considered. A neighborhood solution is generated by randomly choosing one aircraft

and changing one of its decision variables within the defined range. For each aircraft,

the values of its enroute weights and TMA weights bias the choice of the decision

variables. For example, if an aircraft has a high enroute weight, which means it is

far away from the TMA, changing the decisions such as enroute speed and assigning

alternative route are likely to be more reasonable. Whereas, for an aircraft near

TMA, higher probability is allocated to change the decision variables such as TMA

entry speed and runway. Algorithm 5 describes the neighborhood solution selection

method for a sub-problem based on a random selecting strategy. We remind that

hf denotes the sequence order of a node, at which the alternative route is diverted

from the main route.

• Stopping criterion: The algorithm terminates in two conditions. First, when the

temperature reaches the lowest acceptable temperature. This temperature is set to

be 10−4To, where To is the initial temperature for the cooling process. Second, the

optimal solution is achieved (objective function equals 0).
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Figure 4.12: Example of alternative route selection condition. Aircraft located before the
node that separates the alternative route and the nominal route can be assigned to either
route. Aircraft that has passed that node needs to follow the assigned route, and the
decision of route is fixed.

Algorithm 5 Neighborhood selection design for k-th sub-problem. For a chosen flight,
the decision selected to be changed is biased by its weight. Aircraft positions need to be
specified to determine whether the alternative route can be chosen.

Require: : Obtain the phase pkf of the each aircraft f ∈ Fp ∪ Fe.
1: Generate random number, a ∈ (0, 1);
2: Randomly choose one aircraft f ∈ Fp ∪ Fe;
3: if a <= αkf then

4: if pkf < hf then

5: Randomly choose a decision variable from uf and v
uf
l
pk+1
f

, change its value within

the possible range.
6: else
7: Randomly choose one value for v

uf
l
pk+1
f

.

8: end if
9: else

10: Randomly choose either vtf or rf , change its value within the possible range.
11: end if

4.4 Results

In this section, the case study and the analysis of the associated results are presented.

4.4.1 Case study

The algorithm has been tested on the flights arriving at the Paris CDG airport on 10th

February 2017. Fig. 4.13 displays the number of arrival aircraft in the system with re-

spect to time based on the real traffic data, from which we select the period from 5.AM

to 1.PM to investigate the performance of our proposed model. The chosen period is

indicated with a grey background. From Fig. 4.4, we know that arrival traffic comes from

various directions and finally converges to four TMA entry points. The enroute network
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Figure 4.13: The number of flight with respect to time in the E-AMAN horizon destined
to the Paris CDG airport on 10th February 2017. Grey shadow indicates the period with
high traffic density.

information associated with the four points is given in Tab. 4.1 including the number of

boundary entry nodes, number of routes, number of waypoints and number of links that

are abstracted to establish the network.

Table 4.1: The information of the enroute arrival network of the Paris CDG airport within
a range of 500NM.

Nb of boundary entry nodes Nb of routes Nb of waypoints Nb of links

MOPAR 38 43 78 83
LORNI 43 56 103 116
OKIPA 41 55 96 110
BANOX 14 25 42 52

Total 136 179 319 361

In addition, the information regarding the arrival flights in the chosen period associated

with the four TMA entry points is given in Tab. 4.2. All flights involved in this period are

heavy and medium with an overall mix ratio of heavy and medium that equals to 0.27.

Table 4.2: Arrival traffic information associated with the four TMA entry points.

Medium Heavy Long haul Short haul

MOPAR 41 40 42 39
LORNI 75 12 44 43
OKIPA 84 7 34 57
BANOX 43 7 13 37

Total 243 66 133 176

As for the routes in the TMA, the west-flow runway configuration (26L, 27R | 26R,

27L) is applied in this problem and the network abstracted for the TMA is identical to

the previous chapter and it is presented in the network shown in Fig. 4.4 as well.
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4.4.2 Results analysis

In our problem, the results are analyzed from two points of view. First, we investigate the

metrics that constitute the objective during the optimization process for each sub-problem.

Second, the numerical analysis of time transfers at TMA entry point is displayed. In our

study, we use enroute trajectory adjustment to meet the required TTL and TTG for a

smooth operation of aircraft in the TMA. The achieved time margins at the TMA entry

point show the ability of enroute trajectory adjustment, based on which multiple benefits

are realized.

Analysis of objectives

The metrics of enroute congestion, conflict resolution workload, and conflicts in the TMA

represents the safety level of the system. One possible way to evaluate the performance of

the algorithm is to investigate the variation of metric values during optimization. Fig. 4.14

shows the evolution of the non-weighted metrics including the total value of all the metrics

and the three types of conflicts in the TMA. The congestion and the conflict resolution

workload are not included in this figure, since compared to the value of conflicts, these two

values are much smaller and hard to show in the same figure. This is because normally,

a route can be provided to aircraft with different destinations, while in this study, we

only focus on the air traffic destined to one airport. In this figure, the optimization

processes of all sub-problems are shown, and we can observe that the metrics can be

effectively minimized even with high initial values. However, for some sub-problems, the

final objective values do not achieve 0, which means potential safety issues still exist.

These sub-problems and the associated metrics values are given in Tab. 4.3.

Figure 4.14: The evolution of the total value of all metrics and the number of link conflict,
node conflict and runway conflict in the TMA of all sub-problems. The objective values
can be significantly reduced in each sub-problem.

Table 4.3: The final results of the sub-problems whose objective values did not achieve 0.
The final value of non-weighted metrics are given.

kth sub-problem Congestion workload Link conflict Node conflict Runway conflict Total

k=6 0 0 1 4 4 9
k=7 0 0 0 8 4 12
k=17 0 0 0 0 1 1
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Table 4.4: For each sub-problem, the safety issues that occur within τ units of time from
the associated update time are counted. The real safety issues that are not eliminated are
given and the associated sub-problems are indicated.

kth information update Congestion workload Link conflict Node conflict Runway conflict Total

k=6 0 0 1 0 0 1
k=7 0 0 0 2 0 2
k=17 0 0 0 0 1 1

It is worth mentioning that, in each sub-problem, both the short-term and long-term

situations are concerned by incorporating all the predicted information of aircraft in the

objective evaluation. This consideration range can be up to several hours for some aircraft.

However, in our study, regular optimizations based on updated flight information ensure

that air traffic controllers issue the latest optimized decisions to pilots every τ units of

time. This means that the control decisions are valid for around τ units time, and then

new decisions will be issued. Therefore, the optimized values of the metrics within τ units

of time from each update time indicate the real operational situation in the system are

investigated. Fig. 4.15 illustrates the variation of the total value of all metrics and the

values of three types of conflicts in the TMA that occur within τ units of time from each

update time. The associated final values that do not achieve 0 are given in Tab. 4.4, in

which at most 2 conflicts in the TMA are not solved in the sub-problems.

Note that Fig. 4.14 illustrates the metric variation associated with the prediction range

tr, while Fig. 4.15 shows only the safety issues arising within τ units of time from the

information update and optimization. Differences can be observed in the figures. First,

the range of the y-axis is higher in Fig. 4.14 than in Fig 4.15. Second, it is shown that

the length on x-axis for each sub-problem is consistent. Compared the objective reduction

process in the two figures, most of the metrics eliminated earlier in Fig. 4.15 than in

Fig. 4.14, which implies that the short-time safety issues are addressed with priority and

long-term safety issues are optimized later.

Observing the values in Tab. 4.3 and in Tab. 4.4, safety issues only happen in the

TMA, and only the 6th, 7th and 17th sub-problem did not eliminate the conflicts. As we

mentioned previously, the safety issues arising within τ units of time can be considered

as the real safety issues need to be concerned. Thus, results shown in Tab. 4.4 means

that there are one link conflicts, two node conflicts and one runway conflict occurring

in the 6th, 7th and 17th sub-problem respectively. Specific measures can be applied by

controllers at the tactical level to solve these conflicts, such as route stretching, holding,

etc.

Regarding the computational efficiency, Fig. 4.16 gives the information in terms of the

numbers of aircraft and the computation times of the associated sub-problems. Generally

speaking, the number of aircraft involved in the problem is positively correlated with

computation time. However, in the 15th sub-problem, the solution is found very fast.

This is due to the randomness of the solution approach, since the algorithm randomly

explores the state space.
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Figure 4.15: The evolution of the total value of all metrics and the number of link conflict,
node conflict and runway conflict in the TMA arising within τ units of time from the update
time of all sub-problems. The metrics are reduced nearly to 0 for each sub-problem. The
final values of the metrics for the sub-problems show the real operational situation in the
system.

Figure 4.16: The computational time and number of aircraft in the system associated with
the sub-problem.

Time transferring analysis

The main advantage of the concept of E-AMAN is the early planning of the arrival traf-

fic before entering the congested terminal area. Through dynamic control procedures,

E-AMAN shifts workload from TMA to en-route sectors to achieve the required time mar-

gins that can ensure a smooth and efficient operation in the TMA. Therefore, the time

transfer between the enroute phase and the TMA can explicitly reveal the performance of

the dynamic control model.

Since the TMA entry points separate the enroute segment and the TMA, so aircraft

arrival times at the TMA are analyzed. A baseline measurement is conducted by perform-

ing an optimization in the enroute phase with an aim of eliminating congestion, resolution

workload and reducing the speed deviation. In the baseline model, the original time infor-

mation of flights entering the boundary is used as input. The enroute network is also used.

Enroute decision variables, which are aircraft speeds on the links and the alternative route

assignment in the dynamic optimization model are identically implemented including the

constraints related to their ranges. The objective of the baseline model is to minimize the

sum of the congestion, conflict resolution workload and the speed deviation from the nom-
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inal speed of each aircraft. The speed deviation is considered based on the fact that under

the enroute sector control, aircraft are expected to be operated in a fuel efficient manner

without incurring any congestion and excess of the conflict resolution workload. For an

aircraft, the speed deviation is defined as vOptf − vufli , where vOptf and v
uf
li

represent the

nominal enroute speed and the assigned control speed on link li of aircraft f , respectively.

The transfer time is then computed for each aircraft by using the time obtained from

the dynamic optimization model to subtract the final TMA entry times obtained from the

baseline model. Fig. 4.17 shows the transfer time of each aircraft, in which the negative

values indicate earliness and the positive values indicate tardiness. Numerical details are

given in Tab. 4.5, where the results are investigated with respect to the four TMA entry

points. The maximum time of earliness and tardiness associated with the four TMA

entry points are given, where the biggest values are shown in bold which indicate that the

transferred times are limited to less than 6 minutes. Moreover, the average transferred

times without considering earliness or tardiness are all less than 2 minutes.

It is clear that long-term situation awareness helps to set suitable time margins for

aircraft, and early control can achieve the required TTG/TTL through speed adjustment

and route changing. By transferring a proper amount of time for aircraft, efficiency can be

guaranteed by providing a smooth operational environment between the enroute segment

and the TMA while preserving or enhancing the safety.

Considering the results of conflict reduction and transferred time, the time required to

have almost all the safety issues solved is achievable. Though the conflicts have not been

eliminated, they have been limited to a minimum number which can be solved easily by

applying extra strategies at tactical level. Compared to the reduced holding time, and the

reduced workload for controllers in the approach phase, the conflict can be solved without

strongly increasing the cost. To sum up, the proposed approach has been perfectly adapted

to the E-AMAN and can provide up-to-date solutions for aircraft, taking into account the

future situation, thereby enabling efficient and safe arrival management.

Figure 4.17: The gain or loss of time in the cruising phase by applying early trajectory
adjustment.

4.5 Conclusion

In this paper, we investigate a dynamic control optimization problem based on the E-AMAN

concept for arrival air traffic considering the main safety issues in the enroute phase and
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Table 4.5: Time difference at TMA entry point between the schedule provided by the
dynamic optimization model and the baseline case.

Earliness (absolute value) Tardiness (absolute value)

Nb of aircraft Max (Sec) Ave (Sec) Nb of aircraft Max (Sec) Ave (Sec)

MOPAR 46 344.9 78.63 35 177.6 70.7
LORNI 49 252.3 102 38 335.06 79.8
OKIPA 51 355.8 92.8 40 189.65 72.1
BANOX 22 217.7 81.2 28 243.23 84.16

the TMA. E-AMAN concept relies on earlier trajectory adjustment under good situation

awareness of the overall system. In line with this concept, we established a dynamic opti-

mization model, aiming to provide a reliable decision support tool for arrival management.

The dynamic nature is addressed through the techniques of rolling horizon and freezing

horizon. The rolling horizon is defined according to a 20-minutes information update cycle,

while frozen horizon refers to a geographical area in which the decisions of aircraft are

fixed. With the rolling horizon approach, the dynamic problem is tackled by periodically

updating the aircraft trajectory information and updating the aircraft set according to

whether the aircraft is in the system. Sub-problem associated with each information

update incorporates the congestion, conflict resolution workload in the enroute phase and

the conflicts in the TMA into the objective function. In order to enable a long term

awareness of the air traffic situation, predictions of aircraft trajectories are made for the

sub-problems. Additionally, considering the fact that as aircraft get closer to the TMA, the

weight for the objective in the TMA should increase, we introduced a dynamic weighted

approach. In this approach, for each aircraft, different weights are assigned for the enroute

metrics and the TMA metrics with a sum value of 1 according to the position of the aircraft

with respect to its route. Through this design, aircraft that are far away from the TMA

are preferably controlled for en-route safety problems, while when aircraft approaches the

actual TMA, more weights tend to be assigned to the metrics in the TMA.

Results of the static sub-problems are analyzed from two aspects. The evolution of the

metrics, especially the conflicts in TMA implies that the proposed algorithm can effectively

reduce safety issues through achievable time transfer. However, in a dynamic environment,

when high traffic density is involved in the problem, the ability of early adjustment in the

enroute phase may reach the limit, so still, there are few conflicts that need to be solved

by applying other strategies.

For future work, the model will be improved to be more realistic by increasing the

flexibility of decision assignments for aircraft during the cruising phase.
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Chapter 5

An improved algorithm for arrival

aircraft scheduling problem in the

terminal area

Though it is proven that Simulated Annealing (SA) is efficient in solving problems, it is al-

ways of great value to seek for designs that improve computational efficiency, especially for

the problems in this thesis, when timely responses to the new situations should be made.

In a real operational environment, flights are independently controlled by adjusting opera-

tional parameters to ensure the required separations. Flight conflicts are detected between

each pair of continuously operated flights, so changing the decisions of one flight does not

have too much effect on the system. Considering this fact, the objective functions that

involve the conflicts encountered by all flights in the previous chapters can be simplified.

Therefore, we propose a single aircraft performance based objective function so as to avoid

unnecessary evaluation and provide better information for performing guidance to high

quality solutions.

The organization of this chapter is summarized as follows. Section 5.1 describes the

problem that is addressed in this chapter. In Section 5.2, the mathematical model is intro-

duced, in which the objective functions of the two models referred to as original algorithm

and selective algorithm are given respectively. The details of applying SA to solve the

problems corresponding to both models are described and presented in Section 5.3. Then,

in Section 5.4, final results are analyzed and compared in terms of execution time and

solution quality. Conclusions and perspectives are discussed in Section 5.5.

5.1 Problem statement

No matter whether the arrival air traffic is handled at a tactical level or online real-time

level, a common interest is to improve the computational efficiency of the decision support

tool. The arrival aircraft sequencing and scheduling problem that we focused on usually

involves high traffic density. In addition, aircraft perform intensive maneuvers in a rela-

tively small geographical area. Therefore, computational efficiency is of great importance

to provide timely decision-making information for pilots and air traffic controllers in such

a changeable environment.
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Considering the fact that aircraft are organized under the commands from the con-

trollers who get access to the information coming from other aircraft (current positions,

speed, route direction, etc.), our problem can be addressed in accordance with individual

performance. The algorithms proposed in the previous chapters compute the objective

values by performing overall evaluation of all the flights in the network. While in the

proposed algorithm, which is also referred to as selective algorithm, we select a set of

flights that contribute the most to the objective value and use them to provide solution

options. This process is expected to reduce redundant computation and provide better

guidance for solution searching. The original algorithm and the selective algorithm lead

to different neighborhood functions in the SA. Therefore, the solution algorithm are made

corresponding adjustments according to the features of these two algorithms.

5.2 Mathematical models

This model is establish by referring to Ma et al. (2019). We focus on a simple aircraft

scheduling problem in the Terminal Maneuvering Area (TMA) with a single runway case.

5.2.1 Network

Identical to the previous study in Chapter 3, the network is abstracted as a GraphG(N ,L),

where N represents the set of nodes, L represents the set of links. Each flight follows a

designated route denoted as Uf = {U lf ,Unf }, where U lf and Unf represent the link set and

node set that flight f passes through, respectively. The information of each flight (f ∈ F)

is specified:

• cf : Wake turbulence category of flight f .

• ef : TMA entry node of flight f .

• tof : Initial Required Time of Arrival (RTA) when flight f entering the TMA through

corresponding entry node.

• vof : Initial speed of flight f when entering the TMA through the entry node.

5.2.2 Decision variables

In this problem, two types of decision variables are introduced: TMA entry time tf and

TMA entry speed vf for flight f , which are chosen in a discretized manner identical to

Chapter 3:

tf ∈ Tf := {tof + j∆t|j ∈ Z and tmin
f ≤ j∆t ≤ tmax

f }

vf ∈ Vf := {vof + j∆v
f |j ∈ Z and vmin

f ≤ j∆v
f ≤ vmax

f }

where Tf and Vf are the sets of available values of the TMA entry time and TMA entry

speed of aircraft f . ∆t and ∆v
f are the time slot and speed slot for selecting the values of

decision variables. Our decision vector is represented by x = (t,v), where t is the TMA
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entry time vector and v is the TMA entry speed vector. For a flight f , its decision vector

can be represented as xf = (tf , vf ).

5.2.3 Conflict detection

The conflict detection is categorized into two types due to the separation requirements.

Link conflict detection includes evaluating the wake turbulence separation violation and

overtaking conflict. Node conflict detection is introduced for the horizontal separation

violation.

Link conflict detection

As shown in Fig. 5.1, for each link l = (ν1, ν2), where ν1 and ν2 represent the entry and

exit point of link l, respectively. The detection of wake turbulence separation violation

is carried out on both sides of the link. In order to evaluate the separation violation

severity, the percentage of violated distance over the required separation is added to the

measurement of the conflict. The violation severity can provide extra information for

optimization process. Suppose that two aircraft f and g pass through link l, where aircraft

f is ahead of g. For f and g, C lf,g(x) represents the conflict related cost on link l. It takes

into account the conflict detection and evaluation on both the entry point and the exit

point of link l. Therefore, we have:

C lf,g(x) = C linf,g(x) + C loutf,g (x) (5.1)

where C linf,g(x) and C loutf,g (x) represent the cost of aircraft f and g at the entry point and

exit point of link l, respectively. Specifically, they are given as:

C linf,g(x) =

1 +
sf,g−dν1f,g
sf,g

, if dν1f,g < sf,g

0, otherwise
(5.2)

C loutf,g (x) =

1 +
sf,g−dν2f,g
sf,g

, if dν2f,g < sf,g

0, otherwise
(5.3)

where dν1f,g and dν2f,g are the separations between aircraft f and g when aircraft g arrives

at the link entry point and aircraft f arrives at the link exit point of link l. sf,g is the

required wake turbulence separation associated with the categories of aircraft f and g

which are given in Tab. 5.1.

Aircraft follow exactly the assigned routes, overtaking conflicts between two consecu-

tively operated flights is then considered. In this case, overtaking conflict is evaluated on

each link by comparing the sequence order of each aircraft when it arrives at the entry

point and at the exit point of this link. For an aircraft f , the overtaking conflict C lovf (x)

on link l = {ν1, ν2} is quantified by:

C lovf (x) =
∑
l∈Ul

f
l=(ν1,ν2)

|Olν1f −O
lν2
f | (5.4)
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(a) Wake turbulence separation violation de-
tection.

link l

Entry node
ν1

Exit node
ν2

f g k

g f k

(b) Overtaking conflict detection on link.

Figure 5.1: Link conflict detection configuration includes the detection of wake turbulence
separation violation at link entry point and link exit point, and the overtaking conflict
detection.

where O
lν1
f and O

lν2
f represent the sequence order when flight f gets in and gets out of

the link l among all flights. In Fig. 5.1b, an example is illustrated, in which three aircraft

k, f , g pass the link l = {ν1, ν2} successively. The difference in the sequence order of f

and g when they pass ν1 and ν2 indicates that an overtake has occurred. Therefore, the

overtaking conflict is assigned to both f and g.

Node conflict detection

Due to the fact that the horizontal separation requirement of flights has risks of being

violated around the joint of two links, each node is considered as a disk with a radius of

2.2NM. The distance of 2.2NM is computed based on the horizontal separation standard,

aircraft speeds and the constructed angles of arrival routes. Computation details can

refer to Ma et al. (2016). This area is defined as the detection zone. If two aircraft were

observed in the detection zone simultaneously, a node conflict would occur. The violation

severity on the node is computed by taking into account the proportion of the violation

time to the smaller flying time in the detection zone of the two aircraft. Fig. 5.2 shows

the node conflict detection configuration where two consecutively operated aircraft f and

g pass through the detection zone of node n, where f is ahead of g. The node conflict cost

Cnf,g(x) for aircraft f and g on node n is given as:

Cnf,g(x) =

1 +
tOutf,n −tIng,n

min(Tnf ,T
n
g ) , if tOutf,n > tIng,n

0, otherwise
(5.5)

Table 5.1: Minimum wake turbulence separation requirements, in NM.

Categories
Leading Aircraft, f

Heavy Medium Light

Trailing
Aircraft, g

Heavy 4 3 3
Medium 5 3 3

Light 6 5 3
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f

Rn = 2.2NM
tIng,n
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Figure 5.2: Node conflict detection configuration. If aircraft f and g were operated in the
detection zone simultaneously, a conflict would be detected.

where tOutf,n and tIng,n denote the exit time of aircraft f and entry time of aircraft g at

the detection zone of node n, respectively. Tnf and Tng are the flying time of aircraft f and

g when they pass through the detection zone of node n.

5.2.4 Delay and speed deviation

In order to provide a comprehensive analysis on the performance of the algorithms, other

practical issues that need to be considered are included. In real operations, delay and

speed deviations are two factors need to be minimized. Therefore, they are incorporated

into our evaluation.

Flight delay Df is computed as the time deviation between the assigned TMA entry

time and the required one tof . Thus for flight f we have:

Df (x) = |tf − tof | (5.6)

The minimization of speed deviation can produce fewer changes and ease the workload

for both the pilots and the air traffic controllers. The speed deviation Vf of flight f is

given by the following equation:

Vf (x) =
|vf − vof |

vof
(5.7)

where vof is the initial TMA entry speed of flight f .

5.2.5 Objectives

Two objective functions are presented. One of them is formulated in an original manner

and the other one is formulated based on the single aircraft performance. The original

model and selective model are therefore established.

Objective function of the original model

In the original model, the objective function is a weighted sum of the total number of

conflicts in the network, the total delay and speed deviations of all flight. It is given as
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follows:

GC(x) = α


∑
f,g∈F
f 6=g

 ∑
l∈U lf∩Ulg

C lf,g +
∑

n∈Unf ∩Ung
Cnf,g

+
∑
f∈F

∑
l∈U lf

C lovf

+ β
∑
f∈F

(Df + Vf ) (5.8)

In our problem, safety is the most important issue that needs to be minimized with

priority. Thus α is set much bigger than β.

Objective function of the selective model

The selective model identifies the performance of each flight in order to build an individual

based objective function. For a given flight f , its weighted sum of the conflict cost, delay

and speed deviation is computed as the total cost of this flight, which is given as follows:

cf (x) = α

∑
g∈F
g 6=f

∑
l∈U lf∩U lg

C lf,g +
∑
l∈U lf

C lovf +
∑
g∈F
g 6=f

∑
n∈Unf ∩Ung

Cnf,g

+β (Df + Vf ) (5.9)

In order to achieve an overall optimization, the most expensive individual cost among

flights is the upper bound of all costs. This value is considered as the objective and will

be minimized. By reducing the upper bound cost, the performance of all flights can be

optimized. For the selective model, the objective function is given as follows:

GD(x) = max
f∈F

(cf (x)) (5.10)

5.3 Implementation of simulation annealing

In Chapter 2, we have described the details about how SA works to solve the problem.

The general procedures of SA are not described here. We elaborate the adapted SA that

corresponds to each model, and the two versions of SA are referred to as Original Simulated

Annealing (OSA) and Selective Simulated Annealing (SSA). It is worth mentioning that

our optimization process is based on aircraft trajectory simulation. Therefore, the decision

changes of a flight lead to new trajectory information of this particular flight. This provides

a condition for focusing on the performance of one single flight for the problem solving of

the selective model. Differences between the two algorithms mainly lie in the neighborhood

selection and the solution evaluation, since those are two key steps that affect the efficiency

of an algorithm. The details of both original and selective SA are specified in the following.

5.3.1 Original Simulated Annealing (OSA)

Heating procedure of OSA

Opposite to the cooling procedure, the temperature in the heating loop starts from a small

value. Then, this value increases progressively by multiplying a control parameter δ that is

slightly greater than 1. Each iteration corresponds to a temperature, and at each temper-

ature, multiple transitions are executed. In each transition, steps of neighborhood solution
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generation, solutions comparison and solution acceptance or rejection are performed. We

define an acceptance rate ζ, which is computed by the number of neighborhood solutions

accepted divided by the total number of transitions. As the total number of transitions

increases, the acceptance rate ζ increases as well. Once the acceptance rate reaches a

certain value, typically 0.8, the heating process stops and the current temperature is used

as the initial temperature for the cooling procedure.

Cooling procedure of OSA

As we use SA for problem solving, the procedures such as temperatures, neighborhood

selection and acceptance probability are identically applied. In the OSA, the neighborhood

solution is chosen by applying the roulette wheel selection approach. This approach ensures

a random selection of a flight in the flight set with a chance associated with the flight cost.

In this approach, the total cost of all flights makes up a roulette wheel, where the cost of

each flight is proportional to the likelihood of being selected. A new solution is generated

and the associated objective value can be obtained.

In order to evaluate the quality of the neighborhood solution, the information associ-

ated with the chosen flight needs to be removed from the simulation environment. After

updating the decision variable of this flight, its trajectory with new decisions is simulated.

Then, an overall evaluation for all flights is performed, from which the objective value

of this neighborhood solution is then yielded. The acceptance rate of the neighborhood

solution is dependent on the metropolis criterion which can be seen in Chapter 2.

Two potential drawbacks in the OSA in terms of computational efficiency can be no-

ticed. In this case, the objective function integrates the information of all flights. There-

fore, first, the selection of neighborhood solutions is rather blind. Second, evaluating the

neighborhood solution requires a lot of calculations.

5.3.2 Selective Simulated Annealing (SSA)

The SSA focuses on critical individuals which are essential in coping with undesired sit-

uations. The heating procedure and the cooling procedure are thoroughly introduced in

terms of two main different steps: the neighborhood solution and the solution evaluation.

Heating procedure

In the heating procedure of the SSA, the performance of each flight is considered. For

each iteration, the flights are successively chosen according to their order in the flight

set. Taking one flight as example, in a random transition, flight f is chosen, whose

neighborhood solution x′f is generated by changing one of its decision variables. The

costs associated with f before and after the decision change are represented as cf (xf ) and

cf (x′f ). The acceptance of this neighborhood solution for flight f is partially determined

by the cost of current solution and the cost of the neighborhood. The acceptance condition

can be found in Chapter 2. Similar to the OSA, temperature increases when all flights

finish repeating the aforementioned procedure. Once the acceptance rate reaches a certain

value (typically 0.8), the heating process terminates.
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Cooling procedure

In the cooling process of the SSA, one important step is to find out the group of flights

with the highest level of costs, namely the critical flight set. For each iteration, the

overall status of the system is initiated. All flights are simulated and their associated

costs are obtained. Among all costs, the highest one denoted as Cm is specified as a

reference for defining cost threshold. Then, the cost of each flight is compared with the

cost threshold calculated by λCm, where λ is a threshold parameter. Consequently, the

flight whose cost is higher than the cost threshold is put into the critical flight set Fc.
This process is summarized in Fig. 5.3, where the flight set is listed on the x-axis with

their associated costs indicated on the y-axis. In this example, the maximum value of

cost in this iteration is 19.71. Thus the critical flight set is composed of the flights with

costs higher than 19.71 · λ. The horizontal red line represents the value of cost threshold

used for filtering critical flights. Flights with their costs marked by red circles have their

costs higher than the cost threshold, and therefore are classified as critical flights in this

iteration. After this process, flights in Fc are selected successively at each transition, for

which the selected flight generates a neighborhood solution by randomly changing one

of its decision variables. Optimization is performed by focusing on the cost of specific

flights with the following steps. First, evaluate the cost of this flight after the decision

change. Second, compare the costs of this flight before and after the decision change.

Third, decide whether to accept this decision change. The whole optimization process of

the SA including neighborhood selection method is displayed in Algorithm 6. Through

targeting the critical flights one by one, the algorithm is expected to be efficient in terms

of information volume and neighborhood generation time. An overall evaluation of all

flights is regularly performed but much less often than in the OSA.

Fig. 5.4 and Fig. 5.5 illustrate the algorithm structures of OSA and SSA, in which the

differences reflect in two aspects. On one hand, in the OSA, there is no strong preference

Figure 5.3: Critical flights selection process of the SSA.
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Table 5.2: Chosen parameter values for solution algorithms.

Parameters of the solution approaches Values

Heating control parameter for OSA and SSA, δ 1.1

Heating acceptance rate for OSA and SSA, ζ 0.8

Cooling parameter for OSA, γc 0.99

Number of transitions in each iteration for OSA, I 100

Cost threshold factor for SSA, λ 0.8

Cooling parameter for SSA, γd 0.999

SA stopping criterion for OSA 0.00001To
SA stopping criterion for SSA 0.0001To

for neighborhood selection, so the state space is randomly explored, which is inefficient

in finding good solutions. However, in the SSA, the cost of each flight is considered as

reference for the neighborhood selection process, in which flights with high costs are priori-

tized to be selected for performing the decision change. This process provides guidance for

neighborhood selections, therefore better solutions can be found much easier and faster.

Algorithm 6 Details of the SSA, including the neighborhood selection method.

1: Initialize:
Initial temperature To obtained from heating procedure, random number β ∈ [0, 1];

2: for f ∈ F do
3: Compute the cost cf (xf ) of flight f ;
4: end for
5: Specify the maximum individual cost Cm of all flights;
6: while Tc > 0.0001 · To, Cm > 0 do
7: for f ∈ F do
8: if cf (xf ) > λCm then
9: Put flight f in the critical flight set Fc;

10: end if
11: end for
12: for f ∈ Fc do
13: One of decision variables (tf , vf ) is chosen with equal probability and change

its value.
14: Calculate the new cost of f , cf (x′f ).
15: if cf (xf ) > cf (x′f ) then
16: xf ← x′f , cf (xf )← cf (x′f );

17: else if β < exp(
cf (xf )−cf (x′f )

Tc
) then

18: xf ← x′f , cf (xf )← cf (x′f );
19: end if
20: end for
21: Tc = Tc · γd;
22: for f ∈ F do
23: Update the cost cf (xf ) of flight f ;
24: end for
25: Specify the maximum individual cost Cm of all flights;
26: end while
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On the other hand, the objective value of the original model requires an evaluation in-

volving all flight information, while in the selective model, performance of a single flight

is focused on the objective function. Therefore, the solution evaluation requires the tra-

jectory information of a small number of flights. Consequently, computational time for

solution evaluation is reduced. Mention that in Fig. 5.5, the subscript f is omitted in

each notation of the decision variables in order to improve simplicity. In Tab. 5.2, the

user-defined parameters for OSA and SSA are given.

Figure 5.4: Algorithm structure of OSA, in which the information of all flights is considered
for each evaluation.

Figure 5.5: Algorithm structure of the SSA. Features of the selective model are emphasized
by considering the performance of a single flight at each transition.
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5.4 Results

5.4.1 Case study

Actual arrival flights landing on runway 26L on July 11th 2017 at the Paris CDG airport

are applied for our case study. Table. 5.3 provides the flight information by associating the

mixed ratio of aircraft categories and the TMA entry point. Flights are mostly composed

of heavy and medium aircraft. Fig. 5.6 depicts the arrival route network of the Paris

Charles de Gaulle (CDG) airport. In our case study, the parameters chosen for the model

are given in Tab. 5.4. It is worth mentioning that ∆Tmax is set to 30 mins which is a large

range. Since delay and speed deviation are included in the objective function, we want

to provide a large enough margin to make sure a conflict free solution can be achieved.

On this basis, the optimization of delay and speed deviation is reasonable. In addition,

tardiness of 30 mins seems unreal for short-haul flights as a result of the speed regulation.

If a high tardiness time is required, the ground delay can be considered as a time control

measurement. The overall process is run on a 2.50GHz core i7 CPU, under Linux operating

system PC with Java code. The derived results are investigated in terms of execution time

and the solution quality for the two models.

Figure 5.6: Arrival route structure for runway 26L of the Paris CDG airport.

Table 5.3: Arrival flights information of the heavy and medium flights with respect to the
TMA entry node.

Entry point Total number of flight Heavy Medium

MOPAR 60 26 34
LORNI 74 20 54
OKIPA 195 36 159
BANOX 108 20 88

Total number 437 102 335
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Table 5.4: Chosen parameter values for the optimization problem

Parameters of the optimization problem Values

Maximum tardiness regarding RTA, tmax
f 30 mins

Maximum earliness regarding RTA, tmin
f -5 mins

Time slot, ∆t 5 seconds
Maximum speed in TMA, vmax

f 1.1vof
Minimum speed in TMA, vmin

f 0.9vof
Speed slot, ∆v

f 0.01vof
Weighting parameter, α 1
Weighting parameter, β 0.001

5.4.2 Execution time

In the SA, the main factor that affects the execution time of the optimization process is the

time needed for the neighborhood selection and solution evaluation. In order to accurately

measure the performance of the OSA and the SSA in terms of the execution time, a metric

that approximates the total runtime is defined for each temperature (iteration) by the

following equation:

TO =

K∑
k=1

(TN + TE) + L (5.11)

where TO denotes the total computation time for a particular iteration. TN represents

the time for generating a neighborhood solution and TE is the sum of the time needed

for evaluating the cost of the neighborhood solution. K is the total number of transitions

required for this iteration and L is the time needed to transfer from one iteration to the

next one. To distinguish the parameters for the two algorithms, we add the subscript

of OSA and SSA to the associated parameters for the following representations. The

execution times of the two algorithms are compared according to each parameter shown

in Eq. 5.11.

One important factor that affects the computation time of an iteration is the number

of transitions in the iteration. In the SSA, at the beginning of each iteration, an overall

evaluation should be done to specify the costs of all flights, based on which, the value

of Cm is updated for the current iteration. Since different values of Cm lead to different

threshold values for the selection of critical flights, the number of transitions which is

determined by the flight number in Fc varies for each iteration. Considering the threshold

parameter λ = 0.8, it is expected that only a small proportion of flights belongs to the

critical flight set. However, in the OSA, the number of transitions for each iteration KOSA

is fixed as 100. Therefore, normally KOSA is higher than KSSA.

TN is dependant on the neighborhood selection methods. The roulette wheel selection

method used by OSA includes several steps such as generating a random number, adding

the cost of each flight successively to the partial sum, checking whether the condition of

selecting the flight is satisfied or not. In this approach, the time spent in searching for the

flight that performs a decision change is dependent on the value of the random number. If

the random number is small, the time for generating a neighborhood solution is probably
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short. In this case, random selections introduce unstable values of the TN . Whereas in

the SSA, the flights that perform decision changes are already specified in the critical

flight set Fc. Compared to the OSA, the time spent for random flight searching process

is saved. As a consequence, TNOSA is higher than TNSSA.

For the TE, the execution time for neighborhood evaluation involves trajectory pre-

diction. This part is identically carried out in the OSA and the SSA. Apart from these,

TE also includes the execution time of the solution evaluation. As previously defined, in

the OSA, the costs of conflicts, delays and speed deviations are evaluated for each pair

of flights on the associated resources and then summed up, namely, 437 flights in this

problem are all involved. While in the SSA, only the chosen flight is focused, and its

cost can be obtained by checking the interactions with adjacent flights that pass the same

resources. In this case, irrelevant interactions between other flights are not considered,

which ensures that the SSA is much faster than the OSA in terms of objective function

evaluation. Considering the above analysis, consequently, corresponding to each k, TESSA
is smaller than TEOSA.

LSSA is slightly higher than LOSA because it includes an overall flight cost evaluation

to initiate the maximum individual cost. However, the time of the overall evaluation in

LSSA can be easily offset by the solution evaluation of any transition in the OSA. By

analysing the elements in Eq. 5.11, we can conclude that TOSSA is much smaller than

TOOSA.

The number of iterations also plays an important role in the total computation time.

As each iteration corresponds to a temperature, the number of iterations is related to

three parameters: the initial temperature obtained from the heating procedure, the cooling

parameter, and the stopping criterion. Tab. 5.5 gives the execution time information of the

OSA and the SSA. We can notice a significant difference in the computation time of the

OSA and computation time of the SSA. The SSA shows great advantage in improving the

computational efficiency as it is much more faster than the OSA. In the table, the number

of iterations and transitions related to the optimization process are given. We can see

that the number of iterations of the SSA is larger than those of the OSA. In comparison,

the total number of transitions is the opposite. This is because in the SSA, the number

of transitions is determined by the number of critical flights, which is changing for each

iteration. It is worth mentioning that from the initial consideration, the computation time

of each transition is summed up successively according to Eq. 5.11. However, though in our

study, SSA is conducted based on single thread computation, it allows parallel execution

for multiple flights when multiple processors are available, which can further improve the

computational efficiency.

Table 5.5: Execution times of the OSA and the SSA.

selective SA Original SA

Number of iterations 9227 1146
Number of transitions 32298 114600

Total execution time(s) 42.869 1731.859
Average time for each transition(s) 0.00133 0.01511
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(a) Conflict reduction of the OSA. (b) Conflict reduction of the SSA.

Figure 5.7: Conflict evolution of the OSA and SSA during the optimization.

5.4.3 Analysis of the results

The qualities of the solutions of both algorithms are analyzed in terms of the components

included in the objective function. Fig. 5.7 depicts the optimization process in terms of

conflict reduction of the OSA and the SSA respectively. The conflicts have been eliminated

in both cases. The figures have limited the x-axis to 12000 transitions, after which the

numbers of conflicts stay close to 0. In order to clearly show the fluctuation of the numbers

of conflicts when the values are small, a magnified window is added in each of the main

figure. From the small figures, we can observe that the SSA have eliminated the conflicts

earlier than the OSA by comparing the number of transitions required in both cases. This

means that targeting the flights with high costs indeed improves the computation efficiency

by providing proper guidance for the algorithm.

The optimization processes reflected on delay and speed deviation with respect to the

number of transitions are displayed in Fig. 5.8. In order to maintain consistency and

obtain a fair comparison of the two algorithms, the sum of the delay and the sum of

the speed deviation of all flights are displayed without considering the weights used for

the objective function. In Fig. 5.8a and Fig. 5.8b we can observe that the shapes of the

graphs that represent the values of delay and speed deviation in each figure are consistent.

However, for the two algorithms, different neighborhood functions lead to different state

space exploration manners, therefore the variations of delay and speed deviation in the

two models have different patterns. In Fig. 5.8a, the increase of delay and speed deviation

continues for more than half of the optimization time, then the values decrease gradually.

While in Fig. 5.8b, the values have a brief rise and fall, and then flatten out. It is known

that the weight of the conflict is far bigger than the weight of the delay and the speed

deviation in the objective function. Then it is normal to solve the conflict issues first. This

leads to the increases in delay and speed deviation. From the figures indicating conflict
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(a) Delay and speed deviation of the OSA.

(b) Delay and speed deviation of the SSA.

Figure 5.8: Delay and speed deviation evolution of the OSA and the SSA.

evolution (Fig. 5.7a and Fig. 5.7b), conflicts have been almost eliminated after around 5000

transitions. Observing the variations of delay and speed deviation in Fig. 5.8a and Fig. 5.8b

after 5000 transitions, the OSA explores the state space freely and blindly, which makes

it hard to find better solutions when there are some metrics associated with low weight.

Whereas, the SSA is very effective for finding better solutions by accurately specifying

the flights that cause the issues, therefore it can continuously generate better solutions

which expedites the optimisation process. However, as more transitions finish, the SSA

limits the neighborhood selection on a particular set of flights. If the decision changes of

flights in the critical set do not provide better solutions, then critical flights always remain

unchanged, which in turn leads to a situation that is not able to be optimized and hard to

break. This fact reflects the drawback of the SSA. The final results in Tab. 5.6 show that

under the current setting of parameters, the OSA provides a result with almost the same

delay time as the SSA, but less speed deviation. The longer execution time certainly helps

the optimization of the results of OSA. For the drawback of SSA, we could change the

weight factors of the objective functions of the SSA or introduce some randomness in the

critical flight selection to improve its performance. It is worth mentioning that Tab. 5.6
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Table 5.6: Final values of delay and speed deviations for the OSA and the SSA.

SSA OSA

Delay (hour) 25.696 27.064
Speed deviation (%) 15.76 5.68

gives the cumulative delay and speed deviation for all the flights and we can expect a

small value for a single flight. To summarize, the SSA shows very good performance in

improving computational efficiency but the quality of solution is slightly worse than the

OSA.

5.5 Conclusion

In this chapter, we focus on the improvement of computational efficiency of the solution

algorithm. The original model is reconsidered and we found that unnecessary computation

can be reduced by focusing on the performance of a single aircraft. Then a model with a

rather isolated structure is proposed by adjusting the objective function and this model

is referred to as the selective model. In order to further evaluate the performance of the

solution quality, the delay and speed deviation are also included in the objective function.

Instead of evaluating the total cost of all flights, we chose to minimize the maximum cost

associated with a single flight. Once the maximum cost of an individual flight has been

reduced, the whole system has been optimized. SA is applied to solve the problem corre-

sponding to the proposed model and the originally formulated model. Optimization details

have been specified. The most important differences lie in the neighborhood selection and

the objective function evaluation.

The full-day data of the Paris CDG airport on one landing runway has been applied

as case study. The results of the two models have been analyzed and compared in terms

of execution time and quality of the result. Results show that the selective algorithm

has an absolute advantage over the original one in execution time. The solution quality,

however, is slightly worse than the original algorithm. A potential improvement for SSA

could be achieved by adjusting the weight factors in its objective function or incorporating

randomness in the flight selection process of the neighborhood function. Considering the

number of flights that share the delay, the solution quality has no significant difference.

By analyzing the optimization pattern combined with the structural features of the two

algorithms, the potential advantages and drawbacks of each algorithm are described.

For the future work, we want to provide more tests with different scenarios and con-

duct a deep investigation on the attributes of the selective algorithm. We hope that the

algorithm can be applied to the on-line support tool. The proposed algorithm shows great

adaptability and flexibility, and it is possible to be applied for solving problem related to

Unmanned Traffic Management (UTM).
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Chapter 6

Conclusion and perspectives

This chapter summarizes the main contributions of this thesis and the perspectives. Based

on this thesis, several promising research directions are envisaged, which provide a clear

vision for the following work. Section 6.1 summarizes this thesis, then Section 6.2 proposes

several research directions for the future works. Section 6.3 lists the publications resulting

from this thesis.

6.1 Summary of this thesis

In this thesis, we presented decision support methodologies associated with Arrival MAN-

agement (AMAN) in different geographical horizons while considering the uncertainty

arising during flight operation. The first problem focuses on the scheduling of aircraft

in the Terminal Maneuvering Area (TMA). In this problem, if aircraft need to adjust

its time to enter TMA, common procedures would be stacking and holding, which will

introduce fuel consumption, emission, noise effects and extra workload for air traffic con-

trollers and pilots. Then, in the second problem, the arrival management horizon has

been extended into the cruising phase which is up to 500NM from the destined airport to

conduct early sequencing and collaborative enroute control to adjust the aircraft arrival

time at the TMA. In our study, we believe that the prior goal of AMAN is to ensure

safety. Therefore, in all of our problems, the detection of safety issues and resolution are

performed. In the last part of this thesis, we propose a new algorithm and try to improve

the computational efficiency of the arrival aircraft scheduling problem in the TMA. Then,

we summarize the contribution of each part of this thesis.

6.1.1 Arrival air traffic optimization in terminal area under uncertainty

In the first problem, we addressed an arrival aircraft scheduling problem in the determinis-

tic case and the case under uncertainty. A novel probabilistic model is proposed based on

the deterministic model. The uncertainty is managed by representing the time information

used for conflict detection as random variables. Considering the uncertainty propagation

in real operations, the random variables are characterized based on the Markov assump-

tion. By assuming that the prediction error is normally distributed, we benefit from the

characteristics of the normal distribution, thus generating an effective method to evaluate

the probability of conflict between every two continuously operated aircraft at specific
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positions. The objective function is formulated as the expected number of conflicts of

all flights in the network and it can be analytically computed. Thanks to the normal

distribution and the Markov assumptions, the computational complexity is reduced com-

pared to the typical uncertainty optimization approaches. The time decomposition and

sliding window frame combined with simulated annealing is used as solution algorithm.

For the proposed probabilistic model, the sliding window frame also plays an important

role in limiting the variances of the random variables to a reasonable range. The work

is enriched by introducing a Monte-Carlo simulation framework with different scenarios

representing the variability of the uncertainty elements. Except for the proposed model, a

deterministic model without considering the uncertainty and a model incorporating sep-

aration buffers are presented for the purpose of comparison. The solutions of the three

models are evaluated by means of stochastic perturbations for 12 windows with different

traffic densities. Statistical analyses are conducted by comparing the conflicts generated

in different scenarios in the simulation. A comparison is conducted by using the simula-

tion results associated with the deterministic model as the basis upon which the conflict

absorption percentages for the other two models are computed. Numerical results show

the limitation of the model that incorporates separation buffer. As in some cases, it per-

forms even worse than deterministic model. In contrast, the proposed model provides a

certain level of stability in conflict absorption. Moreover, the type of the distributions of

the perturbation does not cause notable differences in the performance of conflict absorp-

tion. The proposed method has advantages compared to other uncertainty optimization

approaches. For example, robust optimization attempts to seek an optimal solution under

the worst-case scenario, which leads to a conservative result. This conservatism will lead

to a waste of available time slots in arrival management, thus reducing efficiency. However,

the proposed approach does not apply hard constraints, so that the balance between the

available resources and current traffic density can be achieved while considering robustness

for the final result. Though belonging to the stochastic problem, in the proposed approach,

the assumption of normal distribution of the random variables eases the computational

burden of using scenario-based solution approach (e.g. Sample Average Approach (SAA)).

Therefore, it can have a broad application.

6.1.2 Arrival air traffic optimization in an extended horizon

In the second problem, the continuity of the aircraft operation in enroute phase and

approach phase enables spreading effects of the early decisions. The extended management

horizon is then applied to conduct an early sequencing and trajectory adjustment before

aircraft get into the TMA. The common enroute instructions delivered from the controller

to the pilots are considered as the decision variables, which are speed adjustment and route

assignment. Decision variables for the operations in the TMA are the runway and the TMA

entry speed. Due to the large investigated horizon, accurate predictions should be made

to make sure the decision-making process is reliable in a complex environment. A dynamic

control model applying the technique of time-based rolling horizon is implemented. The

horizon is defined as a short time period to indicate the information update. In this

model, the information update includes the aircraft that get in and out of the system, and

aircraft position update. Through periodical information updates, the decision making
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tool accurately captures the current situation and makes predictions to provide associated

advisories for controllers. In order to achieve overall situation awareness, for each aircraft,

the trajectory predictions are conducted from their current position until landing. Enroute

congestion, merging conflict resolution workload are evaluated in the enroute segment,

and conflicts are measured in the TMA. The weighted sum of these metrics represents the

objective function. Moreover, a dynamic weighted approach is introduced to emphasize

the fact that as aircraft get close to the TMA, its situation in TMA becomes more and

more important. For each aircraft, this approach allocates weights to the issues that belong

to the enroute segment and TMA respectively depending on the aircraft locations with

respect to the whole route length. Based on this framework, the algorithm is established

by solving the sub-problems associated with each information update. The Simulated

Annealing (SA) is implemented and we take the arrival traffic of the Paris Charles de

Gaulle (CDG) airport for the case study. Results are evaluated in terms of the performance

of safety issues mitigation and the time transferring on the enroute phase to reduce holding

at the TMA. We can observe that with a small transfer time of each aircraft, the conflicts

in the TMA can be almost eliminated, which suggests the effectiveness and application

perspective of the method.

6.1.3 An improved algorithm for arrival aircraft scheduling problem in

the terminal area

In the last part of this thesis, we focused on the algorithmic efficiency improvement, which

is of great importance for the decision support tool to adapt to frequent changes in the

aircraft operational environment. We consider an aircraft scheduling problem in TMA as

case study to evaluate the performance of the proposed algorithm. Similar to the first

problem, the TMA entry time and the TMA entry speed are set as decision variables.

In this study, apart from the conflicts on the resources, delay and speed deviations are

considered with a minor weight in the objective function as well. Based on the hypothesis

that aircraft are self organized in the system, the original model is reconsidered. Then, a

new model focusing on the single aircraft performance is proposed. Opposite to the original

model which sums up the conflicts encountered by all flights in the objective function, the

proposed algorithm tries to minimize the maximum cost of a single aircraft. Through this

way, underlying communication between irrelevant flights can be reduced. Both models are

solved by the SA, considering the differences in the two models, details of the optimization

procedures are described. The full-day data of the Paris CDG on one landing runway has

been applied as a case study. The results of the two models are presented, where the

execution times and the qualities of the results are demonstrated. Results show that the

newly proposed algorithm has an absolute advantage over the original one in computational

time with a slightly dropped performance in terms of the minimization of the delay and

speed deviation.

6.2 Perspectives

Several research directions can be followed in the future.
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6.2.1 Statistical uncertainty analysis

In the first problem, several directions can be extended. First, the statistical analysis of

real delays of aircraft will be beneficial to the determination of time deviation distribution,

therefore providing a more reliable reference for the uncertainty propagation model.

Second, from the perspective of uncertainty optimization, the distributionally robust

optimization emphasizes the ambiguity of the probability distributions of the uncertain

parameters. Analogous to robust optimization that considers the worst-case parameter

realization in the uncertainty set, distributionally robust optimization seeks to protect

against the worst-case with ambiguous probability distribution. In this case, the proba-

bility distribution for the uncertain parameter is unknown but belongs to an infinite set

of predefined probability distributions (Rahimian and Mehrotra, 2019). Distributionally

robust optimization therefore offers a very interesting alternative to deal with the problem

under uncertainty and indicates potential direction for future study.

6.2.2 Multi-objective optimization problem

The design of the algorithms in the current studies is single objective. However, the

Air Traffic Management (ATM) involves many stakeholders with different interests, which

yields multi-objective optimization problems. Based on the current study context, interest

factors such as delay, fuel consumption, equities etc. can be incorporated into a multi-

objective optimization model. A direct way to tackle this multi-objective optimization

problem, by using our approach, is to consider the weighted sum of all the factors, as

the preference or importance of the concerned factors can be reflected on the associated

weights. But a more interesting direction is to search the Pareto frontier, in which the

compromised relations among the interest factors can be obtained.

6.2.3 Scenario extension and further application of the single perfor-

mance based algorithm

For the single aircraft performance based algorithm, the future work lies in providing

more tests for different scenarios and conducting a deep investigation on the attributes of

this algorithm. We hope that it can be applied to the online pre-tactical support tool.

Moreover, it may be very useful in the Unmanned Traffic Management (UTM) framework

and can be applied to the problems in this field.

6.3 Publications

• Ying Huo, Daniel Delahaye, and Mohammed Sbihi,“A Probabilistic Model Based

Optimization for Aircraft Scheduling in Terminal Area under Uncertainty,” Trans-

portation Research Part C: Emerging Technologies 132(2021): 103374.

• Ying Huo, Daniel Delahaye, and Mohammed Sbihi,“A Dynamic Control Method

for Extended Arrival Management,” Submitted to Transportation Research

Part C: Emerging Technologies.
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• Aniket Deshmukh, Ying Huo, Daniel Delahaye, hilippe Notry, Mohammed Sbihi,

“Algorithmic Efficiency Comparison of Centralized and Distributed Arrival Manage-

ment (AMAN) Problem in Terminal Airspace,” SID 2020, 10th SESAR Innovation

DaysDec 2020, Virtual event, France.

• Ying Huo, Daniel Delahaye, and Mohammed Sbihi,“ Air Traffic Flow Management

under Uncertainty in Terminal Maneuvering Area,” ICRAT 2020, 9th International

Conference for Research in Air Transportation, Jun 2020, Tampa, United States.

• Ying Huo, Daniel Delahaye, Ji MA, and Mohammed Sbihi, “Integrated Traffic

Flow Based Optimization of Airport and Terminal Area,” SID 2019, 9th SESAR

Innovation Days, Dec 2019, Athenes, Greece
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Samà, M., D’Ariano, A., D’Ariano, P. and Pacciarelli, D. (2017), ‘Scheduling models

for optimal aircraft traffic control at busy airports: tardiness, priorities, equity and

violations considerations’, Omega 67, 81–98.
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Appendix A

Proof of Lemmas

In this appendix we prove Lemma 1 and Lemma 2 for the conflict evaluation in Chapter 3

and Chapter 4. The following assumption is proposed for our study case.

Assumption 1 For any two distinct adjacent links µ1 = (ν1, ν) and µ2 = (ν2, ν) (or

µ2 = (ν, ν2)), the distance from ν2 to the link µ1 and from ν1 to µ2 are greater than or

equal to h (horizontal separation requirement). By the distance from a point to a link, we

mean the length of the shortest line joining the point to a point on the link.

x
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µ+
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f

θ

(a) Aircraft f and g arrive at node ν through
the same link.
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µ−2

µ+
µ−1

ν
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θϕ

(b) Aircraft f and g converge to node ν from
different links.

Figure A.1: Node conflict detection scenarios regarding different trajectory interaction
patterns of the flight pair.

A.1 Proof of Lemma 1

To shorten the notation let us denote the speed of aircraft f by v1 instead of vf,ν and the

speed of aircraft g by v2 instead of vg,ν . We assume that aircraft g passes the node ν after

δ units of time when f passed it, that is δ = tg,ν − tf,ν . Consider first the case where both

aircraft enter node ν through the same link µ− of length l− then fly along the link µ+ of

121



length l+ (see Fig. A.1a). We are interested in the occurrence of a node conflict at ν i.e.

when f flies on µ+ and g flies on µ−. If δ > l−

v2
+ l+

v1
, that is to say, if aircraft f leaves the

link µ+ before aircraft g enters the link µ−, then the aircraft are not in conflict. Hence

we can conclude a prerequisite condition, which is δ ≤ l−

v2
+ l+

v1
. Under this condition, the

(square of) distance between the two aircraft after t units of time when aircraft f passed

the node ν is given by:

d2(t, δ) = (t(v1 cos θ − v2) + δv2)2 + t2v2
1 sin2 θ, (A.1)

which has to be considered only during the presence of the two aircraft on their respec-

tive links, that is t ∈ [max(0, δ− l−

v2
),min( l

+

v1
, δ)]. Let us define the function m representing

the minimum (squared) distance between the two aircraft during this period, or more

precisely

m(δ) := min
t∈[max(0,δ− l−

v2
),min( l

+

v1
,δ)]

d2(t, δ). (A.2)

The time to achieve the minimum (square) distance is computed by obtaining the deriva-

tive of d2(t, δ) with respect to t, then we have:

∂d2

∂t
(t, δ) = 2(v1 cos θ − v2) (t(v1 cos θ − v2) + δv2) + 2tv2

1 sin2 θ

= 2δv2(v1 cos θ − v2) + 2t(v2
1 + v2

2 − 2v1v2 cos θ), (A.3)

so the second order polynomial with a positive leading coefficient d2(δ, ·) achieves

its minimum on R at t∗(δ). By ensuring Eq. A.3 equals 0, we obtain a value α =
v2(v2−v1 cos θ)

v21+v22−2v1v2 cos θ
such that t∗(δ) = αδ. The following three exclusive cases will be con-

sidered successively: α ≤ 0, α ≥ 1 and 0 < α < 1. These cases respectively correspond

to the following cases in the definition of the expression of a (Eq. 3.2 in Chapter 3) in

Lemma 1:

(i) Case 1: α ≤ 0 which is equivalent to v2 ≤ v1 cos θ

In this case, we have t∗(δ) = αδ < 0. The relation between the d2(δ) with respect

to the time t is shown in Fig. A.2. The minimum distance between the two aircraft

m(δ) is then achieved at max(0, δ − l−

v2
) with a value

m
1
2 (δ) =

{
δv2 if δ ≤ l−

v2

≥ h, otherwise.
(A.4)

The last inequality follows from the fact that at t = δ − l−

v2
, the aircraft g is at the

entry node of link µ− and Assumption 1. Consequently m
1
2 (δ) ≥ h if and only if

δ ≥ h
v2
.

122



(ii) Case 2: α ≥ 1 is equivalent to v1 ≤ v2 cos θ:

In this case, t∗(δ) ≥ δ, the valid time period t ∈ [max(0, δ − l−

v2
),min( l

+

v1
, δ)] which

is smaller or equal to δ. Therefore, we have t∗(δ) ≥ min(δ, l
+

v1
). The graph of the

function d2(δ)with respect to the time t is displayed in Fig. A.3. The minimum

(Eq. A.2) is achieved at min(δ, l
+

v1
) with a value

m
1
2 (δ) =

{
δv1 if δ ≤ l+

v1

≥ h, otherwise.
(A.5)

The last inequality follows from the fact that at t = l+

v1
the aircraft f is at the exit

node of link µ+ and Assumption 1. Consequently m
1
2 (δ) ≥ h if and only if δ ≥ h

v1
.

(iii) Case3: 0 < α < 1 is equivalent to v1 > v2 cos θ

In this case, we have

• If δ ∈ [0,min
(

l−

(1−α)v2
, l

+

αv1

)
], then t∗(δ) = αδ ∈ [max(0, δ − l−

v2
),min( l

+

v1
, δ)]

which lies in the valid time range, and consequently we have m
1
2 (δ) = d(αδ, δ) =

δv1v2 sin θ√
v21+v22−2v1v2 cos θ

. This case is represented in Fig. A.4, in which t∗(δ) is located

in the range of the valid time period.

• If δ > min
(

l−

(1−α)v2
, l

+

αv1

)
we consider two sub-cases : either the last min equals

to l+

αv1
or to l−

(1−α)v2
. In the first sub-case, δ > l+

αv1
implies δ > αδ > l+

v1
, so

the minimum (A.2) is achieved at l+

v1
when the aircraft f is at the exit node

of link µ+, and thanks to Assumption 1, m
1
2 (δ) ≥ h. In the other sub-case,

Figure A.2: The distance between the two aircraft with respect to time in case 1.

Figure A.3: The distance between the two aircraft with respect to time in case 2.
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Figure A.4: The distance between the two aircraft with respect to time in case 3.

δ > l−

(1−α)v2
implies δ − l−

v2
> αδ > 0, so the minimum (Eq. A.2) is achieved at

δ − l−

v2
when the aircraft g is at the entry node of link µ−, and again thanks to

Assumption 1, m
1
2 (δ) ≥ h.

In sum, we have

m
1
2 (δ) =

 d(αδ, δ) = δv1v2 sin θ√
v21+v22−2v1v2 cos θ

if δ ∈ [0,min
(

l−

(1−α)v2
, l

+

αv1

)
]

≥ h, otherwise.
(A.6)

Consequently m
1
2 (δ) ≥ h if and only if δ ≥ h

√
v21+v22−2v1v2 cos θ

v1v2 sin θ .

Gathering all the cases we obtain, m
1
2 (δ) ≥ h, meaning that no horizontal conflict

occur between f and g at node ν, if and only if δ ≥ a, where a is defined by

a =


h
v2

if v2 ≤ v1 cos θ,
h
v1

if v1 ≤ v2 cos θ,
h
√
v21+v22−2v1v2 cos θ

v1v2 sin θ , otherwise.

(A.7)

Considering now the case where aircraft f and g enter node ν from different links µ−1
and µ−2 then fly along a link µ+ (see Fig. A.1b). A node conflict could happen in one of

the two following situations:

• aircraft f flies on µ+ and aircraft g on link µ−2 ,

• aircraft f flies on µ−1 and aircraft g on link µ−2 .

From the above, no conflict can happen in the first situation if and only if δ ≥ a,

Consider now the second situation. Let us denote by li the length of link µ−i , i = 1, 2. If

δ > min( l1v1 ,
l2
v2

), that is to say, if aircraft f leaves the link µ−1 before aircraft g enters the

link µ−2 , then the aircraft are not in conflict. Hence, we assume that δ ≤ min( l1v1 ,
l2
v2

).

Under this condition, the (square of) distance between the two aircraft t units of time

before aircraft f passes node ν is given by:

d2(t, δ) = (t(v2 − v1 cosϕ) + δv2)2 + t2v2
1 sin2 ϕ, (A.8)
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Figure A.5: The required separation time of the two aircraft at the link entry point is
computed based on the condition that the wake turbulence separation requirement is
satisfied both at the entry and exit point of this link while maintaining the same order.

which has to be considered only during the presence of the two aircraft on their re-

spective links, that is t ∈ [0,min( l1v1 ,
l2
v2
− δ)]. By arguments similar to the first part of the

proof, we can establish that m(δ) := min
t∈[0,min(

l1
v1
,
l2
v2
−δ)] d

2(t, δ) ≥ h2 if and only if

δ ≥ b :=

{
h
v2

if v1 cosϕ ≤ v2,
h
√
v21+v22−2v1v2 cosϕ

v1v2 sinϕ , otherwise.
(A.9)

In summary, putting the two situations together implies that the absence of conflict is

equivalent to δ ≥ max(a, b).

A.2 Proof of Lemma 2

Note that, in this case, δ denotes the time difference of aircraft f and g passing the link

entry point. We remark that if δ > l
v1

, that is to say, if aircraft f leaves link µ before

aircraft g enters it, then the aircraft are not in conflict. Hence, assuming that δ ≤ l
v1

, the

distance between the two aircraft after t units of time that aircraft g has passed node ν is

given by:

d(t, δ) = (δ + t)v1 − tv2

Then, there is no conflict between f and g at link µ if and only if the wake turbulence

separation is satisfied at the entry (at t = 0) and the exit (at t = l
v1
−δ) of link µ as shown

in the Fig. A.5. From which we can obtain:

δv1 ≥ sf,g and l − v2(
l

v1
− δ) ≥ sf,g

or equivalently

δ ≥ max

(
sf,g
v1

,
sf,g
v2

+ l
v2 − v1

v1v2

)
.
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