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Abstract

To better understand complex brain interconnections, 3-dimensional cell models
have proven to be more physiologically relevant than 2-dimensional culture plates.
Specifically, to mimic in vivo-like synaptic connections and activities, a recently de-
veloped experimental model known as spheroids - 3D cell aggregations - have been
used to study neuronal networks [1] [2]. However, existing models are large (>100
µm) and not amenable for live-cell 3D imaging at the single-cell resolution due to
the diffraction and penetration limit of light. Here we combined a 3D in vitro model
to investigate synaptic contacts with an imaging technique that allows monitoring
dynamic events at synaptic level with high spatio-temporal and spectral resolution.
In this work, neuronal spheroids are formed in hydrogel templates with standardized
sizes and shapes. These hydrogel-based templates are fabricated by a patterned UV
projector system, a macromonomer, and a photoinitiator through a radical poly-
merization process. The result is a substrate with stiffness close to physiological
conditions that enable the self-aggregation of neurons. Spheroids formed in these
templates showed similar organization and biochemical characteristics to those pre-
viously reported. Neurons in the spheroids were selectively and sparsely transfected
with fluorescent reporters. To perform live-cell 3D imaging of the model, we devel-
oped a novel spectral image scanning microscopy technique with optical sectioning
and spectral resolution capabilities. A digital micro-mirror device generates point
illuminations which allow optical sectioning using a discrimination algorithm. To
generate multicolor images, a prism is employed to disperse emission light along its
axis and collected by a fast CMOS camera. By colocalizing, summing, and spatial
filtering, spectral image scanning generates an image with a spatial resolution of
350 laterally nm and 450 nm axially. Extended time-lapse imaging (20 hours) of
neurons transfected with GFP and tdtomato highlights the ability of the Spectral
ISM for 3D live-cell imaging. The combination of a DMD-based Spectral ISM with
hydrogel templates shows great potential for further investigations of human brain
cells at the level of synapses in a 3D environment using induced pluripotent stem
cells.
Keywords:
neuronal spheroids, 3D microscopy, Live-cell imaging, hydrogel templates, synaptic
connectivity, iPSC, multicolor imaging, optical sectioning
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Résumé

Les modèles cellulaires tridimensionnels se sont avérés plus pertinents sur le plan
physiologique que les plaques de culture bidimensionnelles. Plus précisément, pour
imiter les connexions et les activités synaptiques de type in vivo, un modèle expéri-
mental récemment développé, connu sous le nom de sphéroïdes - des agrégations de
cellules en 3D - a été utilisé pour étudier les réseaux neuronaux [1] [2]. Cependant, les
modèles existants sont de grande taille (>100 µm) et ne se prêtent pas à l’imagerie
3D de cellules vivantes à la résolution d’une cellule unique en raison de la limite de
diffraction et de pénétration de la lumière.Nous avons ici combiné un modèle 3D in
vitro pour étudier les contacts synaptiques avec une technique d’imagerie qui permet
de suivre les événements dynamiques au niveau synaptique avec une haute résolu-
tion spatio-temporelle et spectrale. Dans ce travail, les sphéroïdes neuronaux sont
formés dans des modèles d’hydrogel de taille et de forme standardisées. Ces modèles
à base d’hydrogel sont fabriqués à l’aide d’un système de projecteur UV à motifs,
d’un macromonomère et d’un photoinitiateur par un processus de polymérisation
radicalaire. Le résultat est un substrat dont la rigidité est proche des conditions
physiologiques et qui permet l’auto-agrégation des neurones. Les sphéroïdes formés
dans ces gabarits ont montré une organisation et des caractéristiques biochimiques
similaires à celles rapportées précédemment. Les neurones dans les sphéroïdes ont
été transfectés de manière sélective et éparse avec des rapporteurs fluorescents. Pour
réaliser l’imagerie 3D en direct du modèle, nous avons mis au point une nouvelle tech-
nique de microscopie à balayage d’images spectrales avec des capacités de section-
nement optique et de résolution spectrale. Un dispositif numérique à micro-miroirs
génère des éclairages ponctuels qui permettent de réaliser des coupes optiques à
l’aide d’un algorithme de discrimination. Pour générer des images multicolores, un
prisme est utilisé pour disperser la lumière d’émission le long de son axe et collectée
par une caméra CMOS rapide. Par colocalisation, sommation et filtrage spatial, le
balayage spectral de l’image génère une image avec une résolution spatiale de 350
nm latéralement et 450 nm axialement. L’imagerie prolongée (20 heures) de neu-
rones transfectés avec la GFP et le tdtomato met en évidence la capacité de l’ISM
spectral pour l’imagerie 3D de cellules vivantes. La combinaison d’un ISM Spectral
basé sur la DMD et de modèles d’hydrogel présente un grand potentiel pour des
études plus poussées des cellules du cerveau humain au niveau des synapses dans
un environnement 3D utilisant des cellules souches pluripotentes induites.
Keywords:
sphéroïdes neuronaux, microscopie 3D, imagerie des cellules vivantes, modèles d’hydrogel,
connectivité synaptique, imagerie multicolore, sectionnement optique
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Chapter 1

Introduction

The human brain is by far the most complicated structure that we have yet dis-

covered in the universe. Every movement, thought, and memory we have can be

examined and studied at the level of individual neurons and may help us to un-

derstand these questions: How does our brain develop throughout our life? How

does each brain cell communicate, and how is this communication modified through

learning and memory formation? And finally, how does this communication undergo

changes in diseases? We have not entirely answered these questions but have learned

a great deal through advanced electrophysiology, microscopy, and biochemistry. In

the last two decades, one of the main interests of neuroscientists has been to answer

the question " How do each brain cell communicate and what are the underlying

mechanisms?" The nervous system functions by transmitting signals throughout

brain regions. Within a mature nervous system, cells are interconnected in highly

complex Three-Dimension (3D) networks. Every connection in this entangled and

dynamic system can be associated with learning and memory formation. Under-

standing this interconnectivity and how it tunes throughout life may provide deep

insights into the pathophysiology of neuronal functions and disorders. While great

efforts have been devoted toward the morphofunctional study of nervous systems,

understanding of mechanisms underlying learning and memory storage remains lim-

ited. Further progress, is restricted, amongst others, by two main limitations: 1)

a neuronal model that first, mimics tissue-like behavior, structure, and microen-

vironments, and is amenable for microscopy imaging with a high spatio-temporal

resolution that captures all the activities at the synaptic level. 2) A microscopy tool
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Figure 1.1: Interconnections of two neurons in CA3 region of rat organotypic hip-
pocampal slice cultures ex vivo fixed after expression. Neurons transfected with
GFP and tdtomato using single-cell electroporation (SCE) technique by selectively
inserting the DNA plasmid into neurons in the tissue with the help of micropipettes.
Images are taken by a confocal microscope adapted From [1].

that allows live-cell imaging of neuronal structures in 3D with multiple fluorophores

to trace individual neurons and their contacts with distinctive colors. Figure 1.1 is

an image of two neurons transfected by single-cell electroporation (SCE) technique

which allows sparse labeling of distinct neurons in a 3D environment.

SCE used in organotypic slices allows the investigation of individual neurons

instead of seeing a bulk of fluorescent tissue that would arise with global transfection

like that seen with viral transfection. This image illustrates one of the closest



3

ex vivo models that mimic the in vivo environment, in order to study synaptic

contacts in-depth and at high resolution. However, the limitations of this remain

challenging. There is no model that easily combines with an established imaging

technique that allows in vivo-like neuronal observation with the highest possible

resolution to resolve synaptic contacts and their alterations over time ranging with

a temporal resolution of a few minutes to capture 5D (x,y,z, time, color) image data

over several hours or days. My PhD thesis aimed to develop an in vitro neuronal

model and an imaging technique that increases the capability of current technologies

to perform 3D multicolor live imaging of neuronal contacts growing in physiological

environments.

Various models have been introduced and used to understand neuronal commu-

nication including, animal models (in vivo), tissue culture (ex vivo), Two-Dimension

(2D), and more recently 3D culture (in vitro). While in vivo and ex vivo are widely

used, their high physiological relevance comes at the cost of technical challenges in

observation and genetic manipulation. In addition, they are primarily Murine-based

and do not fully reflect human physiology. 2D monolayer cultures, on the other

hand, are commonly used across diverse cell types because they are easy to use,

cost-effective, and robust. Moreover, they are easy to observe and measure under

the microscope. However, 2D culture models are generally inadequate in mimick-

ing specific physiological features due to insufficient cell-cell and cell-Extracellular

Matrix (ECM) interactions. To bridge the gap of having a more physiologically

relevant system and also amenable for microscopy imaging (Figure 1.2), cell-based

3D in vitro models have been extensively explored in the recent past. These find-

ings suggest that compared to 2D cultures, 3D cultures give more complex environ-

ments and tend to be more informative and predictive of native-tissue behaviors [2] [3].

They also have the capacity to tune and become compatible with optical imaging

techniques for real-time observation. Moreover, human induced Pluripotent Stem

Cells (iPSC)-derived 3D cultures not only can broaden our understanding of the
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Figure 1.2: Challenges in models of the central nervous system and microscopy tech-
niques. This triangle of compromise suggests that in optical microscopy a tradeoff
exists to choose between, optical sectioning of 3D structures, image in-depth, and
high sensitivity to generate images. Sparse labeling brings another challenge to the
system to perform simultaneous multicolor imaging. From 2D to animal models
highlight the limitations for imaging and observation. 3D in vitro models attempt
to provide physiological relevance while versatility for observations in real-time.
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morphofuncionality of human brains but also can shape the future of neurodegen-

erative medicine.

Various 3D in vitro systems have been developed with the ability to mimic in vivo

functionality and cellular composition of Central Nervous System (CNS) [4] [3] [5] [6].

Among those, organoids [3] [7] [8] and spheroids [9] [4] are the common established mod-

els and have been generated with different protocols to bring opportunities for neu-

roscientists to study brain physiology and pathology in early development. Despite

increased efforts to optimize these 3D structures, there are still challenges in order to

deeply and dynamically access cellular features due to the physical limits in optical

microscopy tools.

The discovery of genetically encoded fluorescent markers [10] coupled with fluorescent

microscopy has become indispensable tools for live-cell imaging and extended our

ever-growing comprehension of how our brain cells are interconnected and how these

connections are tuned over time; processes that are not readily accessible with other

tools (e.g. electrophysiology) except through high-resolution imaging. Conventional

microscopes, however, are inherently 2D imaging tools. Specialized technologies are

therefore required for generating 3D images due to the diffraction of light.

Light can be diffracted, reflected, refracted, or scattered by optical inhomogene-

ity in living tissues (membrane, nucleus, and other organelles). This light-matter

interaction is doubly troubling; the divergence of light can be detected as a bright

background, and light scattering (and absorption) reduces the intensity of light, re-

sulting in faint beam arrays, especially in thick and opaque tissues such as seen in

brain slices. The first obstacle concerning thick specimens is to remove unwanted

fluorescent light from planes other than the plane of interest (in-focus plane). This

capability can be achieved through physical (a pinhole in a confocal microscope),

intrinsical (two-photon absorption in two-photon microscopy), and computational

(spatial filtering in image scanning microscopy) optical sectioning microscopies. An-

other major set of challenges for 4D (live-cell 3D imaging) is the speed of acquisi-
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tion and photodamage that may accompany the generation of 4D images. Reducing

photodamage requires fast acquisition with minimal light exposure. The speed of

acquisition depends on the sensitivity of the detector to capture the fluorescent and

then the efficiency of the image processing and reconstruction.

Here have placed tremendous multidisciplinary efforts on developing microscopy

techniques that perform beyond their limits (e.g., super-resolution and optical sec-

tioning microscopy techniques). Yet, a trade-off between optical sectioning, imaging

in-depth, and sensitivity must be made. Adding to the current challenges, the abil-

ity of the system to simultaneously image multiple fluorophores is crucial to readily

visualize neuronal contacts sparsely and collectively so that contacts of individual

neurons are visually discriminated (Figure 1.2-top). Altogether, the ideal neu-

ronal model and imaging system would generate high spatio-temporal resolution 5D

images (3D, real-time, simultaneous multicolor) of neuronal contacts in a physiolog-

ically relevant system in a user-friendly manner.

My Ph.D project aims to offer a combination of a 3D-engineered neuronal model

compatible with a novel microscopy technique to overcome time-lapse 3D multicolor

imaging of neuronal structures to reveal neuronal contacts and remodeling in a more

physiological environment to recapitulate in vivo conditions.



Chapter 2

3D Engineered In Vitro Synaptic

Models

Neuronal cell models (cell and tissue culture, animal, and engineered culture

models) and their characteristics are introduced by two main aspects: How physio-

logically relevant they are for studying neuronal contacts and remodeling and how

adaptable they can be for performing optical imaging in real-time. Here I state the

rationale for optimizing 3D in vitro models by addressing the challenges in studying

synaptic remodeling and interlinking. Then we categorize neuronal models for such

studies and their limitations in physiological aspects, measurements, and observa-

tions. The focus will be 3D in vitro platforms that compromise between a more

physiological system and the versatility to fabricate, observe, and manipulate. Two

established central nervous systems (CNS) models, namely spheroids and organoids,

are assessed with their strengths and weaknesses and why we choose one over the

others. The generation of spheroids leads us to the hydrogel-based templates and

chemical and physical properties of hydrogel in the scope of cell culture and hydrogel-

based templates. Finally, we propose an approach to fabricating hydrogel templates

and the characteristics of this 3D synaptic model of dissociated neurons.
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2.1 Neurons and Synapses

Neurons are highly specialized cells that come in several shapes and sizes, depend-

ing on their functions. They all have a prominent cell body or soma, which gives

rise to the neurofilaments (axons) and branch-like structures (dendrites) responsi-

ble for communication throughout the nervous system. Dendrites receive signals

from neighboring axons and send them to soma. Neuronal interconnections occur

at anatomically identifiable cellular regions called synapses.

The axons typically have branches at their end with tips called terminal but-

tons that form pre synapses. Dendritic branches form small protrusions known as

spines and form the postsynaptic elements at most synapses in the brain. Synaptic

transmission is recognized by two main modalities, namely, chemical and electrical

synapses [11].Figure 2.1 illustrates the coexistence of chemical and electrical synap-

tic transmission at the synaptic level. Chemical synapses refer to the release of a

neurotransmitter from one neuron and the detection of the neurotransmitter by the

neighboring neuron whereas in electrical synapses cells are directly in contact with

a gap junction.

The chemical synaptic transmission process starts with an action potential that

triggers the entry of calcium into the neuron. This elevation of Ca2+ is recognized

by calcium-sensing receptors, followed by vesicle fusion of the synaptic membrane to

release neurotransmitters into the synaptic cleft. Then neurotransmitter molecules

diffuse across the synaptic cleft and bind to their specific postsynaptic receptors.

This process plays a critical role in synapse formation and signal transduction during

neuronal development and growth. [11].

Scientists have grouped synapses according to the action of the neurotransmitter

release. Namely, neurotransmitters can have either excitatory effects that promote

the generation of an action potential in the postsynaptic cell or have inhibitory ef-
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fects that help to drive the membrane away from the action potential threshold. A

balance between inhibition and excitation of synapses is essential to ensure effec-

tive communication processes in the brain and underlies spontaneous firing and/or

responding to sensory inputs [12]

2.2 Synaptic Remodeling and Plasticity

For a long time, people used to believe that as human ages, the interconnection

in the brain is fixed and no longer changing. It turns out that our nervous systems

are constantly evolving through learning and memory formation. This evolution is

due to the reversible physiological changes in synaptic transmission. Within a ma-

ture nervous system, nerve cells are extensively interconnected in an entangled and

dynamic network. The ability of the brain to rewire and change these connec-

tions is called plasticity which is associated with learning and memory formation.

For a memory to persist, these changes must be either stabilized or consolidated.

The reversible alterations are associated with short-term memory and the persistent

changes are linked to long-term memory. The Hebbian theory states [13]:

"when two neurons are repeatedly active at the same time, some growth occurs

between them such that, at a later point in time, activity in one leads to activity in

the other"

The study of plasticity and neuronal connections involves morphological and

functional changes in neurons at the level of synapses. The latter is typically inves-

tigated through electrophysiology (e.g., patch-clamp) when neurons are communi-

cating through electrical and chemical signals. Structural plasticity is studied using

time-lapse imaging that shows the dynamic picture of spines and changes in their

number and architecture; they can form, enlarge, shrink, and retract in response to

different sensory experiences, across developmental stages, and in various learning

paradigms.

Structural changes associated with learning can be induced through three ap-
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proaches. One way is by studying live animals and the natural learning process.

Another way is through long-term potentiation (LTP) which is a form of plastic-

ity that can be artificially induced by electrical stimulation (e.g., patch clamp).

The third approach is to investigate, in vitro structural plasticity during the early

stage of development in neurons [14]. For instance, live-cell observation of neurons

transfected for PSD-95 fluorescent protein, a major scaffold protein of postsynaptic

densities, revealed that the formations, eliminations, and remodeling of this postsy-

naptic protein can occur on the time scale of minutes to hours [15] [16]. This suggests

that long-term imaging of this event gives an insight into the morphofunctional

changes over time leading to understanding better how neurons communicate in

health and disease. For instance, neurite and synapse pruning have been observed

in psychiatric disorders like schizophrenia spectrum disorders. [17].

The diversity and complexity of brain cell types are far beyond the diversity and

complexity of the rest of the body combined. Each region of the nervous system (e.g.,

hippocampus, cortex, and spinal cord) has its variety of cell types and functions,

challenging the quest for closely predictive neural models.

To study the highly dynamic synaptic interconnection events, diverse model sys-

tems are used; ranging from animal experimentations to ex vivo and in vitro models.

The ideal system for investigating synaptic interlinking and plasticity should be 1)

physiologically relevant and can recapitulate what occurs in the human brain 2)

amenable for live-cell microscopy imaging with the ability to resolve the contacts

in 3D 3) amenable for further genetic and experimental manipulations (e.g. opto-

genetics, electrophysiology). The ultimate goal is to look at connections between

synapses deeply, dynamically, and as precisely as possible.

2.3 Models for Synaptic Contacts and Remodeling

The history of cell culture dates back to 1885 when a German zoologist, Wilhelm

Roux, for the first time, maintained a portion of the medullary plate of a chick
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Figure 2.1: Synaptic contacts in the nervous system. Upon stimulations, a neuronal
membrane is depolarized to at least the threshold of excitation (70 mV). Blue Neu-
ron (pre-synapse): Then the action potential is fired and propagates along the axon
to the axon terminal. This action potential opens calcium channels which trigger
synaptic vesicle exocytosis and release of neurotransmitters into the synaptic gap.
Pink Neuron (post-synapse): The neurotransmitters diffuse across the synaptic cleft
and bind to receptor proteins at the postsynaptic membrane. When neurotransmit-
ters bind to receptors, it allows ions to cross the membrane and cause the membrane
potential to change within 0.1 – 2 milliseconds. Purple neuron (glial cell): regulating
efficient neurotransmitter release and clearance and pruning away excess synapses.
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embryo in warm saline solution for 13 days. Later in 1907, Ross Granville Harrison

published an article with an attempt to isolate mammalian cells in laboratory dishes.

He observed the development of fibers in nerve cells of frog embryos by placing them

in a drop of frog lymph - a technique that microbiologists were widely employing to

study bacteria [18]. Despite the additional work of Leighton who maintained the na-

tive tissue-like architecture by using gelatin sponges [19] and following modifications

by generating cellular aggregations of embryonic cells [20], the 3D culture approach

did not become popular as the simplicity of 2D culture dishes for studying cells

became standard. In 1887, Petri dishes used in the Robert Koch lab [21] became the

preferred method to maintain mammalian cells and have been used ever since.

2.3.1 In Vivo and Ex Vivo

Live animal experimentations are typically conducted on rodents’ brains for in-

vestigations including but not limited to, basic functions, drug discovery [22] and

cognitive and behavioral neuroscience [23]. In vivo rodent models are perhaps the

closest biological models used today for research and therapeutic approaches aimed

at humans. However, with regard to imaging, it is technically challenging and some-

times impossible to monitor the animal under study due to the optical limitations

of in-depth penetrations and resolution. To access and monitor live animals there

are different approaches such as open skull windows, thinned skulls, and micro-

endoscopic probes. Besides the laborious and invasive surgeries, these approaches

may compromise cellular physiology and induce immune reactions or inflammatory

reactions [24] [25]. It has been shown that rodent studies, especially in drug discov-

ery, may be a poor predictor of the human body and physiology [26] [27]. Moreover,

ethical consideration concerning the use of animals in scientific experiments and

medical science research has long been a topic of intense ethical debate. With the

advancements in medical research and technology, the number of animals sacrificed

in research has increased. Currently, the policies and regulations focus on balancing



2.3. Models for Synaptic Contacts and Remodeling 13

the benefit of achieving knowledge, and the pain animals are subjected to during

the experiments. These regulations include designing meaningful consequential re-

search that may help with the replacement, refinement, and reduction of animal

use in the experimentations [28]. An alternative to animal experiments is a model

generated from humans and exhibits human cells to elucidate cellular physiology

and anatomy. Human Stem cell technology has shown great potential in delivering

more physiological relevant answers and may decrease the need for animal experi-

mentation, if not all, in in vitro experimentations. This makes the in vitro platforms

advantageous to create cellular models generated from human cells.

Alternatively from in vivo models, ex vivo has been widely adopted and has

proven to be experimentally easier to manipulate [29]. Organotypic slices are brain

slices of 100–400 µm thickness, which can be kept in culture for several weeks. This

model is the closest to in vivo, as it preserves the organization, architecture, and

microenvironments of the native tissue, which allows the identification and manipu-

lation of defined neurons and synapses. However, there is a significant loss of brain

function once the tissue is removed from the body [30]. Another drawback in the

use of brain slices is that to maintain the slice in culture for several weeks, it is

imperative to obtain tissue thickness around 350 µm which may arise challenges for

imaging in depth. Moreover, the natural opaqueness of brain tissue has tradition-

ally limited observations using microscopy techniques in live imaging. Due to the

different refraction indexes (RI) of cellular components, the light traveling through

the sample is absorbed and scattered. Thus, a brain slice can be efficiently imaged

with a thickness limited to 150 µm using confocal microscopy (This can increase up

to 1 mm using non-linear absorption techniques such as two-photon microscopy).

Modalities with single-cell resolution often require mechanical slicing into thin

sections which results in tissue distortions and hinders the accurate reconstruction

and quality of the 3D volumetric images. Imaging deep brain structures connectivity

using light microscopy was historically only possible by histological sectioning and
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more recently has been combined with tissue clearing assays [31]. Reducing optical

mismatches between the cellular compartments significantly improves the optical

transparency in the biological samples. This can be done in a fixed sample through

various tissue optical clearing methods to homogenize the scattering throughout a

sample and increase the transparency of the tissues. Therefore, live-cell imaging of

tissue cultures is hampered and limited cultured tissue application mostly to fixed

brain slices.

2.3.2 Extending to The Third Dimension In Vitro

Maintaining the cell’s functionality is not only limited to keeping them fed and

uncontaminated, surrounding environments impact their behaviors quite dramati-

cally. Every organ has an ECM with unique composition and a complex 3D ar-

chitecture. All the cells in native tissues interact with adjacent cells and their

environments through biochemical and mechanical cues and maintain it in health,

remodeling them in disease [32]. Thus, the complex surrounding cells (stromal cells)

and macromolecules as well as the extracellular matrix play roles in tissue and or-

gans’ functionality and optimal cell behavior. The ECM composition and stiffness

play an important role in the health of cells. For instance, metastatic cancer cells

(lung, breast, and pancreas cancer) change their stiffness to mechanically adapt to

ECM and are more than 70% softer than healthy cells [33]. Another example to

highlight the importance of the ECM for brain cells is that the ECM of the nervous

system has a distinct structure and composition, such as hyaluronic acid (the most

abundant), tenascins, fibrous proteins, Reelin, integrin ligands (other components

like collagen and laminin are less abundant in the brain compared to other organs)

with a low elastic modulus (from 110 Pa to 1 kPa). A stiffer environment than

natural (i.g., Petri dishes of 1 GPa) leads to abnormal neural cells differentiation,

proliferation, and migration. Similarly, matrix porosity influences cell migration

and metabolic efficiency as large pore sizes enhance nutrient and oxygen flow [34] [35].
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During development and throughout life, these ECM provide cues that promote

synaptic plasticity and maintain the homeostasis of neural circuitries [36] [37]. On the

contrary, cells growing on the stiff 2D substrate have nonphysiological stiffness that

does not fulfill the biochemical functionality of native tissues. It has been shown

that many biological responses such as morphological characteristics [38], prolifer-

ation, differentiation [39] gene and protein expression [40], response to stimuli, drug

metabolism [41] [42], and general cell function [43] differ significantly from those in the

original organ or tissue, when using 2D stiff culture templates. Therefore, these stiff

flattened 2D substrates may lack predictive values for preclinical cell-based drugs,

toxicity screening assays, and morphofunctional study of cells. Despite their lack of

accurate prediction, 2D cultures are amenable to all microscopy imaging techniques

as well as cell-biology manipulations. While there is no substitute for the low cost

and simplicity of 2D cell culture studies or the complexity provided by in vivo sys-

tems, 3D in vitro tissue modeling is to fill in the gap that exists between the 2D in

vitro and in vivo approaches: to provide human-relevant information that is highly

reproducible with control over observation and manipulations. On one hand, 3D

cell culture models fill the gap for the lack of complexity and physiological relevance

of 2D culture. On the other hand, they can be engineered to increase the versatility

of manipulations and observations. The emergence of in vitro 3D cellular platforms

along with the isolation of human-derived stem cells and hiPSCs created exciting

opportunities for neuroscience communities to develop human models of CNS [44] [45].
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Figure 2.2: Embryonic and Induced Pluripotent Stem Cells. Human fertilization
creates a diploid zygote with the ability to produce all the differentiated cells in
an organism and initiates a series of cell divisions that result in a multicellular em-
bryo. Embryonic stem cells are derived from the inner cell mass of the blastocyst
and can differentiate into all cell types of the endoderm, mesoderm, and ectoderm
lineages using appropriate signals. Adult (somatic) cells can be reprogrammed to
an embryonic state by introducing Octamer 3/4 (Oct4), sex-determining region Y
box–containing gene 2 (Sox2), Kruppel-like factor 4 (Klf4), and cellular myelocy-
tomatosis oncogene (c-Myc).
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2.3.3 Stem Cells: "Off" Mice and Men

Stem cells are unspecialized cells that have not yet specified their morphology

or protein expression profile to a specific cell or tissue. They can differentiate into

many cell types and carry the ability to proliferate and expand themselves through

self-renewal characteristics. Stem cells can be grouped into embryonic stem cells or

adult stem cells based on their potency capability; embryonic stem cells are pluripo-

tent and can differentiate into all the cell types of an adult body. Adult stem cells

found in an organ or tissue of the body can differentiate into the specific cells within

the tissue niche. In 1981, Martin John Evans with Matthew Kaufman cultured

mouse embryonic stem cells for the first time in the laboratory and years later were

awarded the Nobel Prize in physiology and medicine together with Mario Capecchi,

and Oliver Smithies [46]. A few years later, in 2012, Shinya Yamanaka and John

Gurdon were co-recipients of the Nobel Prize in physiology and medicine for dis-

covering Induced Pluripotent Stem Cells (iPSC), converting mature cells into stem

cells [47]. This turning point has provided a promising approach for investigating

and modeling human physiology and pathology. The iPSCs are somatic cells with

the co-expression of pluripotency-related transcriptional factors. These induction

factors convey pluripotency and convert them to pluripotent stem cells. The fac-

tors involved in inducing pluripotency are Oct3/4, Sox2, Klf4, and c-Myc (OSKM)

and play an essential role in gene regulatory network GRN in early development.

By introducing the combination of these transcription factors into somatic cells,

the pluripotency, proliferation, and dormant differentiation characteristics of cells

are maintained similarly in embryonic stem cells [48] [49]. This leads to the "repro-

gramming" of an already differentiated cell into cells with the potential to renew

themselves and the ability to differentiate into cell types from all three germ lay-

ers [50] (Figure 2.2). Discovery of stem cells, and especially iPS cells have received

widespread attention in four major fields; regenerative medicine [51], disease model-

ing [52] and treatment [53], and drug discovery [54]. The iPSC discovery later led to
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the creation of models known as mini-brains or brain organoids, generated from hu-

man stem cells. These specialized organoids highly mimic cellular organization and

morphogenesis of the brain and are used in disease models and morphofunctional

studies of cells [55] [7] [56] [57].

2.4 Engineered 3D In Vitro Models

To study the CNS various 3D in vitro culture systems, such as engineering-based

models [5] [6], organoids [3] [7] [8], and spheroids [58] [8] have been used and appreciated

for their ability to generate neural tissue structures that can recapitulate native

tissues’ microenvironment and organization. These techniques offer the ability to

incorporate diverse cell types and materials that promote physical and biochem-

ical cues. Three-dimensional culture systems can be grouped into two main cat-

egories of scaffold-based and scaffold-free assays (see Figure 2.3). Scaffold-free

3D culture technology takes advantage of a natural self-aggregation [59] of cells into

sphere-shaped cell assembly. The most common scaffold-free technique to fabricate

sphere-shape aggregations is to use low adhesion plates with ultra-low attachment

coating that prevents cells from adhering onto the surface, therefore, allowing the

cells to aggregate and form cellular assemblies. Besides their simplicity, these tech-

niques provide spheroids of different sizes, depending on the initial number of cells,

and show relative oxygen and nutrient gradients like in tissues. Hanging drop mi-

croplates is another common technique to grow cells in a 3D scaffold-free manner.

In this method, cell aggregation is promoted using surface tension and gravitational

force and has been primarily used for therapeutic application and cytotoxicity stud-

ies [60]. However, due to the small volume of the medium, the risk of evaporation

can potentially affect the osmolarity of the culture and the viability of the cells.

Another approach to fabricating 3D culture is by using spinner culture or rotating

vessels (spinner flask) in which the self-assembly occurs by stirring or rotating the

culture vessel. Similarly, perfusion bioreactor technologies prevent cell adhesion by
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Figure 2.3: Common 3D techniques used for creating 3D cell culture a-d) Scaffold-
free methods. a) suspension cultures: relies on the self-aggregation of cells in artifi-
cially low adhesion coating that promotes spheroids formation. b) Spinner flasks or
bioreactors are based on continuous paddle stirring to ensure the cells are suspended
and the distribution of various nutrients and oxygen. c) Hanging drop cultures use
special culture plates in which cells are held by capillary forces in nanoliter-sized
wells promoting cellular aggregations. d-e) Hybrid: use a matrix or a scaffold to
support scaffold-free systems d) Microfluidics or Lab-on-chip is the technology of
fluid manipulation in channels allowing oxygen and nutrients to flow in the culture.
e) 3D co-culture insert: the insert contains one cell type whereas the well or dish
contains the other cellular population. These systems include an air-liquid interface
that permits cell-cell interactions of different cell types with secreted soluble factors
to diffuse. f-h) scaffold-based f) hydrogel-based microwells arrays induce topologi-
cal transformations of standardized cellular microstructures with size and shape of
interest. g) bioprinters contain an aggregate of a few thousand cells in bio-inks.
Layers are subsequently added and the bioink spheroids slowly fuse. h) hydrogel
scaffold: cells are grown in the presence of sponge-like structures and growth factors
mimicking the ECM.
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creating a microgravity environment providing controlled delivery of nutrients and

biomimetic stimuli. However, the main disadvantage of these techniques is the need

for many optimizations of culture conditions to obtain uniform spheroids to enhance

reproducibility [61]. Microfluidic systems, so-called Organ-on-Chips, are among tech-

niques that optimize oxygen and nutrient flow, waste removal, pH, and temperature

thanks to their diffusion process- allowing the cell to contact fresh medium in a

controlled environment [62] [63]. Microfluidic systems suffer from the variability of

the spheroids and low standards throughput. Moreover, designing the most efficient

protocol requires rather complex pieces of equipment (external pumps, tubing, etc.).

Despite the significant evidence behind the values and importance of 3D cultures,

there are currently few 3D CNS tissue models for investigating neuronal contacts.

However, techniques being used in other fields can be borrowed and optimized and

serve as 3D in vitro synaptic models. Two established systems for neuronal tissue

are known as spheroids (or neurosphere) and brain organoids. These two techniques

for 3D aggregations of CNS cells have been explored in the recent past.

2.4.1 Brain Organoids

Organoids are organ-like multicellular 3D structures that demonstrate a high

level of complexity and physiological relevance. These self-organized 3D microstruc-

tures are typically generated from Adult Stem Cells (ASC), embryonic (Embryonic

Stem Cells (ESC)), or induced pluripotent stem cells (iPSC) which gives the ability

to self-renew sustainable culture and give rise to cells of different organs [7] [64] [65]. In

recent decades, many methods have been developed to generate and maintain these

structures, helping our understanding of the functionality of human organs by using

human stem cells. Organoids are typically maintained for long times, months, to

even a year. To generate 3D aggregations typically the stem cells are cultured and

differentiated into the cell types of interest, then they are transferred into Matrigel
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droplets to promote expansion. To grow organoids beyond the limit of oxygen and

nutrient diffusion experiments use agitation bioreactors (Figure 2.4-H-top). Yet,

the core region tends to necrotically suffer due to inadequate oxygen and nutrients,

leading to cell death [66]. Organoid culture has been described and improved for a

variety of other organs such as lung, intestine, prostate, and kidney [67] [65]. Brain

organoids exhibit fundamental features of human tissues [2] [7] [56] [57] and were intro-

duced by Lancaster and Knoblich (2014). They used pluripotent stem cells which

gave insight into the structure of the early embryonic central nervous system (Figure

2.4-H-bottom) Organoids are particularly appealing and useful for disease models

and patient-specific therapeutic approaches [68] [55]. Despite their potential to mimic

human pathophysiology, these 3D self-assemblies suffer from several shortcomings.

The primary drawback includes their low throughputs and reproducibility. This is

a result of their spontaneous formation of aggregations with no control over the

size and shape of the structures. Furthermore, these structures lack some features

essential for the physiological functions of the CNS, such as vascular perfusion, im-

mune cells, and mechanical cues [69] [70]. More importantly, with regards to imaging,

organoids face the same challenges as tissue cultures [55] [7]. Microscopy imaging of

CNS organoids has been performed only through thin slicing of them combined with

immunohistochemistry assay and revealed their potential to mimic cellular organi-

zations and morphology of the brain. Their greater potential is yet to be explored

using 3D live-cell microscopy imaging. However, this is yet to be realized as the

organoids are large (>1 mm) which perpetuates light penetrations and thus the

image quality of the structures.
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Figure 2.4: 3D in vitro models of CNS. A) Organotypic hippocampal slice cul-
tures [71] B) cross-section of human organoids [2] C) Cortical spheroid [9]. D) 2D cul-
ture of human neurons [72] E) hippocampal and cortical engineered tissue generated
from spheroids (Co) ad hippocampal (Hip) neurospheres are, previously formed in
a PDMS micro-area, collected in a millimeter-sized PDMS mold to generate neural
building showing neuronal connections. The bottom 3D time-lapse images illustrate
the morphology of spine-like structures in the dendrite of GFP -actin-transfected
neurons treated with IMARIS software [58]. F) (Top) Schematic of PDMS micro-
areas and collagen fibers. (bottom) The 3D neuronal network formed on multielec-
trode arrays shows the direction-controlled neurites between two somata areas [73].
G) Cortical neurons form spheroids in agarose hydrogel arrays and grow processes [4]

H) (Top) Schematic culture of organoids generated from HiPC cells followed by
bright-field images of each step. (Bottom left) Sectioning and immunohistochem-
istry of neuroepithelial tissues in spinning and stationary suspension [2]. Scale bar
= A) 500 µm, B) 10 µm C) 100µm, F) 50 µm, H) 200 µm.
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2.4.2 Neuronal Spheroids

Spheroids are spherical cellular units that can be single cells or multiple cell types.

They should have viable cells that allow cell-cells, cell-matrix interaction, and biome-

chanical properties to achieve a level of biomimicry. Spheroids are self-assembled

structures formed by either spontaneous or forced assemblies in the form of spheres.

Scaffold-free approaches generate spheroids by natural processes (microenvironment,

ECM, growth factors, etc.) that mimic embryogenesis, morphogenesis, and organo-

genesis. In the scaffold-based method, cells are plated on a surface (planar, cavi-

ties, etc.) which inhibits cell adhesion and therefore, promotes forming clusters in

suspension without exogenous materials. In both approaches, cells undergo sponta-

neous self-assembly in response to the cue they generate. While spheroids are less

complex compared to organoids in mirroring tissue-like structures due to a lack of

clear organization, they recapitulate better in vivo morphology and functionality

compared to 2D cultures. Spheroids composed of brain cells are also known as neu-

rospheres. These self-aggregations secret their own ECM and therefore create and

maintain a native-like surrounding matrix [74]. The neurospheres generated by stem

cells provide valuable systems for studying neurogenesis and neural development.

In the recent past as the most advanced technique, microwell arrays have attracted

remarkable attention. Since seeding cells is simple and each well has geometrical

uniformity, a uniform-sized neurosphere is generated without any external stimu-

lations. Dingle and colleagues created neuronal spheroids of rat neonatal cortical

cells using micro-molded agarose wells. Remarkably, after 14 Day In Vitro (DIV),

electrophysiology experiments showed that neurons within the spheroids were elec-

trically active which proved that spontaneous postsynaptic currents observed in the

synaptic network of neurons also reside in spheroids (Figure 2.4- C and G). The

arrays of neurosphere can be generated by methods such as microwell arrays from
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micropatterned agarose [9] and Polydimethylsiloxane (PDMS) micro-areas [58] [75] [76].

These hydrogel templates are popular ways to create arrays of spheroids because of

their capability to fabricate standardized spheroids with controlled shape and size.

2.5 Hydrogel-Based Micro Arrays

Among microengineering systems [77] [78] [79] [80] [81] [82] [83], hydrogel microwells pro-

vide an excellent platform to mimic the functionality and native morphology of cells

in 3D. Microwell arrays are systems that consist of multiple topological recesses of

polymers with standardized shapes and sizes capable of trapping cells to form ag-

gregations within a short period of time. These aggregations then form 3D cellular

structures with uniform size and shape that can mimic in vivo cell-cell interactions.

The substrate of these wells can be treated with a non-adhesive layer to facilitate the

self-assembly of cells. This system has been used in tissue engineering, cell-matrix

interaction and single cells studied [84]. Microwell arrays have been fabricated most

commonly by PDMS, (Poly Ethylene Glycol (PEG), or agarose hydrogels to produce

uniform-sized spheroids without external stimulations. These hydrogel-based tem-

plates can be fabricated on a large scale to produce spheroids in a high-throughput

manner [85] [86]. Hydrogels are widely used in biomedical research due to their ECM-

mimetic properties that exhibit physical characteristics similar to soft tissues. In

general, the fabrication of microwell arrays is done through molding or stamp that

involves lithographic processes. In photolithographic methods, photosensitive ma-

terial, and optical radiations are used to fabricate microscale templates allowing

the user to define the precise geometry and providing spatial control for microwell

preparation. The procedure to design and fabricate a microwell array is shown in

Figure 2.5. This protocol, developed by M.P Lutolf and colleagues [78], includes two

main steps: 1) fabrication of PDMS micro-stamp Figure2.5 step1 and 2) PDMS

stamping to micro mold PEG hydrogels Figure2.5 step2. After fabrication of the

PDMS micro stamp through lithography, the mixture of PEG pre-polymer and pho-
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toinitiator is applied onto an acryl-functionalized substrate. Next, the PDMS stamp

is placed onto the hydrogel reaction mixture and exposed to UV light by which the

photocrosslinking process starts. PEG hydrogel is polymerized such that the PDMS

stamp can be detached without deforming the PEG gel. The hydrogel array with

the molded shapes is ready for cell seeding and further measurements. Hydrogel mi-

crowells fabrication through micro-molding enables great control over the size and

dimensions of the wells but requires access to clean rooms and expensive machines.

In addition, it may suffer from a low production rate due to the multistep process.

Also, the stamping process imposes limitations on the softness of the final hydrogel

arrays, as they may deform upon stamp removal.

2.5.1 Hydrogels

Hydrogels are crosslinked structures with a high-water content which allows re-

tention of large amounts of water. Hydrogels are vastly used in biomedical and

pharmaceutical applications mainly because of the intrinsic elasticity properties and

high affinity for water that make them similar to the natural tissue scaffold [87] [88].

Parameters that influence and describe hydrogel properties including swelling, mesh

size, stability, and degradation, are linked and affect one another. For example, hy-

drogel structures must maintain correct stiffness in order to preserve their structure

and integrity for cell culture applications as high stiffness results in brittle structures

which can be readily deformed. Two types of hydrogels, namely natural and syn-

thetic, are extensively studied and used in various biomedical applications including

drug delivery and tissue engineering. Generally, the rigidity of most hydrogel ma-

terials is tunable by changing polymer concentration or chain length that directly

affects the network density. Natural hydrogels (e.g., collagen, fibrin, hyaluronic

acid, Matrigel) are used as milieus of endogenous signals, stimulating the cell-cell

and cell-matrix interaction that underlie functionality and formation of native tis-
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Figure 2.5: Fabrication of PEG-based microwell arrays includes step 1) Fabrication
of PDMS stamp via photolithography and step 2) Micromolding of PEG microwell
array using a PDMS stamp (modified scheme from [78])



2.5. Hydrogel-Based Micro Arrays 27

sues. These features have made them appealing for scaffold-based 3D cell culture

applications [89]. However, this family of hydrogels is complex, variable, and poorly

established, making it challenging to precisely determine which biochemical and

biomechanical cues promote cellular functions. To improve the physicochemical

properties of hydrogels, scientists have combined a well-defined synthetic scaffold

with physiologically relevant cues to tailor the hydrogel’s chemistry, properties, and

degradations to promote tissue/cell growth in a more physiologically relevant milieu.

Thus, synthetic hydrogels have the advantage of the manipulation of both mechan-

ical and biochemical. The process and method of crosslinking in hydrogels play

a critical role in biochemical and mechanical properties such that hydrogels with

the same constituents but a different crosslinking method and structure can exhibit

various functions [90]. Based on their type of crosslinking or microstructure, hydro-

gels can be divided into two categories: chemical or physical nature. The physical

networks are formed through changes in environmental conditions and have tran-

sient junction results from molecular entanglements and physical interactions (e.g.,

thermosensitive hydrogels, ionically crosslinked hydrogels, hydrogen-bonded struc-

tures) and are, therefore, reversible with relatively weak bonds, whereas chemically

crosslinked networks create covalent bonds between polymer chains, resulting in

stable hydrogels with permanent bonds [91]. The chemical polymerization process of

hydrogels can occur through radical polymerization, chemical reactions, energy ir-

radiations, and enzymatic crosslink [92]. Generally, chemically crosslinked gels have

tunable mechanical properties and therefore are more widely used where certain

swelling rates or mechanical strength are needed [93]. For instance, the elastic prop-

erty of hydrogels is essential for the stability and stiffness of the networks. It also

controls the conversion of mechanical information from the microenvironment into

biochemical signaling, which directly has consequences for cellular behaviors like

spreading, migration, and differentiation (Figure 2.7).
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2.5.2 PEG Hydrogels

Synthetic polymers can be derived from poly (hydroxyethyl methacrylate) (Poly

HydroxyEthyl MethAcrylate (PHEMA)), poly-(ethylene glycol) (PEG), and poly(vinyl

alcohol) (Poly Vinyl Alcohol (PVA)). Among them, PEG hydrogels have a long his-

tory in material biomedical research and have shown great potential owing to their

unique properties [95]. PEG is one of the most widely studied and used materials for

its biocompatible water-soluble, and ECM-mimetic properties that make it attrac-

tive in biomedical science and drug discovery. The versatility and biocompatibility

of the PEG macromer chemistry have developed numerous hydrogel systems for

regenerative medicine applications [96]. The word PEG can refer to the polymer

chain with a molecular weight below 20000, while polyethylene oxide (PEO) is used

for larger polymer [97], showing their tunable polymer length. PEG polymers can

Figure 2.6: Chain- and step-growth polymerizations of PEG macromers. (A)
chain-growth polymerization of poly(ethylene glycol) dimethacrylate (PEGDM)
macromers and (B) step-growth polymerization of poly(ethylene glycol) tetranor-
bornene (4-arm PEG-norbornene) and tetrathiol peptide crosslinker [94]. The final
crosslinked gels show different network chains as a result of chain-growth and step-
growth polymerization.
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be bonded covalently to create crosslinked networks. Their physical, mechanical,

and biological properties can often be tailored by changing the molecular weight,

crosslinker length, crosslinking density, level of degradation, and method of poly-

merization [89]. Hydrogel mesh sizes or molecular porosity measures the distance

between two adjacent crosslinks in hydrogel networks and typically influences the

diffusivity or nutrient flux throughout the matrix [98]. Figure 2.7 depicts the mesh

size of two different PEG molecular weights and indicates the effect of mesh size

on the stiffness of the PEG networks; By increasing the molecular weight of the

hydrogel, the mesh size of the networks increase, making the hydrogel stiffer and

therefore decrease the rate of diffusiveness in the hydrogel [99]. The amount of water

that hydrogels can take up is associated with the polymer network, hydrophilic-

ity, and crosslink density, where the softer hydrogels show more minor swelling.

The mesh size or molecular porosity measures the distance between two adjacent

crosslinks in hydrogel networks that typically influence the diffusiveness or nutrient

flux throughout the matrix [98].

2.5.3 Photocrosslinking of a Common Hydrogel

As mentioned before, radical polymerization can be used to fabricate covalently

crosslinked hydrogel networks. In radical polymerizations, the photocrosslinking

process is triggered by radicals generated from initiators which are excited/decomposed

by an initiation energy source, such as photons, heat, or redox potential. Radical

polymerizations are relatively fast and, in some cases, with the advantage of spatial-

temporally control over the reaction kinetics [100]. Photopolymerization is among

those initiation sources that permit control over polymer formation. Macromers

such as PEG carrying reactive double bonds can respond to light stimuli for struc-

tural or morphological transitions. Because the cross-linking reaction can be pre-

cisely modulated by light, photopolymerization brings many exciting and unique
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features including the control of precise locations at defined times and light intensity

for photocrosslinking to fabricate hydrogel construct with a simple, fast, and low-

cost process and more importantly in situ and in a minimally invasive manner [92].

The strategy behind the photocrosslinking process is based on using hydrogel pre-

polymers in a liquid state that can be cured upon exposure to light of a specific wave-

length, commonly Ultraviolet (UV), to create free radical molecules and then form

the chemical crosslinker between polymer chains. These radials are essential for the

Figure 2.7: PEG molecular weight and weight percentage and stiffness of the PEG
hydrogel A) PEG with higher molecular weight (left to right) weight percentage
increases hydrogel mesh size, decreases stiffness, as a result, higher flow within the
gel. B) PEG with a lower weight percentage of PEG (left to right) used to form
hydrogels increases hydrogel mesh size, decreasing hydrogel stiffness and increasing
the rate flow adapted from [99].
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initiation of reactions but may negatively affect cells and cause cytotoxicity. The

most commonly used photocrosslinkable hydrogel chains include poly(ethylene gly-

col) diacrylate (Poly Ethylene Glycol DiAcrylate (PEGDA)), gelatin methacryloyl

(Gelatin MethAcryloyl (GelMA)), and methacrylate hyaluronic acid (Methacrylate

Hyaluronic Acid (MeHA)) and are widely characterized in tissue engineering appli-

cations [93]. Photopolymerization can be carried out via free radical polymerization

and bio-orthogonal click reactions. The former is the most common reaction used

in the synthesis of hydrogels. Free-radical reactions are typically based on chain-

growth polymerization mechanisms with methacrylate-functionalized hydrogel pre-

polymer (e.g. PEG) with rapid fabrication and tunable material properties [101].

In PEG macromolecular monomers (macromers), chain-growth polymerizations oc-

cur as radicals propagate and react with the unsaturated vinyl bonds present in

the prepolymer. This reaction leads to the formation of high molecular weight ki-

netic chains PEG crosslinks. For instance, PEG-diacrylate (PEGDA) monomers un-

dergo acrylate-acrylate chain-growth polymerization, promoting the establishment

of chemical crosslinks between the polymer chains [94]. This reaction enables tunable

mechanical, degradation, and biological properties in hydrogels. However, radical-

initiated chain-growth polymerization exhibits few limitations, including relatively

poor control over the photochemistry kinetic in the crosslinking process, oxygen in-

hibition, unreacted double bonds residuals that residual chemical crosslinkers might

react negatively with biological molecules and cause cytotoxicity, and heterogeneities

of polymer networks [102] [103] [92]. Bio-orthogonal click reaction, on the contrary,

creates hydrogel with structurally uniform crosslinked hydrogels with minimal het-

erogeneity based on step-growth polymerizations [104]. For instance, Thiol-ene is

known as click reactions and can be used with a variety of “ene” functional groups

to trigger the addition of thiols to carbon-carbon double bonds in the hydrogel

pre-polymers [94]. This reaction allows tuning hydrogels’ mechanical properties and

degrading rate with no risk of cytotoxicity [105]. In addition, photo click chemistry
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does not promote oxygen depletion and can proceed with higher efficiency and faster

kinetics when compared to free-radical polymerization [103]. However, the practical

application of thiol-ene photoclick reaction is limited due to the life stability of

several hours to several days in thiol-containing small molecules [93].
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Figure 2.8: The principle of oxygen inhibition and its effect on hydrogel chains.
a) Oxygen can diffuse into the polymerization solution through an O2-permeable
membrane and react with the free radicals. This creates a gradient of oxygens
from the top to the bottom of the chamber. b) By inhibiting oxygen using a non-
permeable boundary, free radicals polymerize the mixture solution in the presence of
O2 which results in inhomogeneously cross-linked structures [106]. C-D) The effect of
photon flux and doses on the thickness of polymerization in the presence of O2

[107].
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2.5.4 Photoinitiators

Besides the macromolecular monomers (e.g., PEG) and the source of initiation

(e.g., UV light), photoinitiators are required to initiate and propagate the reaction

upon UV exposure. When choosing a suitable photoinitiator some features should

be taken into consideration, including the efficiency of polymerization rate, water

solubility, stability, absorption spectrum, molar absorptivity, and efficiency in gen-

erating free radicals, while avoiding potential cytotoxicity due to the free radicals.

Currently, there exist two main categories of photoinitiators used in biomedical

communities: radical and cationic. Due to their superior biocompatibility, radi-

cal photoinitiators are most used in tissue engineering applications [103]. Based on

the mechanism of the free radical generation, radical photoinitiators can be further

divided into type I: photo-cleavable (e.g., benzoin and acetophenone derivatives)

or types II: biomolecular (e.g., camphorquinone, thioxanthone, and benzophenone).

When exposed to light, type I photoinitiators absorb incident photons and decay

into two primary radicals that trigger the crosslinking reactions, whereas type II

photoinitiators extract the hydrogen from a co-initiator to generate secondary rad-

icals for crosslinking process [108]. The main concern in the photopolymerization

process is the presence of free radicals that may cause negative effects on living

matters, especially in applications of hydrogels for grafting or injection. The cyto-

toxic effects of several photoinitiators strongly depend on the photoinitiator type

and concentration, exposure time, and light intensity [109].
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2.6 Research Gap

In the section 2.4.2, the most common technique to form neuronal spheroids is to

use hydrogel arrays [9] [58] [75] [76]. This model offers simple yet in vivo-like structures

that have been shown to represent the cellular organization and synaptic transmis-

sion [9]. Therefore, spheroids can be models for further study of synaptic events,

namely contacts, remodeling, and plasticity. However, observing these activity-

dependent events at the level of neuronal contacts is hampered due to the size and

thickness of the spheroids. This is because of the scattering properties of light as

it travels through thick live specimens and loses its intensity by a factor of 1/e.

This translates into a typical scattering lengths in the brain for visible and Near In-

frared (NIR) light are in the 25–100 µm [110] and 100–200 µm [111] [112], respectively.

To monitor neuronal contacts at synaptic levels, an ideal model must be amenable

for optical microscopy in 3D (not larger than 200 µm) while it recapitulates in vivo

-like structure, architecture, and function. The current hydrogel templates only al-

low forming spheroids of size above light penetration ability due to the limitation

they face for fabricating smaller micro molds. Moreover, the fabrication of hydrogel

arrays using micro molding is long (>24h), multistep, and requires expensive pieces

of equipment and access to the cleanroom (Figure 2.5). Here we propose a hy-

drogel template platform [107] that allows fast and versatile fabrication of hydrogel

templates with control height, shape, and size (50-100 µm) to generate neuronal

spheroid and microtissues from rat Primary neurons.
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2.7 Our Approach

In this work, we use 4-arm Poly(ethyl)glycol acrylate or 4-arm-PEGA (PEGTA)

which is a hydrophilic polymer and in the polymerized state can hold high water

Figure 2.9: Hydrogel templates fabrication process using PRIMO system with two
steps of 1) print and design of PDMS slabs and stacking them on the culture sub-
strate. 2) Adding the reactive mixture of PEGTA and PLPP into the PDMS micro-
areas followed by UV illumination with the geometry of interest, rinsing and cell
seeding.
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content. 4-arm-PEGA is biocompatible and naturally resistant to protein adsorp-

tion and therefore, does not support cell adhesion. Plus, the polymer length leads to

a soft yet structured hydrogel. This macromer with reactive chain ends of acrylate

allows free radical initiates chain photopolymerization in the presence of a photoini-

tiator molecule. We use 4-benzoyl benzoyl-trimethylammonium chloride or PLPP

(Alveole, Paris) as a UV-sensitive photoinitiator to trigger the crosslinking and for-

mation of the radicals. As mentioned, in radical photopolymerization, oxygen in-

hibits the polymerization which entails a large amount of a photoinitiator, and high

UV intensity is needed to overcome the depletion of radicals by oxygen supplied

from the air. We used this limitation in our favor to create oxygen gradients and

by tuning the power of UV light we can control the thickness of the gels. Figure

2.8 illustrates the diffusion of the oxygen through the mixed solution of photoini-

tiator and pre-polymer in the interfacial area containing large amounts of molecular

oxygen when equilibrated with ambient air. Oxygen then reacts with free radicals

generated from UV- photoinitiator interactions, resulting in a sparser surface with

free chain-ends. Here we use a PDMS micro-area with small channels that create

an oxygen gradient from the substrate (bottom) to the PDMS ceiling slap (top) and

control the amount of oxygen reaching the reaction mixture. Tuning the laser power

leads to a height control hydrogel system. Another feature of this hydrogel system

is the intensity gradient of UV light over the course of illumination. In the PRIMO

(Alveole, Paris) UV-projector system, Digital Micromirror Device (DMD) allows

modulating light reaching the reaction mixture by the time length of the illumina-

tion on each micromirror which adds a dynamic effect to the photopolymerization

process. DMD is a light modulator containing millions of mirrors. Each mirror in

DMD has a reflective surface that steers the light by electrostatically switching each

mirror between a binary state up to thousands of times per second. Upon illumina-

tion, each mirror either will reflect light towards the optical path, displaying white

pixels, or deflect light from the optical path and display black pixels. Grayscale
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shades are determined by the length of time that each mirror steer light during each

frame. In this way, the light intensity is modulated for the initiation of the crosslink-

ing process and one can tune the crosslinking with grayscale shades in illumination

by projecting a pattern of interest onto the DMD (Figure 2.11). To form hydro-

gel via UV exposure, the mixed PLPP and PEG pre-polymers are prepared. Upon

absorption of a photon, PLPP undergoes photoreactions and generates radicals on a

polymer chain. The recombination of radicals and subsequent production of carbon-

carbon bonds between the polymer chains cause crosslinking. simultaneously oxygen

molecules diffuse through the PDMS micro-area and inhibit the reactions to their

fullest potential by depleting the radical. Subsequently, the unreacted polymer is

washed out upon completion of the crosslinking process (Figure 2.9C-D) and the

hydrogel template is ready for cell seeding.
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Figure 2.10: Fabrication of hydrogel template using maskless UV projector, PRIMO
system. A) Designing and cutting PDMS films by xurography. B) Stacking PDMS
slabs on a non-adhesive substrate in a way that the bottom slab contains micro
squares that are covered by a top slab with two channels. C) Upon adding the
PEGTA and PLPP, the oxygen reaction starts from the gas-permeable PDMS top
slab. D) Upon UV exposure, free radicals are produced and start the chain-growth
photopolymerization. E) UV light initiates the hydrogen abstraction in the PLPP
photoinitiator which follows by forming free radicals and forming crosslinked net-
works.
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2.7.1 Fabrication of Hydrogel Templates

Figure 2.11 and 2.10 schematically present the UV projector (PRIMO system)

and the protocol to fabricate hydrogel microscale templates. PRIMO system in-

cludes the following components: an ultraviolet laser, DMD or digital micromirror

devices which serve as a light modulator, a beam expander, a 4f system (Figure

2.11). In this protocol, we benefit from UV-sensitive material to trigger the pho-

topolymerization process. As demonstrated in Figure 2.10, two PDMS layers are

designed and cut by xurography. The bottom layer has 4 square- shape microwells

each 0.5 cm in size (they can be up to nine microwells for an antifouling IBIDI dish;

the non-adhesive area is around 2 mm) and the top layer is designed in a way that

covers the microwells but leaves two holes at one diagonal of each microwell This

prevents the oxygen reacts with the photoinitiator. The mix solution of the pho-

tocrosslinker and 4 hydrogel pre-polymers (5%) is added to each PDMS micro-area.

A pattern with geometries of interest and a size of 1824x1140 is created and loaded

into Leonardo software. In the software the intensity. To fabricate hydrogel tem-

plates the maximum laser power of 128 mw/cm2 and illumination time of the 90s

is being used unless it’s mentioned otherwise. Alternatively, the DMD allows using

gradients in the projected pattern. This means that the intensity of the illumination

can be tuned by changing gray values in the grayscale patterns.

The hydrogel precursor is a mix of 5% of 4-arm-PEG-acrylate solved in 1X of

PLPP photoinitiator. The solution is then added to the PDMS slab on a bioinert

culture plate (IBIDI). The dish is placed at the stage of a converted microscope

incorporated with the Primo system. A 100% UV light power for 60 seconds is shone.

This step is repeated for each PDMS micro area, where the hydrogel precursor is

added. The plate is rinsed with water 3X followed by rinsing with 70% Ethanol.

Then the culture plate is incubated with a culture medium at 37 C and 5%CO2 for

at least 30 minutes before seeding cells.
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Figure 2.11: PRIMO system consists of a UV laser, holographic diffuser (HD), a
DMD, a beam expander, and a 4f system. This system can be combined with any
epifluorescence microscopes and project any patterns onto the sample using UV
light. Leonardo software allows projecting patterns with control over the position,
duration, and intensity of UV.

2.7.2 Cell Culture and Spheroid Formation

To generate neuronal spheroids, hydrogel templates are prepared as explained in

2.7. After incubating the micro areas with a culture medium, with a 1000 µl pipette,

the medium from each PDMS micro-area is removed and the dissociated neurons are

added into each PDMS micro-square ( 15 µl/square). Figure 2.12 demonstrates a

culture plate with 4 PDMS micro areas. The plate has antifouling properties that

prevent cell adhesion on the bottom of the dish.

Immediately after seeding, neurons are floating in the micro-area after 2 hours

that neurons settle into the recesses and the non-dropped cells on the surface of

the hydrogel are washed out. Note that due to the intrinsic inertness of PEG,

the cell would not adhere to the gels. The neurons then form aggregation after

24 hours. Using hydrogel arrays with sizes from 50 to 100 µm, we can generate

neuronal spheroids and maintain them for 3 weeks. These spheroids are generated

from hippocampal and cortical E18 rat primary neurons. Upon seeding, cells fall
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into wells and after 2 hours they create aggregations. For the microscopy imaging,

the size and thickness of the spheroids in these experiments do not exceed 100 µm.

This size allows the spheroids to be compatible with light penetration and optical

imaging ability to image in-depth, (the next chapter will present more detail on

this). After preparation of the hydrogel arrays, they are incubated with a culture

medium (NB+ + B27+) for 1 hour. Then cells are seeded at the density of around

50K per microwell. Figure 2.13 shows neuronal spheroids’ growth in arrays of

various shapes and sizes.

As discussed previously, PEG hydrogels are antifouling materials. This is ben-

eficial for spheroid cultures as the aggregation of the cells does not adhere to the

gel. Figure 2.12-A, B shows that the floating cells on the gels are washed away

after filling the culture plates with the medium. Moreover, PEG hydrogel comes

with a variety of polymer length that allows us to tune hydrogel features to meet

our criteria. Pasturel and colleagues have shown that pre-polymer length can affect

the stiffness and degrading features of hydrogels [107] and PEGTA with a molecu-

lar weight of 10K can maintain the 3D networks of hydrogels rather than brittle

structures while being soft enough to accommodate physiological conditions for cell

cultures.

Different shapes of the arrays allow us to optimize the size of spheroids. For the

microscopy imaging, the size and thickness of the spheroids in these experiments

are at maximum of 100 µm (Figure 2.13)
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Figure 2.12: Spheroids generated from rat primary cortical neurons. Arrays cellular
aggregations A) after seeding cells, B) 2 hours after seeding. C) Spheroids after 7
days in vitro. The floated aggregation in the medium attached to the wells. Scale
bar is 70 µm.



44 Chapter 2. 3D Engineered In Vitro Synaptic Models

Figure 2.13: Hydrogel templates highlighting the ability of the PRIMO system to
fabricate micro structure of different sizes and shapes. A) round-shape, B) small-
size gradient round-shape , C) channeled round-shape, D) big-size round gradient,
E) mix of eight-shape and round shape. Scale bar is 70 µm

2.7.3 Spheroids Characterization

To characterize the spheroids immunohistochemistry assay is performed to iden-

tify neuronal subtypes and how they grow in culture. For that, the concentration

of the cell’s solution should be high enough to create a final cell density of 10K per

PDMS micro area after filling the plate with a culture medium.

Neurospheres (Figure 2.14) generated in the hydrogel templates (shown with

dashes circles) are mixed cultures of progenitors, neuronal and glial cells followed
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by filaments and processes only after 3 DIV (Figure 2.14) consistent with work from

Dingle et al. Lamin labeling of nucleus shows that the diameters of the spheroids

in the same PDMS micro-area may differ Figure 2.14-C arrows which is due

to the randomness of the cells falling into each well. This effect can be seen less

when a high cell concentration of cells is plated initially. However, plating cells with

high concentrations may create unwanted aggregation above the wells which can

aggregate with spheroids inside the wells. Then by adding the culture medium to

fill the dish, cell aggregation together with spheroids break or detach from the wells

and leave the wells empty.

Labeling spheroids with anti-nestin, anti-beta tubulin, and anti-MAP has shown

diverse cell types in the spheroids. Nestin, a type VI intermediate filament protein,

is a routine marker for neural progenitor cells. Anti-nestin label revealed that the

progenitor cells grow in number and length of neurofilaments from 3 DIV to 7

DIV. [9]. As explained in the section 2.5, stiffness of the hydrogel materials depends

on many parameters such as (e.g., the concentration of pre-polymer, length of chain).

In our approach, using the PRIMO system, we are able to work around the stiffness

of PEG pre-polymers by tuning the light intensity and exposure time. Figure 2.14-

D shows processes of the spheroids have extended on the top of the gels, whereas

in Figure 2.14-C the neuronal processes did not exceed the area of the well due

to the higher stiffness. However, the neuronal network processes would eventually

cover the top of gels when kept longer than 14 days in vitro. The result shows the

effect of illumination intensity on the stiffness of the gel and therefore the growth

of neurofilaments on the PEG gels. As the illumination dose affects hydrogel pore

size [107], thus the stiffness, neurofilaments migrate onto the soft gel (Figure 2.14-

C). whereas the templates created with full power illumination mode and stiffer

gel show no growth on the gel. Depth color-coded images also reveal (Figure

2.16) the architecture of the neuronal processes inside the hydrogel wells. The

hydrogel-based templates fabricated by a gradient pattern manifest a cup-nest shape
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for randomly packed filaments. This highlights the effect of stiffness on neuronal

migration and neurite outgrowth [35] [34]. Patterns with a gradient can be associated

with the illumination of different doses. As explained in 2.7, the DMD can create

grayscale shades by the length of time that each mirror steer light during each frame.

This leads to hydrogel polymerization of different stiffness.
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Figure 2.14: Immunohistochemistry labeling of spheroids in hydrogel templates in
Left panel (3 days in vitro) right panels (7 days in vitro) dashed circles the size
of the wells. A) beta-III Tubulin, TUBB3, (red) is a microtubule protein on beta
chains specialized in neurons. The immunolabeling highlights the high population
of neurons in spheroids. B) Lamin (green)is an intermediate type of filament at the
nucleoplasm site of the nuclear membrane. Neuronal processes are grown inside the
well because of the high stiffness of the gel. C) Nestin (magenta) is an intermediate
filament-associated protein and contributes to the cytoskeleton. Expression of nestin
in spheroids showed the presence of neuronal progenitor cells and their increase in
population up to day 7 and growth in the length of neuronal processes. D) MAP2
(yellow) microtubule-associated protein 2 in all cells. MAP2 (yellow) microtubule-
associated protein 2 all cells. The soft gel allows neuronal extension on the top gels.
scale bar A-B = 20 µm, C-D = 50 µm. Max projection z-stack of A-B) a Spectral
image scanning microscope and C-D) a confocal Microscope
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2.7.4 Spines and Synaptic Contacts

For live-cell imaging, we use fluorescent protein tools to stain cells with distinctive

colors. As we presented in the previous sections, immunostaining of spheroids shows

the labeling of all cells within the spheroids. As discussed, sparse labeling not only

provides a more accurate architecture of neurons that are selectively visualized but

also offers images with higher SNR, as there are only a few neurons labeled in the

spheroids.

Figure 2.15: Sparse labeling in spheroids using electroporation technique. max
projection of 3D confocal stacks after 14 DIV spheroids expressing GFP (in red)
are fixed and stained with DAPI in gray. Only few neurons are labeled to facilitate
visualization at the level of single cells.

Using electroporation technique (protocol in Appendix1) rat primary hippocam-

pal neurons were transfected with GFP at 0 DIV. Then the transfected neurons are

mixed with non-transfected cortical neurons (1:9) to perform sparser labeling. The

FP starts to express 24 hours after transfection, and it is ready for chemical fixation

or/and live-cell imaging. Figure 2.15 presents the GFP expression of neurons in

hydrogel wells.
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Figure 2.16: The effect of the gradient of patterns on the architecture of neurons
in the hydrogel wells. Max projection confocal z-stack of neurons expressing GFP
have extended their processes shown with the depth color code. The fabrication of
the hydrogel wells has been done with full intensity power of the UV light for 90
seconds A) without and B) with gradient patterns. The DMD in the illumination
path of the PRIMO system creates gray shades and modulates UV intensity by
changing the duration of steering time. This change in illumination dose affects the
crosslinking process, thus the stiffness of the gel. fluorescent images scale bar 10
µm, bright-field images 70 µm after 7 days in vitro

To obtain dense, mature neuronal networks in vitro, usually 10-14 DIV culture is

required [113]. we, therefore, fixed the spheroids after 14 DIV. A series of maximum

intensity projections of a confocal stack is shown in Figure 2.15 at 5 different

planes (each MIP contains 33 planes) with dendritic spines nicely visible in each

plane. The image shows the spine organization and density for one single neuron.

The 3D organization of the dendrites allows us to visualize them in a different plane

and choose the plane of interest in the 3D stack for further image processing.
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Figure 2.17: Dendritic spines and synaptic contacts of neurons within spheroids
after 14 days in vitro. A) Max projection of 3D confocal stacks of a single neurons
inside a spheroid expressing Tdtomato (FP 563nm) presenting dendritic spines after
14 DIV dashed circles highlights the dendritic spines in the last plane of the 3D
stack. B) two neurons expressing tdtomamto (in red) and GFP (in yellow). Scale
bars = 5 µm
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2.8 Conclusion

We developed PEG hydrogel templates to generate uniform-sized multicellular

neuronal spheroids (Figure 2.12). Using PRIMO UV-projection system, prepoly-

mer (PEG tetra acrylate), and PLPP photoinitiator, we can fabricate hydrogel

templates of different sizes, shapes, and thicknesses to form and grow multicellular

neuronal spheroids (Figure 2.13). For the sake of optical microscopy, hydrogel-

based arrays with diameters of 70 and 100 µm have been fabricated for this purpose.

After 24 hours of plating neurons in the hydrogel templates, neuronal aggregations

started to self-assemble and form spheroids. These spheroids are small yet with the

capability to form synapses and connectivity after 14 days in a in vivo-like stiff-

ness. This model allows further investigations and more importantly time-lapse

measurements of network assembly within neuronal spheroids.

The method we described offers several advantages. It uses a common hydrogel

PEG that is well-established and characterized for its biomechanical properties. The

fabrication of hydrogel templates is versatile, straightforward, and is reproducible in

spheroid size and cellular composition. Specifically, this approach does not require

multistep lithography and micro molding and generates hundreds of microwells in

only a few minutes and thus showing its potential for throughput assays. Because the

spheroids are smaller than in reported studies, they are less likely to show a necrotic

effect and can be maintained for 21-28 days. projecting different geometries and the

gray shades into the PRIMO system, allows us to tune the hydrogel’s softness and

crosslinking networks. This feature allows the spheroids to rapidly fuse over the gel

and create connections in softer gels.





Chapter 3

Imaging Synaptic Contacts

In this chapter, we will present the challenge of imaging 3D in vitro models

of neuronal connections using optical microscopy and the current state of the art

to perform 3D multicolor long-term imaging of these connections in real-time. It

follows our imaging approach that provides efficient optical sectioning, with high

spatio-temporal resolution and the result from a combination of a dedicated in vitro

model with an original imaging technique.
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3.1 Seeing in 3D, live, and multicolor

Light microscopy has long been a tool to investigate and study the structure

and dynamics of matter or living systems. The first observations of the nervous

system date back to the 1900s, when the light microscope was used together with

Golgi’s sparse staining of cell populations. This observation of cells in their whole

has laid the foundation of histology and anatomy of the CNS, opening a new era

in neuroscience. Besides the traditional imaging techniques in neuroscience (e.g.,

electroencephalography, magnetoencephalography, etc.,), optical imaging in com-

bination with genetic tools and computational techniques brings advantages that

make them appealing to neuroscientists. The major capability of optical imaging

in the nervous system is the scale of imaging from the synapses to whole-brain

imaging while achieving high spatial and temporal resolution. Moreover, they are

Figure 3.1: Different imaging techniques from single cells to whole brain imag-
ing based on their temporal and spatial resolution (EEG electroencephalogra-
phy, MEG magnetoencephalography, PET positron emission tomography, 2-DG 2-
deoxyglucose, fUS functional ultrasound, fMRI functional magnetic resonance imag-
ing) from [114].
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flexible and compatible with necessary modifications to adapt to specific conditions

or specimens. For instance, one can selectively label different neurons and follow

their activities. But native nervous tissues hardly are compatible with optical imag-

ing owing to their opacity and scattering properties of invisible lights. Besides,

most living cells are sensitive to light due to the protective mechanism against pho-

todamage. Therefore, microscopy observations of the nervous system have often

been performed on chemically fixed specimens with improved optical transparency

of brain tissue (e.g., tissue clearing). In turn, light imaging of living neuronal tis-

sue is challenging but at the same time opens doors to developing and designing

new optical instruments in order to circumvent intrinsic limitations. Combining

optical microscopy with the development of Fluorescent Protein (FP) toolbox [115]

has paved the way to observe the cellular structure of interest in living cells in

real-time. Fluorescence, the absorption of a photon, and subsequent emission of a

photon of lower energy, combined with optical microscopy techniques, lead the way

for biologists to map specific cellular compartments with high contrast in live speci-

mens. Engineering FP expression in neurons has vastly improved our understanding

of cellular organizations and functions of the nervous system. Yet, capturing the

dynamic events of synaptic remodeling (retraction, enlarging, shrinking, and elim-

ination) and their contacts are technically difficult for several reasons. Indeed, the

connectivity between neurons is complex and distinguishing prep- and post-synaptic

neurons and their contact are sometimes impossible. Synapse synapses are small 3D

structures with sizes varying from 0.5 to a few micrometers [116], thus a conventional

microscope cannot resolve 3D synaptic connections. In addition, time-lapse imaging

entails reducing photodamage to maintain cell viability with a temporal resolution

of a few minutes to capture synaptic remodeling and interconnections [117]. Besides

these already existing challenges in imaging neuronal contacts, new obstacles arise

when imaging 3D structures in real-time with multiple fluorescent colors. For in-

stance, the optical sectioning ability of the system plays a critical role in generating
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3D imaging with a high signal-to-noise ratio. These criteria in optical microscopy

are interrelated, therefore, a compromise exists between them depending on the

application. A trade-off between spatial resolution, phototoxicity, photobleaching,

and acquisition speed must be made. We now discuss these aspects and the trade-

off between each to achieve 3D live-cell imaging and the established techniques to

visualize the dynamics of synaptic contacts.

Figure 3.2: Rayleigh criterion for assessing spatial resolution in an optical system.
Airy discs from two neighboring point sources and their corresponding intensity
profile. a) Two points are distanced larger than the resolution limit and therefore
they are resolved by the optical system. b) The points are fairly distanced with
the separation radius of an airy pattern that represents the resolution limit. c) The
distance between the two points sources is smaller than the resolution limit and
therefore they are resolved by the optical system. Adopted from [118].

3.1.1 Spatial Resolution

The resolution of an optical microscope is fundamentally limited by the diffrac-

tion of light. The light from the sample spreads out and impacts the ability of our

system to resolve and differentiate fine details in the specimen. This resolution limit

was initially recognized by Ernst Abbe and indicated that the diffraction-limit image

resolution of objective lenses with high numerical aperture is app. 250 nm and 500

nm for lateral and axial resolution, respectively. In essence, these numbers represent

the minimum distance at which an optical microscope can distinguish between two

or more point objects [119]. When light is emitted from a point object, the objec-
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tive lens collects and focuses the light at a point on the image plane. In an ideal

optical system, the focus point is infinitely small. Practically, however, it produces

a diffraction pattern of concentric rings in the lateral plane known as an airy disk.

Point Spread Function (PSF) is the three-dimensional intensity distribution of the

point object. The resolution of a focusing light microscope can be assessed by the

Full-Width Half Maximum of the focal spot or the PSF which is the characteristic

of a microscope system and represents an image of a point source.

∆x,∆y =
λ

2n sin(α)

∆z =
2λ

2n sin2(α)

where λ, n, and α denote the wavelength, the RI, and the aperture angle in the

objective lens. As shown in the equation above, the lateral resolution of an objective

lens is significantly better than its axial. This is because the light is more spread out

when traveling in the axial direction. When a light wavefront is passing through the

objective lens, only some portion of the spherical wave is collected by that lens. The

Numerical Aperture (Numerical Aperture (NA)) of the objective lens determines the

fragment of the spherical wavefront. Spine’s size can vary from 0.5 to 4 micrometers

(e.g. filopodial spines have longer shapes, see figures 3.3) and their structural

geometry correlates with the strength of synaptic connections and may change over

time. With regards to synapses and their morphological interactions, Figures 3.3-

A demonstrates the projection of a confocal stack of morphological contacts between

axonal boutons and dendritic spines. Figures 3.3-B represents a high-resolution

image of 2D neuronal culture with resolved protrusions. This image highlights the

fact that monitoring the dynamic of neuronal connection super-resolution is not the

main concern but the optical sectioning ability of the system for generating high-

quality images of 3D structures. Figure 3.2 depicts the spatial resolution ability

of conventional optical microscopes.
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Figure 3.3: Spines sizes and types. A) A confocal stack image of two hippocampal
neurons are expressing GFP (green) and tdtomato (red) in rat organotypic slice,
showing the neuronal contacts at synaptic level, from [1]. B) Dendritic spines in
cultured hippocampal neurons expressing GFP after 14 days. D) Schematic presen-
tation of filopodia-like protrusions of dendritic spines and mature mushroom spines
showing the largest heads and thin necks, from [120].
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BOX 1

Signal to noise ratio refers to the ratio of fluorescence signal from a region

of interest to the total noise (Noise). In order to perform quantitative imaging,

it is crucial to have adequately high SNR. For any photon incident on the

detector, the S/N ratio can be written as QEτIp/
√
QEτIp with a photon flux

of Ip, an exposure time of τ , and quantum efficiency of QE. In addition to the

mentioned parameters, SNR depends on other factors such as sensor pixel size

which determines how much signal one single pixel can collect.

Noise or sensitivity refers to random variation of the measured signal in

measurement and can be defined as a form of signal-dependent uncertainty

due to the nature of photons. In microscopy, noise originates from two main

types of noise, amongst others. Photon noise is the inherent uncertainty in the

measurement of light that makes the arrival of photons to the sensor a random

process that can vary from frame to frame. The results of these noises would

be images with less sharpness and crispness.

3.1.2 Optical Sectioning and Imaging in Depth

?? The light-tissue interaction is a complex process due to multi-component tissue

structures with inhomogeneous optical properties. When light is incident on a cell,

it may reflect at the cell interface, be absorbed, scattered multiple times, or refracted

when light enters layers with different refraction indexes (RI). Living tissues contain

cellular parts with different RI such as proteins, water, and lipids cause a mismatch

between the cellular compartments as well as the interface of the specimen (e.g.

glass) where the light enters [121] (Figure 3.5).

These effects can effectively worsen and undergo abrupt changes in thicker tissue

due to light attenuation and cause blurring and contrast loss in microscopy images

(Figure 3.5). As the excitation light spreads over the sample with a volume larger

than a diffraction-limited spot, the intensity of the light becomes weaker to excite
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the sample in depth. The fluorescent light emitted from fluorophores within the

depth of the specimen is also scattered before reaching the objective such that it

Figure 3.4: Signal to noise ratio and background. A) projection of a 3D stack with
high background. B) projection of 2D culture images with B) low background, high
SNR, and high contrast. C) acceptable SNR with background and lower contrast,
still the signal in the area of interest is high enough to visualize the dendrite and
spine.
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Figure 3.5: What happens when light incident live matters. Reflections on the tissue
surface result in the change in direction of the light wave caused by a single interac-
tion with a large object. Absorption is where the energy of the light is absorbed by
the cells and then converted into a different form such as heat. Fluorescent results
in the absorption of a photon and subsequent emission of a photon of lower energy.
Light scatters when the incident light changes the direction of propagation due to
different RI which limits the depth of light penetration. A small amount of light
may be transmitted.

seems no longer from an in-focus point and becomes the out-of-focus light that

deteriorates the quality of the image.

Optical sectioning is the ability of an optical microscope to remove the background

caused by out-of-focus light from generated images. One main issue in fluorescence

microscopes is that when the light excites the fluorophore in the specimen, emission

light arises from each sample plane that produces intensity within a solid cone and

causes the entire specimen to fluorescence (Figure3.5). This results in unwanted

light out of the focal plane (out-of-focus) reaching the objective lens and reduces

both the resolution and the contrast of the in-focus region by creating background

noise.

For instance, for a 100X objective lens with an NA around 1.3, the depth of

field is 300 nm. Therefore, the majority of the volume of a specimen is out of focus

(thickness of cells is from 5 to 15 µm). For the sake of image quality and contrast, it is

desired to collect light only from the thin section around the focal layer of the system.

To do so, scientists have developed techniques that either physically (e.g., a pinhole
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in confocal microscopy), intrinsically (2-photon excitation), or computationally (e.g.

spatial filtering) avoid out-of-focus lights.

BOX 2

Light penetration in biological samples:

In biological samples penetration of light is limited to the scattering and

absorption nature of light. The strength of scattering can be described by

an average distance between scattering events, known as ’mean free path’ ls.

For an object with comparable size concerning the wavelength of the light,

scattering can be quantified by transport free path; lt where g is the anisotropy

parameter. lt is essentially the ’memory direction’ distance after which the

direction of the light is changed. This is exactly the distance that limits light

penetration in biological specimens. For brain gray matter this value yields a

value of 50–100 µm at 630 nm in tissue and of about 200 µm at 800 nm in

vivo [122]. This value increases with wavelength (i.g., NIF).

Figure 3.6: Projections of a 3D stack of transfected neurons in hydrogel wells with
color-coded depth. Left) 50 µm thickness, arrowheads highlight the different SNR
in two cells where light scattering diminished the fluorescent emission at the plane
further from the specimen-objective plane. Right) More than one fluorescent neuron
in a 100 µm spheroids.

In a linear system, fluorescence light is generated by a single photon process with
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uniform (zero spatial frequency) illumination, such as in a conventional microscope.

This system exhibits poor optical sectioning, but Non-uniform illumination method-

ology with non-zero spatial frequencies along with post-processing results in sharply

in-focus optical sections [123]. In a nonlinear methodology, a molecule is arisen to

the excited state by a two-photon pulsed laser, which leads to excitation only in

the focal point and, therefore, intrinsically provides thin optical sections within tick

specimens [124] [125].

To generate an in-depth image, a series of thin in-focus sections of the volume

is taken as the specimen is axially moving through the focal region. Then this se-

quential data set is processed to build up a 3D visualization of the object. However,

even without aberrations, the image plane cannot present an infinitely thin section

of the specimen because each image point is spread into a diffraction pattern that

extends above and below this plane. The depth of field is the axial distance above

and below the specimen plane that appears to be in focus and does not lose de-

tectable sharpness of the images with readjusting the microscope and is different

from the depth of focus which is the thickness of the imaging plane). The parts of

the image that lie outside the DOF tend to be blurred and less sharp. Both depth

of focus and depth of field is determined by the numerical aperture of the objective;

higher NA systems have deeper focus depth which translates into a thicker image

plane even though the depth of the field is less. In long-term time-lapse imaging,

the specimen may drift resulting in a loss of contrast and quality in the final image.

A perfect focus system (PFS) is a unique solution for maintaining the specimen in

focus throughout imaging.
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BOX 3

Depth of Field is the distance from the nearest object plane in focus

to that of the farthest plane while the specimen appears in-focus and can be

calculated from:

DOF = λ.n
NA2 + n

NA.M d

Where DOF represents the depth of field, λ is the wavelength of light, n

is the NIR of the medium, NA is the objective numerical aperture with the

magnification of M, and e is the smallest distance that can be resolved by a

detector.

Depth of focus refers to the depth of the image plane and represents the

depth of the image. Depth of focus value changes with NAA and magnification

of the objective lens. High NA systems represent deeper focus depths than do

those systems of low NA.

Figure 3.7: Depth of field and depth of the focus.

The Perfect Focus System (PFS) automatically corrects the drift occurring during

the live-cell imaging caused by temperature changes and mechanical vibrations. An

auxiliary optical system containing a NIR light LED (870 nm), offset lenses, and a

sensor is introduced into the microscope via a dichroic mirror. Upon initiation of

the PSF system, the focus point of the objective lens and PSF lenses are coincided
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at the focal point of the specimen at zero offsets to make a reference plane. Any

drift of specimen from the reference plane is tracked and detected in real-time by

the CCD and is corrected within a millisecond by the offset unit. The offset ranges

available with the PFS unit are determined by the type of objective lens being used

(from zero from glass coverslip interface to 10 µm for oil immersion objectives, 20

µm for water immersion objectives, and 100 µm for dry objectives). Figure 3.8

shows a schematic diagram of a PSF unit. PSF unit is advantageous for long-term

imaging where mechanical or thermal drift may hamper the imaging, especially for

high resolution (high NA) objective lenses where small drift disturbs the best focus

due to the low Depth of field.

Figure 3.8: Perfect focus system. Any change in the position of the coverslip is
detected by PFS and is relocated to the reference plane.
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3.1.3 Phototoxicity and Live-cell Imaging

Fixed sample imaging only provides a snapshot of a specific cellular process at

a given time point. This can damper the interpretation of data, particularly in

highly dynamic processes such as plasticity and neuronal development. To fully

apprehend these processes, live-cell imaging obtains dynamic information consisting

of continuous events that occur over time and space. The development of fluorescent

proteins (FP) and other live-cell dyes have opened up exciting opportunities for

live-cell imaging. In live-cell imaging of synapses, the main challenge is to balance

the "photon budget" to obtain stack images of high Signal to Noise Ratio (SNR)

with the time and intensity of the light that is shone onto specimens to prevent

photodamage. Therefore, the ideal live-cell imaging modality is sensitive enough

to generate high-quality images from fluorescent samples, while is fast enough to

capture synaptic contacts and their changes. Synapse remodeling can happen in a

time ranging from a few minutes in immature to months for mature neurons.

The sensitivity of the system helps us to reduce exposure time and intensity of

the light to obtain an optimal SNR (BOX 1) while maintaining cell viability. Long-

term light exposure to living cells may lead to phototoxicity and photobleaching and

consequently to cell death. This may be more critical in 3D volumetric imaging as

the whole specimen must be illuminated for each image plane.

Efficient FP expression in specimens avoids using high laser power. This can be

achieved by removing or preventing background in the field of view (FOV) in the

course of imaging. One way to avoid excessive background is to label the specimens

collectively.

Concerning synaptic contacts, ideally, several cells can be labeled to avoid creating

a bulk of fluorescent samples that not only makes the interpretation of the data

complicated but also impacts the quality of the final image. Sparse labeling along

with live-cell imaging not only provides invaluable information about the synaptic

interactions of individual neurons but also technically helps with the optimal SNR
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of the images. The suitable microscopy technique candidate generates 4D (3D +

time) with a rate enough to capture neuronal contacts and avoid phototoxicity and

photobleaching.

3.1.4 Multicolor Imaging

Fluorescent labeling of any proteins in living cells is now possible by introducing

the respective DeoxyriboNucleic Acid (DNA). This DNA encodes a Fluorescent

Protein (FP) variant using simple molecular cloning methods and then expresses

the encoded protein in cells. It is becoming more common to simultaneously use

two or more different fluorescent dyes of distinctive colors for imaging cells’ com-

partments or various cells of a sample. This brings us to the concept of sparse

labeling. In sparse labeling, cells are labeled with fluorophores of distinctive colors

so that the architecture of the neurons can be selectively visualized. In the 1870s,

Golgi developed a technique, also known as a black reaction, to stain brain tissues

(Figure 3.10-A) in a way that individual neurons were stained in their beauty and

completeness. Perhaps the main success of this technique is in its inefficiency that

not all the neurons in the tissue are labeled and one could trace neural circuits. The

same idea was carried on centuries later when the Jeff Lichtman team [126] developed

the Brainbow technique to paint neurons with 100 different hues.

Brainbow technique (Figure 3.9) takes advantage of additive primary colors, red,

blue, and green, that can combine and generate hundreds of different hues in the

visual spectrum. These RBG colors are generated from Fluorescent Proteins (FP)

and randomly expressed in different ratios. The result is individual tagged neurons

with a distinctive color. This color-coding is possible through what is called Cre-lox

recombination. This process relies on two components to function; 1) DNA sequence

Lox and 2) the Cre- recombinase enzyme to recognize, cut, and rearrange specific

tag sequences of DNA. Inserting DNA equivalent of FP of three colors into cells,

each DNA has cutting sites called LoxP. The Cre protein stochastically chooses a
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pair of Lox sites to cut and eliminate from the DNA sequence. Then the neuron

expresses the very first gene of the sequence. Given different colors of FP and

through the action of Cre, each neuron contributes to creating its own unique mix

color of random ratios of the original FP DNA. Brainbow techniques discriminate

neurons from the adjacent and allow following individual neuron branches as they

crisscross over other neurons’ processes and reach their contact partners throughout

the brain. There are different strategies (DNA excision or DNA inversion) that are

used to create a brainbow that can be found in A. Weissman et al. 2015 [127].

Figure 3.9: Brainbow technique. A) A Brainbow construct with equal probability of
expressing RFP, CFP, or YFP. B) sparsely labeled neurons with brainbow technique

The brainbow technique indicates the importance of multicolor microscopy imag-

ing by which neural networks can be visualized individually. Multi-color fluorescence

images can be acquired either by simultaneous or sequential multicolor excitation.

In sequential multicolor imaging, different color fluorescence images are obtained by

sequentially switching both excitation wavelength and emission filters or different

emission paths for each color. This requires multiple optical components and detec-

tors increasing system size and complexity. The Sequential multicolor acquisition

may impose limitations for live-cell observations as the time of imaging increases in

proportion to the number of images for one stack of multicolor images. Simultaneous

multicolor imaging in fluorescence microscopy can be performed by a color camera

which is relatively expensive with a higher noise level compared to monochromatic

cameras. Because each pixel of a monochrome sensor can detect a broader spectrum
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of light due to the absence of the color filter arrays, their performance in low signal

improves over the color camera.

Figure 3.10: Sparse labeling of nervous tissues. A) Golgi’s staining technique of
individual neurons of the dentate gyrus B) Brainbow technique expression in a layer
of the hippocampus expressing Brainbow

3.2 Current Techniques

The non-destructive nature of optical microscopy has made it popular in diverse

areas, such as studying living specimens. The early microscopes achieved cellular

imaging in a thin specimen yet provided us with valuable information about living

matter. Still, the desire to pursue "deeper" insights to extend our view from 2D

to 3D of the entire sample has prompted the exploration of alternative microscopy

approaches, allowing imaging cellular events in real-time in live samples.

In this section, we present the principle of established microscopy techniques and

assess their ability to perform 3D imaging of neuronal contacts in real-time. For

this purpose, we grouped the microscopy technique based on their detection methods

to laser scanning microscope (or single-photon counting recording) and parallelized

detection.
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Figure 3.11: Laser scanning microscopy principle. Light raster the specimen with a
pixel dwell time of τ that is the time the focused laser beam raster on a single pixel.
The acquisition time for such a system is calculated in (BOX 4).

BOX 4

FOV and acquisition time in LSCM: Let us Suppose an LSCM that

images a FOV with LxL and the pixel spacing ∆r defined by Rayleigh resolution

of the objective lens and pixel dwell time of ∆t. Then the total acquisition

time can be written as (L/∆r)2∆t. If the acFOV increases by a factor of P,

the acquisition time increases by a factor of P 2. Now to image a volume of N

the acquisition time can be calculated by (L/∆r)2∆tP 2Nz. Besides, there is

a non-zero delay to move from one axial plane to the next. Therefore, image

a large volume using an LSCM at the resolution of ∆r the acquisition time

significantly increases.

3.2.1 Laser Scanning Techniques

In a conventional microscope, a wide area of the object is illuminated by the light

source, and it returns 2D images with relatively high contrast and speed. However,

in thicker samples, these 2D images often contain a high level of background signals

that significantly obscure specimen details and reduce contrast. Laser scanning

microscopes refer to two main techniques: confocal and two-photon microscopes. In
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both techniques the laser beam raster across the sample by scanning galvanometer

mirrors. To scan a typical 2D frame, representing a single optical section within a

3D sample, the laser beam spot of less than 1 µm is directed onto a pair of scanning

mirrors sweeping the beam in x and y-direction. The laser beam must dwell over 512

lines, each comprising 512 points. The signal from each point is then transmitted

to a photon-counting detector. The scanning process is repeated for multiple focal

planes, which is called a z-stack. An appropriate algorithm processes the z-stack to

generate a 3D image of the object.

3.2.1.1 Confocal Microscopy

In laser scanning confocal microscopy (LSCM) light from a laser is focused on

a specimen and excites the fluorescent light on the cone of illumination. The flu-

orescence light passes through a pinhole in a conjugate image plane in front of a

detector along the fluorescence detection path. The pinhole blocks the out-of-focus

fluorescence and only allows the emission from the in-focus plane (3.12-B). This

creates an intensity profile of the scanned area on the sample which is scanned back

and forth in a raster pattern across the sample to create an image. To create a 3D

image, the same raster scan is performed for each plane of the 3D structure. Upon

collecting successive images of all-optical sections of the sample, a 3D image stack

is generated. The pinhole size in the LSCM can affect the spatial resolution of the

final image. By increasing the diameter of the pinhole (> 1 Airy Unit (AU)), more

extra focal light is allowed to pass and overall intensity and SNR seem to improve

(if the pinhole is infinitely large, the microscope acts like a non-confocal widefield

microscope 3.12). By closing the pinhole diameter to 0.2 AU, the axial resolution

improves by 1.4x compared to the 1 AU pinhole diameter. This of course comes at

the cost of the poor SNR (95% loss at 0.2 AU). I The size of the airy disk, hence

the diameter of the pinhole, depends on the wavelength of the light and NA of the

objective lens. To offer the best compromise between optical sectioning and SNR



72 Chapter 3. Imaging Synaptic Contacts

the pinhole diameter is traditionally set to 1 AU.

Figure 3.12: out-of-focus lights in thick samples. A) In a widefield microscope, the
intermediate image of a point source is detected from the focal (yellow) and the
extra focal plane (blue. The detector then records both signals, resulting in a blurry
disk. B) A pinhole at the intermediate image plane blocks the extra focal signal and
only allows in-focus light, resulting in a crisp in-focus disk.

The pinhole size in the LSCM has a considerable effect on the spatial resolution

of the resulting image. By increasing the diameter of the pinhole (> 1 airy unit

or AU), more extra focal light is allowed to pass and overall intensity and SNR

seem to improve. By closing the pinhole diameter to 0.2 AU, the axial resolution

improves by 1.4x compared to the 1 AU pinhole diameter. This of course comes at

the cost of the poor SNR (95% loss at 0.2 AU). I The size of the airy disk, hence

the diameter of the pinhole, depends on the wavelength of the light and NA of the

objective lens. To offer the best compromise between optical sectioning and SNR

the pinhole diameter is traditionally set to 1 AU.

limitations:
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Confocal microscopy offers great optical sectioning to generate images of 3D struc-

tures. This technique is a gold standard to image brain tissue. Study of the density

and morphology of dendritic spines, The use of the CSM brings with it several

potential problems. Foremost among them is the increased risk of phototoxicity

and photobleaching. Nevertheless, the detected emission light is from the in-focus

plane, the entire sample is illuminated in the z-direction (3.12). The scanner con-

tains galvanometer mirrors that direct the laser light in the x and y direction of

a single FOV and then move incrementally across the entire sample to produce an

image of the optical section. The speed of this method is limited by scanning mir-

rors. In modern confocal microscopes, acousto-optic tunable filters (APTFs) are

implemented to rapidly attenuate laser light and select which wavelength excites

the specimen. They also turn off the laser beam during the backward scan time

which may avoid unnecessary light exposure to the sample. The photomultiplier

tube (photomultiplier tube (PMT)) is the most common detector used for weak

signals. Two essential detector characteristics in 3D microscopy are; Quantum Ef-

ficiency (Quantum Efficiency (QE)) and Noise Level (BOX 1). The former refers

to the actual signals at the detection level contributing to an output signal to the

photon input [128]. QE in a PMT has now reached a level of 43% at 350, close to

its theoretical value nm [129]; yet a considerable portion of the signals do not con-

tribute to the outcome. To accumulate more signals, either scan speed must be

lowered to allow longer excitation dwell times, or the intensity of the excitation

must be increased. Either way, it increases the photodamage. More current detec-

tors are semiconductor technology, represented by APDs (avalanche photodiodes),

and Hybrid detectors that combine vacuum and semiconductor technologies to offer

beneficial features of both. However, to scan a 2-D frame, the laser must dwell over

each point in about 5 microseconds. PMTs are very sensitive but have a low QE for

converting the photons of the emitted fluorescent signal into photo-electrons. They

detect 10% or less of the fluorescence signal that gets through the pinhole [130].
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Figure 3.13: Two photon Microscopy layout and principle. Adopted from [122]

3.2.1.2 Two-Photon Microscopy

Another laser scanning technique with unique properties for optical sectioning

is 2-Photon Microscpy (2PM) based on Two-Photon Excitation (2PE) of the spec-

imen. The (2PE) is a nonlinear process in which the absorption of two photons

is adequate to induce a molecular transition to an excited electronic state. In a

two-photon process, an ultra-short pulsed laser (80–250 fs) excites the fluorophore

to a virtual excited state followed by absorbing the second photon simultaneously,

which brings the molecule to the excited state Figure3.13-a. One significant hall-

mark of (2PM) techniques is that both scattered and unscattered photons during

the imaging process can be collected [131] [132]. Since 2PE is inherently confined in fo-

cal volume, essentially all emitted photons from the in-focus area could be collected

(Figure 3.13-b). The depth of focus in 2PM results from the quadratic dependence

of the excitation probability of the fluorophore on the spatial photon concentration
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resulting in highly efficient removal of out-of-focus beam light. This property pro-

vides excellent optical sectioning to image thick specimens. Other advantages of

2PM include being less phototoxic with greater depth penetration owing to the NIR

light (BOX 5). For live imaging at synaptic levels, this technique suffers from sev-

eral drawbacks. Similar to confocal microscopy, the scanning approach and photon

detector cause slow acquisition time. Other disadvantages include the considerable

cost and size of regenerative amplifiers and their near lack of wavelength tunabil-

ity. Two-photon microscopy is, in particular, useful for the interrogation of neural

processes. For instance, uncaging of signaling molecules such as glutamate because

the stimulation can be confined at small voxels of synapses. Another application of

2PM is to visualize cellular structure and function in living animals at depths far

beyond possible for other microscopy techniques (e.g. confocal microscopy) [132]. In

vivo 2PM has become an indispensable tool for investigating synapse development

and plasticity [133] [134] [135]. However, to generate a 3D image sequential raster scan-

ning of the excitation volume is required which decreases the data acquisition rate,

especially in larger sample size or FOV (BOX 5 and Figure 3.14). Moreover, finite

fluorophore lifetime and concentration limit the efficiency of photon generation rate

even with very fast scanning mechanisms. Thus, to improve the acquisition rate

in 2PM, a parallelized excitation process is one effective approach. In recent ad-

vances, a technique called temporal focusing axially modulates the photon density

and achieves axial confinement in large areas with millisecond temporal resolution

and sub-millisecond temporal precision [136]. Underlying concepts of temporal focus-

ing are demonstrated in Figure 3.14.
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BOX 5

Light penetration in nonlinear optics:

In the nonlinear process of 2PM only non-scattered photons contribute to

signal generation in the focal voxel (focal volume). This on-scattered power fol-

lows the Lambert-Beer exponential and can be quantified as Pnonscattered =

P0e
−z/ls . In 2PE because of quadratic intensity-dependence, the fluorescence

intensity declines as P2PE ∝ (e−z/ls)2 = e−2z/ls where z represents depth,ls

length constant, and surface power of P0 d. Therefore, the maximum light

penetration is proportional to the scattering mean-free path (ls) and depends

logarithmically on laser power. Assume a laser with 100 fs pulses the maximum

depth is limited by the average power resulting in an imaging depth of 600-800

µm in neocortex [122].

Figure 3.14: Spatially and temporally focused beams. a) An optical pulse is spa-
tially focused and sweeps along the axial direction with constant temporal pulse
width. The distribution of photons is a way that it reaches a maximum at the focal
voxel where the two absorptions are proportional to the square of the power. b) A
diffraction grating is placed at the conjugate image plane allowing the laser pulses
’disperse’ in time and simultaneously excite the whole plane. Adapted from [136].
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3.2.2 Parallelized Detection Techniques

While 2PM and LSCM are powerful techniques to image 3D optically dense struc-

tures, their slow acquisition rate hinders in vitro observation of neuronal interactions

in real-time. The grand challenge of understanding the neuronal interactions in com-

plex neuronal circuits in 3D lies in the lack of imaging modalities to monitor the

dynamics at a sufficiently high spatiotemporal resolution and with a low level of

photodamage. To address these challenges, parallelized illumination and detection

approaches in 3D imaging have become popular in the recent past. In this ap-

proach, all voxels (3D pixels) are simultaneously excited and detected resulting in a

relatively fast imaging speed and high photon budget.

3.2.2.1 Spinning Disk Microscopy

One way to increase the scan time without compromising the SNR is to illuminate

several pixels simultaneously and collect light from all of them at the same time. A

Spinning Disk Confocal Microscopy (SDCM) employs a disk with a series pinhole

aperture. The pinholes are arranged on the disk in a way that by rotating the disk

every location of the FOV is illuminated. As shown in Figure 3.15 most light does

not pass through the disk, but mini beams are created by each pinhole to sweep the

image field by the disk rotation. Every mini beam is considered a confocal beam

and each hole has an aperture for excitation and emission of light. One drawback

of the SDCM is that a large portion of the illumination is wasted because of the

disk and makes it inefficient in using the excitation lights which hampers imaging

of very dim fluorescent specimens. In the new design, the illumination light is

focused into pinholes using micro-lenses arranged in the pattern as pinholes [137]

and greatly increases illumination efficiency to about 60%. The SDCM presents a

compromise between resolution and SNR regarding the aperture size, as in LSCM.

In a commercialized spinning disk system, the size of the pinholes on the disk is

fixed and cannot be adjusted. The background rejection in SDCM is closely related
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to the size and spacing of the aperture on the disk; the more pinholes are spaced, the

stronger the background rejection is [130]. In the SDCM each of the pinholes creates

a two cone-shaped (glass hour shape) illumination about the specimen. At the focal

plane, out-of-focus planes are illuminated only by the cones from each spaced pinhole

aperture. As the cones expand over distance, the cones from adjacent pinholes cross

and excite the fluorophores, diminishing the axial resolution, especially in thick

samples.

Figure 3.15: Spinning disk confocal microscope optical layout includes an array of
lenses aligned with the pinhole on the spinning disk to focus light into each pinhole.
The zoom schematic of the disk shows how light propagates and expands as it travels
through thick specimens.

3.2.2.2 Light Sheet Fluorescence Microscopy

Light-sheet fluorescence microscopy (LSFM) or selective plane illumination mi-

croscopy (SPIM) was introduced in life sciences in 2004 [138] although the concept

was proposed already in 1904 by H. Siedentopf and R. Zsigmondy. In the recent

decade, efforts have been placed on developing different instrumental designs clas-
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sified as light-sheet microscopes, but they all follow the same was to provide opti-

cal sectioning, illuminating the sample with a thin laminar laser beam, generating

fluorescence in a thin slice, and image with an array detector. The LSFM splits

fluorescence excitation and detection into two separate light paths where the detec-

tion and illumination axis are perpendicular. In this configuration, two objective

lenses are orthogonally aligned such that the thin sheet of light is positioned in the

focal plane of the detection objective lens. A cylindrical lens, in the light pass,

imposes convergence in the middle and then diverges out again, in a way that the

waist beam is in the center of the sample. This thin illumination does not ex-

cite the entire illumination cone but instead introduces the light from the side on

the plane of interest and image at the focal overlap. This is a unique feature for

thick samples that provides inherent optical sectioning while avoiding excitation be-

yond the focal plane, resulting in high-quality 4D images with reduced phototoxicity

and photobleaching. A few studies are comparing LSFM and confocal microscopy

techniques to assess their optical sectioning capability and reducing photodamage

during 4-dimensional imaging [139] [140] [141] [142]. Weber and colleagues [140] compared

the spinning disk (SDCM) and the light-sheet microscopy (LSFM) for the effect of

light exposure on living cells. They performed live-cell imaging on LLC-PK1 cul-

tured cells expressing mEmerald-EB3 and observed EB3 signals quickly faded in

the spinning disk microscopy, while little photobleaching of the sample in the LSFM

system. They have also compared a published data cell cycle of retinal progenitors

in zebrafish using confocal microscopy [143] and the LSFM and detected phases of

the cell cycle in data from a confocal microscope are prolonged most likely because

of higher phototoxicity. In the LSFM, as mentioned, the thin flattened beam is

generated by a cylindrical lens in the y-direction, while forming a low-NA focus in

the x-direction. Low-NA Gaussian is not, however, a real thin sheet and expands

at beam waist (Figure 3.16) and forms a thicker beam longer range. A higher NA

beam generates a narrower waist at the cost of a shorter z-range. This trade-off
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makes it challenging to obtain both high-resolution optical sectioning and a large

FOV [144]. One approach to circumvent this limitation is using Bessel beams which

have a narrower wait with larger FOV but with side lobes, artifacts [145](Figure

3.16).

Figure 3.16: Bessel beam vs Gaussian beam illumination in LSFM. Represents the
light intensity distribution along the propagation axis.

In the recent past, multiple different light-sheet approaches were suggested to

overcome the limitations of traditional multi-objective light-sheet implementations

such as objective coupled planar illumination (OCPI) [146],oblique-plane microscopy [147],

swept confocally aligned planar excitation (SCAPE) microscopy [148]. These imple-

mentations have opened up in vivo interrogation of freely moving animals and small

organisms and allow combining imaging with electrophysiology studies [144].

In neuroscience, the LSFM has become quickly popular owing to its flexibility

to navigate between resolution, penetration depth, and acquisition rate with min-

imum photodamage and photobleaching. One of the exciting application of the

LSFM is its ability to visualize entire neuronal networks for analysis in the in-

tact brain [149] [150] [151] [152] [153] [154]. The reason that the LSFM represents its great

potential in fixed and clear samples is due to the limit for light to penetrate the

sample horizontally. When the light sheet passes through the sample from its side,

the light may undergo refraction, scattering, and absorption which translates into

a quality degrading of the image from the left side (where the light initially en-

ters the sample) and right side. This can be overcome by using a pivot scanner
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to rotate the light sheet up and down allowing the illumination to penetrate be-

yond the optically dense structures. Some implies of LSFM combined with the

super-resolution or two-photon excitation techniques have achieved fast, large-scale,

and single-molecule resolution [155] [156] [157] [158]. What neuroscientists expect from

microscopy imaging systems is to acquire data from a large population of neurons

at a temporal resolution of 10-20 ms for the functional study of neurons. Fur-

thermore, there is a need for imaging not only transparent samples but also non-

transparent brain structures in real-time. There have been several studies on fixed

nervous structures [159] or other transparent species than rodents animals such as lar-

val zebrafishes [160] [161] [162] [163] [164] [165] [166]. The more recent advance in the LSFM

includes using a 2D lattice that generates ultra-thin light sheets of 1µm to recon-

struct 4D data with high speed (at 200–1000 planes/sec) and exceptionally low

photodamage with improved axial resolution and usable field size [167]. For instance

Lattice LSFM combined with expansion microscopy generates 3D rendered volumes

of mouse brain tissue sections [168] [169] [170]. Although lattice LSFM readily achieves

exceptional volumetric images of thick specimens, it relies on specialized high nu-

merical aperture lenses that are only compatible with aqueous solvents (RI=1.333)

with a relatively small FOV [159].

3.2.2.3 Structured Illumination Microscopy

Structured Illumination Microscopy (SIM) is a technique that overcomes spa-

tial resolution limits by encoding lost information corresponding to high spatial

frequencies in the sample through spatial frequency mixing. SIM employs a spa-

tially patterned excitation light source together with an array detector to extract

high-resolution information from low-frequency data that is otherwise lost by con-

ventional microscopes. One main hallmark of SIM is its significant improvement in

speed of acquisition compared to the point scanning microscopy techniques (3.2.1).

However, for a single 2D reconstructed image several frames are required, thus, the
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speed of acquisition in this technique scales with the speed of array detectors. Fig-

ure 3.17-D demonstrates the Optical Transfer Function (OTF) of a conventional

microscope. OTF is defined as the Fourier Transform of the point spread function

and describes the strength with which spatial frequencies are transferred to the im-

age [171]. The OTF in SIM extends the supports in the frequency plane (kx, ky) by

filling the missing cone (3.17C-D).

Figure 3.17: The schematic diagram of SIM and its principle. A) Laser light is
modulated by a diffraction grating. The diffracted light is focused on the back focal
plane of the high NA objective lens to generate a sinusoidal pattern. B) The grating
is mechanically rotated to change the angle of the stripe pattern. The superposition
of the stripe pattern with the sample creates an effect called Moiré: the overlap of
two structures of high spatial frequency can generate a low spatial frequency. C)-D)
The rotation of stripe patterns fills the missing cone and finally, a super-resolution
image is reconstructed by computational methods, adapted from [118].
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There have been several advancements to the classical SIM implementation. One

of the implementations of SIM is referred to as super-resolution (SR) SIM, first in-

troduced by Gustafsson and colleagues in 1995 [172]. In the traditional SR-SIM, the

modulated signal is usually generated by a spatial light modulator or a diffraction

grating that creates multiple interfering beams (typically 2 and 3 beams). Diffrac-

tion orders originating from the high spatial frequency are placed farther on the

observable region of BFP of the objective lens. By computational processing, the

grating orders are separated, and spatial frequencies in Fourier space are shifted.

The Fourier-transformed information of the sample can be shifted to make the miss-

ing cone area accessible and generate a super-resolved image. The second variant

of SR-SIM is known as spot-scanning SR-SIM. In this technique, the fluorescence

emission is collected by an array detector, instead of a point detector in LSCM.

Super-resolution images can be reconstructed by the process of pixel reassignment

through which a pixel offset from the excitation spot and detected fluorescent is

corrected. Another recent advancement in SIM has been a technique known as an

image scanning microscope (Image Scanning Microscopy (ISM)). The ISM first was

introduced by Sheppard in 1988 [173] but the concept was only implemented 20 years

later by Müller and Enderlein [174]. Here, the authors suggested the term image scan-

ning microscope for this technique and replaced the point detector with a detector

array composed of a multitude of small light-sensitive elements for fluorescence de-

tection. In this approach, each array serves as a pinhole and records images of the

illuminated sample for each scan position. Then postprocessing reassigns the photon

detected at different detector elements to their original point on the image. Despite

its super-resolution achievement, this configuration suffers from the limited frame

rate of the Charge-Coupled Device (CCD) camera. Another ISM implementation

developed by A.York and colleagues [175] where they used a Digital Micromirror De-

vice (DMD) as a spatial light modulator to generate sparse multi-spot patterns. The

multifocal images are then captured and then digitally pinholed, re-scaled, summed,
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and deconvoluted. The images processing improves resolution 2-fold compared to

a conventional microscope providing a lateral resolution of 145 nm and 400-nm

axial resolution at 1-Hz frame rates. In general, ISM and SIM both are known

for their super-resolution capabilities that are beyond the diffraction limit. In this

work, our focus has been on optical sectioning which is a critical feature to acquire

high-resolution 3D images. The optical sectioning using structured light is achieved

by spatial filtering. In optical sectioning SIM (OS-SIM) the sinusoidal modulation

(incoherent light) is high only in proximity to the focal plane of the objective lens.

Spatial frequencies in the OTF attenuates with defocus whereas PSF in planes away

from the focal plane is uniformly illuminated which can be suppressed. The result

is an optically sectioned image achieved by a discrimination algorithm [176]. Fig-

ure 3.18 shows a schematic diagram of optical sectioning in SIM. In wide-field

microscopy, the illumination is uniform without structures and therefore contains

only the zero spatial frequency with no optical sectioning capability.
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Figure 3.18: A series of z plane and optically sectioned sample acquired by SIM.a)
The black ( dark fringe) and white (bright fringe) dots represent the contrast of
grating. a) The fluorophore that resides in the bright fringe is excited with a mod-
ulated signal, following an emission (green dot). The contrast of the grating points
decreases in out-of-focus planes. b) By axially shifting the grating with a third of a
period, other existing fluorophores follow the same rule and those in the dark fringe
are not excited, and out-of-focus planes are excited only with uniform illumination
with low contrast and therefore can be removed computationally (blue dots). c)
Similarly, the grating is shifted by a third of a period, and fluorophore places in the
dark fringes are not excited. Immunostained images of rat cardiomyocytes, d) ac-
quired by a wide-field microscope e) acquired and reconstructed by a SIM. Adapted
from [118].
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3.3 Research Gap

As briefly discussed, laser scanning techniques such as established confocal and

2-photon microscopy techniques suffer from slow acquisition time and may not be

a suitable technique to perform live-cell imaging for a long time. On the other

hand parallelized detection techniques such as SDCM, LSFM, and SIM may be

good candidates for time-lapse imaging with a temporal resolution of a few min-

utes. OptiOpticaltioning SIM technique offers efficient optical sectioning, resulting

in high-resolution 3D images. With regards to the neuronal contacts observation,

we emphasized the importance of multicolor labeling and imaging for better visual-

ization of the neuronal branched and their connectivity. This requires the imaging

system to simultaneously record neurons connections of different colors. To our

knowledge, there is no technique 1) capable of optical sectioning to provide high-

quality 3D imaging, 2) at the same time with high sensitivity to capture the image

with a high temporal resolution, high SNR and, low photodamage and 3) allowing

simultaneous multicolor imaging of neuronal contact for a long time.
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3.4 Our Approach

In this work, we demonstrate a Spectral DMD-based ISM with optical sectioning

and spectral resolving capabilities. The DMD generates multifocal or grid point

patterns allowing to remove out-of of-focus light by spatially filtering the high-

frequency contents in the focal plane. This approach provides optical sectioning for

the thick specimen (<100 µm). We image 3D samples at one 2D image (1024x1024)

per 2 seconds at resolutions around 350 nm laterally and 450 nm axially. We obtain

196 frames originating from the spacing between the illumination points and shifting

them to cover the FOV. To perform simultaneous multicolor imaging, we employed

a prism to disperse emission lights on the camera. The final OS ISM image results

from a summation of high frequencies sectioned frames. To perform simultaneous

multicolor imaging, we employed a prism to disperse emission lights on the camera.

In addition to 3D multicolor of fixed samples, we can monitor neuronal contacts

in live at planes deeper than 50 µm. We can capture dynamics of sparsely labeled

neurons in spheroids of size around 75-100 µm for a long time and simultaneously

in multicolor.

3.4.1 Principle

When a thick specimen is illuminated by a uniform light, the fluorescent light

from in-focus and out-of-focus planes is detected with zero spatial contents. When

using structured light, on the other hand, the spatial information from in-focus and

out-of-focus light can be discriminated. In other words, the out-of-focus light is not

modulated in the same way as in the focal plane. It has been shown [123] that the

structured light is lost in defocus. In another word, at the focal plane sample is

illuminated by high spatial frequency, which is the frequency of the structured light,

while out-of-focus light only contains low spatial frequency and therefore, can be

removed in the image reconstruction process using a high-pass spatial filter with
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a cut-off spatial frequency of lower than of the structured light. The structured

excitation (point illumination pattern) in Spectral ISM is generated by a DMD. We

employ spatial filtering using a 2D lowpass gaussian to attenuate low-frequency sig-

nals originating from out-of-focus lights. By subtracting the filtered low-frequency

content of exa focus planes, the final image contains only high frequency and is op-

tically sectioned. This reverse process is only for the sake of faster image processing

in MATLAB (low-pass Gaussian filter process faster than high-pass Gaussian filter).

The core equation to show the optical sectioning in ISM summarizes in the fol-

lowing equation [177]:

g(u, δ) = Γ(δ).

[
2
J1[uδ(1− δ/2)]

uδ(1− δ/2)

]
(3.1)

where u is 4kzn sin2(α/2) and represents the defocus and δ2 frequency coordi-

nates, and Γ the first-order Bessel function. The Above equation is a form of the

OTF g(u, δ) = P
⊗
P ∗, indicating the effect of OTF on the defocus in high spa-

tial frequency. In the conventional microscope which exhibits no optical sectioning,

OTF for a thin fluorescent sheet is equal to one and independent of the defocus.

For the structured light, on the other hand, the OTF drops rapidly by increasing

defocus at high spatial frequency.

3.4.2 Optical Layout

The schematic diagram of the Spectral ISM system is mounted on an inverted

microscope (Nikon, Ellipse Ti) illustrated in Figure 3.19. The optical setup con-

tains a 4f system with focal lengths of 150 mm and a DMD in a plane conjugate

to the image plane. The f4 system is made of two achromatic doublets that relay

the image from the DMD to the microscope. A 100X silicone immersion objective

magnified each DMD pixel of 13.68×13.68 µm in the sample plane. The 100 mW

diode lasers with 408 nm, 488 nm, 563 nm, and 647 nm wavelengths serve as ex-

citation sources. To reduce the laser speckle and to change the beam profile into
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a uniform flat-top mode, we used a laser beam homogenizer (ALBEDO, ERROL)

that combines a multimode input fiber with a laser de-speckled and a square-core

multimode output fiber to cover the DMD area. The expanded and despeckled laser

beam is then directed to the DMD at a 24-degree angle. The diffracted light from

the DMD passes through a 4-f system, L1, L2, and the tube lens, Lt, before being

reflected by a quadra-band dichroic beam splitter (Semrock, quad-notch) into the

back focal plane of the objective lens.

Figure 3.19: The optical layout of Spectral ISM

The sample is mounted on a manual XY and Z-axis motorized translation stage

(Piezo) It can be moved axially in a maximum of 100 micrometers and a minimum

200nm step. The fluorescence light from the sample is directed into the camera port

and passes through a 4f system with a wedge-prism (8 degrees, Thorlabs) and an

achromatic lens. A CMOS camera (Hamamatsu Orca V.4 2024x2024 pixel with a

pixel size of 6.5 micrometers) is employed to capture the fluorescence. The minimum
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camera exposure time is 10 microseconds. Data collection, DMD patterns genera-

tion, and controlling cameras are implemented by custom software programmed in

MATLAB. To build up the setup, first, a collimated laser module (650 nm) is cen-

tered on two adequately distanced apertures in a cage system. The laser is aligned

using a two-axis translation mount. The cage system is then mounted onto the

nosepiece of the microscope using an external thread. The aligned laser beam leaves

the back of the microscope. To center the beam at the back of the microscope, we

use an adjustable filter cube with 4 screws to move the beam in x and y directions.

The beam leaving the microscope should be centered at two fairly distanced aper-

tures (the first aperture after the tube lens and the second lens is placed on the

Fourier plane of the 2f system). At this step, the diffraction of the DMD must be

co-centered with the incident beam on the second aperture. The tube lens (200 mm)

is placed in the back focal plane of the objective lens to use an infinity-corrected

objective lens. The second (150 mm) is placed at the focal plane of the tube lens

and is aligned such that the back reflection of the lens and the incident beams are

fairly co-centered. The third lens (150 mm) is placed between the aperture and the

DMD to create a 4f system. Then back reflection and incident beams are centered.
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Figure 3.20: The effect of (S =(λ/σNA)) on the axial resolution. A) Max intensity
projection of a dendrite labelled with tdtomato reconstructed with different s values
labeled in the images, scale bar = 4 µm. B) Axial Gaussian distribution for s values
each from 15 spines. C) Full-Width-Half-Maximum calculated for s values. D)
Intensity Z-profiles fitted with a Gaussian distribution for different widths, ’S’.
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For a given illumination spacing and a sample, the optical sectioning can be

adjusted by changing the spatial frequency of the Applying a Gaussian filter of larger

size obtains more information from the ISM raw image, while a smaller filter passes

less information from the raw image with higher SNR than the larger width. The

size of the filter can be written as a dimensionless spatial frequency of (s = λ/σNA).

Figure 3.20-A illustrates the reconstructed images of dendritic spines with different

’S’ values for the Gaussian spatial filter. The ’S1’ value describes a small filter

size with high FWHM. This value then drops to 450 nm for ’S2’. This stresses

the strength of optical sectioning for S2 and its optimal size to obtain high spatial

frequencies at the focal plane and suppress the unwanted signals from defocus planes.

3.4.3 Image Processing and Reconstruction

Obtaining optically sectioned images generated by Spectral ISM includes two

main steps calibration and reconstruction. In the calibration steps, 1) DMD pixels

are mapped on the camera pixel, and 2) dispersed emission lights are assigned to

their illumination point captured on the camera image (up to 4 colors). 3) create a

3D matrix of x and y locations for each frame and color. In the reconstruction step

1) a 2D Gaussian low pass filter is applied on each of 196 frames, 2) illumination

patterns for each color and position are summed to generate a 2D multicolor image.

Calibration: Mapping DMD and Camera Pixels

The pattern of grid points is created and arranged in hexagons. The hexagon ar-

rangement provides a pattern of equally spaced illumination points. The grid points

are projected on the DMD with a spacing of 14 pixels. Each 2x2 DMD pixel appears

as a point illumination (see Figure 3.21). To cover the entire FOV, the grid point

pattern is shifted in the x and y-direction. The spacing of 14 pixels generates 196

frames which produce one 2D image of the specimen. To map the DMD pixels on the

camera, we use a homogeneously fluorescent layer as a sample. The DMD projects

the grid point pattern on the fluorescent sample. The actual DMD pixel with the
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coordinates of (x, y) appears as illumination points with coordinates of (x’, y’) on

the camera. We locate (x’, y’) by finding the maxima of each illumination point

in the on-camera image with an automated process of a peak finding algorithm.

The actual (x’, y’) are located on the camera image with subpixel precision from

the expected (x, y) position on the DMD. The actual and expected coordinates are

fitted with a second-degree polynomial function.

Figure 3.21: ISM calibration

Calibration: Color Assignment

In this step, we use our sample of interest labeled with one or multiple fluorescents

have to be done for each sample separately. All the emission fluorescence that is

recorded simultaneously appears as distanced points along the axis of the prism on

the camera image. To assign and register each illumination point to its color, we

extract a subimage of x-by-y centered at each illumination location and frame based

on the expected illumination in the first calibration. Sub images are generated for

each illumination point, color, and every 196 frames with corresponding camera

plane coordinates. The sub-images are summed up to an image with x-by-y size

containing the summed point illuminations (see Figure 3.22-A). Each summed
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illumination spot is assigned to each color by defining a circle around the points by

the user and stored (Figure 3.22-B). The output of this step is a matrix (a mask)

with 1s inside the illumination points and 0s elsewhere.

Reconstruction: Generate Coordinates

3D matrices containing actual x and y point coordinates and the number of frames

for each color are created. These 3D matrices contain 1s at the location of each

illumination and zero otherwise. The expected x’ and y’ coordinates are generated

using the first calibration. The output of this step is a generation of matrices

assigned to each color.

Reconstruction: Spatial Filtering A 2D Gaussian lowpass filter is applied

on each of the 196-point illumination frames. To optimally remove the background

with a larger size of the filter, we introduce a threshold parameter that defines the

background and any values below the threshold become zero for each frame and

color. The output of this step is 3 3D matrices for each color and frame with a

suppressed background. The illumination points for each color are still separated.
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Figure 3.22: Color reassignments and image reconstruction
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Reconstruction: Summing and Colocalizing Colors

The 3D Matrices of 3 colors with x-by-y size translated into the center of the maxima

for each illumination point according to the expected coordinations. The output of

this step is a summed 3D with the colocalized location of illumination points. Two

main parameters influence the sectioning capabilities of a Multifocal (MF) illumina-

tion ISM for a given objective lens. Varying spacing between the illumination points

and the Gaussian filter width, ’s’. The spacing between point illumination also af-

fects the speed of acquisition. Widely spaced points result in less background in the

spatial filtering process, but entail more patterns and therefore, longer acquisition

time. For the spacing of 14 DMD pixels, 196 frames with a minimum exposure time

of 10 ms generate a 2D image in 2 seconds. Dense patterns, on the other hand,

generate more background to the extent that it acts as a wide-field microscope in

zero-spaced points. The spacing from 12-14 pixels is proved to be optimal to provide

optical sectioning without much compromising on the speed of acquisition.

3.4.4 DMD in Optical Microscopy

A DMD is a light modulator, as a liquid crystal spatial light modulator, with

spatial and temporal control over the illumination. On its surface, a DMD has ar-

rays of micro-mechanically driven mirrors in a binary fashion. Each micromirror

element is independently controlled and tilted along its diagonal between two ’ON’

and ’OFF’ modes with tilt angles of +12 and −12, respectively (See Figure ??-A).

The OFF-position of the mirrors reflects the beam of the optical path while the ON-

positions reflect the light to the optical path to spatially map each pixel of video

data to a pixel on a screen. An important aspect of a DMD used in an optical sys-

tem is its particular diffraction characteristic. According to the light diffraction in

grating diffraction, light diffracts into several different directions (orders of diffrac-

tion) relative to the normal of the grating surface (Figure ??-B). The location of

each order is determined by grating pitch, the wavelength, and the incident angle
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of the beam. In such a design two possibilities are to occur: the blazed condition

where the maximum grating efficiency in the diffraction pattern is concentrated in

a specific order or off-blazed condition where the maximum intensity peak (center

of the intensity envelope) falls between orders then multiple orders contain an equal

amount of energy in the diffraction pattern. In the blazed condition, the center of

the intensity envelope is not coupled with the zeroth order of diffraction but can be

lined up with an order if the blazed angle, βm = 2θ is fulfilled (Figure ??-C). For

a given wavelength, only adjusting the indecent angle would coalign the intensity

envelope peak with one of the diffraction orders to produce a blazed condition, thus,

only one wavelength generates the center of the intensity distribution coaligned with

the center optical path.

Figure 3.23: DMD configuration in an optical setup
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3.4.5 Characterization

To characterize the system, an Argolight slide has been used. Argolight slide is a

commercialized calibration system to monitor the performance of fluorescent imag-

ing systems. In Argoslide, different patterns are embedded in a special glass sub-

strate through the "brush fluorescent" technology to create non-bleaching reusable

fluorescent geometries. These 2D or 3D patterns in Argoligh slide with known sizes

in x, y, and z are fluorescent in the entire visible light which makes them a great tool

for the assessment of 3D and multicolor images. Figure 3.25 presents the 3D sphere

pattern consist of three circles. The Argo-HM slide is designed for high-resolution

microscopes (e.g., confocal microscopes).

Figure 3.24: Spatial resolution assessment of Spectral ISM by Argolight slides. Im-
age is recorded using a 100X silicone immersion objectove lens. The spacing between
lines in this pattern gradually increases from 100 nm to 700 nm. The lateral reso-
lution of Spectral ISM is shown around 350 nm.

Figure 3.24 represents spaced lines pattern with known spacing between each

line that is gradually increasing. The zoom image shows the lines that can be re-
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solved by Spectral ISM and indicate the lateral resolution of 350 nm. Figure 3.25

illustrates a 3D view of a sphere pattern that can be used to assess the 3D recon-

struction of our system using our Image reconstruction algorithm. The three-color

image acquisition has been simultaneously reconstructed to generate multocolor 3D

images of this pattern. The color reassignment is shown in Figure 3.25- A repre-

senting the colocalization of three color with our system. Here we used 3 different

wavelengths (488, 563, and 647 nm) with 100 ms exposure time using a silicone

immersion 100X. The reason for using such a long exposure time originates from

the DMD and its properties for blazed conditions and as explained, the blazed con-

dition is not fulfilled with the wavelength and current configuration of the system.

This leads to the off-blazed diffraction in which the intensity of the maximum center

of the envelope is distributed over 4 different diffraction orders, thus a significant

reduction in light intensity at the image plane.
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Figure 3.25: Spectral ISM characterization with Argolight slides. A sphere pattern
is recorded simultaneously with 488 nm, 563 nm, and 647 nm excitation light. A)
A 3D view of color reassignment and colocalization. B) Top and bottom 3D view
of the reconstructed images for 3 colors. C) Intensity profile of the horizontal line
shown in B.

3.4.6 Live-Cell Imaging of neuronal contacts using Spectral ISM

Using the in vitro model that we developed (Chapter 2), we have generated neu-

ronal spheroids from rat dissociated cortical and hippocampal neurons. We designed

a protocol (A.4) to create sparse labeling and mix the labeled and non-labeled neu-

rons before cell seeding. The cells start to express on the following day. Figure 3.26

- left shows Spectral ISM max projection of a living spheroid expressing GFP and

tdtomato after 14 day in vitro transfected using electroporation technique. Spectral

ISM time-lapses were recorded using 488 nm and 563 nm excitation using a 40X oil

immersion objective lens for 10 hours. The emission light of 2 colors was simulta-
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neously recorded using a CMOS camera with 11 µs exposure time. The cells were

kept in a chamber in physiological condition of 37 ◦ C and 5% CO2 during the time

lapse. The neuronal connectivity between neuron neurons of distinctive colors over

the 10 hours time-lapse is shown in Figure 3.26 - right.

Figure 3.26: Live-cell time-lapse of neuronal contacts in spheroids recorded over 10
hours with 488 nm and 563 nm laser excitation. Left-image shows a max projection
Spectral ISM z-stack recorded of the spheroid and neurons transfected with GFP
and Tdtomato, scale bar = 5 µs. Right-image shows the dashed-box in 5 time points
of the time-lapse, scale bar = 5 µm.





Chapter 4

Summary and Conclusion

In this study, we described a combination of a 3D engineered in vitro model with

a spectral image scanning microscope that fulfills two key challenges in studying

neuronal contacts and remodeling: a 3D in vitro synaptic model and a microscopy

modality.

First, we aimed at reducing the complexity of the model to increase its amenabil-

ity for further experimental manipulation. At the same time, we maintained its

3D architecture, mechanical, chemical, and physical cues. This versatile and con-

trollable 3D micro-engineered model presents key features of the CNS microenvi-

ronment, namely neuronal subtypes, synaptic formation in an in vivo-like stiffness.

For that, we used a UV projector PRIMO system which allows UV projection with

high spatiotemporal control. This technology uses a spatial light modulator device,

DMD, to generate illumination patterns with a high switching rate (10 kHz) and

different gray scales. The UV projector along with a photoinitiator (PLPP) and

pre-polymers (PEGTA) enables the fabrication of hydrogel templates in a versatile,

time-effective, and user-friendly manner. PEG is a biocompatible, nonadhesive gel,

and mechanically tunable by varying its polymeric length. This method benefits

from the free radical photopolymerization process to transform a liquid mixture of a

multifunctional PEG into a cross-linked macromolecule by a chain reaction initiated

by reactive species. The initiation is formed by a benzophenone-based photoinitiator

absorbing UV light to generate initiating radicals. These radicals then propagate

and react with the prepolymer to create 3D polymer networks. In this protocol,

there are a few considerations including the stiffness of the gels.
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The stiffness of the gel depends on the length of the PEG macromers and PEGTA

with the molecular weight of 10K Da (g/mol) has shown an effective degree of stiff-

ness, maintaining the 3D polymer chains after the photopolymerization and rinsing

process. The results for shorter (8K Da) PEG, photocrosslinked hydrogels are brit-

tle and are readily deformed upon rinsing. On the other hand, longer (20K Da)

chains of PEG result in swollen hydrogel templates. In the polymerization pro-

cess, oxygen molecules inhibit several steps and reduce the overall effectiveness of

polymerization. Our method turns this disadvantage into an opportunity to control

the polymerization by creating oxygen gradients. For this purpose, PDMS slabs

are used to confine the pre-polymer mixture with a gas-permeable top layer where

oxygen molecules slowly diffuse through the reaction mixture of PLPP and PEGTA

and essentially terminate or consume the radicals required for the polymerization.

The result is height and size controllable hydrogel templates to generate neuronal

spheroids. The result shows spheroids of size from 50-100 µm are formed in hydrogel

templates offering in-vivo-like environments that promote self-assembly of dissoci-

ated neurons. In this model, cellular organizations and subtypes were characterized

by an immunohistochemistry assay. The results are consistent with other stud-

ies [9] [178] and show neuronal subtypes including progenitor, neurons self-assemble

and form neuronal aggregations. We demonstrated the effect of dose illumination

and photon flux on the stiffness of the templates. This finding highlights the impor-

tance of the mechanical properties of hydrogels on the activity of neurons. Sparse

labeling using electroporation of two different fluorescent proteins enabled selectively

monitoring of neuronal connectivity. The sparse labeling allows first to differenti-

ate between pre-and post-synapses for better visualization. Second, with regards

to microscopy imaging, it improves the signal-to-noise ratio. The sparse labeling of

spheroids revealed the formation of synapses and their contacts after 14 DIV inside

spheroids. Controlling the size of the spheroids enables compatibility with measure-

ments and optical imaging. This model comprises the complexity of the CNS with
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the versatility for imaging microscopy and experimental manipulations.

The multifocal illumination offers an almost closed pinhole, but without an exist-

ing trade-off in signal-to-noise ratio in confocal microscopy with a speed enhance-

ment of 2 seconds per spectral frame. This is accomplished by replacing the conven-

tional photon detector with a detector array, i.e., a CMOS camera and a multi-spot

illumination. A multifocal illumination pattern generated from a digital micro-

mirror device is projected onto the sample resulting in simultaneous excitation of

hundreds of spots with a high switching rate (20 kHz). The fluorescence emission

spectrum from the sample is then dispersed by a prism at each illumination point

along its axis. The Gaussian blur of the raw images for each pattern position (e.g.,

196) was subtracted to obtain high-frequency information that only occurs at the

focal plane. Consequently, each pattern position contains only high frequency mod-

ulated light and can be summed to a final 2D image with optical sectioning. Tuning

two parameters, the width of the spatial filter and threshold to block background

results in optimal image reconstruction for specimens with different SNR. For in-

stance, when imaging samples with high SNR such as sparsely labeled neurons in

3D microtissues, a larger ’S’, or filter size may provide a higher signal at the cost

of lower optical sectioning. This results in reverse when directly obtaining the high

frequencies from the raw image instead of subtracting the blur (low frequencies). In

our algorithm, a low-pass Gaussian filter was applied and then substrated to achieve

high spatial information. This is only for the sake of faster processing in MATLAB.

In our reconstruction, subtracting blur comes with the benefit of faster image pro-

cessing. On the other hand, when imaging noisy samples, the higher threshold can

improve the SNR without sacrificing the optical sectioning.

In this work, we focused on the optical sectioning ability of the system, while

it first introduced [174] by its ability to enhance the resolution 2-fold using pixel

reassignment. The pixel reassignment can be done with our system, however, the

presence of the prism may impact the lateral resolution to reach the 2-fold increase.w
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Optical sectioning using spatial filtering presents more robust sectioning than decon-

volution algorithms used in many microscopy techniques. Because in this approach

spatial filtering applies to the raw image to suppress the low frequencies generated

from out-of-focus planes while deconvolution separates out-of-focus light from the

actual in-plane information. This is why ISM exhibits efficient optical sectioning at

zero or little cost of SNR (contrary to confocal microscopy techniques). This gain of

efficiency in photon collecting is advantageous for live-cell imaging, as sufficient SNR

decreases the probability of cell damage in long-term imaging. Although classical

SR-SIM requirements are faster, the DMD-based ISM is more robust to aberrations

or reconstruction artifacts than traditional SIM implementations. This is crystal

clear that for thicker samples, multiphoton excitation is necessary as the problem

of light penetration in live samples is inevitable. LSFM implementations offer less

background at the expense of spatial resolution and complicated sample preparation

and mounting.

This technique along with sparse labeling of neurons in the spheroids can reveal

neuronal connection and the level of synapses. The result shows the capability of

the system for long-term imaging (20h) of 3D neuronal networks in two-color. The

key feature of this technique, contrary to sequential multicolor techniques, is that

acquiring a 3D stack from a sample fluorescent in different colors does not require

extra time, as light is simultaneously dispersed along a prism axis onto the camera

plane.
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Appendix A

Appendix Example

A.1 Appendix

A.2 Rat Primary Neurons

First, E18 Sprague-Dawley rats’ embryos were sacrificed. Then the hippocampus

and cortex were dissected. The dissociated cortical and hippocampal neurons were

prepared as described by Kaech and Banker, 2006 [179]. For 2D culture, cells were

plated at a density of 200-300 x 103 cells per 60-mm dish containing coverslips pre-

coated with poly-L-lysine for 1.5 hours (Marienfeld, cat. No. 117 580). Neurons

were maintained in Neurobasal Plus medium and supplemented with 0.5 mM Gluta-

MAX and 1X B-27 Plus supplement (Thermo Fischer Scientific). Cells were plated.

Cells were plated in supplemented Neurobasal Plus medium containing 1.5% Horse

serum heat-inactivated. 48h later, the medium was replaced by a pre-equilibrated

maintenance medium to remove Horse serum, and 2µM Ara-C was added between

DIV 6-8, according to glia’s proliferation.

A.3 Hydrogel-based Microwells

The hydrogel precursor is a mix of 5% of 4-arm-PEG-acrylate (Laysan Bio, Inc.)

solved in 1X of PLPP photoinitiator (Alveole, Paris). The solution is then added to

the PDMS stencil on a bioinert culture plate (IBIDI). The dish is placed at the stage

of a converted microscope incorporated with the Primo system. A 100% UV light

power for 60 seconds is shone. This step is repeated for each PDMS square, where the
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Figure A.1: Various methods to create 3D cell culture

hydrogel precursor is added. The plate is rinsed with water 3X followed by rinsing

with 70% Ethanol. Then the culture plate is incubated with a culture medium at

37 C and 5%CO2 for at least 30 minutes before seeding cells. With 1000 µl pipette,

remove the medium from each PDMS area and add the dissociated neurons to each

PDMS square without breaking the drops. Let the cells form aggregation for 2

hours. Then the prewarmed medium is added carefully to the dish. It is important

not to add the medium vigorously as the cell aggregations can be disturbed.

A.4 Cell Electroporation

Cell Electroporation is a method for introducing DNA into living cells. This

method permeabilizes the cell membrane by applying an electrical pulse and moving

molecules into the cell via the electrical field. The cell membrane acts as a barrier

for cells and hinders the free exchange of molecules between the cytoplasm and the

cell’s external environment. Upon applying electric puls, transient pores of small

dimensions are formed and reseal when the supply of electric field is terminated.

The protocol to transfect Neurons with NucleofectorTM is as following:
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Figure A.2: Hydrogel based microwells preparation.
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Figure A.3: Transfection of dissociated neurons using electroporation technique.

A.5 Immunohistochemistry

Immunohistochemistry (IHC) employs antibodies to target the location of pro-

teins and other antigens of interest in tissues. The interaction between the intro-

duced antibody and the antigen can be observed using either chromogenic detection

with a colored enzyme substrate or fluorescent detection with a fluorescent dye. All

the IHC experiments were performed using the following protocol:

Fixation

:

The Medium is removed from the culture vessel. Cells are incubated in 4% PFA

for 15 minutes in RT. The cells are carefully rinsed with 1X PBS three times.
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Blocking and permeabilization

:

Cells are incubated in 0.1% of Triton-100X and .03% of BSA for 30 and 60

minutes in RT, respectively. The last two steps are followed by 3X rinsing with

PBS.

Antibody staining

:

Cells are incubated with the primary antibody of interest over night in 4C, fol-

lowed by 3X rinsing. Then the secondary antibody with recommended concentration

is introduced to the culture vessel and incubated for 2 hours, followed by 3X PBS

rinsing. The plates are ready for imaging and can be stored in 4C.

Figure A.4: Immunohistochemistry assay.



114 Appendix A. Appendix Example

A.6 Confocal Microscope

Confocal imaging was done at Bordeaux Imaging Center, Bordeaux with the

following microscope system: The excitation lights generated from a white light

laser 2 (WLL2) with freely tuneable excitation from 470 to 670 nm (1 nm steps)

and a diode laser at 405 nm was directed in to a Leica SP8 WLL2 on an inverted

stand DMI6000 (Leica Microsystems, Mannheim, Germany). Light is scanned using

either a conventional scanner (10Hz to 1800 Hz) or a resonant scanner (8000Hz).

The illumination is then focused on the sample using two objective lenses with

characteristics of oil immersion HCX Plan Apo CS2 (63X, NA of 1.40) and a Glycerol

immersion HC PL APO CS2 motCORR (93X, NA of 1.3). The emission light was

collected using 2 internal photomultiplier tubes (PMT), 2 internal hybrid detectors

and 1 external PMT for transmission. The images were acquired by the LAS X Life

Science (Leica Microsystems, Mannheim, Germany). The parameter to adjust in the

software includes the excitation and emission range for the laser and the detectors.

Pixel size and zooming were also tuned depending on the objective lenses.
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