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Abstract 

Photovoltaic modules with higher efficiency can be envisaged by limiting the optical and 
electrical performance losses caused by cell integration. This thesis is mainly dedicated to the 
modelling of PV modules made up of silicon heterojunction solar cells (SHJ). There are already many 
tools for modelling the performance of a photovoltaic module, but it is necessary to adapt them to 
account for specificities of this technology, as well as latest developments in module design and 
interconnection. An optical and electrical model – mainly analytical – has been developed. A 
standardized classification of performance losses within the module was defined and enriched on the 
basis of previous work in the literature. Two loss items are analysed in more detail. The first is electrical: 
in order to reduce resistive losses, modules made up of cut cells have become the standard. The 
performance losses associated with cutting silicon heterojunction cells were missing data from the 
literature. An edge recombination current of 8 nA / cm has been measured before and after cutting, 
as well as a loss of photo-generated current. The impact on module performance has been modelled 
for different cutting geometries. The second is optical: new encapsulants material exhibit significant 
diffusive behaviour. A 4-flux model is developed to characterize its optical constants from 
spectrophotometric measurements in reflection and transmission, total and diffuse. A new item in 
performance losses is proposed, caused by backscattering of light. The impact on the photo-generated 
current of the module was analysed for two diffusive, UV opaque and transparent encapsulants. 

 

 

 

 

Résumé 
Des modules photovoltaïques de meilleurs rendements sont envisageables en limitant les pertes 

de performance optiques et électroniques engendrées par la mise en module des cellules. Cette thèse 
est principalement dédiée à la modélisation des modules PV constitués de cellules à hétérojonction de 
silicium. Les outils de modélisation de la performance d’un module photovoltaïque sont déjà nombreux, 
mais il est nécessaire de les adapter pour considérer certaines spécificités de cette technologie, ainsi 
que certaines évolutions des architectures de module. Un modèle optique et électrique, principalement 
analytique, a ainsi été développé. Une classification standardisée des pertes de performance au sein du 
module a été définie à partir de travaux précédents de la littérature, et enrichie. Deux postes de pertes 
sont analysés plus en détails. Le premier est électrique : afin de réduire les pertes résistives, les modules 
constitués de cellules découpées sont devenus la norme. Les pertes de performance liées à la découpe 
des cellules à hétérojonction de silicium étaient une donnée manquante de la littérature. Un courant 
de recombinaison de 8 nA/cm a été mesuré avant et après la découpe, ainsi qu'une perte de courant 
photo-généré. L’implication sur la performance module a été modélisée pour différentes géométries de 
découpe. Le second est optique : certains nouveaux encapsulants utilisés dans ces modules présentent 
un comportement diffusif non négligeable. Un modèle à 4-flux est développé pour en caractériser les 
constantes optiques à partir de mesures spectrophotométriques en réflexion et transmission, totale et 
diffuse. Un nouveau poste de perte de performance, par rétrodiffusion de la lumière dans les 
encapsulants, est proposé. L'impact sur le courant photo-généré du module a été analysé pour deux 
encapsulants diffusifs, opaque et transparent aux ultraviolets. 
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General Introduction 

This work is a contribution to the modelling and analysis of the main performance losses 
and gains caused by the integration of heterojunction silicon photovoltaic cells in modules. 

 

Chapter I provides a context of the work carried out during this thesis and a presentation 
of the scientific basis necessary to approach it. Part I.A is a general and rather personal 
foreword on the different dimensions of the current ecological crisis, regarding the place that 
photovoltaic energy occupies in it. We will therefore talk about the systemic dimension of the 
crisis and the role of energy will be presented. We will see why climate change is forcing us to 
move away from fossil fuels and how low-carbon energies, including photovoltaics, are part 
of the solution. 

Readers who are already aware can skip directly to Part I.B, which presents the technical 
basics of photovoltaics. We will briefly present the functioning of a solar cell and a module in 
terms of optics and electronics, emphasizing the specificities of the main technology 
developed at INES: heterojunction mono-crystalline silicon solar cells (HJT). Finally, we will 
show the importance of numerical and experimental analysis of optical and electrical losses 
for improving the performance of a module. 

 

Chapter II couples the state of the art of PV module modelling with the presentation of 
the simplified CTMod model developed during this thesis. Part II.A presents the complete 
operation of the CTMod model. The methods for characterizing the model input parameters 
are presented, and compared to the state of the art. We will also explain all the calculations 
performed to obtain the performance of the module. Finally, we will propose a standardized 
classification of the absolute power losses in a module, based on the fusion of existing works. 
This classification allows cell-to-module analysis, but also comparison of module’s 
performance at different stages of manufacturing. It also allows a comparison of different 
module architectures.  

Part II.B presents the main software and tools for modelling PV module performance 
and losses. Some limitations of these models with regard to performance losses in silicon 
heterojunction modules will be discussed: cell resistive effects, losses due to solar cell cutting, 
diffusive encapsulants. It will be the opportunity to compare the optical results of CTMod with 
the Sunsolve ray tracing simulation reference.  

 

Chapter III assessed the two main impacts of the integration of cut-out HJT cells on the 
performance of a module. Part III.A is therefore dedicated to the analysis of the limitation of 
resistive losses in cell interconnections caused by a lowered photo-generated current. This 
effect is documented in the literature and used in industry. This will be the opportunity to test 
the good electrical behaviour of the CTMod model, to identify the impact on the CTM ratio 
and on the performance of the module. We will also analyse the impact of the cutting as a 
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function of the incident irradiance, as well as the number of cell interconnection ribbons and 
the distance between cells in an integrated module. 

However, laser cell cutting also involves losses through the creation of new recombinant 
edges and through the degradation of the active layers of the cell. The importance of cutting 
losses in silicon HJT cells has been little studied until now. The second Part III.B is therefore an 
analysis of these losses, by taking them into account in a two-diode model equivalent circuit. 
We will then study the coupled impact of the expected resistive gains in module as explained 
in Part III.A, associated with the cell performance losses occurring when cutting. Finally, we 
will try to predict the performance of a large module made up of half-cells. 

 

Chapter IV is dedicated to improving the understanding of optical loss mechanisms in 
new diffusing encapsulants used for heterojunction modules. Current performance models 
take into account the absorption and surface reflection of these materials, but diffusive 
behaviour implies a new loss item: backscattering. The first Part IV.A of chapter 4 will present 
in detail the experimental method used for the determination of the optical constants of the 
encapsulants: measurements are done on spectrophotometers with integrating sphere.  

The second Part IV.B will present the theoretical corpus describing absorption, reflection 
and scattering in a thick, flat, parallel-sided layer. We will use a 4-flow optical model: two 
collimated flows of opposite direction, as well as two anisotropic diffuse flows.  

Finally, in the third Part IV.C, we will try to prove the necessity of using such a model to 
correctly extract the optical constants from the encapsulant. We will then apply this model to 
two highly diffusing thermoplastic polyolefin encapsulants, UV-transmissive and UV-absorbing 
type. 

Thus, within the framework of this thesis, we proposed a simplified model for calculating 
the initial performance of a heterojunction silicon module, allowing the analysis of the loss 
stations and the comparison of various module architecture. We have combined state-of-the-
art approaches and enriched them with specificities of HJT technology. Electrically, we 
proposed the generic consideration of losses during the cutting of HJT cells. Optically, we 
proposed a new power loss item in a module, linked to the backscattering of diffusive 
encapsulants. 
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Introduction générale 
 

Ce travail est une contribution à la modélisation et à l'analyse des principales pertes et gains 
de performance engendrés par l'intégration de cellules photovoltaïques en silicium à 
hétérojonction dans des modules. 

 

Le chapitre I fournit le contexte du travail réalisé au cours de cette thèse et une 
présentation des bases scientifiques nécessaires pour l'aborder. La partie I.A est un avant-
propos général et personnel sur les différentes dimensions de la crise écologique actuelle, 
concernant la place qu'y occupe l'énergie photovoltaïque. Nous parlerons donc de la dimension 
systémique de la crise et le rôle de l'énergie sera présenté. Nous verrons pourquoi le 
changement climatique nous oblige à nous détourner des énergies fossiles et comment les 
énergies à faible émission de carbone, dont le photovoltaïque, font partie de la solution. 

Les lecteurs déjà sensibilisés peuvent passer directement à la partie I.B, qui présente les 
bases techniques du photovoltaïque. Nous présenterons brièvement le fonctionnement d'une 
cellule solaire et d'un module en termes d'optique et d'électronique, en insistant sur les 
spécificités de la principale technologie développée à l'INES : les cellules solaires en silicium 
monocristallin à hétérojonction (HJT). Enfin, nous montrerons l'importance de l'analyse 
numérique et expérimentale des pertes optiques et électriques pour améliorer les 
performances d'un module. 

 

Le chapitre II couple l'état de l'art de la modélisation des modules PV avec la présentation 
du modèle simplifié CTMod développé au cours de cette thèse. La partie II.A présente le 
fonctionnement complet du modèle CTMod. Les méthodes de caractérisation des paramètres 
d'entrée du modèle sont présentées, et comparées à l'état de l'art. Nous expliquerons 
également tous les calculs effectués pour obtenir les performances du module. Enfin, nous 
proposerons une classification standardisée des pertes de puissance absolue dans un module, 
basée sur la fusion des travaux existants. Cette classification permet une analyse cellule à 
module (CTM), mais aussi une comparaison des performances des modules à différents stades 
de fabrication. Elle permet également de comparer les différentes architectures de modules.  

La partie II.B présente les principaux logiciels et outils de modélisation des performances 
et des pertes des modules PV. Certaines limites de ces modèles concernant les pertes de 
performance des modules à hétérojonction de silicium seront discutées : effets résistifs des 
cellules, pertes dues à la découpe des cellules solaires, encapsulants diffusifs. Ce sera l'occasion 
de comparer les résultats optiques de CTMod avec la référence de simulation par lancer de 
rayons pour le photovoltaïque: Sunsolve. 

 

Le chapitre III évalue les deux principaux impacts de l'intégration de cellules HJT 
découpée sur les performances d'un module. La partie III.A est donc consacrée à l'analyse de 
la limitation des pertes résistives dans les interconnexions des cellules causées par une 
diminution du courant photo-généré. Cet effet est documenté dans la littérature et utilisé dans 
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l'industrie. Ce sera l'occasion de tester le bon comportement électrique du modèle CTMod, 
d'identifier l'impact sur le ratio CTM et sur les performances du module. Nous analyserons 
également l'impact de la découpe en fonction de l'irradiance incidente, ainsi que du nombre 
de rubans d'interconnexion des cellules et de la distance entre les cellules dans un module. 

Cependant, la découpe laser des cellules implique également des pertes par la création 
de nouvelles arêtes recombinantes et par la dégradation des couches actives de la cellule. 
L'importance des pertes par découpe dans les cellules HJT en silicium a été peu étudiée jusqu'à 
présent. La deuxième partie III.B est donc une analyse de ces pertes, en les prenant en compte 
dans un modèle de circuit équivalent à deux diodes. Nous étudierons ensuite l'impact couplé 
des gains résistifs attendus dans le module tels qu'expliqués dans la partie III.A, associés aux 
pertes de performance des cellules survenant lors de la découpe. Enfin, nous tenterons de 
prédire les performances d'un grand module composé de demi-cellules. 

 

Le chapitre IV est consacré à l'amélioration de la compréhension des mécanismes de 
perte optique dans les nouveaux encapsulants diffusants utilisés notamment dans les modules 
à hétérojonction. Les modèles de performance actuels prennent en compte l'absorption et la 
réflexion de surface de ces matériaux, mais le comportement diffusant implique un nouveau 
poste de perte par rétrodiffusion. La première partie IV.A du chapitre 4 présentera en détail la 
méthode expérimentale utilisée pour la détermination des constantes optiques des 
encapsulants : les mesures sont effectuées sur des spectrophotomètres avec sphère 
d'intégration. 

La deuxième partie IV.B présentera le corpus théorique décrivant l'absorption, la 
réflexion et la diffusion dans une couche épaisse, plane et à faces parallèles. Nous utiliserons 
un modèle optique à 4 flux : deux flux collimatés de direction opposée, ainsi que deux flux diffus 
anisotropes. Enfin, dans la troisième partie IV.C, nous tenterons de prouver la nécessité 
d'utiliser un tel modèle pour extraire correctement les constantes optiques de l'encapsulant. 
Nous appliquerons ensuite ce modèle à deux encapsulants thermoplastiques polyoléfines 
hautement diffusants, de type UV-transmissif et UV-absorbant. 

 

Ainsi, dans le cadre de cette thèse, nous avons proposé un modèle simplifié de calcul des 
performances initiales d'un module silicium à hétérojonction, permettant l'analyse des postes 
de pertes et la comparaison de différentes architectures de modules. Nous avons combiné des 
approches de l'état de l'art et les avons enrichies des spécificités de la technologie HJT. Sur le 
plan électrique, nous avons proposé la prise en compte générique des pertes lors de la découpe 
des cellules HJT. Optiquement, nous avons proposé un nouveau poste de perte de puissance 
dans un module, lié à la rétrodiffusion des encapsulants diffusifs. 
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Photovoltaic energy in the scope of the life 
global crisis 

This context-setting chapter presents the place of photovoltaics in the world in current 
ecological and climatic cries. It also presents the scientific basis of this technology and why numerical 
studies are an asset for improving its performance. 

 

Ce chapitre de mise en contexte présente la place du photovoltaïque dans le monde dans les cris 
écologiques et climatiques actuels. Il présente également les bases scientifiques de cette technologie 
et pourquoi les études numériques sont un atout pour améliorer ses performances. 
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 Tackle life crisis and climate change: the need for sobriety 
and cleaner energy 

Life on Earth is undergoing a major crisis, unique since its appearance more than 3.5 
billion years ago. 

I.A.1 General context: the current multi-faceted life crisis 

Diversity within species, between species and in ecosystems, as well as many 
fundamental contributions from nature are being rapidly degraded [1]. If massive extinctions 
have already taken place, they all had a geological origin. The current Holocene extinction is 
the first one whose origin is attributable to a species: Homo-Sapiens. Even more terrible, 
humanity is now fully aware of it. Thus, the formula of the astrophysicist and philosopher 
Aurélien Barrau takes all its meaning: "We are in the first deliberate extermination of life on 
Earth". His reflectance have largely inspired this introduction. 

Western societies have been gradually aware of the instability of their developments 
for at least a century (the following list of events is of course not exhaustive). In the 19th 
century, the discovery of the greenhouse effect by Fourier [2], its origin by Tyndall [3] and the 
impact on terrestrial temperature by Arrhenius [4] highlights that humanity can have a 
significant global impact on the entire planet. The great financial crash of 1929, the protests 
of 1968, the oil shocks of 1973 and 1979, the subprime crisis of 2008 and most recently the 
Covid-19 crisis, are some examples of financial and social crises that have helped to impress 
upon people's consciences the need for more sustainable development. Major industrial and 
ecological disasters have also left their mark: the nuclear accidents of Chernobyl and 
Fukushima, major oil spills (Deepwater Horizon, Exxon Valdez, Erika, etc...), and other 
industrial disasters (Seveso, etc...). 

 

 
 

Figure 1. Left:  The number of Earths needed to support humanity.(Global Footprint Network datas). Right: nine planetary 
boundaries have been identified, eleven if sub-categories are included (from Steffen et al., 2015). 
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"The day of the overshoot", an indicator of human impact in relation to the Earth's bio 
capacity, continues to decline [5]. Published by the NGO "Global Footprint Network", it 
corresponded to a use of 0.73 Earth in 1961, and 1.69 Earth in 2019, as shown in Figure 1 (left): 
our ecological debts is growing since 1970.  Steffen et al. and the 2015 update defined nine 
global limits in 2009 and show that three have already been exceeded: the limit on eroding 
genetic diversity, the limit on the phosphorus cycle, and the limit on the nitrogen cycle (Figure 
1-right) [6], [7]. But even for the limits that have not been exceeded, the trends are worrying. 

Thus, climate change is far from being the only problem created by humanity. Global 
warming, which occupies most of the media space when it comes to the current crisis, is not 
at this stage the reason for the erosion of life. It is the whole of our ways of life that is to be 
questioned: our way of eating, consuming and producing, communicating and entertaining 
ourselves. Our way of eating, because the consumption of meat, the use of pesticides, 
deforestation, have well-known deleterious consequences on biodiversity. Our way of 
entertaining ourselves, because mass tourism implies an increased displacement of 
populations, soil artificialisation of virgin spaces. The explosion of digital content has 
undermined the digital promise of an impossible dematerialized economy, without impact: 
the need for raw materials is unavoidable, and they are obtained in gigantic extraction mines 
where the use of toxic products is the norm.  

The origins and consequences of the crisis are manifold, as are our levers for action. 
But each of the following points are not sufficient.  

The crisis has a component of individual ethics. For a whole system to change, it is 
irreversibly necessary to change individual behaviours. The actions that we can choose to take 
will have a major impact: change our diet for local bio and, reduce waste and consumption, 
use our cars less, learn to travel again, and question the value of our profession. In a world 
that must decline, and as Westerners, maintaining our lifestyles will be to the detriment of 
the world's poorest people. Obviously, everyone must act within their means. But some 
behaviours that are positively connoted today should become shameful in people's minds. 
Displaying one's outrageous wealth via one's huge car and/or house should not be a symbol 
of success. 

The current crisis also has a demographic component. Of course the world would be 
better off if there were fewer of us, but the current situation is what it is: there are 7.5 billion 
of us. Drastically reducing the population is possible, but with generally disastrous social 
consequences. For example, China's one-child policy will stabilize the population several 
generations after the measures are implemented, but has already led to child abandonment 
and infanticide, forced abortions and sterilization, gender imbalance... Even more dramatic 
are the processes of unwanted reduction of the population: diseases, famines or wars. The 
ethically acceptable solutions to stabilize the population in developing countries are known: 
education of women, health insurance, unemployment insurance, ageing insurance and 
reduction of the individual's ecological footprint. In addition, the United Nations population 
projections envisage a stabilization of the world population at around 12 billion in 2100.  The 
systemic modelling done in the report "Limits to Growth" shows a decrease in population at 
these time horizons. 

Certain currents of thought identify the main origin of the crisis as political: neo-
liberalism, or capitalism. This is certainly partly true, because of the tendency towards 
accumulation, less regulation of the markets, short-termism, and the deepening of 
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inequalities that these systems have generated. That is not a sufficient explanation either: 
extractivism may well take place in a socialist or communist regime. Part of the solution must 
be political, because individual ethics are not enough: certain personal wishes and collective 
necessities will always remain opposed. Major systemic transformations are by definition 
political. However, politicians often argue that they have not been elected to implement 
measures of the magnitude needed to resolve the crisis. Promising economic decline, and that 
everyone will become less rich is far from being a good electoral argument. Since the 1950s, 
many summits have been held: Earth Summits of Rio and Johannesburg, conference of Parties 
(COP) every year, conference on Biodiversity… Many reports have been addressed to 
politicians (Meadow report “Limits to Growth” from the Club of Rome [8], six IPCC 
assessments on climate change [9], Brundtland assessment on sustainable development 
[10]…). Many associations and NGOs have been created: World Wide Fund in 1961, Friends of 
Earth in 1969, Greenpeace in 1971, etc. Number of international agreements (Kyoto protocol), 
and many world demonstrations and strikes for the climate. Some marginal changes have 
been initiated at different scales (Plan climat-air-énergie territorial in France, etc.). Despite all 
this, the trajectory is more than ever exponential (Figure 2 – right) [6] and remains both 
ethically catastrophic and suicidal for humanity. 

The economic causes of the crisis are obvious. The convention that economic growth 
is the alpha and omega of a society is a problem. The very definition of growth, which focuses 
only on wealth creation in the sense of GDP, neglects a host of other more fundamental 
indicators of a happy society. Negative externalities are difficult to quantify, which invites us 
to question our notion of value. The best-known criticism of the pursuit of economic growth 
is the Meadows Report commissioned by the Club of Rome and published in 1972 "Limits To 
Growth” [8]. This Systems Dynamics Report, and its subsequent updates, noted that any 
pursuit of economic growth ends in collapse, in the sense of GDP per capita and population. 
Different updates all mentioned we are closely following the scenario “business as usual”, 
where world population start to decline in 2030 (Figure 2 - left), after industrial production 
and food per capita in 2020 [11]. Contrary to what may be heard from politics, it is no longer 
the time for sustainable development or green growth in their historical assertions. 
Decoupling ecological impacts from economic growth from GDP, while possible in relative 
terms, is impossible in absolute terms [12]. Thus, no matter how effective our technologies 
are, since our ecological footprint must be greatly reduced to ensure a viable future, reduction 
in the current economic sense is necessary. The failure to put a book value on the resources - 
as such - that we exploit, coupled with the lack of interest in the commons, already explained 
by Hardin in 1968 in "The Tragedy of the Commons. 
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Figure 2: The 40 years update of the Meadows report “Limits to Growth”, made by G. Turner in 2014 [11](Left). Trends from 
1750 to 2010 in globally aggregated indicators for socio-economic development, from Steffen et al., 2015 (Right). 

 

The technical dimension of the crisis is often also presented as its number one remedy. 
Obviously, technological advances in energy efficiency, treatment of diseases, combating 
inequalities, etc. are necessary. However, a solution in itself must really be one, and it must 
not take the problem elsewhere. Technology must remain a means - and not an end in itself - 
even though it is now more than ever a sacrality, as Jacques Ellul has already analysed [13] or 
Serge Latouche [14]. Above all, we must not forget that technique can have perverse effects, 
even on the things it claims to solve. The best known is undoubtedly the Jevons paradox: 
Technological improvements can increase the efficiency with which a resource is used, but the 
total consumption of that resource may increase rather than decrease. Its more general form 
is the "rebound effect". For example, the digital revolution promised to dematerialize our 
economy so that it would become less energy and material consuming. Unfortunately, usage 
has increased considerably and digital technology now accounts for 3.7% of global greenhouse 
gas emissions, and the supply of certain rare metals is becoming critical [15]. The automotive 
and aviation industries are sectors that are suffering from the rebound effect. Only political 
and economic control can prevent it. Another limitation of the technique in its present form 
is the dispersive use and the impossibility of complete recycling of the raw materials. This has 
led to the need to move from "high-tech" to "low-tech", as studied by Phillipe Bihouix [16].  

Finally, the current crisis has an energy dimension. Energy is central to the current 
crisis, since its control is what allows us to transform our environment. It is intimately linked 
to all of the above: it has a demographic, political, economic and technical dimension. It is also 
intimately linked to climate change. Our dependence on fossil fuels is catastrophic, not only 
because of their effects on global warming, but also because they are limited. Their production 
will necessarily go through a maximum before declining.  Once again, the energy issue should 
not be isolated from the rest: an industrial intensive livestock farm using renewable energy, 
made from local materials, still retains its deadly dimension.  
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Thus, the energy and technical aspect is only a component of a more global crisis. But 
we are no longer at a time of choice: all the components must be dealt with, and the energy 
issue therefore deserves to be addressed. That's what we'll see in the next part. 

I.A.2 Climate change and energy: less and cleaner consumption 

What is energy? One of the best definition is given by Richard Feynman in “The 
Feynman Lectures on Physics” [17]: 

“There is a fact, or if you wish, a law, governing all natural phenomena that are known 
to date. There is no known exception to this law – it is exact so far as we know. The law is called 
the conservation of energy. It states that there is a certain quantity, which we call energy that 
does not change in manifold changes which nature undergoes. That is a most abstract idea, 
because it is a mathematical principle; it says that there is a numerical quantity which does 
not change when something happens. “ 

So energy is the hallmark of change: in any transformation, energy is at stake. It can be 
in kinetic or potential form. Energy is subject to the law of conservation: the total energy of a 
closed system is conserved. During a transformation, energy simply changes its nature. For 
example, it can change from a potential form to a kinetic form when a body falls or from a 
chemical form to a thermal form during combustion. More fundamentally, energy 
conservation, as Noether's theorem shows, is the mathematical consequence of the fact that 
physical laws are invariable by time translation. This is almost the definition of a physical law. 
If it ceases to be valid from one moment to the next, or changes form, then it no longer has 
the value of a law.  

 

 

 

 

Figure 3: Evolution of primary energy production in TWh from 1800 to 2017. Graph from the International Energy Agency. In 
1990, humanity consumed about 8 700 Mtoe per year of primary energy, for more than 14 000 in 2017 (Left).  Pyramid of a 

society's energy needs, according to Lambert et al., 2014. The higher the energy return rate (EROI), the more different 
functions a society can perform, from basic activities to cultural activities (Right). 
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The first of the energies used by humanity is that stored in chemical form in food, and 
mainly transformed into mechanical energy (movement) by our body. Then, humans have 
used the mechanical energy of animals to achieve more "transformations" of the 
environment. Renewable energies were the first to be used historically - living beings aside: 
the wind to navigate or to turn mills, the movement of water transformed into rotational 
movement by paddle wheels, the sun as energy to dry crops... It was the democratization of 
the steam engine in the 17th - 18th century, then the combustion engine, that made it possible 
to use much more concentrated energies: coal, then oil and gas. More recently, the mastery 
of nuclear energy and the development of modern renewable energies have completed the 
mix. It is striking to note that all the energies mentioned have always been added to the pre-
existing ones. There is, at present, no replacement of one energy by another, as shown by the 
Figure 3-left. The share of each energy source has remained relatively constant. Total 
consumption has almost doubled. We can see the gradual emergence of new renewable 
energies: wind, solar, geothermal ... which together represent 1.8% of the 2017 mix (257 Mtoe 
of the 14 000 total). 

One of the main characteristics of energy is its energy return rate or ERoEI (Energy 
Return on Energy Invested, sometimes called also EROI).The idea behind this ratio is simple. 
In order to recover resources whose initial energy is converted into a more practical energy 
for a given use, well, energy is needed. For example, to extract oil, you have to use energy to 
build the well, to run the pumps and so on. This is true for any energy. An EROI less than one 
means that more than one unit of energy is used to recover one unit of energy. So there is no 
point in collecting this energy. It is therefore necessary to favour energies with a high EROI, 
which means that more of the extracted energy is usable in the end for society. This factor 
therefore has major societal consequences. Indeed, not all the activities of our companies can 
be maintained with any global EROI. Indeed, the available energy will first be allocated to vital 
functions of the economy such as energy collection, power supply. Then to intermediate 
functions such as education and health, and only at the end, if there is energy left over, it will 
be allocated to culture. Each stratum of civilization therefore needs a minimum level of REOI 
to be maintained [18]. This is called the “Pyramid of society’s energetic needs” by Lambert et 
al., and is drawn on the Figure 3-right for a society fuelled by conventional oil. The EROI is to 
be handled with care. Figures and conclusions may vary according to the boundaries of the 
system under study. This indicator can be misleading when comparing energies, especially if 
the end use is not the same (e.g. electricity production versus heat engine for transport). 

The increasing use of fossil fuels (coal, oil, gas) is what has made possible the 
exponential growth previously explained. Because they have a high EROI, we have been able 
to achieve many more transformations of our environment, and raise our standard of living 
(unevenly across classes, of course). This is illustrated by the number of energy slave at our 
disposal. An energy slave is the imaginary equivalent in human labour of what machines do to 
guarantee our standard of living. In France, we each have an average of 400 energy slaves per 
person, with large disparities according to wealth. 

But these energies have two major drawbacks. They are fossil, and therefore non-
renewable, since a deposit is formed in several million years. Their production will therefore 
inevitably reach a peak before decreasing, until it disappears. The peak for conventional oil 
was passed in 2008, and the peak for all oil combined will probably be passed in 2020. Coupled 
with the inevitable decline in their production, fossil fuels are also subject to the law of 
diminishing EROI. The simplest deposits are exploited first, so newly discovered fields 
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inevitably have lower EROI. More importantly, these energies are high emitters of carbon 
dioxide, a greenhouse gas, whose atmospheric concentration and the radiative forcing it 
induces is a major cause of current global warming.  This should push us to get out of fossil 
fuels faster than simply waiting for them to run out. In fact, in order to envisage limiting global 
warming to 2°C, we have an unbeatable budget of 1000 GtCO2 until 2100. This implies leaving 
a large part of the fossil energies already discovered in the ground: new explorations therefore 
make no sense. It also implies that we will be allowed to emit in the next 30 years only half of 
the emissions already made in the past (with a population that will continue to grow) [9].  

 

  

Figure 4: Temperature anomaly relative to cumulative total anthropogenic CO2 emission from 1870. Respecting the Paris 
agreements, and limiting global warming to two degrees, means emitting only 3000 GtCO2 by 2100, bearing in mind that 
we have already emitted 2000 GtCO2. The current commitments of the countries lead us for the moment on a trajectory of 

+3.5°C (Left). Installed power generation capacity by source in the Stated Policies Scenario of the World Energy Outlook 2019 
published by IEA [19]. Historical trends until 2020, projections from 2019 to 2040. Solar PV becomes the largest component 

of global installed capacity (Right). 

 

The conclusions of the 5th IPCC report on climate change are unambiguous [9]. In the 
synthesis for decision-makers, the following four aspects are addressed: Observed Changes 
and their Causes – future climate changes, risks and impacts – futures pathways for 
adaptation, mitigation and sustainable development – adaptation and mitigation.  

- “Human influence on the climate system is clear, and recent anthropogenic emissions 

of greenhouse gases are the highest in history. Recent climate changes have had 

widespread impacts on human and natural systems »  

- “Continued emission of greenhouse gases will cause further warming and long-lasting 

changes in all components of the climate system, increasing the likelihood of severe, 

pervasive and irreversible impacts for people and ecosystems. Limiting climate change 

would require substantial and sustained reductions in greenhouse gas emissions 

which, together with adaptation, can limit climate change risks” 

- Adaptation and mitigation are complementary strategies for reducing and managing 

the risks of climate change. Substantial emissions reductions over the next few 

decades can reduce climate risks in the 21st century and beyond, increase prospects 
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for effective adaptation, reduce the costs and challenges of mitigation in the longer 

term and contribute to climate-resilient pathways for sustainable development 

Many adaptation and mitigation options can help address climate change, but no single 
option is sufficient by itself. Effective implementation depends on policies and cooperation at 
all scales and can be enhanced through integrated responses that link adaptation and 
mitigation with other societal objectives. 

As opposed to fossil fuels, renewable energy transforms into final energy an energy 
that will not run out at the time scales we are interested in. Hydropower, via mass or run-of-
river dams, is the most widely used renewable energy in the world. Biomass and bio-fuels are 
renewable resources because plants grow back and can therefore store carbon from the 
atmosphere in the form of organic matter. The exploitation of the earth's heat, via geothermal 
energy, remains marginal on a global scale. In recent decades, two energies have developed 
exponentially: wind power and solar energy. Renewable energy does not mean perfect 
energy. As these energies are generally much diluted, large areas are needed to collect it, so 
many places whose virgin aspect can be affected. Collectors (solar panels, wind turbines...) 
therefore require many resources. Their scarcity, and the impact of their extraction should not 
be neglected. The limitation of rare materials or and recycling must be anticipated. Finally, 
renewable energies are often intermittent. This can pose problems on the stability of 
electricity networks, requires means of compensating for production troughs and/or means 
of storage deployed on a large scale. 

A transition towards a more energy-efficient, and therefore diminishing, society is 
therefore necessary for biodiversity issues, but also for climate change. Residual energy will 
have to be de-carbonised, with the least possible impact on living organisms and with limited 
consumption of resources. In this sense, photovoltaics has its rightful place. 

I.A.3 Photovoltaic: from a theoretical quirk to a fast growing industry 

The photovoltaic effect is a photoelectric effect, i.e. an electron emission under the 
influence of light, which appears only from a wavelength threshold. Alexandre Becquerel first 
discovered the photovoltaic effect in 1839 by studying electrochemical cell. In 1887, Heinrich 
Hertz studied the effect of UV radiation on charged bodies. From 1888 to 1891, Aleksandr 
Stoletov studied the photoelectric effect and deduced the proportionality between the 
intensity of the incident light and the photo-generated current. J. J. Thompson in 1899 studied 
the effect of UV light in Crookes tubes, and was the first to speak of a corpuscle to describe 
the photoelectric effect. Following in the footsteps of Hertz, Wilhehlm Hallwachs and Phillip 
Lenard studied the photoelectric effect in detail between 1886 and 1902, showing in particular 
the positive electrical charging of zinc surfaces when lighted by UV light. Lenard shows that 
this can generate an electric current, which stops as soon as the UV radiation is stopped. Max 
Planck, in 1900, studies the radiation of the black body and suggests that things happen as if 
light were organized in packages. It was Albert Einstein, in 1905, who published his proposal 
to quantify light to explain the photoelectric effect, which would open the field to quantum 
mechanics. He was awarded the Nobel Prize for this discovery in 1921. 

The research then becomes more applied to device design. In 1941, Vadim Lashkaryov 
discovered the pn junction in CuO2 and Ag2S cells. In 1946, Russell Ohl semiconductor (SC) 
researcher patented the concept of modern version of the solar cell: "Light sensitive device". 
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It was only in 1954 that three researchers of the Bell Laboratories designed the first functional 
solar cell (Fuller, Chapin and Pearson). This first solar cell was not passivated. It was in 1957 
that engineer Mohamed Atalla developed the passivation process, which made it possible to 
improve performance. The cells are now functional devices and powerful enough to consider 
power generation applications. It was in 1958 that this energy was used on the Vanguard 1 
satellite, to supplement the operation of the main battery. 

At that time, the race for performance and the lack of better technologies in terms of 
power per kilogram launch in space made these devices expensive. Based on silicon, solar cells 
have gradually benefited from lower prices made possible by the scaling up of the 
semiconductor industry. Working groups were set up in the 1970s to democratise 
photovoltaic energy. These initiatives came from governments and major technology and oil 
companies (Exxon, Shell... whose activity appeared fragile following the two oil crises). 
Reducing costs by improving performance, reducing material quantities, optimizing processes, 
the delocalization of production to China, and scaling up - enabled exponential growth in 
installed capacity. This is shown in the learning curve of photovoltaic industry (Figure 5), also 
known as Swanson’s law: The solar module prices fall 23.5% for every doubling of industry 
capacity. The solar module prices is only a small part of the total cost of electricity resulting 
from PV power plant construction and exploitation. When including all the building, 
maintenance and financial cost, and compared with the amount of electricity generated over 
the life of the plant, we obtain the levelized cost of electricity (LCOE). This indicator is also 
declining considerably over time. It has been divided by more than four between 2010 and 
2018, from 370$/MWh in 2010 to 90$/MWh in 2018. In 2020, some projects in highly sunny 
region approach 15$/MWh.  

 

 
 

Figure 5: Learning curve of PV module industry by ITRPV [20]. The solar module prices fall from 100$2019 by Watt peak 
(1976) to 0.2$ / Wp in 2019. It correspond to a fall of 23.5% for every doubling of industry capacity. Since 2004 and after a 
few years of stagnation, the fall in prices has accelerated (Left). Drop in levelized cost of electricity (LCOE) for mainstream 

photovoltaics project from 2010 to 2028 (IRENA [21]). The average LCOE in 2018 is 90 $/MWh without storage (Right). 

 

As prices have fallen, the use of photovoltaics has diversified. The application mainly 
in terms of installed power is obviously the large photovoltaic power plants on the ground: 
this is "mainstream" photovoltaics. But other uses are emerging. As said before, space has 
been the first user of this technology. Photovoltaic energy is also a means of powering public 
and private buildings (BIPV: building integrated PV), and to move towards the French 
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objectives of positive energy buildings (BEPOS) included in the thermal regulation 2020 (RT 
2020, postponed to January 1st, 2021). These buildings must consume less energy than they 
produce. The integration of PV in vehicles (VIPV: Vehicle integrated PV) allows to power 
electronics, or even to significantly increase their autonomy in the case of hybrids or electric 
vehicles. These vehicles, most of them experimental, can be cars, trucks, boats and even 
airplanes. PV is useful for powering sites isolated from the electrical grid. The development of 
floating PV, first on sterile water bodies (old mines...) and then on the sea is a reality. 
Photovoltaic energy is also integrated into street furniture, such as street lamps, and into 
roads as a means of powering signage. Indoor applications, where the energy collected is low 
and diffuse, are beginning to emerge as a potential energy source for the development of 
connected objects. Photovoltaics, as an electrolyser power source, may also have its place in 
the production of decarbonized hydrogen. 
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 Technical prerequisites of photovoltaic technology 

A photovoltaic system is a system that allows the conversion of the energy of light into 
electricity, for operating times compatible with the various applications previously mentioned. 
It consists of several technological stages with very specific roles.  

The first element is the photovoltaic cell, which is the element allowing the conversion 
of photons into electron, from the properties of semiconductor materials. The second element 
is the module, which electrically connects several cells, protecting them from environmental 
aggressions (mechanical, chemical...). The third level is the complete system, several modules 
are connected, and power electronics (inverter in particular) allows to adapt the form of 
electrical energy for a given use.  

I.B.1 Conversion of light energy into electricity: the cell, the basic 
component of a photovoltaic system 

A solar cell can therefore transform light into electricity. This can be summarized in 4 
main steps: (i) the generation of an electron from a photon, (ii) the collection of this electron 
to generate a current, (iii) the application of a voltage across the cell, (iv) the use of the power 
by dissipation in resistances or in the connected load. 

A photon is able to bring energy to an electron strongly bound to the atoms of the cell 
material (in the Valence band for the inorganic semi-conductor or HOMO in the organic semi-
conductor. If the energy is higher than a threshold value called "bandgap", the electron goes 
into an excited state which allows it to conduct current (the conduction band in inorganic SC 
or LUMO in organic one). It leaves behind a hole in the electronic structure: this is generally 
referred to as the generation of an electron-hole pair rather than an electron. This is possible 
because the materials used in a photovoltaic cell are capable of absorbing incident radiation 
above the band gap. The absorption coefficient of semiconductor materials define how deep 
into a material light can penetrate before it is absorbed. It is generally high for short 
wavelengths (ultraviolet-UV) and decreases progressively with the wavelength: it is much 
lower in infrared (IR). This causes a pattern of electron-pair generation that reaches its 
maximum on the front side of the cell and gradually decreases towards the back side of the 
cell. 

This electron-hole pair is in a meta-stable state: electrically neutral, the electron and the 
hole can recombine (the electron returns to a less energetic state by releasing its energy). 
Thus, it is necessary to collect this electron-hole pair to produce an electric current. This role 
is fulfilled by the pn junction: by contacting two semiconductor materials with different energy 
levels (valence bands and conduction bands), an electric field is obtained which is able to 
separate the electrons from the holes. The doping of a material - the controlled addition of 
specific impurities to the base material - makes it possible to change the energy levels. The 
use of different materials together also allows different energy levels to be obtained. The 
electron-hole pairs can reach the pn junction thanks to the phenomenon of diffusion and 
thermal agitation. The charge carriers are created inhomogeneously in the thickness of the 
cell: their concentration will homogenize, assisted by the random thermal agitation and the 
concentration gradient. 
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The pn junction is the heart of a solar cell. It is the site of two opposing phenomena 
(Figure 6). The side of the junction where the dopants are electron donors (n-side) has an 
excess of electrons (electrons are the majority carriers). The side of the junction where the 
dopants are electron receptors (or hole donor, p-side) has an excess of hole (holes are the 
majority carriers). When the two materials are brought into contact, the excess electrons from 
the n-side diffuse to the p-side and vice versa. This has the effect of leaving the fixed atoms of 
the lattice with an excess of positive charge (n-side) and an excess of negative charge (p-side): 
a potential difference sets up (called build-in voltage Vbi), accompanied by an electric field. 
This region where an electric field exists is called the depletion zone (or space charge region): 
only very few electrons and holes can be found there, because they are quickly dragged by 
the force of the electric field to the n-side for electrons and to the p-side for holes. The electric 
field thus has an opposite effect to the diffusion phenomenon of the majority carriers: it forces 
the holes to remain on the p-side and the electrons to remain on the n-side. An equilibrium is 
established where the diffusion and drift currents (due to the electric field) compensate each 
other for both holes and electrons. If an external voltage V is applied to the junction (called 
“bias”), the electric-field decreases (forward bias) or increases (reverse bias). It causes a new 
equilibrium to be reach, where the drift or the diffusion mechanisms are dominant: a net 
current flow can exist.  

 

 

Figure 6: Schematic diagram of a pn junction at thermodynamic equilibrium, taken from [22]. 

 

Thus, if an electron-hole pair is able to reach the pn junction before recombining. The 
negatively charged electrons are directed to one side of the cell, while the positively charged 
holes are directed to the other side: an electric current can be set up. An electron-hole pair 
can recombine in several ways. The first one is radiative: the electron and the hole recombine 
by emitting a photon of energy equal to that of the bandgap, so the energy is lost in the form 
of emitted light. This phenomenon is not very present in semiconductors with indirect 
bandgap like silicon. The second way is recombination due to defects in the semiconductor, it 
is called Shockley-Read-Hall (SRH) recombination [23], [24]. The energy is lost as heat 
transmitted to the crystal lattices. These defects can be of several kinds: misalignment of the 
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crystal lattice, replacement of some atoms by others (impurities, wanted as in the case of 
doping, or unwanted in the case of contamination). These defects are localized either in the 
cell volume or on the cell interfaces between the different materials. The third type of 
recombination, called Auger recombination, involves three particles or pseudo-particles: the 
electron-hole pair recombines, but the energy is neither emitted as light nor transformed into 
heat by a defect. It is transmitted to an electron of the same atom in the conduction band, 
which is then thermalized [25], [26]. This type of recombination is present in semiconductors 
where the number of charge carriers is high (high injection level). Other mechanisms of 
recombination exist, more exotic, involving multiple level of defects for example [27].  

Each of these mechanisms is associated with a probability of recombination. The higher 
this probability, the lower the lifetime of the electron-hole pair. If this lifetime is too low, the 
electron-hole pair does not have the time to diffuse to the pn junction to be separated. The 
probability that the electron-hole pair is collected is thus stronger near the pn junction, and 
weaker when we move away from it: this is the effect of volume and surface recombination 
(Figure 7).  

 

 

Figure 7: Collection probability in the thickness of a solar device. Taken from PVEducation website [28]. 

 

The quantum efficiency (QE) is a notion that summarize the ability of the cell to generate 
electron from photon, and to collect them. It is the ratio of the number of carriers (electron) 
collected by the cell to the number of photons incident. It is a spectral value. The quantum 
efficiency of photons with wavelength above the bandgap is reduced near zero. In the UV 
wavelength, photons are absorbed mainly on the front side of the cell. If the QE is reduced in 
this region, it can be explained by a high surface recombination rate. In the infrared region, if 
the QE is reduce, it can be caused to a high rear surface recombination rate. The reduction of 
the overall QE can be caused by a low diffusion length in the semiconductor volume. Those 
main effects are plotted in the Figure 8. Photons with higher energy than the bandgap can be 
absorbed, but the excess energy is lost as heat in a process called thermalization. At low 
wavelength, the photons have large energy: the ratio of photons to power is reduced.  
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Figure 8: Example of quantum efficiency of a silicon solar cell and the main reasons of non ideality (Left). Example of ideal 
and measure spectral response Taken from PVEducation website [29].  

 

The collection of electron-hole pairs therefore generates a current, but without voltage, 
no power can be produced. Thus, in a short circuit situation, where the positive and negative 
terminals of the cell are connected, the charge carriers freely loop the circuit and no voltage 
appears. But in an open circuit situation, the plus charges (holes) and negative charges 
(electrons) accumulate on both sides of the cell: this creates a potential difference and thus 
an electric field. This electric field opposes the electric field in the pn junction: another 
equilibrium point is reached, where the photo-generated current is exactly compensated by 
the diffusion current in the junction. At this point no current flows, despite the existence of a 
voltage: no power is produced. Between the two points (short-circuit and open-circuit), there 
is both a photo-generated current and a voltage: the cell produces electrical power.  

The pn junction acts like a Schokley's diode, whose equation is: 

𝐼(𝑉) = 𝐼0 (exp (
𝑉

𝑉𝑡ℎ
) − 1) I.1 

 

In this equation, I0 is called the dark saturation current – the leakage of the diode 
without photo-generation. The thermal voltage, Vth is equal to kBT/q, where kB is the 
Boltzmann’s constant, T is the temperature and q is the absolute value of electron charge. An 
external voltage V is applied to the diode. If V = 0, the diode is at equilibrium and no current 
can flow because of current diffusion equalling the drift current. If a reverse bias V < 0 is 
applied, it increases the build-in voltage of the junction and the electric field: very small 
diffusion of majority carrier is possible, because there is not enough charge carrier with a 
kinetic energy enough to out pass the voltage barrier. Thus, the current across the pn junction 
is dominated by the current of the minority carrier (electron) that have diffused to the pn 
junction from the p-side and drained by the electric field to the n-side. This is exactly -I0, and 
this is why I0 is sometimes referred as the diffusion current [30]. If a forward bias is applied, 
the diffusion a majority carrier increases exponentially. The electron of the n-side diffuse to 
the p-side where they diffuse approximately to one diffusion length and recombine.  

By combining the equation of the Shockley’s diode to the photo current generator Iph, 
we have the most simple equation for the current-voltage characteristic of a solar cell.  
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𝐼(𝑉) = 𝐼𝑝ℎ − 𝐼0 (exp (
𝑉

𝑉𝑡ℎ
) − 1) I.2 

 

This equation needs to be completed with different terms to better represent a solar 
cell. First, it is possible to add a series resistance to model the voltage loss due to the resistive 
elements of the cell. As we will see in Chapter 2, this series resistance is a one-dimensional 
approximation of a 3-dimensional resistive grid. 

In parallel to the diode, it may be necessary to add a resistance, called a shunt resistance, 
which reflects a possibility for the photo-generated current to short-circuit the pn junction via 
defects in the volume or at the edges of the cell.  

Finally, a second diode (recombination diode) is usually added to diode 1 (diffusion 
diode). This second diode models recombination phenomena of a different nature: SRH 
recombination in the depletion zone, on the edges of the cell... More details are given in 
chapter 2 and chapter 3. The most commonly used equation to describe the current-voltage 
characteristic (IV) of a photovoltaic cell, or two-diode model, is the following: 

𝐼(𝑉) = 𝐼𝑝ℎ − 𝐼01 (exp (
𝑉 + 𝐼𝑅𝑠

𝑛1𝑉𝑡ℎ
) − 1) − 𝐼02 (exp (

𝑉 + 𝐼𝑅𝑠

𝑛2𝑉𝑡ℎ
) − 1) −

𝑉 + 𝐼𝑅𝑠

𝑅𝑠ℎ
 I.3 

 

Where I01 and I02 are the saturation current of the first diode (diffusion diode) and 
second diode (recombination diode), Rs is the lumped series resistance, Rsh is the shunt 
resistance. The factor n1 and n2 are called ideality factor. The commonly used values are n1 = 
1 and n2 = 2, but actual values can differ depending on the cell technology and potential exotic 
recombination mechanism occurring. The equivalent circuit corresponding to this model is 
given on the Figure 9.  

 

 

Figure 9: Equivalent electrical circuit of a solar cell: two-diode model. 

 

This model of cell in equivalent circuit is therefore generally sufficient to reproduce the 
current-voltage characteristic of a standard technology photovoltaic cell. An example of curve 
IV, and its associated power-voltage curve, is given in Figure 10. The IV curve of a cell can be 
measured using a solar simulator, or flash-tester. This device reproduces most faithfully the 
spectrum of the sun under standard conditions (STC). A variable load is connected to the 
terminals of the cell. During the illumination time, the external load is varied, to change the 
voltage at the cell terminals. The generated current I is measured. As already seen, at V = 0, 

R
s
 

Iph D1 D2 Rsh V 
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the measured current correspond to the short-circuit current Isc. When increasing the voltage, 
the diodes become more and more conductive, and the total current of the cell decreases. 
When it reaches zero, it is called the open circuit voltage Voc. These two points correspond to 
zero power. Between these two points, the power increases and goes through a maximum. 
The voltage at the maximum power point (MPP) is called Vmpp. The current at Vmpp is called 
Impp. These are the four main IV parameters of the solar cell, from which we can derive other 
IV parameters. The fill factor FF = (Impp Vmpp) / (Isc Voc). The larger the FF, the more rectangular 
the IV curve of the cell. The smaller the FF, the flatter the curve. High recombination rate in 
the cell, high series resistance, or low shunt resistance are all factors that reduce the FF of the 
cell. The maximum power of the cell is thus Pmpp = Impp Vmpp. The efficiency of the cell is defined 
as the ratio of the generated power on the incident power η = Pmpp / Pin. In the case of the 
standard test conditions (T=25°C), the spectrum is called AM1.5g. It has an integrated power 
over all wavelength of 1000 W/m².  

 

 

Figure 10: Example of a current-voltage (IV) characteristic of a solar cell (red), and the corresponding power-voltage 
characteristic (blue). 

 

Different solar cell technologies are available. A graph of the evolution of the 
performance of the best laboratory cells for each technology is shown in Figure 11. The most 
common technology in earth energy production are crystalline silicon-based cells. A 
distinction is made between cells made of multi-crystals (multicrystalline) and cells made of a 
single crystal (monocrystalline). It is also possible to use heterojunctions, which use different 
bandgap semiconductors. These cells are usually several tens of micrometres thick.  The 
performance record for this category is held by Kaneka with a heterojunction cell that contacts 
a crystalline silicon with a hydrogenated amorphous silicon (a-Si:H/c-Si): 26.7%. Some 
technologies use semiconductor-based thin films such as CIGS (Copper Indium Gallium and 
Selenium...), CdTe (Cadmium Telluride) or thin films of hydrogenated amorphous silicon (a-
Si:H). In this category, the record is currently held by SolarFrontier with a CIGS cell without 
concentrator at 23.35%.  

In order to increase the efficiency of the cells, it is possible to use several pn junctions, 
using semiconductors with different bandgap. This makes it possible to capture a larger part 
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of the solar spectrum. It is these types of cells that hold the world record for solar cell 
efficiency: NREL has created a 6-junction cell with an efficiency of 47.1% (143 x concentration).  
At the same time, technologies, which NREL calls "Emerging PV", bring together organic, 
perovskite, dye-sensitized and more. The record is currently held by Oxford PV with a 29.5% 
efficiency silicon/perovskite tandem cell. 

 

 

Figure 11: Evolution of best research-cell efficiencies for different cell technology. Graph made by the National Renewable 
Energy Laboratory (NREL) of United States [31]. 

 

At the National Institute of Solar Energy, where this thesis was carried out, the main 
technology is a heterojunction cell based on a bulk of n-doped single-crystalline silicon (n c-
Si). Two nanometric layers of hydrogenated amorphous silicon (a-Si:H) passively cover the 
front and back surface of the c-Si to ensure a low level of defects and thus recombination 
(intrinsic, non-doped layers). On the front side, an n-doped hydrogenated amorphous silicon 
nanometric thickness layer is added, and a p-doped layer on the back side to form the junction 
(back side emitter). Two layers of transparent conductive oxides (TCO) are added on the front 
and back side to transport the current laterally to the screen-printed silver paste metallization 
fingers. A photo and a schematic view of the cell are given in Figure 12. 

The cell is bifacial, i.e. it can produce energy from the front and from the back. The 
current record on the CEA INES pilot line is 25.0% on a cell of M2 format limited to 213 cm² 
(the edges, recombinant, are masked). On unmasked M2 cells, the efficiency record at CEA 
INES is 24.63% [32]. The objective is to reach 24% average efficiency in production line in 2021.  

 

 

 

 



 

23 
 

 

  

Figure 12: Schematic view of the different layer of the a-Si:H / c-Si heterojunction solar cell of CEA INES laboratory (left). 
Picture of the corresponding 244.33 cm² solar cell 

 

The cell is therefore the heart of a photovoltaic system: it converts light into electricity. 
But it cannot be used alone: it is a fragile device.   

I.B.2 Photovoltaic modules: a compromise between protecting cells and 
maintaining their performance 

A photovoltaic module is an assembly of photovoltaic cells, electrically connected and 
protected from mechanical, chemical and electrical damage to ensure reliability and 
durability. The process of module creation (module manufacturing) must also ensure that the 
user or installer is protected from electrical shock. However, the materials used to fulfil these 
functions must allow the cell's initial optical and electrical performance to be preserved as 
much as possible. Thus, a balance must be found between protective functions to ensure good 
performance over the long term, while maintaining correct initial performance of the module. 

A schematic view of the different layer of a module is presented in the Figure 13, 
associated with a picture of module mounted on support at INES facilities. 

The first step in creating a module is the interconnection of the individual cells. The 
purpose of this step is to obtain a specific voltage and current for a given application, by 
playing on the parallel series arrangement of the cells. The cells are usually interconnected by 
copper ribbons and/or electro-conductive adhesive, connecting the front side of a cell to the 
rear side of the next one. The resulting structure is called layout. These cell interconnection 
can have two main impacts on cell performance: (i) an electrical impact through the addition 
of a series resistance contribution Rs that increases Joules losses. (ii) an optical impact, since 
the electrical interconnection may shade part of the cell and decrease its photo-generated 
current Iph. This step is carried out by machines called "stringer" 

The next step is to encapsulate the module in different layers to ensure the mechanical 
and chemical protection of the cells. Two main types of materials are used. A transparent 
polymer encapsulant is used on the front and back side of the cell layout. A glass is placed on 
the front side, and a backsheet (rigid polymer layer) is placed on the back side. In the case of 
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bifacial modules, a glass or a transparent backsheet is preferred on the back side. This stack is 
passed through a laminator: a machine that applies a time profile of pressure and 
temperature, to make the encapsulant ductile and adhere to the cells and glasses and / or 
backsheet. The encapsulant can absorb mechanical shocks and protects the cells. The glass 
and/or backsheet ensures the mechanical rigidity of the assembly. These two layers chemically 
protect the cells from external aggressions (water, oxygen...). They also provide electrical 
insulation. However, they are not perfectly transparent: a certain part of the incident light can 
be reflected or absorbed before reaching the cell.  

An aluminium frame can be placed around the module to increase its rigidity. Finally, a 
junction box with cables is added, to simplify the connection of the modules to each other in 
a complete system. 

In addition to the optical and electrical losses due to the protective layers and 
interconnection elements, two other examples of performance losses due to module 
assembly can be cited. 

Firstly, the sum of the surface area of all cells is generally smaller than the surface area 
of the module. Spacing is necessary between cells to pass interconnection ribbons or to avoid 
short circuits. Gaps are also needed between the cells and the edges of the module to ensure 
electrical isolation. These spaces do not produce power: they therefore contribute to decrease 
the total efficiency of the module. 

Second, it is possible that not all cells used are the same and therefore do not produce 
the same current. This is problematic if they are interconnected in series (which is most of the 
time the case): indeed the current flowing in all the cells in series must be the same. This will 
force the cells to change their operating voltage to work at a point of operation where the 
currents are equal. This phenomenon is the cause of losses, compared to a case where all the 
cells are identical. This is one of the reasons why the cells are usually sorted according to their 
IV parameters before being integrated into the modules. 

 

  

Figure 13: Schematic view of the different part of a mainstream monofacial module (left). Example of bifacial module (no 
backsheet at rear side) mounted as a system (right). 

 

The losses observed during the module setup are generally analysed in relation to the 
cell performance, and are grouped under the term cell-to-module ratio (CTM): it is defined as 
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the ratio between the module performance and the performance of the cells that compose it. 
It is most often defined in terms of electrical power, as the MPP power of the module over the 
sum of the powers of the individual cells:  

𝐶𝑇𝑀𝑃𝑚𝑝𝑝
=

𝑃𝑚𝑝𝑝𝑚𝑜𝑑𝑢𝑙𝑒

∑ 𝑃𝑚𝑝𝑝𝑐𝑒𝑙𝑙𝑢𝑙𝑒

 I.4 

 

But it can also be defined for all the other IV parameters previously mentioned: CTMIsc, 
CTMVoc, CTMImpp, CTMVmpp, CTMFF and CTMη. This is a key parameters for the quality of the 
module manufacturing steps, in particular to compare the impact of a fixed module 
architecture for several types of integrated cells. It is therefore a tool for improving the 
performance of a module. Aiming at increasing this ratio (and thus reducing the performance 
losses induced by the module implementation) is a necessary but not sufficient objective. The 
International Technological Roadmap for Photovoltaic (ITRPV) publishes in its 2020 report the 
expected increase of the CTMPmpp for the coming years (Figure 14). 

 

 

Figure 14: Trend of cell-to-module (CTM) power ratio for the next ten years as forecasted by the ITRPV 2020. 

 

We can see that for the industrial modules we are interested in (mono Si full-cell and 
half-cell), the average CTM was 98% (full-cell) and 100.5% (half-cell) in 2020. ITRPV anticipates 
that these ratios will increase to 99.3% (full-cell) and 102% (half-cell) in 2030, an increase of 
about 1.5% of the power of a module with constant cell performance. The full-cell and half-
cell architectures consist respectively in integrating whole and cells cut in two equal part in a 
module. The reasons for the difference between these two architectures are explained in 
Chapter II and Chapter III. 
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State of the art in module performance 
modelling and CTMod simplified model 

description 

This chapter is devoted to the description of the simplified CTMod model for forecasting the 
performance of a module and the associated losses. In the first part, we will present the optical and 
electronic phenomena involved in a module, together with a detailed description of the models used. 
We will first introduce what the necessary input parameters are, how they can be measured, or taken 
from the literature. We will then see the details of the optical, semiconductor and resistive calculations 
to obtain the full IV characteristic of the module. Then, we will detail the calculation of the absolute 
power losses in a module according to standardized categories, which allow to perform a “Cell-To-
Module” (CTM) analysis, and to compare different module architectures. In the second part, we will 
see what module performance modelling software already exists. One of them, Sunsolve, was selected 
for a detailed benchmarking of our optical model, on a realistic module configuration. 

 

Ce chapitre est consacré à la description du modèle simplifié CTMod pour la prévision des 
performances d'un module et des pertes associées. Dans une première partie, nous présenterons les 
phénomènes optiques et électroniques mis en jeu dans un module, ainsi qu'une description détaillée 
des modèles utilisés. Nous présenterons d'abord quels sont les paramètres d'entrée nécessaires, 
comment ils peuvent être mesurés, ou récupérés dans la littérature. Nous verrons ensuite le détail des 
calculs optiques, semi-conducteurs et résistifs pour obtenir la caractéristique IV complète du module. 
Puis, nous détaillerons le calcul des pertes de puissance absolues dans un module selon des catégories 
standardisées, qui permettent de réaliser une analyse "Cell-To-Module" (CTM), et de comparer 
différentes architectures de modules. Dans la deuxième partie, nous verrons quels logiciels de 
modélisation de la performance des modules existent déjà. L'un d'entre eux, Sunsolve, a été sélectionné 
pour un benchmarking détaillé de notre modèle optique, sur une configuration de module réaliste. 

 

 Description of the main optical and electronic effects in a module through the 
presentation of CTMod simplified model ............................................................................................ 28 

II.A.1 Main input parameters useful for modelling a module: definition, characterization and 
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II.A.2 Detailed calculation steps of the CTMod model to obtain the performance of the 
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II.A.3 Calculation of a standardized classification of the absolute module losses......................... 63 

 State-of-the art in module performance modelling and test of the CTMod simplified model . 76 
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II.B.2 Comparison of CTMod simplified model with state-of-the-art Sunsolve model .................. 85 
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 Description of the main optical and electronic effects in a 
module through the presentation of CTMod simplified model 

Recreating a complete module model better than the existing state of the art is a difficult 
challenge. Each of the loss items in a module has been the subject of several publications and 
theses. However, creating a simplified model, valid under standard test conditions (STC: 
AM1.5g, 25 °C, normal incidence), or similar test conditions (BIFI 10 ...) is more accessible. The 
motivation of developing a module model are: 

1. The main models available, efficient and proven by experience in recent years, 
do not have their source code accessible, although they are well documented. It 
is a problem from our point of view for a thesis work. It can be difficult to 
understand in hindsight what exactly happened in those black boxes. They are 
more dedicated to industry for R&D work. 
 

2. The photovoltaic modules laboratory in which this thesis took place wanted to 
pool the scattered simulation skills already available to create a complete model. 
This thesis is a first approach in this direction.  
 

3. Heterojunction modules have certain peculiarities which, at the beginning of this 
thesis, were only partially integrable by existing models. This is the case, for 
example, for the lateral transport of current in SHJ cells (Chapter 2), the use of 
electrically conductive glue for bonding the cell interconnection ribbons, the 
losses during the cutting of heterojunction cells (Chapter 3), or the use of 
encapsulants which may exhibit a diffusing optical behaviour (Chapter 4). 

 

Throughout the description of the model used, we will present the case of a reference 
module. This module will be used for the description of input parameters, loss calculations, 
and comparison with the literature. The main characteristics of this bifacial module is a glass 
/ glass architecture, without anti-reflection coating, with a high-cut off EVA type 
encapsulation. The 21.7% full-cell interconnection is made by 6 textured ribbons. 

The proposed model is as follows: the input parameters feed a simple analytical optical 
model and a model of the series resistance. They serve as inputs to an equivalent circuit model 
which allows to calculate the IV parameters of the module. From the optical, resistive and 
equivalent circuit model, we can model all the losses in the module. The schematic diagram is 
shown on the Figure 15. 
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Figure 15: Schematic diagram of the main coupled blocks of the model developed in the thesis. 

 

II.A.1 Main input parameters useful for modelling a module: definition, 
characterization and state of the art 

In this section, the main parameters used by the calculation of the module performed 
are introduced, and methods for measuring them are also briefly reviewed. 

Definition of external conditions 

The incident light on the panel is modelled by a spectral irradiance Sirr, in W/m²/m. It 
can correspond to the AM 1.5 g spectrum or to any other spectrum desired for the study. The 
wavelength range goes from 300 to 2450 nm for all the spectral input parameters which will 
be studied. This range was chosen because it covers most of the optical phenomena that 
impact a module. Going below 300 nm can be useful for studies of resistance of a module to 
UVs, but is not relevant for the performance of a module in STCs. The integrated power of the 
AM1.5g spectrum is 1000 W / m², the part between 0 and 300 nm represents 0.002 W/m² (< 
2.10-4 %), and the part between 2450 nm and infinity represents 8.5 W/m² (0.85 %) – 
computed with SMARTS [33] . When it is used, the AM1.5g spectrum is therefore multiplied 
by a normalization factor of 1.0085 to represent 1000 W / m² even between 300 and 2450 
nm. 
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A number of sun nsun is also defined, which is a simple multiplication factor of the base 
irradiance Sirr. Finally, two other multiplication factors are used: one for the front (mf) and one 
for the rear (mr). The spectral irradiance on the front face is therefore Sirr,f = mf  nsun  Sirr and 
the irradiance on the rear face is Sirr,r =  mr  nsun  Sirr. 

The temperature of the environment, which is assumed to be equal to the module 
temperature, is also introduced. At the moment, the model does not account for any radiative 
transfer within the module, nor thermal exchanges with the environment. But, as we will see 
hereafter, it allows IV parameters correction thanks to the temperature coefficients of the 
cell. 

In our reference case study, we use an irradiance corresponding to the AM1.5g 
spectrum, in a BIFI 10 situation: nsun = 1, mf = 1 and mr = 0.1 (Figure 16).  

Definition of module pattern 

The pattern of the module must be entered: inter-cell distance, inter-string distance, 
module margins as well as the number of strings and the number of cells per string of the 
module. The reference case is a model of 6 strings spaced 3 mm apart and 12 cells per string 
spaced also 3 mm apart. The margins are 1.5 cm wide for left and right, and 2.5 cm for top and 
bottom to avoid shading by the junction box and to ensure a distance of 1.5 cm between inter-
string ribbons and the module edges.  

 Non-metallized cell parameters: Optics, quantum efficiency, resistance and 2-
diodes model of equivalent circuit 

The aim of the model is to take into account the smallest number parameters of the cell, 
while remaining general enough to perform Cell-to-Module (CTM) calculations. The model 
only allows to process solar cells with a-Si: H / c-Si heterojunctions.  

The first spectral data of the cell is its external quantum efficiency (EQE). This value must 
be measured at the air-cell interface, EQEc,air. The cell must not be metallized. It is necessary 
to avoid the use of an infrared reflective chuck on the back side of the cell, or that the EQE 
benefits from the reflection of the infrared rays on the back metallization of the cell. The EQE 
is ideally measured on the front and back side of the cell, but if the back side cannot be 
measured, a simple multiplication factor is applied to the front side, corresponding to the 
intrinsic bifaciality factor of the cell. In practice this factor is due to the asymmetry of the cell 
(position of the p-i-n junction, thickness of each of the amorphous layers, TCO, etc.). It is fixed 
to 96.3 % for the reference case. This value as been obtained at INES by Isc measurement of 
SHJ cells with symmetrical metallization print in front side and rear sides. 

Then, the total reflectance Rc,air and total transmittance Tc,air of the cell must be 
measured on a completely non-metallized cell also in air-cell interface. Due to the textured 
surface, the measurements should be made on a UV-Vis-NIR spectrophotometer with an 
integrating sphere and a light trap to avoid parasitic reflections. The details of the optical 
measurements are described in chapter 3 (which discuss mostly encapsulant measurements, 
but the method is still valid for cells). These reflectance and transmittance values will be used 
for the calculation of the internal quantum efficiency (IQE). They must therefore be performed 
on a cell of the same type as the one used for the measurement of the EQE. The measurement 
must be carried out on the front and back of the cell (four measurements in total). In our case 
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study, the spectrum, EQE and reflectance / transmittance values on the front side of the cell 
are given in Figure 16. 

The choice was made to model the optics by ray tracing, and we want to avoid modelling 
the cell layers in our model. However, it is necessary to know how the reflectance and 
transmittance of the cell evolves from an air-cell interface to an encapsulant-cell interface. For 
that, we made simulations with the software of PVLighthouse "Wafer Ray Tracer" [34]. The 
goal is to calculate the reflectance and transmittance of a cell at the air-cell interface and at 
the encapsulant-cell interface. 

 

  

Figure 16: EQE, total reflectance and total transmittance of the front side of the reference cell measured in air-cell interface. 
Spectral irradiance of the AM1.5g spectrum (left). Comparison of simulated (wafer ray tracer) and measures total 

reflectance and transmittance (right). 

 

The mean size of the random upright pyramids of INES SHJ cells is 2 µm (base). It is 
automatically measured by the singular brilliance of the vertices by optical microscopy. This 
average varies from 1.5 to 2.5 μm from run to run but remains globally fixed depending on 
the types of additives and the implementation in the texturing baths. SEM measurements 
show that for sizes of average 2 μm the distribution is 1 to 5 µm with a large majority in the 
1.5 / 3 µm range. No flat area is generally observed. The angle of the pyramids to the base is 
theoretically 54.74°, but experimental studies have shown that it can be as low as 50-52 ° for 
random upright pyramids [35]. 

The thickness of the thin films used are: 71.4 nm for the front and rear side ITO, 11.9 nm 
for the front side n-type amorphous layer, 9.4 nm for the front side intrinsic amorphous layer, 
13.4 nm for the intrinsic rear side amorphous layer and 6.3 nm for the rear side p-type 
amorphous silicon layer. The c-Si n-type bulk is 150 µm thick. The value of refractive index n 
and extinction coefficient k for each layer have been measured and extracted in previous work 
at INES with spectrophotometer UV-Vis-NIR.  
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The comparison of the measured and simulated total reflectance and transmittance of 
the front side of the reference cell is given on the Figure 16 (right). The agreement is good, 
except over 1000 nm. Indeed, as the pyramid have a typical size in the order of the 
wavelength, beyond 1000 nm, wave diffraction should be included. It is not the case in a ray 
tracing model, which only include geometrical optic effects and interferences in the thin films 
optical stack. It is known that in this condition, ray-tracing overestimates the transmittance 
and underestimates the reflectance, unless a Phong scattering model with an exponent of 25 
is used [36]. 

 

 

Figure 17: Difference of reflectance and transmittance between the values computed with ray-tracing in air/cell geometry 
and encapsulant/cell geometry. The uncertainties mentioned come from random behaviour of ray-tracing study. 

 

We define two quantities called QR (respectively QT), the difference between reflectance 
(respectively transmittance) in air/cell and in encapsulant/cell configuration: QR = Rc,air - Rc,enc 
and QT = Tc,air -Tc,enc. These two quantities allow us to re-compute a value of transmittance and 
reflectance of the cell in an encapsulant-cell interface from measurement of R & T in an air-
cell interface. Why not simply use the simulated value of Rc,enc and Tc,enc obtained by ray tracing 
simulation ? As mentioned before, there is a gap between experimental values of R &T and 
simulated one over 1000 nm, but we make the assumption that the relative variation (in the 
form of QR and QT) is still correct, even with the phenomenon of diffraction on the back side. 
The value of QR and QT are plotted on the Figure 17. We note that the reflectance of the cell 
in air/cell geometry is always higher than in encapsulant, especially around 300 nm (+9.5 %) 
and around 1000 nm (+2 %). Between 450 and 700 nm, there is no obvious difference, as 
between 1050 and 1300 nm. 
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For transmittance, the air / cell interface value is always lower than that of the 
encapsulant / cell, with a minimum of -6% around 1200 nm. The difference is zero from 300 
to 900 nm since the two corresponding values are zero (silicon absorbs everything).  

The uncertainties mentioned in Figure 17 are related to the random aspect of ray tracing 
simulation, and not to uncertainty on input parameters, which are much lower. To obtain 
these standard deviations, 10 simulations of 50,000 rays each were carried out. The 
wavelength step was set at 20 nm, therefore with an average of 45 rays per wavelength. 

As an example, the average QR value over the wavelength range 300 to 1300 nm and 
weighted by the EQE and the AM1.5g spectrum is 1.14 %. The same value for QT gives -0.23 
%. In total, the gain in Isc during the passage of a cell in air interface and encapsulating interface 
is 0.9%, a value consistent with what is expected for cells with a random upright pyramid 
quality texturing. The alkaline etching is known to have better performance on Isc of the cell, 
but the gain in module is reduced, even if the Isc in module remain higher [37]–[39].  

Two diodes model of the cell 

The cell is described by a two-diode model, with ideality factors fixed at n1 = 1 and n2 = 
2. It is possible to describe the cell with ideality factors other than these values if no 
consideration of cell cutting is subsequently carried out (see chapter 3 for more details). The 
series resistance of the cell is completely recalculated from sub-parameters, and is therefore 
not an input parameter of the simulation. All the data relating to the series resistance of the 
SHJ cell (experimental models and characterization) come from a thesis carried out at INES by 
Leo Basset [40]. Extracting the parameters therefore boils down to the values of J01, J02 and 
rshunt. As the shunt losses of a SHJ cell are generally low, the value of rshunt is generally taken to 
be infinite (see chapter 3). The values of J01 and J02 are obtained by the fit of an Isc-Voc curve to 
overcome the effect of series resistance. Isc-Voc curves are obtained by plotting the variation 
of Isc as a function of the Voc for different illumination level. The Voc is not impacted by series 
resistance. The Isc is not impacted for standard value of series resistance (Rs < 10 Ohm.cm²) 
[41]. An IV curve is thus obtained without series resistive effects. They can also be obtained 
by fitting a Light IV curve in STCs where the effect of series resistance is corrected from voltage 
dependence. In the reference case, the following values are used: J01 = 11.14 fA/cm² and J02 = 
6.871 nA/cm²: they correspond to an efficiency of 21.7 % when a series resistance of 0.7 
Ohm.cm² and a Jph of 37.65 mA/cm² are added in the 2-diodes model. 

All the characteristic values of the cell are surface related, but it is necessary to set the 
size of the wafer used: its surface, its length in the X and Y direction. The thickness of the 
wafer, doping, and the injection level at the maximum power point MPP can be entered and 
used to calculate the resistivity of crystalline silicon.  

The resistance values of the amorphous interfaces of the cell can be entered. For our 
current case study, a resistance of 90 mOhm.cm² for the front amorphous interface and of 
250 mOhm.cm² for the rear amorphous interface is used. The sheet resistance of the ITO on 
the front face must also be provided. The values for the study case are 250 Ohm/sq on the 
front face and 150 Ohm/sq on the rear face. These values correspond to a cell of 21.7 % of 
efficiency, with a FF of 79.0 %. 
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Figure 18: Temperature coefficient of IV parameters determined as a function of irradiance used as input parameters of the 
model. 

 

Finally, the temperature coefficients of the cell for Isc, Voc, Impp and Vmpp are entered. 
Their values are tabulated according to the irradiance. These values were not obtained during 
this thesis, but at INES for reference SHJ modules within the framework of the European 
project AMPERE. The results are shown in Figure 18. The temperature coefficient of Isc and 
Impp are relatively stable with irradiance at respectively +0.05 %/°C and 0.00 %/°C. The 
temperature coefficient for Voc and Vmpp increase with irradiance: from -0.32 %/°C at 200 
W/m² to -0.22 %/°C at 1000 W/m² for the Voc, and from -0.38 %/°C to -0.27 %/°C for the Vmpp. 
This variation are known for silicon and explained by the logarithmic dependence of Voc with 
Irradiance [42], [43]. 

Information on a possible cutting step of the cell can also be provided. Indeed, the use 
of cut-out cell, for example half of a cell, has an interest for the reduction of resistive losses in 
the interconnections of cells. This is the subject of chapter 3, on gains and losses on cutting 
for heterojunction cells and modules. The necessary input parameters are the losses of photo-
generated current, the additional recombination current of diode two per unit of length cut 
(J02, edge), and the number of cuts made (half-cell, third-cell ... sixth cell for shingle 
interconnection). 
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 Solar cell metallization and interconnection: electrical resistance and optical 
shading 

Definition of inputs parameters for the metallization 

The metallization defined in the model requires the contact resistance values between 
the ITO and the low-temperature metallization paste. In our reference case, a contact 
resistance of 20 mOhm.cm² is used, determined by Basset et al. [40].  

First, the physical width of the fingers must be determined. To this aim, a KEYENCE™ 
optical microscope was used. An example of picture and profile taken from the instrument are 
presented in the Figure 19. The mean physical width of the base of the finger is determined 
to be 61 µm. The shape of the finger section is a bell curve closer to the Gaussian. The finger 
height according to the transverse profile is 17 µm, but as the longitudinal profile shows, it is 
very variable: an average value of 18 ± 4 µm, with a maximum of 27 µm and a minimum of 10 
µm. It is indeed the total width of the deposited paste that has to be quantified, since it is this 
entire surface which will be able to reflect the irradiance differently in comparison with the 
cell.  

 

Transversal profile 

 

Longitudinal profile 

 

  

Figure 19: Picture taken from KAYENCE microscope measurement of single print finger for BB6 configuration.  Assoctiated 
profile in transversal and longitudinal directions. 

 

Light incident on a finger can be absorbed or reflected. Depending on the profile of the 
finger, it can be reflected towards the cell and participate in the photo-generation. A finger 
therefore has an optical width wf,opt smaller than its physical width wf,phy. These two widths 
are linked by the effective width wf,eff = wf,opt / wf,phy , smaller than 1. This effective width is 
different depending on whether the cell is measured in air or encapsulated in a module. It also 
differs according to the profile of the finger and therefore according to the metallization 
method used. It depends on the more or less diffusing nature of the finger surface. Finally, it 



 

36 
 

depends on the incident angle of the light and on the wavelength. All these dependencies 
have been explored by the previous works. 

An illustration is given in Figure 20. In the case of a cell in air, light (specular or diffuse) 
that is not reflected directly to the cell is lost. In the case of an encapsulated cell, this same 
light is not totally lost because it can be reflected (totally or partially, depending on the angle) 
at the glass / air interface. The effective width of an encapsulated finger is therefore smaller 
than the width in air. 

     

Figure 20: Explanatory diagram of the phenomenon of effective optical width for a finger of an encapsulated cell (left) and 
of a non-encapsulated cell (right). The scales are not respected. 

 

In 1992, Blakers et al. studied the effective width of silver finger deposited by electro-
plating for space applications [44]. Their cross-section is close to half a disc. The authors 
studied the dependence of the effective width on the azimuth and elevation angle, for an 
encapsulated cell. At normal incidence, they obtain an effective width of 70 % in air, and 35% 
when the cell is encapsulated. Their analytical model considers only specular light. In 1999, 
Stuckings et al. studied the same type of finger, and found experimental values of effective 
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directly reflected to cell 
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width in encapsulated cell between 30 and 40 % [45]. The experimental method consists in 
measuring the reflectance of a metallized and non-metallized cell, encapsulated or not. The 
dependence of this value on the optical index of the encapsulant was found negligible. The 
fingers are 97 % reflective and 3 % is absorbed. 

In 2008, Glunz et al. compared the experimental effective optical width of fingers 
deposited by screen-printing or by aerosol jet-printing [46]. They used experimental method 
proposed by Stuckings et al., adding spectral dependency of the reflectance. For Aerosol-
printed cell with wide line distance, they found an effective width of 95 % in air and 35 % in 
module. For screen printed cell, they found an effective width of 90 % in air and 45 % in 
module. They found minor dependency in the range 600-1000 nm, because of the quasi 
constant complex refractive index of silver, encapsulants and glass in this spectral range. The 
measure is based only on reflectance measurement and thus does not contain a weighting by 
the EQE of the cell. 

In 2014, Levrat et al. measured the effective optical width of screen-printed silver fingers 
and cross-section interconnecting wires [47]. They used an experimental method based on 
the EQE and a special metallization mask, consisting in moving an EQE spot of 20x20 mm² over 
an increasingly metallized area. For the fingers, they find an effective width gain of 43 % by 
going from a measurement in air to a measurement in module with encapsulant + glass. 
Assuming an effective finger width in air of 90 %, this represents an effective encapsulated 
width of 51 %. It is also in 2014 that Voltan et al. measured optical width of single and double 
screen-printed finger with micro LBIC at 826 nm [48]. They obtained an effective optical width 
of 85 % in air and 50 % in module for single print, 71 % in air and 38 % in module for double 
print. 

In 2015, Rodriguez et al. measured the effective optical width of silver finger obtained 
by single screen-printing, double screen-printing and dispensing [49]. They used a spectrally 
resolved LBIC for 6 wavelengths: 405, 532, 658, 780, 940 and 1064 nm. For single screen-
printed fingers, they obtain an effective width of 95 % in air and 72 % in module. For the 
double print, they get 87 % in air and 60 % in module. Finally, for dispensing, they obtain a 
value of 72 % in air and 46 % in module. 

In 2016, Witteck et al. measured the effective width of single screen-printed fingerprints 
in air by a reflectance method [50] [51]. They get an average value of 89 %. They simulated by 
ray tracing the effective width in module, and found an average value of 45 %. The impact of 
the part of Lambertian scattering in the total reflected light has little influence in the probable 
range of this parameter (between 60 % and 90 % of diffuse reflectance). 

All the effective optical width values in air and in module for screen-printed fingers are 
summarized in Table 1. The values range from 85 to 95 % for the value in air and from 45 to 
72 % for the value in module. The effective optical width of the fingers is a necessary 
parameter of our model.  
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Effective optical 

width (air) 
Effective optical 
width (module) 

Module / 
Air 

EQE 
weighting 

Glunz et al. (2008) 90 % 45 % 50 % No 

Levrat et al. (2014) / / 57 % Yes 

Voltan  et al. (2014) 85 % (71) 50 % (38) 59 % (54) No 

Rodriguez et al. (2015) 95 % (87) 72 % (60) 76 % (69) Yes 

Witteck et al. (2016) 89 % 
45 %  

(ray-tracing) 
51 % 

Yes (air) 
No (module) 

Table 1: Summary of the different value of effective optical width for screen-printed finger, as obtained by the literature. The 
value in brackets corresponds to double-print. 

 

To measure the optical width value in air of the screen-printed finger of our reference 
case, several batches of cells were produced with variable pitches on the rear face (0.2, 0.4, 
0.6, 0.9, 1.3, 1.8 and 2.1 mm) for a pitch on the front face of 2.1 mm. In each batch, the short 
circuit current Isc of the back side of the 20 cells was measured. Since the print screens are 
different, it results in lines of different width. The width of the fingers corresponding to each 
pitch was measured and integrated into the model. It can be seen that the 95 % effective 
optical width value of Rodriguez et al. causes a systematic underestimation of the Isc (Figure 
21). The error is logically all the greater as the pitch on the rear face is low, since the metallized 
part of the cartridge is greater. An error of 0.5 A is reached on an Isc of 6.5 A for a pitch of 0.2 
mm (i.e. an error of 7.7 %). The value of Voltan et al. (85 %) – produce an overestimation of 
0.2 A for a rear side pitch of 0.2mm. By modifying the value of effective optical width Weff to 
88 %, the fit of the experimental data is much better, with an error contained within 0.05 A, 
corresponding to the experimental uncertainty. This value of 88 % lies in the range of the 
values obtain by literature (Table 1). 
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Figure 21: Evolution of the rear-side Isc as a function of the rear side pitch. Model with effective optical width of 95 %, 88 % 
and 85 % are compared. The value of Isc are shown on the left axis, the corresponding error made is plotted on the right axis. 

 

The optical impact of the fingers is described as follows: the optical width of the fingers 
is equal to the effective optical width multiplied by the physical width: wf,opt = wf,eff . wf,phy. The 
effective optical width for our reference case is 88 % in air. In module, the results obtained 
were not repeatable. We will therefore use the values of Witteck et al., 45 %. They correspond 
best to the value obtained for an air measurement (89 % vs 88 %) and are also the most recent. 
They are also consistent with the values of Voltan et al. 

We are now interested in the resistive and mass parameters of the fingers. The fingers 
are described by an electrical aspect ratio ARf which gives the mean height h of the finger 
according to its physical width wf,phy: h = ARf . wf,phy . This allow to calculate the section of the 
finger as Sf = ARf . wf,phy

2. This should not be confused with a value often mentioned in the 
characterization work of the fingers "the optical aspect ratio", which gives the maximum 
height of the finger as a function of its width [49], [52]. The section of the finger is linked to 
the line resistance of the finger, given a certain paste resistivity. The section of the finger is 
also linked to the total finger mass of paste deposit on each side, given a certain paste density. 
In practice, it is the reverse that is done: the measurements of line resistance of the fingers 
and of the deposited mass are used to determine an aspect ratio ARf and an effective 
resistivity, according to the following protocol:  
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1. Determine the ARf for front and rears side, given the mass of paste deposited. 
The total mass Mf is given in function of the total length of fingers on cell Lf, the 
section of the finger Sf and the density df of the paste after curing:  

𝑀𝑓 = 𝐿𝑓 𝐴𝑅𝑓 𝑤𝑓,𝑝ℎ𝑦
2  𝑑𝑓 

The length of finger can be easily measured on the cell, the density of the paste 
is given by the manufacturer, the physical width has been previously determined 
and the total mass deposited is obtained by weighing the cell before deposition 
and after curing. 
 

2. Determine the effective resistivity ρf,eff of the finger, for front side and rear side, 
given the line resistance: 

𝑅𝑓,𝐿 =
𝜌𝑓,𝑒𝑓𝑓

𝐴𝑅𝑓  𝑤𝑓,𝑝ℎ𝑦
2  

The effective resistivity is higher than the resistivity of the paste, because it takes 
into account inhomogeneities in the section of the finger and its porous nature 
[53]. This comes from the intensive propriety of the Rf,L, unlike the mass which is 
extensive. 
 

The values used for the reference case are summarized in Table 2. 

 

Model inputs parameters Front side Rear side 

Contact resistance (mOhm.cm²) 20 20 

Pitch (mm) 2.1 0.7 

Physical width (µm) 55 55 

Optical effective width in air 88 % 88 % 

Optical effective width in module 45 % 45 % 

Electrical aspect ratio  22.5 % 17.3 % 

Effective resistivity (µOhm.cm) 6.81 5.21 

Density (g/cm3)  9.4 9.4 

   

Preliminary measurements   

Line Resistance (Ohm/cm) 1 1 

Finger mass (M2 wafer) (mg) 45 92 

 

Table 2: List of the parameters used in modelling of the reference case for front side and rear side metallization. 

 

The busbar of the metallization can be of three kind:  

 ‘Busbar less’, if multi-wire technology is used for cell-interconnection: no additional 
parameters are needed. 

 ‘One line’, described by the width and the height of the busbar line, but also a fill factor 
if the line is dotted. 
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 ‘Two lines’, described by the width and the height of the two lines, but also the 
distance between the two lines.  

In our reference case, the ‘one line’ design is chosen, with a width of 60 µm, a fill factor 
of unity (the line is continuous) and a height computed with the aspect ratio of the finger. 

Definition of inputs parameters for the cell interconnection 

There are two mains types of cell interconnection: ribbon-based interconnection 
(rectangular section or circular section) or shingle-type interconnection (Figure 22). 

 

 

Figure 22: Ribbon-based interconnection (top) and shingle-based interconnection (bottom). Taken from Mittag et al. [54]. 

 

Case of ribbon-based interconnection 

If the interconnection corresponds to the 'ribbon' case, the front face and rear face can 
be different. In a conventional architecture, they are however identical, since the front face 
of a cell is connected with the rear face of the following cell. But in an architecture of the 
"monolithic" type (one in two cells is turned over, its rear face being on the front side of the 
module), it is theoretically possible to use different interconnections on the front face and on 
the rear face. 

The first parameter to be entered is the number of ribbons used for interconnection, or 
the spacing between these bands. It is then necessary to specify the type of section (circular 
or rectangular) of the ribbons. In the circular case, the diameter of the core (usually made of 
copper) should be indicated. In the case of a rectangular section, the width and height of the 
ribbon must be entered. For both cases, the thickness of the coating on the core of the ribbon 
is also to be mentioned. For each of the materials (core of the ribbon and coating), resistivity 
and density must be provided. All these values are generally provided with accuracy by the 
supplier. Standard coating types have very little impact on resistive losses [53], but adding this 
impact to the model can be easily done to study the resistive behaviour of exotic coatings. 

The last parameter for interconnect ribbons is its effective optical width. In the same 
way as for the fingers, some of the light which arrives on the ribbons can be reflected on the 
cell, directly or by multiple reflection on the air / glass interface. We also use a scalar 
parameter. The effective optical width values for "flat" rectangular ribbons are commonly 
taken at 90 %. For textured ribbons, the literature shows rather values of 30 % in nominal 
incidence with an AM1.5g spectrum. For ribbons with a circular cross-section, the values of 
the literature range from 60 to 40 %. A diagram of the reflection on the ribbons is presented 
in Figure 23 for the most common particular cases: ribbon with circular section, and ribbon 
with rectangular section and textured in V-groove. These values can be determined by 
measuring EQE, as presented below. 
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Figure 23: Diagram of the reflections at the origin of the effective optical width of the cell interconnect ribbons (wires on the 
left, textured V-grooves ribbons on the right). 

 

Textured V-groove ribbons are used in our reference case. These ribbons include V-
grooves, whose inclination has been calculated to trap the incident beam after reflection on 
the ribbon by total reflection at the glass/air interface.  

A first series of EQE measurement is carried out on the cell between two fingers, in 
several positions of the cell (see Figure 24). The beam size is estimated to be 3 x 1 mm. We 
thus obtain the EQE of the bare cell, without interconnection ribbon (photo on the left). A 
second series of measurements is carried out with the EQE spot on the textured ribbons 
(photo on the right): we can see the secondary reflection spots. 

The results of the EQE measurement in the cases described above are shown in Figure 
25. The EQE of the cell encapsulated in the module reaches a maximum of 90 %, in the case 
of a textured V-groove ribbon, it is 70 % at most, and only 13 % in the case of a non-textured 
rectangular section ribbon. To extract the value of the effective width of the ribbons, the 
photo-generated current is calculated for each case with an AM1.5g spectrum. The ratio of 
the photo-generated current calculated for the EQE spot on the ribbon, and the current 
calculated for the EQE spot on the cell gives the effective value of the optical width of the 
ribbon (see the right table of Figure 25). Measurement on wires were not possible with our 
EQE because of the size of the spot, wider than the diameter of the wire.  
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Local EQE on cell (in module) 
 

 

Local EQE on textured ribbon (in module) 
 

 

Figure 24: Localisation of the spot of EQE at 550 nm for the determination of effective optical width of ribbons. First serie of 
measurement on the cell encapsulated in module (left). Second serie of measurements on the V-groove textured ribbons 

(right). 

 

The effective optical width of the textured ribbon is not 0 %, and that of the un-textured 
ribbon is not 100 % for several reasons: (i) the coating of the ribbon (here pure silver) has not 
a reflectance equal to 100 % and feature some surface roughness, (ii) glass does not have 
perfect surface roughness and can scatter some light, (iii) cell has lower EQE for rays with non-
normal incidence. In our reference case, we are using 6 textured V-groove ribbons, with a 
width of 800 µm and an average thickness of 200 µm, with a copper core of resistivity 1.68 
µOhm.cm and a coating of pure silver of 5 µm, resistivity of 1.59 µOhm.cm. The optical width 
of these ribbons is therefore taken at 27.1 %, as determined previously. 

 

 

 
 

 Cell 
Flat 

ribbon 
V-groove 

ribbon 

Jph (mA/cm²) 37.0 5.20 27.0 
    

Effective 
optical width 

/ 86.0 % 27.1 % 
 

Figure 25: Measure of EQE of the encapsulated cell (no metallization), and EQE of ribbons (textured and flat) on the left. 
Corresponding photo generated current and deduce effective width of V-groove textured and flat ribbon. 
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In 2010, Glaeser et al. measured an increase of 1.3 % in Jsc with structured ribbons 
compared to flat ones. Ribbons cause a shading of 4 % of the solar cell [55]. The texturing 
profile was far from optimal. In 2013, Schneider et al. measured a 2.5 % gain in Jsc with 
structured ribbons, but the total coverage of the cell is unknown [56]. In 2016, Holst et al. have 
studied the increasing of light harvesting by such structured cell interconnection ribbons, 
experimentally and with ray-tracing [57]. For a mini-module of M1 wafer with 3 ribbons of 1.5 
mm width, they get an extra 1.7 % gain in simulated Jsc for the textured ribbon compared to 
the flat ribbons The experimental value lies between +1.35 % and + 2.25 %, for a total shading 
of the cell of 2.88 %. Muehleisen et al. in 2016 have measured in similar gain of 1.8 % using 
structured ribbons instead of flat ones, for a shading of 2.3 %  [58]. Using our values of optical 
effective width in Figure 25, we obtain a total optical effective width of 3 x 1.5 x 0.86 = 3.87mm 
for flat ribbons (2.48 % of shading), and 3 x 1.5 x 0.27 = 1.21mm (0.78 % of shading). The 
difference between flat and textured ribbon is thus 1.7 %abs, in very good agreement with 
Holst et al. and Muheleisen et al. values at normal incidence. 

In the case of circular wires, no measurement have been realized, because of the size of 
the EQE spot, wider that the circular wires. Because we don’t know exactly the size of the spot, 
it is not possible to obtain the effective optical width. In 2012 Braun et al. made a first 
theoretical calculation where they found that wire have an effective optical width of 70 % in 
air and 36 % in a module [59]. In 2013, Söderstrom et al. found an experimental value of 
effective optical width in module of 75 %, far from the theoretical one predicted. [60]. They 
obtain this value with linear regression on the Isc of module made with different number of 
wire. The coating of the wire was made at 50 % of Indium. In 2014, Levrat et al. found a value 
60-70 % with the same method used to determine effective optical width of finger [47]. It is 
unclear in their work if the value applies for cell in air or encapsulated. They used coating 
made of InSn. In 2016, McIntosh et al. perform optical ray tracing on multi-wire module and 
found an optical effective width of 35 % in module if the reflectance of the coating at normal 
incidence is 100 % [61]. If the reflectance is only 70 %, as it is the case for tin, the effective 
width is increased to 55 %. More recently in 2019, Witteck et al. measured value of optical 
width of wire in module of 67 % from the mean of 6 wavelength laser measurements [62]. The 
type of wire coating used is not specified. 

The result seems to be highly dependent on the reflectance of the coating used on top 
of the wire. For example, at 550 nm and normal incidence, tin has a reflectance of 83 % and 
only 74 % at an angle of incidence of 80° and non-polarized light. Tin is used in alloy such as 
SnPb, or lead-free alloy: SnBiAg. At the same wavelength, silver (Ag) has a reflectance of 98 %, 
almost constant up to 80°. Lead has a reflectance of 92 % at normal incidence and 89 % at 80°. 
Bismuth (Bi) has a reflectance of 95 % at 0° and 94 % at 80°. 

In the case of modules made of heterojunction cells, due to the sensitivity of the cells to 
temperature, it is not clear yet if soldering of the ribbons to the busbars is possible without 
damaging the cell. Recent studies seem to show that this is possible [63]. It is therefore 
necessary to use an electrically conductive adhesive or a low-temperature melting alloy. The 
curing temperature of these pastes, around 200 degrees Celsius depending on the type of 
paste, does not damage the amorphous layers of the cell. They induce an additional series 
resistance, which is taken into account by indicating the following parameters: width of the 
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deposited ECA, thickness, resistivity of the ECA (37 mOhm.cm, given by the supplier). The 
same interconnection is used on the front face and on the rear face.  

The interconnection ribbons between the strings of the module have a rectangular 
section, whatever the cell interconnection method used (ribbon or shingle). The necessary 
parameters are, as for the cell interconnection ribbons of rectangular section: the width, the 
thickness and the resistivity of the core and of the coating of the ribbons. In our case study, 
we use ribbons 5mm wide and 300 µm thick, with a copper core and a coating of 20 µm in tin-
bismuth-silver alloy with a resistivity of 13 µOhm.cm. 

Case of shingle type interconnection 

In the case of a shingle interconnection, no ribbons is used. The front and rear faces of 
the cells are interconnected by an electrically conductive adhesive of the same type as the 
one used for bonding the ribbon to the busbar. The parameters necessary for modelling are 
therefore reduced to: the width, the thickness and the resistivity of the ECA, as well as the 
distance of overlap of one cell by the other. 

 Optical layers and module pattern: glass, encapsulant and backsheet impact on 
module performance 

Transparent materials: glass and encapsulants 

The different optical layers are mainly: glass, encapsulants and backsheets. On the front 
of the module (and on the rear side in the case of bifacial module), the glasses and the 
encapsulants participate to the same general role: to protect the cells chemically and 
mechanically. They must also have good durability. But first, it must ensure good quality 
optical transmittance. The phenomena that limit optical transmittance are: reflectance at the 
interfaces of two different materials, absorption of light within the volume of materials, and 
possibly certain light scattering phenomena. 

Whatever the type of optical simulation used (ray tracing, transmittance matrix method, 
analytical method), optical constant of these materials are required. The refractive index n 
makes it possible to quantify the reflectance at the interfaces of materials. The extinction 
coefficient k, or the absorption coefficient alpha (m-1) provides information on the absorption 
in a thickness e of the material. Depending on the types of materials used, a light scattering 
coefficient s (m-1) may also be useful. 

New encapsulants, used in particular for heterojunction modules, significantly scatter 
light. This phenomenon poses a challenge for the characterization of the input parameters of 
optical constant. It is also legitimate to wonder about the impact it causes on the performance 
of a module. This is the whole object of chapter 4: to develop a model allowing to characterize 
precisely and simultaneously the indices n, k and s, and to model the impact they have on the 
performance of a module. 

Reflective materials: backsheet and white encapsulant:  

The rear optical layers of a monofacial module have a different optical role. As shown in 
Figure 16, the incident spectrum on the inter-cell spaces is diffused by the backsheet, in a 
more or less Lambertian way. Part of this irradiance has an angle sufficient to be in total 
reflection at the glass / air interface, and the rays can be redirected towards the cell.  A part, 
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with a lower incidence angle is in partial reflection, and therefore another part is lost by 
transmittance of the interface. Part of the infrared light can pass through the cell and be 
reflected by the backsheet or white encapsulant and increase photo generation. 

 

 

Figure 26: Schematic diagram of the coupling gains by light reflection on a diffusing backsheet in the inter-cell space. Part of 
the light is redirected towards the cell by total or partial reflection at the glass / air interface. 

 

The phenomenon of optical coupling for the light incident on the inter-cell spaces is all 
the more important as the distance between the cells is great. It can be taken into account 
analytically according to the procedure used by Haedrich et al. [64]. This method consists in 
measuring the evolution of the photo-generated current of a mini-module by using masks of 
increasing size to control the inter-cell space. It is thus possible to obtain a gain curve of the 
Isc in function of the inter-cell distance. Obviously, this experimental method is specific to the 
parameters of the module used: type of backsheet or white EVA, absorption in the front 
optical layers of the module, presence or not of an anti-reflection on the glass, type of 
texturing of the cell. This behaviour is highly dependent on the angular reflectance of the 
backsheet [65], [66]. It implies that the cell located at the border of the module with backsheet 
or white encapsulant will benefit more from current boost, thanks to the module border 
around 15 mm [67]. 

 

The type of curve obtained is shown in Figure 27. The two examples correspond to 
different optical stack configurations. Uncertainties were calculated from measurements of 4 
similar modules per configuration. The first configuration corresponds to the use of a glass 
without anti-reflection on the front face, of a transparent encapsulant based on polyolefin on 
the front and rear face, and of a backsheet. The maximum gain obtained at an inter-cell 
distance of 10 mm is 4 %. A better configuration is the use of an anti-reflective glass on the 
front face, with a transparent EVA on the front face, a white EVA diffusing on the back face 
and a backsheet. The gain is 5 % at 10mm.  
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Figure 27: Gain on the Isc as a function of the inter-cell distance for two optical stack configurations. 

 

The experimental curves are then fitted by an exponential model, whose two main 
parameters - the maximum gain at an infinite distance and the characteristic distance where 
we obtain 68 % of the gain - are entered into the model.  

Δ𝐼𝑠𝑐

𝐼𝑠𝑐
(𝑑𝑐𝑒𝑙𝑙) = 𝐺𝑚𝑎𝑥 (1 − exp (

𝑑𝑐𝑒𝑙𝑙

𝑑𝑐𝑎𝑟𝑎𝑐
)) II.1 

 

To take into account the reflection of the light which passes through the cell - and which 
can therefore also be redirected towards the rear face of the cell - a reflectance value of the 
backsheet at normal incidence must also be entered. 

In our reference case, we will not use a glass / backsheet module, but a glass / glass 
module. The previously mentioned entries will therefore not be used. On the other hand, this 
will be the case in chapter 3 on the effects of the integration of cut-cells in a module. Indeed, 
the inter-cell spaces increases with the number of cells. 

II.A.2 Detailed calculation steps of the CTMod model to obtain the 
performance of the module 

All the cells constituting the module are considered to be identical. The model is 
therefore based on the calculation of the performance of an equivalent cell. 

 Cell, metallization and interconnection: optical and resistive computations 

First, the surface parameters of the equivalent circuit model (J01, J02, rsh) are transformed 
into absolute parameters (I01, I02, Rsh) by multiplying or dividing by the area of the wafer Awafer: 
I01 = J01 Awafer, I02 = J02 Awafer and Rsh= rsh / Awafer.  
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Modification of the inputs parameters due to a cutting step 

The input parameters mentioned in the previous part are given for a cell of precise size. 
To simulate the effect of integrating cells cut into a module, two choices are possible. (i) Enter 
all the parameters of this cell and deactivate the modelling of the cutting step or (ii) enter the 
parameters of the uncut cell and activate the modelling of the cutting step. 

If the second choice is made, the modelling of the cutting step involves several changes 
of the parameters of the initial cell. The number of sub-cells Nsubcell generated by cutting is 
calculated as the function of the number of cutting step in x (Ncut,x) and y direction (Ncut,y):  

𝑁𝑠𝑢𝑏𝑐𝑒𝑙𝑙 = (𝑁𝑐𝑢𝑡,𝑥 + 1)(𝑁𝑐𝑢𝑡,𝑦 + 1) II.2 

 

The total length Ledge,tot of cut edge is then calculated as a function of the length of the 
wafer in x (Lwafer,x) and y direction (Lwafer,y):  

𝐿𝑒𝑑𝑔𝑒,𝑡𝑜𝑡 = 2(𝑁𝑐𝑢𝑡,𝑥  𝐿𝑤𝑎𝑓𝑒𝑟,𝑥 +  𝑁𝑐𝑢𝑡,𝑦 𝐿𝑤𝑎𝑓𝑒𝑟,𝑦) II.3 
 

The factor two comes from the fact that one considers that one edge is open for the two 
sub-cells which were obtained by a cut. The additional recombination current I02,edge 
generated by the cutting step is calculated as a function of the linear losses I02,edge,L and the 
total length of cut edge: 

𝐼02,𝑒𝑑𝑔𝑒 = 𝐼02,𝑒𝑑𝑔𝑒,𝐿 ∗ 𝐿𝑒𝑑𝑔𝑒,𝑡𝑜𝑡  II.4 

 

The percentage loss on the photo-generated dIph,edge current caused by the cutting step 
is calculated as a function of its linear value dIph,edge,L and the length of the edge:  

𝑑𝐼𝑝ℎ,𝑒𝑑𝑔𝑒 = 𝑑𝐼𝑝ℎ,𝑒𝑑𝑔𝑒,𝐿 ∗ 𝐿𝑒𝑑𝑔𝑒,𝑡𝑜𝑡   II.5 
 

The absolute values of the parameters of the equivalent circuit are then corrected to 
correspond to those of a sub-cell:  

𝐼01,𝑛𝑒𝑤 =  𝐼01,𝑜𝑙𝑑/𝑁𝑠𝑢𝑏𝑐𝑒𝑙𝑙  II.6 
𝐼02,𝑛𝑒𝑤 = (𝐼02,𝑜𝑙𝑑 + 𝐼02,𝑒𝑑𝑔𝑒 )/𝑁𝑠𝑢𝑏𝑐𝑒𝑙𝑙  II.7 

𝑅𝑠ℎ,𝑛𝑒𝑤 =  𝑅𝑠ℎ,𝑜𝑙𝑑 ∗  𝑁𝑠𝑢𝑏𝑐𝑒𝑙𝑙  II.8 
 

The geometrical parameters of the wafer are modified accordingly to: 

𝐴𝑤𝑎𝑓𝑒𝑟,𝑛𝑒𝑤 = 𝐴𝑤𝑎𝑓𝑒𝑟,𝑜𝑙𝑑/𝑁𝑠𝑢𝑏𝑐𝑒𝑙𝑙  II.9 
𝐿𝑤𝑎𝑓𝑒𝑟,𝑥,𝑛𝑒𝑤 = 𝐿𝑤𝑎𝑓𝑒𝑟,𝑥,𝑜𝑙𝑑/(𝑁𝑐𝑢𝑡,𝑦 + 1) II.10 
𝐿𝑤𝑎𝑓𝑒𝑟,𝑦,𝑛𝑒𝑤 = 𝐿𝑤𝑎𝑓𝑒𝑟,𝑦,𝑜𝑙𝑑/(𝑁𝑐𝑢𝑡,𝑥 + 1) II.11 

  

The number of cell by string Ncell,string and the number of string Nstring are also modified, 
to obtain a module where all sub-cells are connected in series, like a standard architecture:  

𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔,𝑛𝑒𝑤 =  𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔,𝑜𝑙𝑑  (𝑁𝑐𝑢𝑡,𝑥 + 1) II.12 
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𝑁𝑠𝑡𝑟𝑖𝑛𝑔,𝑛𝑒𝑤 = 𝑁𝑠𝑡𝑟𝑖𝑛𝑔,𝑜𝑙𝑑(𝑁𝑐𝑢𝑡,𝑦 + 1) II.13 

In the case of a shingle architecture modelling, a difference exist in the orientation of 
the finger compared to the string: 

𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔,𝑛𝑒𝑤 =  𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔,𝑜𝑙𝑑  (𝑁𝑐𝑢𝑡,𝑦 + 1) II.14 
𝑁𝑠𝑡𝑟𝑖𝑛𝑔,𝑛𝑒𝑤 = 𝑁𝑠𝑡𝑟𝑖𝑛𝑔,𝑜𝑙𝑑(𝑁𝑐𝑢𝑡,𝑥 + 1) II.15 

 

Finally the number of cell in the module is computed:  

𝑁𝑐𝑒𝑙𝑙 = 𝑁𝑠𝑡𝑟𝑖𝑛𝑔 ∗ 𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔  II.16 

 

Computing series resistance contribution of silicon bulk, amorphous layers and ITO 

The resistance calculations of the internal layers of the cell: bulk in silicon, interfaces of 
amorphous layers and ITO were developed during Leo Basset's thesis: “Contact Electrodes for 
Heterojunction Silicon Solar Cells: Evaluation and Optimization of the Electron Contact” [68]. 
All the details of the calculations are available in the manuscript.  

The resistivity of the n-doped silicon bulk is expressed as function of doping ND, injection 
at MPP Δpmpp, hole and electron mobility (µp and µn) and elementary charge q:  

𝜌𝑐𝑆𝑖 =
1

𝑞(𝑁𝐷 + Δ𝑝𝑀𝑃𝑃)𝜇𝑛 + Δ𝑝𝑀𝑃𝑃  𝜇𝑝
 II.17 

 

The contribution to the series resistance is thus computed from resistivity, thickness and 
area of the wafer: 

𝑅𝑠,𝑐𝑆𝑖 = 𝜌𝑐𝑆𝑖 ∗ ℎ𝑤𝑎𝑓𝑒𝑟/𝐴𝑤𝑎𝑓𝑒𝑟  II.18 

 

The sheet resistance of the silicon is also defined, as:  

𝑅𝑠ℎ,𝑤𝑎𝑓𝑒𝑟 =  𝜌𝑐𝑆𝑖 /ℎ𝑤𝑎𝑓𝑒𝑟  II.19 

 

The series resistance contribution of the amorphous front and rear layers are computed: 

𝑅𝑠,𝑎𝑆𝑖,𝑓𝑟𝑜𝑛𝑡 = 𝑟𝑠,𝑎𝑆𝑖,𝑓𝑟𝑜𝑛𝑡/𝐴𝑤𝑎𝑓𝑒𝑟 II.20 
𝑅𝑠,𝑎𝑆𝑖,𝑟𝑒𝑎𝑟 = 𝑟𝑠,𝑎𝑆𝑖,𝑟𝑒𝑎𝑟/𝐴𝑤𝑎𝑓𝑒𝑟  II.21 

 

The contribution of front ITO to the series resistance is obtained by computing the 
equivalent sheet resistance of the ITO on top of the silicon bulk:  

Rsh,eqITO,front  =
Rsh,wafer ∗ Rsh,ITO,front

(Rsh,wafer  +  Rsh,ITO,front)
 II.22 

 

This equivalent sheet resistance comes from the lateral transport of charge carriers, 
possible in ITO but also in bulk silicon. The series resistance of front ITO is computed from the 
ITO equivalent sheet resistance, the front pitch of the finger pfront and wafer area:  
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Rs,ITO,front  =  (
1

12
) Rsh,eqITO,front ∗

pfront
2

Awafer
 II.23 

 

Parallel transport between ITO and silicon bulk is not possible on the rear side, due to 
the presence of the pn-junction. Consequently, the contribution of the ITO on the rear face to 
the series resistance is simply:  

Rs,ITO,rear  =  (
1

12
) Rsh,ITO,rear ∗

prear
2

Awafer
 II.24 

 

Calculation for metallization: geometry, contact and line resistance, cell shading 

The calculations are similar for the front face and for the rear face. The number of finger 
nf is computed with the length of the wafer in Y dimension and the pitch p:  

n𝑓  =  round (
Lwafer,y

p
) − 1 II.25 

 

The grid edge ge – the distance between the finger and the edge of the cell – is given by 
the difference between the grid size and the wafer size: 

ge  =
(Lwafer,y – (nf  − 1)p)

2
 II.26 

 

The lengths of the metallization grid in the x and y direction (Lgrid,x and Lgrid,y) are 
therefore:  

Lgrid,x  =  Lwafer,x  −  2 ge II.27 
Lgrid,y  =  Lwafer,y  −  2 ge II.28 

 

The length of the fingers needs to be determined next. For the case of an H-pattern 
interconnection, where the cell interconnection ribbons are perpendicular to the finger, the 
length of a finger Lf will be called half the distance between two ribbons. This is the resistive 
useful length. We start by determining the distance between the ribbons dir, which is 
expressed as a function of the size of Lwafer,x and the number of cell interconnection ribbon 
used, nr:  

dir  =
Lwafer,x

nr
 II.29 

 

The length of finger Lf is reduced by the width of the busbar wbb: 

Lf  =
dir  − wbb

2
 II.30 
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In the case where the cell interconnection is of the shingle type, the length of the fingers 
is simply expressed in function of the shingle overlap dshingle: 

Lf  =  Lgrid,x  −  dshingle II.31 

 

To calculate the contact resistance of the fingers, we first need the transfer length Lf,t. 
This length is expressed as a function of the metal / ITO contact resistance rs,c and the ITO 
sheet resistance: 

𝐿𝑓,𝑡 = √rs,c/Rsh,ITO  II.32 

 

The series resistance is expressed with the transfer length, the finger pitch p, the 
physical width of a finger wf,phy and the area of the wafer: 

𝑅𝑠,𝑐 =  rs,c

𝑝 ∗ coth (
𝑤𝑓,𝑝ℎ𝑦

2𝐿𝑓,𝑡
)

2 𝐿𝑓,𝑡  Awafer
 II.33 

 

The contribution of the fingers to the series resistance can then be determined. We start 
by calculating the section of the fingers Sf from their physical width and their aspect ratio ARf:  

𝑆𝑓 = 𝐴𝑅𝑓 ∗ 𝑤𝑓,𝑝ℎ𝑦
2  II.34 

 

The line resistance Rs,f,L can be computed next:  

𝑅𝑠,𝑓,𝐿 = 𝜌𝑓/𝑆𝑓  II.35 

 

From the line resistance, the length of a finger, the number of finger and the number 
of ribbon number, we compute the contribution of the finger to the series resistances: 

𝑅𝑠,𝑓 =
1

3
𝑅𝑠,𝑓,𝐿 ∗

𝐿𝑓

2𝑛𝑓 ∗ 𝑛𝑟
 II.36 

 

The factor 2nfnr represents the number of elementary finger length put in parallel 
connection which participates in the conduction of the current. In the case of shingle 
architecture, we use a value of nr=1/2. 

The next step is to determine the shading of the cell caused by the fingers. First, the 
optical width of a wf,opt finger is defined as its physical width multiplied by its effective optical 
width: 

𝑤𝑓,𝑜𝑝𝑡 = 𝑤𝑓,𝑒𝑓𝑓 ∗  𝑤𝑓,𝑝ℎ𝑦  II.37 

 

The total length of finger Lf,tot present on the cell is then calculated, according to the 
length of a finger Lf and the number of elementary lengths on the cell: 

𝐿𝑓,𝑡𝑜𝑡 = 𝐿𝑓 ∗ 2𝑛𝑓 ∗ 𝑛𝑟   II.38 
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And the effective shading Shaf of the fingers on the cell: 

𝑆ℎ𝑎𝑓 = 𝑤𝑓,𝑜𝑝𝑡 ∗  𝐿𝑓,𝑡𝑜𝑡  /𝐴𝑤𝑎𝑓𝑒𝑟 II.39 

 

The share of metallized cell Mpart,f is also determined: 

𝑀𝑝𝑎𝑟𝑡,𝑓 =  𝑤𝑓,𝑝ℎ𝑦 ∗  𝐿𝑓,𝑡𝑜𝑡/𝐴𝑤𝑎𝑓𝑒𝑟  II.40 

 

Finally, the total volume Vf,tot, and total mass Mf,tot of metallisation paste is computed 
from the density of the finger paste df:  

𝑉𝑓,𝑡𝑜𝑡 = 𝑆𝑓 ∗ 𝐿𝑓,𝑡𝑜𝑡  II.41 
𝑀𝑓,𝑡𝑜𝑡 = 𝑉𝑓,𝑡𝑜𝑡 ∗ 𝑚𝑓  II.42 

 

To conclude with the modelling of the impact of the metallization, we calculate the total 
volume and the total mass of the busbars, if there are any. The total mass of metallization 
paste Mp is obtained by the sum of the mass of the fingers and the busbars: 

𝑀𝑝 =  𝑀𝑓,𝑡𝑜𝑡 +  𝑀𝑏𝑏,𝑡𝑜𝑡  II.43 

 

All of these calculations are done for the front and back sides. The total mass of paste 
deposited is then calculated. 

 

Calculation of the geometry, resistance and shading of cell interconnection 

Two main cases are to be considered in this part. A shingle type interconnection, or an 
interconnection with ribbons.  

In the case of a shingle interconnection, the cells are connected by an electrically 
conductive paste (ECA). The length of ECA LECA,shingle is given by the length of the size of the 
metallization grid and the factor of filling for ECA FillEca,shingle: 

𝐿𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒 = 𝐿𝑔𝑟𝑖𝑑,𝑦 ∗ 𝐹𝑖𝑙𝑙𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒  II.44 

 

From the input parameters of the width of the deposited ECA WECA,shingle, we compute 
the total area of ECA deposited on cell AECA,shingle: 

𝐴𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒 = 𝐿𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒 ∗  𝑊𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒  II.45 

 

The ECA contribution to the series resistance is given then by the ECA thickness 
hECA,shingle: 

𝑅𝑠,𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒 = 𝜌𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒 ∗  ℎ𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒/𝐴𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒  II.46 
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We can then determine the volume VECA,shingle and mass of ECA MECA,shingle for shingle 
architecture from the density of the ECA dECA,shingle: 

𝑉𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒 =  𝐴𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒 ∗  ℎ𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒   II.47 
𝑀𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒 = 𝑉𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒 ∗ 𝑑𝐸𝐶𝐴,𝑠ℎ𝑖𝑛𝑔𝑙𝑒  II.48 

 

Finally, the shading of the cell overlapping is needed for module performance 
computation. Even if in shingle case, a cell is shaded by another cell, it is a loss from a power 
point of view, because all the active area cannot take part in the photo-generation. The shingle 
shading Shashingle is defined as a function of shingle overlap Wshingle, number of cell by string, 
the length of the wafer in y direction and the area of the wafer. 

𝑆ℎ𝑎𝑠ℎ𝑖𝑛𝑔𝑙𝑒 =
(𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 − 1)𝑊𝑠ℎ𝑖𝑛𝑔𝑙𝑒 ∗ 𝐿𝑤𝑎𝑓𝑒𝑟,𝑦

𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 ∗  𝐴𝑤𝑎𝑓𝑒𝑟
 II.49 

 

In the case of ribbon interconnection, more calculations are needed. They will be given 
for the example of the front panel, but are equally valid for the rear panel of the module. The 
first step is to compute the total section of the ribbons. It is the sum of the section of the 
copper core and of the coating. For the copper core, if it is a circular shaped ribbon of diameter 
Dr and coating of thickness hcoating: 

𝑆𝑟,𝑐𝑜𝑟𝑒 = 𝜋 (
𝐷𝑟

2
)

2

 II.50 

𝑆𝑟,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 = 𝜋 (
𝐷𝑟 + 2ℎ𝑐𝑜𝑎𝑡𝑖𝑛𝑔

2
)

2

− 𝑆𝑟,𝑐𝑜𝑟𝑒 II.51 

 

If it is a rectangular shaped ribbon with a width Wr and thickness hr:  

𝑆𝑟,𝑐𝑜𝑟𝑒 = 𝑊𝑟 ∗ ℎ𝑟 II.52 

𝑆𝑟,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 = (𝑊𝑟 + 2ℎ𝑐𝑜𝑎𝑡𝑖𝑛𝑔)(ℎ𝑟 + 2ℎ𝑐𝑜𝑎𝑡𝑖𝑛𝑔) − 𝑆𝑟,𝑐𝑜𝑟𝑒 II.53 

 

The optical width of the ribbons is obtained by the projection of the ribbon to the cell, 
multiplied by their effective optical width Wr,eff. In the case of circular ribbon and in the case 
of rectangular ribbon:  

𝑊𝑟,𝑜𝑝𝑡 = 𝑊𝑟,𝑒𝑓𝑓  (𝐷𝑟 + 2ℎ𝑐𝑜𝑎𝑡𝑖𝑛𝑔) II.54 

𝑊𝑟,𝑜𝑝𝑡 = 𝑊𝑟,𝑒𝑓𝑓  (𝑊𝑟 + 2ℎ𝑐𝑜𝑎𝑡𝑖𝑛𝑔) II.55 

  
If the busbar under the ribbon is wider than the ribbon itself, it participates in the 

shading of the cell. The optical width of the ribbon is then corrected by the excess of busbar. 
The width of the busbar is Wbb and if it is discontinued or padded, a fill factor Fillbb is applied: 

𝑊𝑟,𝑜𝑝𝑡,𝑛𝑒𝑤 =  𝑊𝑟,𝑜𝑝𝑡 + max (0, 𝑊𝑏𝑏 − (𝑊𝑟 + 2ℎ𝑐𝑜𝑎𝑡𝑖𝑛𝑔)) 𝐹𝑖𝑙𝑙𝑏𝑏  II.56 

 

The cell interconnection ribbons can be soldered on the metallization, or glued with 
electro-conductive adhesive (ECA). In the case of soldering, we neglect the contact resistance 
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between metals. In the case of gluing, the ECA geometry and resistance has to be determined. 
The ECA length is computed, as a function of the length of the busbar Lbb and the fill factor of 
the ECA FillECA if the deposit is discontinuous:  

𝐿𝐸𝐶𝐴 = 𝐿𝑏𝑏 ∗ 𝐹𝑖𝑙𝑙𝐸𝐶𝐴  II.57 
 

The area of ECA AECA is determined from the width of ECA deposited WECA: 

𝐴𝐸𝐶𝐴 = 𝑊𝐸𝐶𝐴 ∗ 𝐿𝐸𝐶𝐴  II.58 
 

The contribution of ECA to series resistance is also added, using its thickness hECA:  

𝑅𝑠,𝐸𝐶𝐴 = 𝜌𝐸𝐶𝐴 ∗  ℎ𝐸𝐶𝐴/𝐴𝐸𝐶𝐴 II.59 
 

The total volume VECA and total mass MECA of the ECA used is then computed from 
thickness, total area and density dECA: 

𝑉𝐸𝐶𝐴 = 𝐴𝐸𝐶𝐴 ∗ ℎ𝐸𝐶𝐴 II.60 
𝑀𝐸𝐶𝐴 = 𝑉𝐸𝐶𝐴 ∗ 𝑑𝐸𝐶𝐴  II.61 

 

The current flowing in cell-interconnections ribbons is not constant: it is zero from one 
edge of the cell and all the currents coming from fingers adds to reach a maximum on the 
other edge of the cell. This discrete behaviour is taken into account by summing the resistive 
effect of each additional current contribution from fingers. A correcting factor kr is thus 
computed from the number of finger nf:  

𝑘𝑟 =
𝑛𝑓(2𝑛𝑓 − 1)

6(𝑛𝑓 − 1)
2  II.62 

 

In the case of an infinite number of finger, this correcting factor is equal to 1/3, which is 
the correcting factor for a linear current increase in a conductor. At the other extremum, if 
there are only two fingers (one at the beginning of the ribbons, the other at the end), this 
correcting factor is unity: this is the case of a constant current in the ribbon.  

The line resistance of the ribbons Rs,r,L is computed from the parallel line resistance of 
the coating and the core of the ribbon, the resistivity of the ribbon’s core ρr,core and of the 
ribbon’s coating ρr,coating:   

𝑅𝑠,𝑟,𝐿 =
𝜌𝑟,𝑐𝑜𝑟𝑒 ∗ 𝜌𝑟,𝑐𝑜𝑎𝑡

𝑆𝑟,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 ∗ 𝜌𝑟,𝑐𝑜𝑟𝑒 +  𝑆𝑟,𝑐𝑜𝑟𝑒 ∗  𝜌𝑟,𝑐𝑜𝑎𝑡
     II.63 

  

The length of a ribbon onto the cell is considered to be the same as the one of the 
metallization grid in y direction plus the grid edge:  

𝐿𝑟 =  Lgrid,y + 𝑔𝑒 II.64 
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There is two contributions on series resistance coming from cell-interconnection 
ribbons. The contribution of the ribbons on the cell Rs,r,c, where the current increase by step 
for each finger, as a function of ribbon length, line resistance and correcting factor:  

𝑅𝑠,𝑟,𝑐 = 𝑘𝑟  ∗ 𝑅𝑠,𝑓,𝐿 ∗ 𝐿𝑟   II.65 

 

And a second contribution from the part of the ribbon in the inter-cell area, where the 
current is constant and at its maximum value, as a function of the inter-cell distance dic, 
corrected by the fact that there is a number of inter-cell space in a string equal to the number 
of cell plus one (we consider the distance between the cell and the inter-string ribbons as 
equal). Because all the value mentioned here are computed for front and rear side, and to 
avoid counting it twice, it is also divided by two: 

𝑅𝑠,𝑟,𝑖𝑐 = 𝑅𝑠,𝑓,𝐿 ∗ 𝑑𝑖𝑐  (𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 + 1)/(2𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔) II.66 

 

The total contribution of cell interconnection ribbons to series resistance Rs,r is the sum: 

𝑅𝑠,𝑟 =  𝑅𝑠,𝑟,𝑐 + 𝑅𝑠,𝑟,𝑖𝑐 II.67 
 

The optical area of the ribbons Ar,opt and the shading ratio Shar shading area  of the 
ribbon is computed from the total optic width Wr,opt and the length Lr of the ribbons:  

𝐴𝑟,𝑜𝑝𝑡 = 𝑊𝑟,𝑜𝑝𝑡 ∗ 𝐿𝑟 II.68 
𝑆ℎ𝑎𝑟 = 𝐴𝑟,𝑜𝑝𝑡  /𝐴𝑤𝑎𝑓𝑒𝑟 II.69 

 

Finally, as every elements of the metallization / interconnection, we compute the 
volume and the mass of the core and coating, from the total length of ribbons Lr,tot, and the 
density of the ribbon’s core dr,core and coating dr,coating: 

𝐿𝑟,𝑡𝑜𝑡 = 𝐿𝑟 + 𝑑𝑖𝑐  (𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 + 1)/(2𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔)  II.70 
𝑉𝑟,𝑐𝑜𝑟𝑒 =  𝐿𝑟,𝑡𝑜𝑡 ∗ 𝑆𝑟,𝑐𝑜𝑟𝑒 II.71 

𝑉𝑟,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 =  𝐿𝑟,𝑡𝑜𝑡 ∗ 𝑆𝑟,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 II.72 
𝑀𝑟,𝑐𝑜𝑟𝑒 =  𝑉𝑟,𝑐𝑜𝑟𝑒 ∗ 𝑑𝑟,𝑐𝑜𝑟𝑒 II.73 

𝑀𝑟,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 =  𝑉𝑟,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 ∗ 𝑑𝑟,𝑐𝑜𝑎𝑡𝑖𝑛𝑔  II.74 

 

Calculation of the geometry and resistance of string interconnection 

The string interconnection ribbons have a rectangular cross-section. They are also made 
of two parts: a core (often in copper) and a coating. The computation done are very similar 
with the cell interconnection ribbon. We start computing the section of the core SrIS,core and of 
the coating SrIS,coating, from the width WrIS and thickness hrIS of the core and thickness of the 
coating hrIS,coating: 

𝑆𝑟𝐼𝑆,𝑐𝑜𝑟𝑒 = 𝑊𝑟𝐼𝑆 ∗ ℎ𝑟𝐼𝑆 II.75 

𝑆𝑟𝐼𝑆,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 = (𝑊𝑟𝐼𝑆 + 2ℎ𝑟𝐼𝑆,𝑐𝑜𝑎𝑡𝑖𝑛𝑔)(ℎ𝑟𝐼𝑆 + 2ℎ𝑟𝐼𝑆,𝑐𝑜𝑎𝑡𝑖𝑛𝑔) − 𝑆𝑟𝐼𝑆,𝑐𝑜𝑟𝑒 II.76 
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In the case of a cell interconnection with ribbon, the current flowing in string-
interconnections ribbons follow the same behaviour as the one in the cell-interconnections 
ribbons, with the difference that the role of the fingers is replaced by that of the cell 
interconnection ribbons. There is also a correcting factor krIS for the series resistance:  

𝑘𝑟𝐼𝑆 =
𝑛𝑟(2𝑛𝑟 − 1)

6(𝑛𝑟 − 1)2
 II.77 

 

The length of the ribbons LrIS is linked to the length of the grid in the x-direction, from 
which we subtracted the distance between a cell interconnection ribbon and the edge of the 
cell:  

𝐿𝑟𝐼𝑆 = Lgrid,x  (1 −
1

2𝑛𝑟
) II.78 

 

In the case of a shingle interconnection, the value of the correcting factor depends on 
the number of finger on the cell:  

𝑘𝑟𝐼𝑆 =
𝑛𝑓(2𝑛𝑓 − 1)

6(𝑛𝑓 − 1)
2  II.79 

 

The length of the ribbons in shingle architecture is the total length of the grid:  

𝐿𝑟𝐼𝑆 = 𝐿𝑔𝑟𝑖𝑑,𝑥 II.80 

 

The line resistance of the ribbons Rs,rIS,L is computed from the parallel line resistance of 
the coating and the core of the ribbon, the resistivity of the ribbon’s core ρrIS,core and of the 
ribbon’s coating ρrIS,coating:   

𝑅𝑠,𝑟𝐼𝑆,𝐿 =
𝜌𝑟𝐼𝑆,𝑐𝑜𝑟𝑒 ∗  𝜌𝑟𝐼𝑆,𝑐𝑜𝑎𝑡

𝑆𝑟𝐼𝑆,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 ∗ 𝜌𝑟𝐼𝑆,𝑐𝑜𝑟𝑒 +  𝑆𝑟𝐼𝑆,𝑐𝑜𝑟𝑒 ∗  𝜌𝐼𝑆𝑟,𝑐𝑜𝑎𝑡
     II.81 

 

There are two contributions on series resistance coming from string-interconnection 
ribbons. The contribution of the ribbons linked to the width of the cell Rs,rIS,c is weighted by 
the number of string on the number of cell, to compute the contribution for a single equivalent 
cell: 

𝑅𝑠,𝑟𝐼𝑆,𝑐 = 𝑘𝑟𝐼𝑆 ∗  𝑅𝑠,𝑟𝐼𝑆,𝐿 ∗  𝐿𝑟𝐼𝑆 ∗ 2𝑁𝑠𝑡𝑟𝑖𝑛𝑔/𝑁𝑐𝑒𝑙𝑙  II.82 

 

And a second contribution Rs,rIS,s from the part of the ribbon in the inter-string area, 
computed as a function of the distance between string dis: 

𝑅𝑠,𝑟𝐼𝑆,𝑠 = 𝑅𝑠,𝑟𝐼𝑆,𝐿 ∗  𝑑𝑖𝑠  (𝑁𝑠𝑡𝑟𝑖𝑛𝑔 − 1)/𝑁𝑐𝑒𝑙𝑙  II.83 
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It is possible to account for the additional contribution of the output ribbons, which 
connects the cell strings to the junction boxes. It is computed as a function of the length of 
the output ribbons LrO: 

𝑅𝑠,𝑟𝐼𝑆,𝑂 = 𝑅𝑠,𝑟𝐼𝑆,𝐿 ∗ 𝐿𝑟𝑂  II.84 
 

The total volume and the total mass of the inter-string ribbons for the core and the 
coating is computed from the total length of the ribbons LrIS,tot, from the density of the core 
drIS,core and the coating drIS,coating:  

𝐿𝑟𝐼𝑆,𝑡𝑜𝑡 =
2𝐿𝑟𝐼𝑆 ∗  𝑁𝑠𝑡𝑟𝑖𝑛𝑔 + 𝑑𝑖𝑠(𝑁𝑠𝑡𝑟𝑖𝑛𝑔 − 1) + 𝐿𝑟𝑂

𝑁𝑐𝑒𝑙𝑙
 II.85 

𝑉𝑟𝐼𝑆,𝑐𝑜𝑟𝑒 =  𝐿𝑟𝐼𝑆,𝑡𝑜𝑡 ∗  𝑆𝑟𝐼𝑆,𝑐𝑜𝑟𝑒 II.86 
𝑉𝑟𝐼𝑆,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 =  𝐿𝑟𝐼𝑆,𝑡𝑜𝑡 ∗  𝑆𝑟𝐼𝑆,𝑐𝑜𝑎𝑡𝑖𝑛𝑔  II.87 

𝑀𝑟𝐼𝑆,𝑐𝑜𝑟𝑒 =  𝑉𝑟𝐼𝑆,𝑐𝑜𝑟𝑒 ∗ 𝑑𝑟𝐼𝑆,𝑐𝑜𝑟𝑒 II.88 
𝑀𝑟𝐼𝑆,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 =  𝑉𝑟𝐼𝑆,𝑐𝑜𝑎𝑡𝑖𝑛𝑔 ∗ 𝑑𝑟𝐼𝑆,𝑐𝑜𝑎𝑡𝑖𝑛𝑔  II.89 

 

 Calculation of the impact of the optical stack on the photo-generated current of 
the module 

The method is mainly based on the work of Haedrich et al. and Hanifi et al. [64], [69] The 
front and rear irradiance Sirr,f and Sirr,r are computed from the number of of sun nsun, the front 
and rear multiplier mf and mr and the base irradiance Sirr: 

Sirr,f = 𝑚𝑓 ∗ 𝑛𝑠𝑢𝑛 ∗ 𝑆𝑖𝑟𝑟   II.90 
Sirr,r = 𝑚𝑟 ∗ 𝑛𝑠𝑢𝑛 ∗ 𝑆𝑖𝑟𝑟   II.91 

 

We present the computation for the front side only. All the values presented here are 
dependent upon the wavelength. We omit this dependency for sack of simplicity. 

The reflectance of the front cover Rcov,f is computed from the effective refractive index 
of the layer ncov,f (taken into account a possible anti-reflecting coating). The volume 
transmittance of the layer Tcov,f is computed from absorption coefficient αcov,f and thickness of 
the layer hcov,f: 

𝑅𝑐𝑜𝑣,𝑓 = (
𝑛𝑐𝑜𝑣,𝑓 − 1

𝑛𝑐𝑜𝑣,𝑓 + 1
)

2

 II.92 

𝑇𝑐𝑜𝑣,𝑓 = exp(−𝛼𝑐𝑜𝑣,𝑓 ∗  ℎ𝑐𝑜𝑣,𝑓) II.93 

 

The reflectance at the interface between glass and encapsulants in neglected. The 
internal transmittance of the encapsulants Tencap,f and the backscattering Bencap,f in the case of 
diffusive encapsulants are computed with a model fully detailed in the chapter IV. This two 
values are computed from the absorption coefficient αcov,f, the scattering coefficient scov,f, the 
asymmetry factor gcov,f and the encapsulants thickness hcov,f. 
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If a foil is present in the module, the internal transmittance Tfoil,f is computed from the 
absorption coefficient αfoil,f and the thickness of the foil hfoil,f: 

𝑇𝑓𝑜𝑖𝑙,𝑓 = exp(−𝛼𝑓𝑜𝑖𝑙,𝑓 ∗ ℎ𝑓𝑜𝑖𝑙,𝑓) II.94 

 

Next, the shading of the cell by fingers and cell-interconnection is applied, as pre-
computed in the previous part.  

The non-metallized cell reflectance Rcell,nometal and transmission Tcell,nometal are input of 
the model, precomputed by the Sunsolve ray-tracer as described in the inputs parameters of 
the model (Part II.A). But the transmission of the cell in module as to be corrected for two 
reasons. 

First, the metallization at the rear side behaves as a reflector because the interface of 
ITO/ silver of the finger is reflective at 95 %, almost constant with wavelength. The 
transmission is thus corrected from 95 % of the metallization part of the rear side): 

𝑇𝑐𝑒𝑙𝑙,𝑚𝑒𝑡𝑎𝑙 = 𝑇𝑐𝑒𝑙𝑙,𝑛𝑜𝑚𝑒𝑡𝑎𝑙 (1 − 0.95 𝑀𝑝𝑎𝑟𝑡,𝑟) II.95 

 

Second, if there is a good reflector on the rear side of the module (for example, a 
backsheet or a white encapsulant) with reflectance Rcov,r, the rear optical stack can reflect a 
part of the transmitted irradiance back to the cell. The cell transmittance Tcell is thus computed 
from the transmittance of the metallized cell in module Tcell,metal, from the rear foil 
transmittance (if any), the non-metallized cell reflectance and the shading of the finger and of 
the ribbons at the rear side 

𝑇𝑐𝑒𝑙𝑙 = 𝑇𝑐𝑒𝑙𝑙,𝑚𝑒𝑡𝑎𝑙 (1 − 𝑇𝑓𝑜𝑖𝑙,𝑟
2 𝑅𝑐𝑜𝑣,𝑟(1 − 𝑅𝑐𝑒𝑙𝑙,𝑛𝑜𝑚𝑒𝑡𝑎𝑙 )(1 − 𝑆ℎ𝑎𝑓,𝑟 − 𝑆ℎ𝑎𝑟,𝑟) II.96 

 

The absorption Acell of the cell is by definition:  

𝐴𝑐𝑒𝑙𝑙 = 1 − 𝑅𝑐𝑒𝑙𝑙 − 𝑇𝑐𝑒𝑙𝑙  II.97 
 

The irradiance absorbed Scell by the cell is thus computed from the previous factors: 

𝑆𝑐𝑒𝑙𝑙 = 𝑆𝑖𝑟𝑟(1 − 𝑅𝑐𝑜𝑣,𝑓)𝑇𝑐𝑜𝑣,𝑓 ∗ 𝑇𝑒𝑛𝑐𝑎𝑝,𝑓 ∗ 𝑇𝑓𝑜𝑖𝑙,𝑓(1 − 𝑆ℎ𝑎𝑓,𝑓 − 𝑆ℎ𝑎𝑟,𝑓)𝐴𝑐𝑒𝑙𝑙  II.98 

 

Hanifi et al. applied a factor that take into account the part of the irradiance below the 
bandgap that cannot take part in the photo-generation. We do not use this factor because it 
is included in the cell transmission factor as computed in equation II.97. 

The part of the absorbed irradiance with a photon energy higher than the one of the 
bandgap will be thermalized. The equivalent irradiance after thermalization Stherm is expressed 
as a function of the wavelength of the gap λgap: 

𝑆𝑡ℎ𝑒𝑟𝑚 = 𝑆𝑐𝑒𝑙𝑙 ∗
𝜆

𝜆𝑔𝑎𝑝
 II.99 
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For an electron-hole pair generated, only the fraction corresponding to the internal 
quantum efficiency contributes to the the photo-generated current Iph. The irradiance after 
the collection efficiency Scoll: 

𝑆𝑐𝑜𝑙𝑙 = 𝑆𝑡ℎ𝑒𝑟𝑚 ∗ 𝐼𝑄𝐸 II.100 
 

The photo-generated current from the front irradiance Iph,f is then computed by 
numerical integration of the irradiance on the whole spectral range as a function of the area 
of the wafer and the q/hc factor: 

𝐼𝑝ℎ,𝑓 = 𝐴𝑤𝑎𝑓𝑒𝑟 ∗
𝑞

ℎ 𝑐
∫ 𝑆𝑐𝑜𝑙𝑙  𝜆 𝑑𝜆

𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛 

  II.101 

 

where λmin = 300 nm and λmax = 2450 nm. The numerical integration is performed with a 
trapezoidal method. The same approach is used to compute the current generated by the rear 
irradiance Iph,r. 

Once the photo-generated currents have been calculated, we apply to them empirical 
gains and losses coming from two sources: (i) the gains by reflections on the inter-cell spaces 
if there is a backsheet type reflector or white encapsulants, (ii) losses generated by a possible 
cutting step. 

The gain from the inter-cell space is recalled, as a function of the inter-cell space dic the 
characteristic distance dcarac (input parameter) and the maximum relative gain in Isc, Gmax: 

Δ𝐼𝑠𝑐

𝐼𝑠𝑐
(𝑑) = 𝐺𝑚𝑎𝑥 (1 − exp (

𝑑

𝑑𝑐𝑎𝑟𝑎𝑐
)) II.102 

 

But this equation is valid only for a certain cell geometry. For example, using the same 
module architecture (backsheet, glass, inter-cell…) but with half-cell instead of full-cell give 
greater value of relative Isc gains. This is due to a greater ratio of perimeter over area in half 
cell than if full cell. The equation need to be corrected to take into account the perimeter over 
area ratio pA,ref of the cell used for extraction of dcarac and Gmax 

𝐺𝐼𝑠𝑐(𝑑) =
Δ𝐼𝑠𝑐

𝐼𝑠𝑐

(𝑑) = 𝐺𝑚𝑎𝑥 (1 − exp (
𝑑

𝑑𝑐𝑎𝑟𝑎𝑐
))

𝑝𝐴

𝑝𝐴,𝑟𝑒𝑓
  II.103 

 

Where pA is the perimeter to area ratio of the current cell under study. 

The amount of light reflected back to the cell by the backsheet is thus higher when d 
increase. This distance d is different on each side of the cell. For a central cell of the module, 
the length d is the inter-cell distance for top and bottom edge. It is the inter-string distance 
for left and right edges. If the cell has an edge near the margin of the module, it has also to be 
taken onto account. 

Considering the inter-cell Isc gain, the distance dic is used in the exponential term. The 
perimeter to area ratio is expressed as a function of the length of the wafer in x direction and 
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the area of the wafer. The number of cell by string is used to compute the number of relevant 
edges (for a one cell equivalent): 

𝐺𝐼𝑠𝑐(𝑖𝑐) = 𝐺𝑚𝑎𝑥 (1 − exp (
𝑑𝑖𝑐

𝑑𝑐𝑎𝑟𝑎𝑐
))

𝐿𝑤𝑎𝑓𝑒𝑟,𝑥/𝐴𝑤𝑎𝑓𝑒𝑟

𝑝𝐴,𝑟𝑒𝑓

2(𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 − 1)

𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔
  II.104 

Considering the inter-string Isc gain, the distance dis is used in the exponential term. The 
perimeter to area ratio is expressed as a function of the length of the wafer in y direction and 
the area of the wafer. The number of string is used to compute the number of relevant edges 
(for a one cell equivalent): 

𝐺𝐼𝑠𝑐(𝑖𝑠) = 𝐺𝑚𝑎𝑥 (1 − exp (
𝑑𝑖𝑠

𝑑𝑐𝑎𝑟𝑎𝑐
))

𝐿𝑤𝑎𝑓𝑒𝑟,𝑦/𝐴𝑤𝑎𝑓𝑒𝑟

𝑝𝐴,𝑟𝑒𝑓

2(𝑁𝑠𝑡𝑟𝑖𝑛𝑔 − 1)

𝑁𝑠𝑡𝑟𝑖𝑛𝑔
  II.105 

 

Considering the margin Isc gain, the length of each margin is used in the exponential 
term: top margin dm,top , bottom dm,bott, left margin dm,left and right margin dm,right: 

𝐺𝐼𝑠𝑐(𝑚𝑡𝑜𝑝) = 𝐺𝑚𝑎𝑥 (1 − exp (
𝑑𝑚,𝑡𝑜𝑝

𝑑𝑐𝑎𝑟𝑎𝑐
))

𝐿𝑤𝑎𝑓𝑒𝑟,𝑥/𝐴𝑤𝑎𝑓𝑒𝑟

𝑝𝐴,𝑟𝑒𝑓

1

𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔
  II.106 

 

𝐺𝐼𝑠𝑐(𝑚𝑏𝑜𝑡𝑡) = 𝐺𝑚𝑎𝑥 (1 − exp (
𝑑𝑚,𝑏𝑜𝑡𝑡

𝑑𝑐𝑎𝑟𝑎𝑐
))

𝐿𝑤𝑎𝑓𝑒𝑟,𝑥/𝐴𝑤𝑎𝑓𝑒𝑟

𝑝𝐴,𝑟𝑒𝑓

1

𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔
  II.107 

 

𝐺𝐼𝑠𝑐(𝑚𝑙𝑒𝑓𝑡) = 𝐺𝑚𝑎𝑥 (1 − exp (
𝑑𝑚,𝑙𝑒𝑓𝑡

𝑑𝑐𝑎𝑟𝑎𝑐
))

𝐿𝑤𝑎𝑓𝑒𝑟,𝑦/𝐴𝑤𝑎𝑓𝑒𝑟

𝑝𝐴,𝑟𝑒𝑓

1

𝑁𝑠𝑡𝑟𝑖𝑛𝑔
  II.108 

 

𝐺𝐼𝑠𝑐(𝑚𝑟𝑖𝑔ℎ𝑡) = 𝐺𝑚𝑎𝑥 (1 − exp (
𝑑𝑚,𝑟𝑖𝑔ℎ𝑡

𝑑𝑐𝑎𝑟𝑎𝑐
))

𝐿𝑤𝑎𝑓𝑒𝑟,𝑦/𝐴𝑤𝑎𝑓𝑒𝑟

𝑝𝐴,𝑟𝑒𝑓

1

𝑁𝑠𝑡𝑟𝑖𝑛𝑔
  II.109 

 

In the case of a shingle architecture, the inter-cell Isc gain is zero, but other remains. The 
photo-generated current is then corrected by the aforementioned gains: 𝐼𝑝ℎ,𝑓 

𝐼𝑝ℎ,𝑓 = 𝐼𝑝ℎ,𝑓 (1 + 𝐺𝐼𝑠𝑐(𝑖𝑠) + 𝐺𝐼𝑠𝑐(𝑖𝑐) + 𝐺𝐼𝑠𝑐(𝑚𝑡𝑜𝑝) + 𝐺𝐼𝑠𝑐(𝑚𝑏𝑜𝑡𝑡)

+ 𝐺𝐼𝑠𝑐(𝑚𝑙𝑒𝑓𝑡) + 𝐺𝐼𝑠𝑐(𝑚𝑟𝑖𝑔ℎ𝑡)) 
II.110 

 

Finally, the last correction on the photo-generated current correspond to the losses 
caused by a potential cutting step. It is computed from the percentage of Iph loss as computed 
at the begin of the part II.A.2. 

𝐼𝑝ℎ,𝑓 = 𝐼𝑝ℎ,𝑓(1 + 𝑑𝐼𝑝ℎ,𝑒𝑑𝑔𝑒) II.111 

 

The total photo-generated current Iph is the sum of the front and the rear contribution: 

𝐼𝑝ℎ = 𝐼𝑝ℎ,𝑓 + 𝐼𝑝ℎ,𝑟 II.112 
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 Solve Equivalent circuit for cell and module 

All the terms of the 2-diodes model are now computed: Iph, I01, n1, I02, n2, Rs and Rsh 

𝐼(𝑉) = 𝐼𝑝ℎ − 𝐼01 (exp (
𝑉 + 𝐼𝑅𝑠

𝑛1 𝑉𝑡ℎ
) − 1) − 𝐼02 (exp (

𝑉 + 𝐼𝑅𝑠

𝑛2 𝑉𝑡ℎ
) − 1)

−
𝑉 + 𝐼𝑅𝑠

𝑅𝑠ℎ
 

II.113 

 

This equation is not analytically solvable for any value of voltage V. Numerical methods 
are needed. It is necessary to put the equation in the form of F(I) = 0: 

𝐹(𝐼, 𝑉) = 0 = 𝐼𝑝ℎ − 𝐼01 (exp (
𝑉 + 𝐼𝑅𝑠

𝑛1 𝑉𝑡ℎ
) − 1) − 𝐼02 (exp (

𝑉 + 𝐼𝑅𝑠

𝑛2 𝑉𝑡ℎ
) − 1)

−
𝑉 + 𝐼𝑅𝑠

𝑅𝑠ℎ
− 𝐼 

II.114 

 

In this form, numerical method to solve non-linear equation can be used. In our case, 
we use “fzero” function of Matlab©. All the IV curve can be computed by varying the value of 
voltage V. We start at V=0 V – at the short-circuit current – where a good first estimate of the 
current I(V=0) is I0 = Iph. The voltage V in then increased by a dV value, and the corresponding 
value of I(V+dV) is computed with initial estimate I0 equal to the value of I(V). In this way, the 
current value of I is used as first estimate for the next value of I, using the propriety of 
continuity of the function F(I). 

The four main IV parameter Isc, Voc, Impp, Vmpp can be computed without computing the 
complete IV curve. Special cases of equation II.114 are used. Considering Isc, the value of V is 
fixed to 0, we obtain: 

𝐹(𝐼𝑠𝑐) = 0 = 𝐼𝑝ℎ − 𝐼01 (exp (
𝐼𝑠𝑐𝑅𝑠

𝑛1 𝑉𝑡ℎ
) − 1) − 𝐼02 (exp (

𝐼𝑠𝑐𝑅𝑠

𝑛2 𝑉𝑡ℎ
) − 1)

−
𝑉 + 𝐼𝑠𝑐𝑅𝑠

𝑅𝑠ℎ
− 𝐼𝑠𝑐  

II.115 

Considering Voc, the current I is by definition 0: 

𝐹(𝑉𝑜𝑐) = 0 = 𝐼𝑝ℎ − 𝐼01 (exp (
𝑉𝑜𝑐

𝑛1 𝑉𝑡ℎ
) − 1) − 𝐼02 (exp (

𝑉𝑜𝑐

𝑛2 𝑉𝑡ℎ
) − 1) −

𝑉𝑜𝑐

𝑅𝑠ℎ
 II.116 

 

Considering the Impp and Vmpp, the equation is the same as the number: II.113 

But a second equation is needed to compute both unknowns. The definition of the 
maximum power point is used: it is the point where the derivative of the power is zero. 

𝑑𝑃

𝑑𝑉
=

𝑑(𝐼𝑉)

𝑑𝑉
= 𝑉

𝑑𝐼

𝑑𝑉
+ 𝐼 = 0 II.117 

𝑑𝐼

𝑑𝑉
=

𝐺(𝐼, 𝑉)

1 + 𝐺(𝐼, 𝑉)𝑅𝑠
 II.118 

with 
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𝐺(𝐼, 𝑉) =
𝐼01

𝑛1𝑉𝑡ℎ
exp (

𝑉 + 𝐼𝑅𝑠

𝑛1 𝑉𝑡ℎ
) +

𝐼02

𝑛2𝑉𝑡ℎ
exp (

𝑉 + 𝐼𝑅𝑠

𝑛2 𝑉𝑡ℎ
) +

1

𝑅𝑠ℎ
 II.119 

 

From the previous equations, we can compute the value of the IV parameters Impp and 
Vmpp , from the system with two equations and two unknowns:  

{

𝐹(𝐼𝑚𝑝𝑝 , 𝑉𝑚𝑝𝑝) = 0

𝑉𝑚𝑝𝑝

𝐺(𝐼𝑚𝑝𝑝, 𝑉𝑚𝑝𝑝)

1 + 𝐺(𝐼𝑚𝑝𝑝, 𝑉𝑚𝑝𝑝)𝑅𝑠
+ 𝐼𝑚𝑝𝑝 = 0

 II.120 

 

All this four IV parameters Isc, Voc, Impp, Vmpp are computed for a one-cell equivalent 
module, as mentioned previously. Some changes are required to have the values for the 
complete module. The module is considered to have Nserie cells in series and Nparallel cells in 
parallel, where the product of both value must equal the total number of cells: 

𝑁𝑠𝑒𝑟𝑖𝑒 ∗ 𝑁𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 = 𝑁𝑐𝑒𝑙𝑙 = 𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 ∗ 𝑁𝑠𝑡𝑟𝑖𝑛𝑔 II.121 

 

We define the four IV parameters of the total module: 

𝐼𝑠𝑐,𝑚𝑜𝑑𝑢𝑙𝑒 = 𝑁𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 ∗ 𝐼𝑠𝑐  II.122 
𝑉𝑜𝑐,𝑚𝑜𝑑𝑢𝑙𝑒 = 𝑁𝑠𝑒𝑟𝑖𝑒 ∗  𝑉𝑜𝑐  II.123 

𝐼𝑚𝑝𝑝,𝑚𝑜𝑑𝑢𝑙𝑒 = 𝑁𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 ∗ 𝐼𝑚𝑝𝑝 II.124 

𝑉𝑚𝑝𝑝,𝑚𝑜𝑑𝑢𝑙𝑒 = 𝑁𝑠𝑒𝑟𝑖𝑒 ∗ 𝑉𝑚𝑝𝑝  II.125 

 

From the IV parameters Isc, Voc, Impp, Vmpp, we compute the maximum power Pmpp and 
the fill factor FF: 

𝑃𝑚𝑝𝑝,𝑚𝑜𝑑𝑢𝑙𝑒 =  𝐼𝑚𝑝𝑝,𝑚𝑜𝑑𝑢𝑙𝑒 ∗ 𝑉𝑚𝑝𝑝,𝑚𝑜𝑑𝑢𝑙𝑒   II.126 
𝐹𝐹𝑚𝑜𝑑𝑢𝑙𝑒 =  𝑃𝑚𝑝𝑝,𝑚𝑜𝑑𝑢𝑙𝑒  /( 𝐼𝑠𝑐,𝑚𝑜𝑑𝑢𝑙𝑒  𝑉𝑜𝑐,𝑚𝑜𝑑𝑢𝑙𝑒 ) II.127 

 

The length of the module is x-direction is expressed as a function of the length of the 
wafer, the number of string, the inter-string distance and the left and right margins: 

𝐿𝑥,𝑚𝑜𝑑𝑢𝑙𝑒 = 𝐿𝑤𝑎𝑓𝑒𝑟,𝑥  ∗ 𝑁𝑠𝑡𝑟𝑖𝑛𝑔 + 𝑑𝑖𝑠(𝑁𝑠𝑡𝑟𝑖𝑛𝑔 − 1) + 𝑑𝑚,𝑙𝑒𝑓𝑡 + 𝑑𝑚,𝑟𝑖𝑔ℎ𝑡  II.128 

 

The length of the module is y-direction is expressed as a function of the length of the 
wafer, the number of cell by string, the inter-cell distance and the top and bottom margins: 

𝐿𝑦,𝑚𝑜𝑑𝑢𝑙𝑒 = 𝐿𝑤𝑎𝑓𝑒𝑟,𝑦 ∗ 𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 + 𝑑𝑖𝑐(𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 − 1) + 𝑑𝑚,𝑡𝑜𝑝 + 𝑑𝑚,𝑏𝑜𝑡𝑡  II.129 

 

In the case of shingle architecture, the inter-cell distance is replaced by the shingle 
overlap:  

𝐿𝑦,𝑚𝑜𝑑𝑢𝑙𝑒 = 𝐿𝑤𝑎𝑓𝑒𝑟,𝑦 ∗  𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 − 𝑊𝑠ℎ𝑖𝑛𝑔𝑙𝑒(𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 − 1) + 𝑑𝑚,𝑡𝑜𝑝

+ 𝑑𝑚,𝑏𝑜𝑡𝑡  
II.130 
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The area of the module Amodule  is thus:  

𝐴𝑚𝑜𝑑𝑢𝑙𝑒 = 𝐿𝑥,𝑚𝑜𝑑𝑢𝑙𝑒 ∗  𝐿𝑦,𝑚𝑜𝑑𝑢𝑙𝑒  II.131 
 

From the total area of the module, the front and rear irradiance Sirr,f and Sirr,r we 
compute the efficiency of the module:  

𝜂𝑚𝑜𝑑𝑢𝑙𝑒 =
𝑃𝑚𝑝𝑝,𝑚𝑜𝑑𝑢𝑙𝑒

(Sirr,f + Sirr,r)𝐴𝑚𝑜𝑑𝑢𝑙𝑒

 II.132 

 

This marks the end of the module performance calculation. The next step is to compute 
all the losses occurring in the energy conversion.  

II.A.3 Calculation of a standardized classification of the absolute module 
losses 

All the power contained in the incident energy is the light cannot be converted into 
electrical power. A large part is lost by heating or by reflection of the irradiance out of the 
module. These absolute losses are computed from all the values previously computed for 
module performance. This approach of “absolute losses” allow to easily compare different 
module architecture, eventually at different manufacturing steps. 

 Calculation of all losses for a given architecture: analysis and consistency of 
results 

The total incident power Pincident is computed from the front and rear spectral irradiance: 

𝑃𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 = 𝑃𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡,𝑓 + 𝑃𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡,𝑟 = 𝐴𝑚𝑜𝑑𝑢𝑙𝑒  ∫ (𝑆𝑖𝑟𝑟,𝑓 + 𝑆𝑖𝑟𝑟,𝑟)𝑑𝜆
𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛

 II.133 

 

Losses by inactive areas of the module 

The inactive areas of the module are divided into nine zones: the top, bottom, left and 
right margin, the corner of the modules (intersection of margins), the inter-cell area, the inter-
string area, the inter cell/string (intersection of inter-cell area and inter-string area), and the 
pseudo square areas if the cell is not squared. The calculations are the same for front and rear 
irradiance, only the front side is reported. We note the power density of incident light: 

𝑝𝑖𝑟𝑟,𝑓 = ∫ 𝑆𝑖𝑟𝑟,𝑓 𝑑𝜆
𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛

 II.134 

 

The power losses from the top, bottom, left and right margins Pm,top, Pm,bott, Pm,left, Pm,right 
are computed as: 

𝑃𝑚,𝑡𝑜𝑝 = 𝑑𝑚,𝑡𝑜𝑝 (𝐿𝑥,𝑚𝑜𝑑𝑢𝑙𝑒 − 𝑑𝑚,𝑙𝑒𝑓𝑡 − 𝑑𝑚,𝑟𝑖𝑔ℎ𝑡) 𝑝𝑖𝑟𝑟,𝑓  II.135 
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𝑃𝑚,𝑏𝑜𝑡𝑡 = 𝑑𝑚,𝑏𝑜𝑡𝑡  (𝐿𝑥,𝑚𝑜𝑑𝑢𝑙𝑒 − 𝑑𝑚,𝑙𝑒𝑓𝑡 − 𝑑𝑚,𝑟𝑖𝑔ℎ𝑡) 𝑝𝑖𝑟𝑟,𝑓  II.136 

𝑃𝑚,𝑟𝑖𝑔ℎ𝑡 = 𝑑𝑚,𝑟𝑖𝑔ℎ𝑡  (𝐿𝑦,𝑚𝑜𝑑𝑢𝑙𝑒 − 𝑑𝑚,𝑡𝑜𝑝 − 𝑑𝑚,𝑏𝑜𝑡𝑡) 𝑝𝑖𝑟𝑟,𝑓  II.137 

𝑃𝑚,𝑙𝑒𝑓𝑡 = 𝑑𝑚,𝑙𝑒𝑓𝑡  (𝐿𝑦,𝑚𝑜𝑑𝑢𝑙𝑒 − 𝑑𝑚,𝑡𝑜𝑝 − 𝑑𝑚,𝑏𝑜𝑡𝑡) 𝑝𝑖𝑟𝑟,𝑓 II.138 

 

The power losses from the corner of the module Pm,corner are expressed as: 

𝑃𝑚,𝑐𝑜𝑟𝑛𝑒𝑟 = (𝑑𝑚,𝑡𝑜𝑝(𝑑𝑚,𝑟𝑖𝑔ℎ𝑡 + 𝑑𝑚,𝑙𝑒𝑓𝑡) + 𝑑𝑚,𝑏𝑜𝑡𝑡(𝑑𝑚,𝑟𝑖𝑔ℎ𝑡 + 𝑑𝑚,𝑙𝑒𝑓𝑡)) 𝑝𝑖𝑟𝑟,𝑓 II.139 

 

The power losses from the inter-cell Pic and inter-string Pis areas are computed by: 

𝑃𝑖𝑐 = 𝑑𝑖𝑐 ∗ 𝐿𝑤𝑎𝑓𝑒𝑟,𝑥  ∗ 𝑁𝑠𝑡𝑟𝑖𝑛𝑔  (𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 − 1) 𝑝𝑖𝑟𝑟,𝑓  II.140 
𝑃𝑖𝑠 = 𝑑𝑖𝑠  ∗ 𝐿𝑤𝑎𝑓𝑒𝑟,𝑦 ∗ 𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔  (𝑁𝑠𝑡𝑟𝑖𝑛𝑔 − 1) 𝑝𝑖𝑟𝑟,𝑓 II.141 

 

And the power losses from the intersection of the inter-cell and inter-string areas Pic,is 
are computed as: 

𝑃𝑖𝑐,𝑖𝑠 = 𝑑𝑖𝑐 ∗ 𝑑𝑖𝑠  (𝑁𝑠𝑡𝑟𝑖𝑛𝑔 − 1) (𝑁𝑐𝑒𝑙𝑙,𝑠𝑡𝑟𝑖𝑛𝑔 − 1) 𝑝𝑖𝑟𝑟,𝑓  II.142 

 

Finally, the power losses caused by the pseudo square areas PPSQ are given by: 

𝑃𝑃𝑆𝑄 = (𝐿𝑤𝑎𝑓𝑒𝑟,𝑥 ∗ 𝐿𝑤𝑎𝑓𝑒𝑟,𝑦 − 𝐴𝑤𝑎𝑓𝑒𝑟) 𝑁𝑐𝑒𝑙𝑙 ∗ 𝑝𝑖𝑟𝑟,𝑓 II.143 

 

 

 

Figure 28: Summary of the power lost by inactive areas of the module for the reference. The main losses are, in order of 
importance: inter-cell gap, left and right margins, inter-string gap, top and bottom margins and PSQ areas.  

 

All the losses due to inactive area are corrected from the gain in Isc from these areas due 
to reflective back cover (backsheet or white encapsulants). The power lost by inactive areas is 
thus corrected with the power corresponding to the gain in Isc of this part k of the module (k 
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can be margins, inter-cell areas…). The voltage of the energy gap is used to perform the 
correction: hc/qλgap. 

𝑃𝑘,𝑛𝑒𝑤 = 𝑃𝑘,𝑜𝑙𝑑 − 𝑁𝑐𝑒𝑙𝑙 ∗ 𝐼𝑝ℎ,𝑓 ∗ 𝐺𝐼𝑠𝑐(𝑘)
ℎ𝑐

𝑞𝜆𝑔𝑎𝑝
 II.144 

 

An example of the losses caused by inactive areas for the reference is given in the Figure 
28. Together, these losses represent 10.7 % of the incident power. 

Losses by optical stack of the module 

The power losses due to optical stack can be of three different kinds: reflection by the 
module, transmission by the module, absorption by the layers. The choice is made to consider 
that incident light is lost by the optical stack only for the part of light hitting the active areas. 
If not, it is counted in the aforementioned losses by inactive areas. As a consequence, what 
we call “glass absorption” is not the total power absorbed by the glass, but only the part above 
active areas. We consider more relevant to have a direct value of losses caused by inactive 
areas: this allow comparison of different module architecture in a more practical way. 
However, this choice has also drawbacks: the value of power absorbed cannot be used as 
volume heat source for example. 

The power lost by the reflectance of the front cover of the module is the integral of the 
incident spectral irradiance multiplied by the spectral reflectance of the air/cover interface, 
and multiplied by the total active area of the module: 

𝑃𝑅,𝑐𝑜𝑣,𝑓 = 𝑁𝑐𝑒𝑙𝑙  𝐴𝑤𝑎𝑓𝑒𝑟 ∫ 𝑆𝑖𝑟𝑟,𝑓𝑅𝑐𝑜𝑣,𝑓  𝑑𝜆
𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛

  II.145 

 

The power lost by the front cover absorption is the integral of the incident spectral 
irradiance multiplied by the spectral transmittance of the air/cover interface and the spectral 
volume absorbance of the cover: 

𝑃𝐴,𝑐𝑜𝑣,𝑓 = 𝑁𝑐𝑒𝑙𝑙  𝐴𝑤𝑎𝑓𝑒𝑟 ∫ 𝑆𝑖𝑟𝑟,𝑓(1 − 𝑅𝑐𝑜𝑣,𝑓)(1 − 𝑇𝑐𝑜𝑣,𝑓)𝑑𝜆
𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛

  II.146 

 

The power lost by backscattering in the encapsulant is the integral of the part of the 
incident spectral irradiance that has been transmitted by the air/cover interface and by the 
cover volume, multiplied by the spectral backscattering of the encapsulant: 

𝑃𝐵,𝑒𝑛𝑐𝑎𝑝,𝑓 = 𝑁𝑐𝑒𝑙𝑙  𝐴𝑤𝑎𝑓𝑒𝑟 ∫ 𝑆𝑖𝑟𝑟,𝑓(1 − 𝑅𝑐𝑜𝑣,𝑓)𝑇𝑐𝑜𝑣,𝑓 𝐵𝑒𝑛𝑐𝑎𝑝,𝑓 𝑑𝜆
𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛

  II.147 

 

The power lost by encapsulant absorption is the integral of the part of incident spectral 
irradiance that has been transmitted by the air/cover interface and by the cover volume, 
multiplied by the amount of light that has not been backscattered nor transmitted by the 
encapsulant volume: 
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𝑃𝐴,𝑒𝑛𝑐𝑎𝑝,𝑓 = 𝑁𝑐𝑒𝑙𝑙  𝐴𝑤𝑎𝑓𝑒𝑟 ∫ 𝑆𝑖𝑟𝑟,𝑓(1 − 𝑅𝑐𝑜𝑣,𝑓)𝑇𝑐𝑜𝑣,𝑓  (1 − 𝐵𝑒𝑛𝑐𝑎𝑝,𝑓

𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛

− 𝑇𝑒𝑛𝑐𝑎𝑝,𝑓) 𝑑𝜆  

II.148 

 

The power lost by the foil absorption (if any) is the integral of the part of incident 
spectral irradiance that has been transmitted by the air/cover interface, by the cover volume 
and by the encapsulant volume, multiplied by the amount of light not transmitted (absorbed) 
by the foil: 

𝑃𝐴,𝑓𝑜𝑖𝑙,𝑓 = 𝑁𝑐𝑒𝑙𝑙  𝐴𝑤𝑎𝑓𝑒𝑟 ∫ 𝑆𝑖𝑟𝑟,𝑓(1 − 𝑅𝑐𝑜𝑣,𝑓)𝑇𝑐𝑜𝑣,𝑓𝑇𝑒𝑛𝑐𝑎𝑝,𝑓(1 − 𝑇𝑓𝑜𝑖𝑙,𝑓)𝑑𝜆
𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛

  II.149 

 

The power lost by the finger shading is expressed as a function of the light transmitted 
to the finger, i.e. transmitted by the air/cover interface, by the cover volume, by the 
encapsulant volume and by the foil volume. It is multiplied by the total finger optical area of 
the module and thus include the “effective shading”: 

𝑃𝑆ℎ𝑎,𝑓,𝑓 = 𝑁𝑐𝑒𝑙𝑙 𝐴𝑓,𝑜𝑝𝑡 ∫ 𝑆𝑖𝑟𝑟,𝑓(1 − 𝑅𝑐𝑜𝑣,𝑓)𝑇𝑐𝑜𝑣,𝑓𝑇𝑒𝑛𝑐𝑎𝑝,𝑓𝑇𝑓𝑜𝑖𝑙,𝑓  𝑑𝜆
𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛

  II.150 

 

The power lost by the ribbons shading is expressed as a function of the light transmitted 
to the finger, i.e. transmitted by the air/cover interface, by the cover volume, by the 
encapsulant volume and by the foil volume.  It is multiplied by the total ribbons optical area 
of the module and thus include the “effective shading”: 

𝑃𝑆ℎ𝑎,𝑟,𝑓 = 𝑁𝑐𝑒𝑙𝑙  𝐴𝑟,𝑜𝑝𝑡 ∫ 𝑆𝑖𝑟𝑟,𝑓(1 − 𝑅𝑐𝑜𝑣,𝑓)𝑇𝑐𝑜𝑣,𝑓𝑇𝑒𝑛𝑐𝑎𝑝,𝑓𝑇𝑓𝑜𝑖𝑙,𝑓  𝑑𝜆
𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛

  II.151 

 

The power lost by the cell reflectance expressed as a function of the light transmitted to 
the cell, i.e. transmitted by the air/cover interface, by the cover volume, by the encapsulant 
volume and by the foil volume, and then multiplied by the spectral reflectance of the cell. It is 
multiplied by the total active area which has been removed from ribbons and finger optical 
area of the module:  

𝑃𝑅,𝑐𝑒𝑙𝑙,𝑓 = 𝑁𝑐𝑒𝑙𝑙  (𝐴𝑤𝑎𝑓𝑒𝑟

− 𝐴𝑟,𝑜𝑝𝑡) ∫ 𝑆𝑖𝑟𝑟,𝑓 (1
𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛

− 𝑅𝑐𝑜𝑣,𝑓) 𝑇𝑐𝑜𝑣,𝑓 𝑇𝑒𝑛𝑐𝑎𝑝,𝑓 𝑇𝑓𝑜𝑖𝑙,𝑓  𝑅𝑐𝑒𝑙𝑙,𝑓 𝑑𝜆  

II.152 

 

And the power lost by cell transmission is:  
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𝑃𝑇,𝑐𝑒𝑙𝑙,𝑓 = 𝑁𝑐𝑒𝑙𝑙  (𝐴𝑤𝑎𝑓𝑒𝑟

− 𝐴𝑟,𝑜𝑝𝑡) ∫ 𝑆𝑖𝑟𝑟,𝑓(1
𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛

− 𝑅𝑐𝑜𝑣,𝑓)𝑇𝑐𝑜𝑣,𝑓𝑇𝑒𝑛𝑐𝑎𝑝,𝑓𝑇𝑓𝑜𝑖𝑙,𝑓 𝑇𝑐𝑒𝑙𝑙,𝑓  𝑑𝜆  

II.153 

 

Finally, the part of the spectrum absorbed by the cell is:  

𝑆 𝐴,𝑐𝑒𝑙𝑙,𝑓 = 𝑆𝑖𝑟𝑟,𝑓(1 − 𝑅𝑐𝑜𝑣,𝑓)𝑇𝑐𝑜𝑣,𝑓𝑇𝑒𝑛𝑐𝑎𝑝,𝑓𝑇𝑓𝑜𝑖𝑙,𝑓  (1 − 𝑅𝑐𝑒𝑙𝑙,𝑓 − 𝑇𝑐𝑒𝑙𝑙,𝑓)  II.154 

 

An example of the losses caused by optical stack for the reference case is given in the 
Figure 29. The losses in order of importance are: cell reflection, cell transmission, cover 
reflection (no anti-reflective coating is used), encapsulant absorption, cell reflection, finger 
effective shading, cover absorption and ribbon effective shading. As mentioned previously, 
the cell reflection losses are overestimated because of the secondary reflection of the diffuse 
flux at the glass-air interface, not taken into account in our model. No foil nor backscattering 
encapsulant is used here. Together, these losses represent 17.1 % of the incident power. 

 

 

Figure 29:  Summary of the power lost by optical stack of the module for the reference case described in II.A.1. 

 

Semiconductor losses 

The main losses in a photovoltaic module are located within the cell and are referred as 
“semiconductor losses”. An approach similar to Hanifi et al. is used [70], their approach is 
presented in details in part II.B.1. Power losses from semiconductor physics effects are: the 
losses from below band gap photons, losses by thermalization of electron-hole pairs with 
higher energy than the band gap, the losses by not optimal collection efficiency, the losses by 
thermodynamic effects (angle mismatch, Carnot losses). 

The first loss is caused by photons with energy lower than the effective band gap. The 
band gap of the crystalline silicon is 1.14 eV at 298.15K, corresponding to a wavelength gap 
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λgap of 1088 nm [71]. In principle, for wavelength greater than λgap, c-Si does not absorb 
photons. But non-zero IQE can be observed even for wavelength greater than λgap [72], as the 
absorption coefficient of c-Si is non zero even for λ > λgap [73]. Silicon has indeed a non-zero 
density of states for energy higher than band gap and it is thus possible to have a non-
negligible IQE, in particular for thick wafer. Silicon has an indirect band-gap, and electron-hole 
pair generation can be phonon-assisted with thermal budget of 25 meV. High doping level can 
also decrease the band gap energy in a process called band-gap narrowing [74]. For all these 
reasons, silicon band-gap is not well-defined and the IQE of the cell can be non-zero for λ > 
λgap. We use a numerical rather than a physical definition for the band gap, i.e. the wavelength 
at which the WQI of the cell is less than 0.01 %. 

The loss caused by below band gap photons are expressed as the integral of the part of 
incident irradiance that has been absorbed by the cell: 

𝑃𝑏𝑒𝑙𝑜𝑤𝐵𝐺 = 𝑁𝑐𝑒𝑙𝑙  (𝐴𝑤𝑎𝑓𝑒𝑟

− 𝐴𝑟,𝑜𝑝𝑡) ∫ 𝑆𝑖𝑟𝑟,𝑓(1 − 𝑅𝑐𝑜𝑣,𝑓)𝑇𝑐𝑜𝑣,𝑓𝑇𝑒𝑛𝑐𝑎𝑝,𝑓𝑇𝑓𝑜𝑖𝑙,𝑓   (1
𝜆𝑚𝑎𝑥

𝜆𝑔𝑎𝑝

− 𝑅𝑐𝑒𝑙𝑙,𝑓 − 𝑇𝑐𝑒𝑙𝑙,𝑓) 𝑑𝜆  

II.155 

 

The second loss is caused by thermalization of the electron hole pair. All the energy 
higher than the band gap energy is lost by thermalization with a ratio of λ / λgap: 

𝑃𝑡ℎ𝑒𝑟𝑚𝑎 = 𝑁𝑐𝑒𝑙𝑙  (𝐴𝑤𝑎𝑓𝑒𝑟

− 𝐴𝑟,𝑜𝑝𝑡) ∫ 𝑆𝑖𝑟𝑟,𝑓(1 − 𝑅𝑐𝑜𝑣,𝑓)𝑇𝑐𝑜𝑣,𝑓𝑇𝑒𝑛𝑐𝑎𝑝,𝑓𝑇𝑓𝑜𝑖𝑙,𝑓  (1
𝜆𝑔𝑎𝑝

𝜆𝑚𝑖𝑛

− 𝑅𝑐𝑒𝑙𝑙,𝑓 − 𝑇𝑐𝑒𝑙𝑙,𝑓)(1 − 𝜆/𝜆𝑔𝑎𝑝) 𝑑𝜆  

II.156 

 

The losses from the not optimal collection efficiency (1-IQE) is:  

𝑃𝐼𝑄𝐸 = 𝑁𝑐𝑒𝑙𝑙  (𝐴𝑤𝑎𝑓𝑒𝑟

− 𝐴𝑟,𝑜𝑝𝑡) ∫ 𝑆𝑖𝑟𝑟,𝑓(1 − 𝑅𝑐𝑜𝑣,𝑓)𝑇𝑐𝑜𝑣,𝑓𝑇𝑒𝑛𝑐𝑎𝑝,𝑓𝑇𝑓𝑜𝑖𝑙,𝑓  (1
𝜆𝑔𝑎𝑝

𝜆𝑚𝑖𝑛

− 𝑅𝑐𝑒𝑙𝑙,𝑓 − 𝑇𝑐𝑒𝑙𝑙,𝑓)
𝜆

𝜆𝑔𝑎𝑝

(1 − 𝐼𝑄𝐸)  𝑑𝜆  

II.157 

 

We call thermodynamic losses the difference of the power collected by the cell and the 
power generated by the Iph current generator at the maximum power point MPP point. It 
include a fraction of the common thermodynamic losses called “Radiative recombination”, 
“Angle mismatch” and “Carnot losses” [75], [76]. It is computed as:  

𝑃𝑡ℎ𝑒𝑟𝑚𝑜 = 𝐼𝑝ℎ(𝑉𝑔𝑎𝑝 − (𝑉𝑚𝑝𝑝 + 𝐼𝑚𝑝𝑝𝑅𝑠))  II.158 

 

The power lost by the diminishing value of Iph due to a cutting step is:  

𝑃𝐼𝑝ℎ,𝑐𝑢𝑡 = 𝑁𝑐𝑒𝑙𝑙  𝐼𝑝ℎ,𝑓𝑑𝐼𝑝ℎ,𝑒𝑑𝑔𝑒  (𝑉𝑚𝑝𝑝 + 𝐼𝑚𝑝𝑝𝑅𝑠)  II.159 
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We add the power dissipated by each elements of the two-diode equivalent model, 
excepting the resistive components. The power dissipated by the first diode at the maximum 
power point (MPP) is:  

𝑃𝐷1 = 𝑁𝑐𝑒𝑙𝑙 𝐼01 (exp (
𝑉𝑚𝑝𝑝 + 𝐼𝑚𝑝𝑝𝑅𝑠

𝑛1 𝑉𝑡ℎ
) − 1) (𝑉𝑚𝑝𝑝 + 𝐼𝑚𝑝𝑝𝑅𝑠)  II.160 

 

The power dissipated by the second diode at MPP is divided in two components: the 
one from the base value of I02, the other from the additional I02 edge coming from a possible 
cutting step. 

𝑃𝐷2,𝑏𝑎𝑠𝑒 = 𝑁𝑐𝑒𝑙𝑙 (𝐼02 − 𝐼02,𝑒𝑑𝑔𝑒) (exp (
𝑉𝑚𝑝𝑝 + 𝐼𝑚𝑝𝑝𝑅𝑠

𝑛2 𝑉𝑡ℎ
) − 1) (𝑉𝑚𝑝𝑝

+ 𝐼𝑚𝑝𝑝𝑅𝑠)  
II.161 

𝑃𝐷2,𝑐𝑢𝑡 = 𝑁𝑐𝑒𝑙𝑙 𝐼02,𝑒𝑑𝑔𝑒 (exp (
𝑉𝑚𝑝𝑝 + 𝐼𝑚𝑝𝑝𝑅𝑠

𝑛2 𝑉𝑡ℎ
) − 1) (𝑉𝑚𝑝𝑝 + 𝐼𝑚𝑝𝑝𝑅𝑠)  

II.162 

 

The power lost by the shunt of the cells is given by:  

𝑃𝑆ℎ = 𝑁𝑐𝑒𝑙𝑙  (𝑉𝑚𝑝𝑝 + 𝐼𝑚𝑝𝑝𝑅𝑠)
2

/𝑅𝑠ℎ  II.163 

 

 

 

Figure 30: Summary of the power lost by “semiconductor effects” 

 

An example of the losses caused by optical stack for the reference case is given in the 
Figure 30. The main loss item is thermalization, followed by thermodynamic losses in the cell, 
then losses due to photons with an energy smaller than the bandgap, and non-optimal 
collection efficiency. The main loss item is thermalization, followed by thermodynamic losses 
in the cell, then losses due to photons with an energy smaller than the bandgap, and non-
optimal collection efficiency. Then come the recombination losses produced by diode 2, then 
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diode 1 and finally the cutting losses. Together, these losses represent 52.9 % of the incident 
power. 

Joule losses 

All the Joule resistive losses are then computed from the values of individual series 
resistance contribution of each elements, multiplied by the square of the Impp: 

𝑃𝑅𝑠
= 𝑁𝑐𝑒𝑙𝑙 𝑅𝑠 𝐼𝑚𝑝𝑝

2   II.164 

 

An example of the losses caused by optical stack for the reference case is given in the 
Figure 31. The five most important losses are in order: the resistance of the amorphous layers, 
the resistance of the ITO, the resistance of the fingers, the inter-cell ribbons, and the contact 
resistance of the fingers on the ITO. Summing all resistive losses, we arrive at 0.92 % of the 
total incident power. 

 

 

Figure 31: Summary of the power lost Joule resistive effect 

 

At the end of the loss computation, a verification step is added: the incident power 
subtracted from the sum of all the power losses mentioned in this part must equal the module 
power computed in the module performance part. 

We recall here that the losses calculated in this part are the absolute losses, i.e. the 
power lost taking into account the whole incident spectrum. Thus, the spectral behaviour of 
optical layers beyond the wavelength of the silicon energy gap has an influence on the losses 
generated by these layers. For example, the absorption in the encapsulant for wavelengths 
above 1200 nm influences the losses generated by this optical component, even if it will not 
make any difference on the photo-generated current. 
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As a summary, we propose Figure 32 which summarizes the main loss items in the 
reference module, expressed this time in terms of absolute power. At the end, we obtain an 
electrical power supplied by the module of 358 W, i.e. a module efficiency of 18.27 %. 

 

 

 

Figure 32: Summary of the power losses by main items, and the remaining power, i.e. the maximum electrical power 
available 

 

 Generalization of the CTM ratio for the analysis of a module and the comparison 
of various architecture 

From the work described in the previous section, we thus have at our disposal all the 
power losses, absolute and relative to the incident power, which take place in the device 
under study. This study was done above for one module. It is possible to do the same study 
for the cell alone, not encapsulated and without interconnection. By making the difference of 
the losses for each of the mentioned stations, we can thus analyse in details the influence of 
the module realization. We consider that the cell is in an IV measurement geometry where 
the current and voltage probes are positioned on the busbars. 

We will perform the difference of the relative losses between case 1 (Module) and case 
2 (cell). The difference in relative losses is preferable to the difference in absolute losses 
because the incident power on a 2 m² module is obviously not the same as the incident power 
on a 244.33 cm² cell.  

The Figure 33 presents the differences of relative losses due to inactive areas between 
module and cell. In the case of cell, no inactive areas are considered. The difference is thus 
positive for every items, and equal the value of losses as measured in the module case. A 
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positive difference between module and cell means that it represents a loss for module 
compared to cell.  

 

 

Figure 33: Summary of the difference in relative power losses between module and cell for the inactive areas items. 

 

The Figure 34 presents the differences of relative losses due to optical stack between 
module and cell. The cover reflection, cover absorption, encapsulant absorption and ribbon 
shading are positive value: it is a loss from cell to module architecture. Conversely, the finger 
effective shading loss is 0.85 % in module and 2.15 % in cell: this represents a gain from cell to 
module of 1.3 %. Similarly, the refractive index of encapsulant being higher than the one of 
air, the difference in cell reflectance caused a gain of 1.4 % between cell and module. The 
losses by cell transmission are almost not affected by module production: 2.7 % in both case. 

 

 

Figure 34: Summary of the difference in relative power losses between module and cell for the optical stack items. 
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The Figure 35 presents the differences of relative losses due to “semiconductor effects” 
between module and cell. In the case of the cell, a larger part of the incident power is lost by 
semiconductor effects, especially the below band gap, thermalization, cell collection efficiency 
and cell thermodynamic effects. Indeed, a part of the light that has not been absorbed nor 
reflected in module stack components can be lost during these steps. This results in a current 
at MPP of 8.12 A in module and 8.51 A in cell. Some other losses are due to the 2-diodes model 
components: diode 1, diode 2. Positive differences are caused by the cutting steps performed 
on the full cell to obtain half-cell in the reference module.  

 

 

Figure 35: Summary of the difference in relative power losses between module and cell for the semiconductor items. 

 

The Figure 36 presents the differences of relative losses due to Joule resistive effects 
between module and cell. The electro-conductive adhesive ECA, inter-cell and inter-string 
ribbons are components present in the module and not in the cell: the corresponding 
difference in relative losses is necessarily positive. The resistive parts of the cell are present 
both in module and cell case study. The difference is negative: it means it is a gain when going 
from cell to module. This is explained by the higher photo-generated current in cell. If the 
optical module stack cause losses on the Isc, Joule effects in cell are reduced. 
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Figure 36: Summary of the difference in relative power losses between module and cell for Joule resistive items 

 

As a conclusion, the Figure 37, represents the difference of relative losses between 
module and cell categorized by principal losses items, and the difference in remaining power. 
The inactive areas represent a difference of 10.18 % in relative losses to the advantage of the 
cell configuration, as do the 4.28 % difference from optical stack. The “semiconductor effects” 
cause a difference of 11.01 % to the advantage of the module configuration. The effect of 
Joule resistive losses in cell and in module compensates each other. The remaining available 
relative power difference is -3.40 % meaning the cell as an efficiency 3.4 % greater than the 
module. Of course, it corresponds perfectly to the computed value of module efficiency (18.04 
%) and cell efficiency (21.44 %). 

 

 

Figure 37:  Summary of the difference in relative power losses between module and cell categorized by principal loses items. 
The difference in remaining power is also given. 
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With this calculation method, it is also possible to easily compare different module 
architectures. As an example, we propose to compare the reference module used until now, 
realized according to a glass / glass architecture, with a glass / backsheet module. This glass / 
backsheet module is similar to the reference module, except for the backsheet and the 
encapsulation on the back side of the module. This backsheet / encapsulant causes a gain of 
photo-generated current by reflection on inactive surfaces, as shown in Figure 38.  

The inter-cell, inter-string and margins areas generate a gain of 1.35 % for the 
glass/encapsulant module. The losses by cell transmission are also decreased for this module 
compared to the reference case: the IR part of the spectrum is not totally lost when 
transmitted by the cell, because of the reflection of the backsheet / white encapsulant at the 
rear side of the cell, causing a gain of 2.19 %. This increase in irradiance absorbed by the cell 
produce semiconductor losses higher for the glass/backsheet module: 2.06 %. Finally, the 
higher Isc in the glass/backsheet module generates higher Joule resistive losses. As a result, 
the glass/backsheet module has an efficiency 1.34 % higher than the reference glass/glass 
module: 19.38 % compared to 18.04 %. 

 

 

Figure 38: Summary of the difference in relative power losses between reference glass/glass module and glass/encapsulant 
module categorized by principal loses items. 
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 State-of-the art in module performance modelling and test 
of the CTMod simplified model 

This part is a presentation of the main tools for PV module performance modelling and 
a comparison of CTMod with stat-of-the-art Sunsolve model. 

II.B.1 Existing modelling tools of the PV module performance 

There are many software packages available for the simulation of photovoltaic module 
performance. We will use the PVLighthouse nomenclature, which contains the following 
categories among others:  

- Optics (sun position, solar spectrum calculation, cell optics and module optics) 
- Electrical circuits (solar cells and modules) 

Many programs are listed by PVLighthouse, which are mainly: software in executable 
form, online calculators, code to be executed, or spreadsheets. They can be free or paid for. 
If they are free, the code may be open-source, in which case, the software is called “open-
source”. The software presented are based on scientific publications, described more or less 
completely. 

Other programs are gathered in PVLighthouse for the analysis of experimental data (IV 
curves, electro-luminescence, photo-luminescence...), the analysis of production data on an 
industrial line. Software for system performance modelling is also available, as well as some 
cost analysis tools (cost model, learning curve, LCOE calculation...).  

The first step for calculating the performance of a module is the study of optical 
phenomena. 

 Main approaches for PV module optical modelling 

Optics take place at several levels in the modelling of the performance of a photovoltaic 
device. The first is the modelling of the position of the sun position during the day, which was 
not considered during this PhD, limited to the case of a fixed illumination, type AM1.5g at 
normal incidence. However, there are several software capable of calculating the position of 
the sun: "Solar path calculator" [77], "SPosi" [78], "SMARTS: simple model for the atmospheric 
radiative transfer of sunshine" [33], [79], "Solar spectrum calculator" [80]. SMARTS and Solar 
spectrum calculator, with “SunCalculator” [81] can compute the incident spectrum on any 
position on earth.  

But it is the module optics modelling programs that interest us the most. Three mains 
approaches exist to model optics in module:  

- Ray-tracing modelling: the optics of the module is simulated by launching a large 
number of light rays onto the surface of the module at different wavelengths. 
Reflection and/or absorption are tracked for each ray. This method allows to 
process complex geometries in 3D, surface texture, geometrical optics and wave 
optics phenomena for thin films. This approach is time consuming, but by definition 
it includes all the optical couplings between the different elements of the module. 
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- Matrix formalism modelling: the optics of the module is simulated by multiplying 

the elementary transmission and reflection matrix for each of the layers of the 
module. These matrices depend on the wavelength but also on the angle of 
incidence of the rays. This method allows to treat essentially flat layers, thin or thick, 
with or without texture. It is faster in computation time than ray tracing, but is 
limited to 1D devices.  

 
- Analytical modelling: this approach is the simplest of all, the main optical effects of 

reflection and absorption in the module are described by analytical equations. The 
optical coupling phenomena between the different elements are only taken into 
account afterwards by empirical corrective factors. It is therefore difficult to 
generalize without changing models. 

 

Tracey from PVLighthouse 

“Tracey” is a free open-source and downloadable spreadsheet that allows you to throw 
rays on three areas of a module simultaneously: the cell, the metallization, and the backsheet 
[82]. It has been developed by K. McIntosh from PVLightHouse, and the last update was in 
2013. The surface of these three areas, and their reflectance (with a specularity factor to be 
chosen from 0 to 100 %) are filled in. These three areas can then be covered with a stack of 
thin layers / thick layers to simulate the ARC layers of the cell and the module layers (glass, 
encapsulant, ARC). These three areas (cell, metal, backsheet) are considered semi-infinite in 
thickness. It is possible to define the type of incident spectrum, in diffuse light or in direct light 
(with angle of incidence to be chosen). This program does not allow to model the front and 
the back of a module, and therefore does not allow to take into account the multiple 
reflections on the back of the cell / module. The results are presented as spectral or integrated 
losses, for the absorption and reflection of each element.  

“Tracey” has been used in study of optical comparison of silicone and EVA as 
encapsulant of conventional silicon PV modules [83], under various spectra [84].  

 

 

Figure 39: Overview of the main page for inputs parameters and results of the ray-tracing spreadsheet "Tracey" 
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Daidalos from ISFH 

“Daidalos” in an online free ray-tracer for PV module, with premium capabilities 
extensions developed by the Institute for Solar Energy Research in Hamelin (ISFH) [85], [86]. 
It includes all the features of "Tracey", and adds others: both sides of the cell/module can be 
configured. In particular, it is possible to handle glass/glass or glass/backsheet module cases. 
Daidalos also includes optical modelling of cell interconnect ribbons. But the free version only 
allows to model ribbons with rectangular section (as of 21/01/2021). The default cell texture 
is random upright pyramids, and other kind of texture can be defined in the premium version. 
Only one encapsulant layer and one glass layer (or backsheet) can be simulated in the free 
version, and more layers are available for premiums. The results are presented similarly to 
“Tracey”. The particularity of this software is that it allows to treat optical phenomena for very 
large characteristic sizes: it uses a multi-scale approach to simulate the texture (a few 
micrometres) up to the complete module (a few meters) [87]. 

“Daidalos” has been applied in many research studies: comparison with LBIC 
measurements [88], for complete module [89], to prove the gain of PERCs compared with Al-
BSF cells in term of module temperature [90], for multi-physic coupled model of PV module 
[91], for study of UV-induced degradation of PERC solar modules with transparent 
encapsulation materials [92], for study of cell-to-module efficiency ratio greater than 100 % 
[93], for module performance under realistic irradiance conditions [94], and many others.. 

 

 

  

Figure 40: Overview of the principle of Daidalos (left) and example of the input parameters page for cell (right) 

 

SunSolve from PVLighthouse 

SunSolve is a ray tracing software specialized in modelling the performance of 
photovoltaic systems [95]. It is available online, paid and proprietary: developed by 
PVLighthouse. It is the historical evolution of "Tracey", with far superior functionalities. Each 
component is defined with its optical constants n & k. Each interface can be textured (pyramid, 
V-groove, spherical caps or cones...), and a Lambertian or Phong diffusion part can be chosen.  
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At the cell level, each of the faces can be defined, with an arbitrary number of thin layers. 
The fingers can be chosen in different types of section (rectangular, triangular, semi-elliptical, 
rounded rectangle). Busbar and soldering pads can be added, as well as cell-interconnection 
ribbons of different shapes (rectangular, rounded, circular, semi-elliptical and elliptical, 
pentagonal...). The optical material of metallization and cell interconnection can be selected. 
The shape of the cell can be square, circular or pseudo-square.  

At the module level, optical layers can be added without limits, textured and with thin 
films. The number of cells, the space between the cells and between the strings, as well as the 
margins of the module must be filled in. A frame can be added to the module, with the hooks. 
Finally, information about the system can be given: number of modules, installation height, 
type of support, orientation of the module, presence of a tracker... All this information will be 
used in the ray tracing.  

Several illumination sources can be applied, specular or diffuse, with a variable angle of 
incidence, at the front or rear of the module. It is possible to apply any spectrum other than 
AM1.5G. For all these reasons, Sunsolve is to date the most configurable and ergonomic ray 
tracing program for modelling PV performance. From 2016 to 2020, the Sunsolve model has 
been used more than 35 times in published research [96].  

 

 

Figure 41: Example of the optical stack definition in Sunsolve, given here for a bifacial glass / glass module. 

 

Optos from Fraunhofer ISE 

OPTOS (for Optical Properties of Textured Optical Sheet) is a simulation program of the 
optical properties of plane-parallel structured interfaces developed by the Fraunhofer ISE [97]. 
It is based on a matrix formalism, and coded in Matlab, and released with the GNU licensing. 
It can process an arbitrary number of layers, as long as the transfer matrix of each interface is 
known. For each angle of incidence, this transfer matrix gives the intensity of the layer's 
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reflection or transmission for all possible angles of reflection or transmission. These interfaces 
can be planes, textures or anti-reflection layers. Thick layers (glass, encapsulant, silicon...) are 
also treated via transfer matrices. The transfer matrices of interfaces and layers must be pre-
calculated by numerical optical methods (ray-tracing, rigorous coupled-wave analysis RCWA, 
finite difference time domain FDTD…) or determined experimentally by angle measurements 
(goniometer). It is a long step, but once these matrices have been calculated, they can be 
reused in other optical stacks. OPTOS does not integrate the effects of metallization and cell 
interconnections, nor the effects of intercellular spaces: each of the layers is considered 
infinite and homogeneous in both directions of their plane. Scattering effects of small texture 
can be tackle with this method. 

Among twenty studies where “OPTOS” has been used, we can cite: the analyse of 
different cell texture in a module [98], [99], or current increase gratings at rear side of a solar 
cell [100], [101]. Theoretical study of pyramid sizes and scattering effects have been made, 
showing that for pyramid size over 600 nm, scattering effects are negligible [102]. OPTOS has 
also been used in a III-V nanowire array solar cell [103], or in perovskite silicon tandem solar 
cells for cell design optimization [104].  

 

 

Figure 42: Overview of the working principle of OPTOS modelling. Each interface is described by 4 transfer matrix: reflexion 
and transmission for up and down directions. 

 

Other optical programs for PV module modelling exists. “SMARTI”, and open source 
Matlab ray tracing tool for solar cell and module optics has been only used once to our 
knowledge, and even if the Matlab code is available, a correct documentation is not provided 
[105]. “Ray-sim 6.0”, a free geometrical ray tracing program for silicon solar cell and module, 
has been published in 2005 [106], but cannot be downloaded anymore. This is also the case 
of “SunRays”, published in 1994. Many studies have also been done directly with professional 
optical software such as TracePro or ZeMax.  
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All these optical softwares model the cell up to the level of absorption in the cell, or 
photo-generation, via the IQE of the cell. To model the final electrical behaviour of a module 
in STCs, they must therefore be coupled with other cell physics modelling programs. 

 

SmartCalc by Fraunhofer ISE 

SmartCalc is a software for modelling losses and performance gains between a cell and 
a module, with obviously an optical part [107]. The software is fee-based and proprietary, but 
based on a large number of publications detailing its operation [54], [64], [108]–[111]. A free 
demo version exists.  The optical approach is different from ray tracing or matrix formalism: it 
is largely an analytical method, where the gains and loss positions are described by analytical 
equations, fed by experimental measurements.Loss and gain modelling is standardized, based 
on 15 factors. They are presented in Figure 43. The optical factors of interest here are: losses 
due to module margins, losses due to intercell and inter-string gaps, reflection on the module 
cover, absorption in the covers, reflection between the cover and the encapsulant, absorption 
in the encapsulant, shading of the cell interconnect ribbons, index-coupled gains between the 
cell and the encapsulant, optical coupling of the fingers, optical coupling of the cell 
interconnect ribbons, optical coupling with the module backsheet. 

 

 

 

Figure 43: Calculation of 15 loss and gain factors based on material properties and module setup (top) and location of the 
losses (bottom). Taken from www.cell-to-module.com/software. 

http://www.cell-to-module.com/software
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It is a relative loss approach that is chosen by SmartCalc, since it is a question of 
comparing the performance of the cell with that of the module. Hanifi et al., also from the 
Fraunhofer ISE, have reused this analytical loss factor approach to calculate absolute power 
losses within a module [70]. This therefore also includes the losses in the cell and does not 
require too much information about the cell.  

 

  

Figure 44: Loss analysis as a function of wavelength as done by Hanifi et al. (left). Corresponding integrted loss factor 
(optical, thermal). 

 

In the case of the simplified modelling proposed in this thesis, we have chosen an 
analytical approach like SmartCalc™ and Hanifi et al. Ray-tracing modelling (or more rigorous 
methods: RCWA or FDTD) seemed too slow in computing time to be able to generate a large 
number of simulations necessary for the validation of the model and the analysis of the case 
studies. Our motivation was also to start with the simplest approaches to fully understand the 
physical phenomena involved. 

 Determination of the IV parameters of the module from optical computations. 

Many software programs exist to solve in detail the behaviour of solar cells. These are 
fundamentally multi-physical software because they combine optics with the physics of 
semiconductors and the thermal transport. The most complete ones deal with problems in 
3D. They are often based on finite element / finite volume methods to deal with drift-diffusion 
equations, heat propagation, and optical phenomena. We give below some examples of the 
most used software. 

Sentaurus (by SYNOPSYS™) is an advanced 1D, 2D & 3D device simulator for simulation 
of electrical, thermal and optical behaviour of silicon-base devices [112]. ATLAS (by Silvaco™) 
solves electrical, optical and thermal behaviour devices [113]. Quokka 3 (by Andreas Fell) is a 
software in 2D/3D specifically developed for silicon solar cells [114]. PC3D is the 3D version of 
the free open-source PC1D: it solves drift-diffusion equation in low and high injection level 
[115]. LAOSS (by Fluxim) is a large area organic semiconductor simulation specialized in 
organic devices, OLED and solar cells [116]. 
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Other softwares are limited to 1D but are also widely used. PC1D is the standard 1D 
semiconductor device simulator, in steady state and transient regime [117]. SCAPS was 
originally designed for CuInSe2 and CdTe families but is now extended to silicon and 
amorphous devices [118]. ADEPT (by Jeffrey L. Gray) perform  coupling of Poisson equation 
with continuity equation for various cell technologies [119]. AFORS-HET is a 1D software for 
simulation of steady state and transient physics of heterojunction structures [120]. This list is 
obviously not exhaustive. 

Other models do not solve the semiconductor equations, but use an equivalent circuit 
approach. The equivalent circuit can describe the IV curve of the cell or module and thus the 
electrical power generated by the module. This is perfectly suited for our wish to easily 
integrate cutting losses in the module performance modelling (Chapter III). 

The main advantage is that the cell is described by only a few parameters (7 for the 
classic model with two diodes with series resistance and shunt resistance). This contracts 
enormously with the tens, see hundreds of parameters necessary in the 3D finite element 
models. In addition, the resolution of these equivalent circuits is generally very fast. It 
necessarily follows that these models can poorly describe a cell or a module over wide 
operating ranges (variable lighting, variable temperature, variable voltage, etc.) 

Sunsolve uses the cell's IQE to calculate the photo-generated current Iph, which is then 
used in an equivalent circuit model. The equivalent circuit may be with one, two or three 
diodes, each of the recombination currents I0 and ideality factor n being able to vary. It also 
includes the lumped series resistance and a shunt resistance (Figure 45). The distributed 
nature of the series resistance is not taken into account: this may lead to errors, particularly 
if the cell is not homogeneous. In particular, this may imply that this lumped series resistance 
may depend on the voltage at the terminals of the cell [121]–[123]. 

 

 

Figure 45: Example of the 1D equivalent circuit with lumped series resistance used in SunSolve, each elementary element can 
be activated or deactivated and parametrized with values on the left. 

 

Griddler, and its extension for module “Module” is a 3D finite elements method that 
solve the voltage at every points of the front and rear side of the cell as a function of the 
resistivity of the different layers, metallization and cell interconnections [124], [125]. It 
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therefore does not use a single scalar value of lumped series resistance, but therefore 
fundamentally integrates its distributed behaviour. The core model of Griddler is presented 
on the Figure 46, taken from the Griddler user manual.  

 

 

Figure 46: Griddler and module core model for determination of the IV curve of the solar cell from voltage distribution and 
local equivalent circuit with two-diodes and a shunt resistance. Picture taken From Griddler user manual. 
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Griddler can be used to analyze various module architecture using coupling voltage 
distribution solving at the cell level and Spice like simulation for the entire electric circuit of 
the module. Griddler is limited in his analysis of the optics of a module: only the photo-
generated current is used, even if the effective shading of the fingers and of the 
interconnections of the cells is taken into account. For our case study, the main limitation of 
Griddler is that the model considers a PERC cell with front emitter and rear base, as a 
consequence the lateral parallel transport between front ITO and c-Si occurring in the a-Si:H/ 
c-Si heterojunction cells that we use is not taken into account. 

In our simplified CTMod model, to avoid taking too much time to characterize the input 
parameters of the advanced semiconductor simulation models (Sentaurus, Atlas, Quokka, 
Laoss), and to avoid the significant calculation time that results from these models by finite 
elements, we have chosen an equivalent circuit approach. This allows us to reduce the number 
of parameters necessary for the modelling of the cell, while having a very short calculation 
time. The choice between a Sunsolve (equivalent circuit model with lumped resistance) or 
Griddler (distributed nature of series resistance included) approach lies in Griddler's limited 
ability to describe heterojunction cells. Griddler's computation time, although faster than 
semiconductor simulation software, is higher than a 1D model since it also requires the 
coupled resolution of a finite element model. 

Choosing a 1D equivalent circuit model involves determining the lumped series 
resistance of the cell and module. The series resistance of the cell is calculated from the 
models of Mette et al. and of Basset et al., and correspond to a heterojunction cell. The 
modelling of the series resistance of the module is common to several works: Guo, Haedrich 
et al., Hanifi et al., Rodriguez et al., Geipel et al. We have included the resistance of electro-
conductive adhesive (ECA), specific to heterojunction technologies. 

II.B.2 Comparison of CTMod simplified model with state-of-the-art Sunsolve 
model 

As seen from the previous section of the chapter, our simplified model combines several 
approaches from many authors and software. 

It is inspired by the work of Hanifi et al., since it is based on a description of the absolute 
losses in a module. The semiconductor loss calculation methods we use (below bandgap, 
thermalization, cell collection, thermodynamic) are taken directly from their work.  

CTMod is inspired by the work done in the SmartCalc software: the loss categories are 
standardized, making easier to compare different module architectures. The losses are also 
calculated for the front and rear faces of the module, which was not done by Hanifi. The losses 
by reflection and absorption in the covers, by absorption in the encapsulant, optical coupling 
with the backsheets are calculated in CTMod, as in SmartCalc. On the other hand, there is no 
notion of gains in CTMod, since we are dealing with the power losses compared to the incident 
solar power and not compared to the performance of the cells. 

The consideration of semiconductor effects in the cells is based on the IQE coupled to 
an equivalent 1D circuit model with two diodes. This is also the choice made by SunSolve, 
which avoids dealing with the complexity of the 3D equations of the cell. 
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The resistive losses in the heterojunction cell is based on the models of Mette and Basset 
[68], [126]. The resistive losses in the cell interconnections are modeled in a similar way to 
what is done in Hanifi et al., SmartCalc, Geipel et al., or even SunSolve. 

Our optical analytical model contains several questionable approximations. It is 
therefore important to compare the results it gives with more accurate software, and in 
particular the modelling of optical couplings, the effects of metallization and cell 
interconnections, and the optics of the cell. Sunsolve is been chosen for this benchmark, for 
its accuracy as well as for its ease of use. 

The Sunsolve software integrates in fact the phenomena of multiple reflection. This is 
not the case of the simple analytical model developed in this thesis, apart from the 
phenomena of effective shading of the fingers and cell interconnection ribbons. It is therefore 
necessary to quantify the error resulting from this approximation. To this aim, we propose to 
compare the results of Sunsolve and CTMod, for module architectures of increasing 
complexity: a non-metallized cell in air, a metallized cell in air, an encapsulated cell without 
metallization, a non-metallized cell with encapsulant and glass, a metallized cell with 
encapsulant and glass and finally a metallized cell with cell interconnection, encapsulant and 
glass. 

Checking the starting point on non-metallized cell in air and in encapsulant 

The different layers of the cell have been described previously. The reflectance and the 
transmittance of the cell in the air are input parameters of our model. As seen previously, 
there is a difference at this stage between measurement and modelling (Figure 16). To 
overcome this and only compare the accuracy of the models, we use the values obtained by 
Sunsolve as input values of CTMod. The results should therefore be equivalent by definition. 
We also take care to use the same incident irradiance. The two study geometries (cell in air 
and cell encapsulated) are shown in Figure 47 (Sunsolve screenshot). 

As can be seen in Table 3, the results between Sunsolve and CTMod are similar to within 
0.01 % for the cell in air and the cell encapsulated. This value is therefore an upper limit of the 
numerical errors which could have occurred because of rounding, integration methods. 

 

 Sunsolve CTMod 

 
Current density 

(mA/cm²) 
Fraction of 

incoming (%) 
Current density 

(mA/cm²) 
Fraction of 

incoming (%) 

Incoming 46.32 100.00 46.32 100.00 
     

Escape front 1.79 / 1.29 3.86 / 2.78 1.79 / 1.29 3.86 / 2.78 
Escape Rear 2.53 / 3.04 5.45 / 6.55  2.53 / 3.04  5.45 / 6.55  

Absorbed cell 42.00 / 41.97 90.67 / 90.61  42.00 / 41.99 90.67 / 90.65  
     

Photogenerated 38.27 / 38.43 82.62 / 82.97 38.27 / 38.43 82.62 / 82.97 

 

Table 3: Numerical check of initial state: comparison of cell reflectance (lost front) / absorption and transmission (lost rear) 
for Sunsolve and CTMod are similar. Value in air / Value in encapsulant.  
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In the case of the cell in air, 3.86 % is of the current density is lost from the front face 
after multiple reflection in the cell. The transmission of the cell generates 5.45 % loss, and 
therefore 90.67 % of the irradiance is absorbed. In the case of the encapsulated cell, 2.78 % 
of the current density is lost from the front face after multiple reflection in the cell. This value 
is lower than for the cell in air due to the index adaptation between the encapsulant (n = 1.5) 
and the ITO. Transmission from the cell causes 6.55 % loss, higher than for the cell in air, for 
the same reason. The absorption in cell is 90.61 % much the same as in the case of the cell in 
air. 

For an encapsulated cell, the gain on the reflection of the cell by index adaptation is 
therefore 1.08 %, but the transmission on the rear face of the cell is also favoured by 1.10 %. 
The absorption in both cases is similar. These phenomena can be seen in the right part of 
Figure 48. The reflectance for the encapsulated cell is much better, especially over the ranges 
between 300 and 500 nm and between 800 and 1050 nm. The transmission of the 
encapsulated cell is greater from 1000 nm. These two phenomena combine: the absorption 
of the encapsulated cell is better between 300 and 500 nm, but less good between 1000 and 
1200 nm. By integrating on the spectrum, these two phenomena cancel each other out. 

 

 

 

 

 

 
 

Figure 47: Sunsolve geometry of the two case considered: 
cell in air (top), cell in encapsulants (bottom). Sunsolve 

screenshot 

 

 

Figure 48: Reflectance, Absorption and Transmittance of 
the cell in air (dotted) and in encapsulants (full) as 

obtained by SunSolve. The internal quantum efficiency is 
also plotted. 

 

On the other hand, for the calculation of the photo-generated current, the absorption is 
multiplied by the IQE. Since the IQE is greater in areas where there has been a gain in reflection 
than in areas where there has been an increase in transmission, the photo-generated current 
is therefore greater in the encapsulated cell than in the cell in the 'air. The difference is around 
0.35 % (38.27 mA / cm² against 38.43 mA / cm²).  

We were therefore able to verify the validity of the CTMod model for a non-metallized 
cell at the air / cell interface and the encapsulant / cell interface. 
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Impact of finger shading: Metallized cell in air 

We are now interested in the impact of adding metallization on the cell (front and rear 
face, finger and busbar). SunSolve does not give the possibility of entering any type of profile 
for the fingers. The closest one is a triangular profile with a base 55 µm and a height of 18 µm. 
Optically, the fingers are made up of silver, with 80 % of the reflected light which is Lambertian 
[50]. As a reminder, the effective optical width measured in our case is 88 %. 

The Table 4 summarizes the loss, cell absorption and photo-generated current 
comparison for Sunsolve and CTMod. What is counted as "Escape front" by Sunsolve is actually 
what was reflected either by the cell, or by the fingers, or by the busbars. This distinction is 
made in CTMod. Sunsolve indicates separately the part absorbed by the fingers. In CTMod, it 
is included in the notion of effective optical width. In the end, the losses by absorption in the 
fingers summed with the part that escapes from the module in Sunsolve represents the same 
thing as the losses by cell reflection and metallization calculated in CTMod. 

The difference in Sunsolve between the light that escapes from the module (2.90 mA / 
cm²) and the same value for the non-metallic cell (1.79 mA / cm²) is 1.11 mA / cm². This 
therefore represents an effect of the fingers on the losses of current density of 1.16 mA / cm² 
by adding the 0.05 mA / cm² absorbed by the metal. This value is in perfect agreement with 
the reflectance generated by the metallization in CTMod (1.04 + 0.11 mA / cm²). 

 

 Sunsolve CTMod 

 
Current density 

(mA/cm²) 
Fraction of 

incoming (%) 
Current density 

(mA/cm²) 
Fraction of 

incoming (%) 

Incoming 46.32 100.00 46.32 100 % 
     

Escape front 2.90 6.26 
1.75 c 

(2.89) 
3.77 

(6.24) 1.04 f 2.24  
0.11 bb 0.23 

     
Escape rear 2.27 4.91 2.282 4.93 

Absorbed metal 0.05 0.11   
Absorbed cell 41.06 88.64 41.15 88.84 

     

Photo-
generated 

37.41 80.76 37.43 80.81 

 

Table 4: Comparison of Sunsolve and CTMod current densities losses in a metallised cell in air. Light escaping the module 
and absorption in cell are given. Absorption in metallisation is also mentioned. 

 

Good consistency can be observed between the different losses. This means that the 
approximation made in Sunsolve with silver fingers with triangular section and 80 % 
Lambertian gives the correct values of effective shading of the cell by metallization. The part 
absorbed by the cell differs only by 0.2 % and the modelled photo-generated current differs 
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only by 0.05 % between Sunsolve and CTMod. The difference is made at wavelengths where 
the IQE is low, since the difference in absorption is greater than the difference between the 
photo-generated currents. 

Impact of multiple reflections: cell in optical stack without metallisation 

This part is dedicated to the study of the impact of multiple reflections into account on 
the module’s modelling. Indeed, the developed model - CTMod - does not generally take into 
account the multiple reflections in the layers of the module. In particular, the impact of the 
air / glass interface is only taken into account during the first passage of the incident light. The 
results in terms of current density are summarized in the Table 5. 

A case without metallization is considered here, removing the effect of the effective 
optical width of the fingers, which would complicate the comparison. A standard 450 µm thick 
UV-transmissive EVA is used on the front and back sides [127]. A 3 mm soda-lime glass without 
anti-reflective layer with an iron content of 0.01 %wt is also used on the front and back [128]. 

 

 Sunsolve CTMod 

 
Current density 

(mA/cm²) 
Fraction of 

incoming (%) 
Current density 

(mA/cm²) 
Fraction of 

incoming (%) 

Incoming 46.32 100.00 46.32 100.00 
     

Reflected Glass 1.915 4.13 1.92 4.15 
Absorbed Glass 0.445 0.96 0.39 0.84 

Absorbed EVA 0.283 0.61 0.21 0.45 
Escape front 0.872 1.88 1.21 2.61 
Escape Rear 2.433 5.25 2.84 6.13 

Absorbed cell 40.38 87.18 39.76 85.83 
     

Photo-
generated 

36.79 79.43 36.43 78.65 

 

Table 5: Comparison of Sunsolve and CTMod current density losses in a cell with optical stack and no metallisation. Light 
escaping the module and absorption in cell are given. Glass reflection and absorption and EVA absorption are also 

mentioned. 

 

A noticeable overestimation in CTMod exists on the part of the irradiance lost by the 
front face of the module (2.61 % for CTMod against 1.88 % for Sunsolve, ie 0.73 % of 
difference). An even greater overestimation is made by CTMod on the irradiance lost by the 
rear face of the module (6.13 % for CTMod against 5.25 % for Sunsolve, or 0.88 %).  

This is explained precisely by the phenomena of multiple reflections. Light reflected by 
the cell is considered lost in CTMod when it can actually be reflected at the glass / air interface 
to be reabsorbed by the cell. This reflectance is all the more important as the light reflected 
by the cell is diffused by the surface texturing. Significant angles of incidence at the glass / air 
interface generate significant reflectance. Similarly, the light transmitted by the cell was 
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actually diffused twice: from the front side and from the back side. By the same phenomenon, 
it can be redirected to the rear face of the cell and then be absorbed. 

The sum of the difference observed for the light escaping from the module between 
Sunsolve is CTMod is 1.61 % (0.88 + 0.73). This corresponds to the difference observed in the 
absorption of the cell (1.35 %) if we correct for the additional absorption in the glass and the 
EVA induced by the multiple reflections (0.28 %). 

In Figure 39, we can see a comparison of the different spectral losses and cell absorption 
for Sunsolve and CTMod, expressed in photon flux. For the front glass (top left graphic), the 
reflectance is similar for both models. The absorption is similar from 300 to 1000 nm, but 
further in the IR, we see the underestimation of CTMod due to the absence of multiple 
reflections. For the EVA encapsulant (top right graph), the same underestimation of 
absorption in IR is visible. This is also the case for the part of the flow which escapes from the 
module via the front face and the rear face (graph below left). Finally, these differences 
translate into greater absorption in the cell for wavelengths greater than 1000 nm (abs graph 
on the right). 

The effect of multiple reflections is therefore mainly visible on IR from 1000 nm. After 
applications of the IQE for the calculation of the photo-generated current, the difference 
between the two models is therefore only 0.78 %, lower than for absorption (1.35 %). 
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Figure 49: Comparison of photon flux spectral losses and cell absorption for different components of the module produced 
by SUNSOLVE simulation and by CTMOD simulation (this work). Front glass reflectance and absorption (top left), Front 
encapsulants absorption (top right), Photon flux escaped from module – front and rear (bottom left) and photon flux 

absorbed in cell (bottom right). 

 

Finger optical effective width: cell with metallisation and optical stack 

This part is dedicated to validate the values of the fingers optical width when the cell is 
encapsulated. We expect a difference between Sunsolve and CTMod at least as important as 
in the case of a cell in an optical stack but not metallized. The results are shown in Table 6. In 
the CTMod model, in the absence of multi-reflection, the values of reflectance on the glass 
and absorption in the glass and in the encapsulant are identical to the previous part without 
metallization. Considering Sunsolve, the reflectance on the glass is the same as the previous 
case. The absorption in the glass and in the EVA are slightly higher than the previous case, due 
to the greater reflectance of the fingers compared to the cell. 

The error made in CTMod due to multiple reflections is still present. Indeed the 
difference between what is lost on the rear face of the module is 4.83 % in Sunsolve, against 
5.61 % in CTMod. The difference of 0.78 % with metallization, against 0.88 % in the previous 
case without metallization. This is due to the rear face metallization density which limits 
transmission, therefore the possibilities of multiple reflections, and consequently the 
overestimation of losses in CTMod. 

The share absorbed by the cell in Sunsolve is here 86.46 % against 85.30 % in CTMod. 
The difference is therefore 1.16 %, against 1.35 % in the previous case without metallization. 
We have just seen that this difference between 1.16 % and 1.35 % is due to 0.1 % at the 
transmission. The remaining 0.1 % is due to the front face of the metallized cell. 

In Sunsolve, the part that escapes from the module in the present case is 2.70 %, against 
1.88 % in the previous case without metallization. There is therefore 0.82 % additional loss 
here due to the presence of the fingers. By adding the 0.12 % absorption in the fingers, and 
the residual absorption in the glass and the EVA of the light reflected by the fingers (0.07 % 
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glass + 0.05 % EVA), we obtain 1.06 % of losses due to the fingers in Sunsolve. This corresponds 
well to the 1.11 % (1.02 % fingers + 0.09 % busbars) obtained with CTMod. 

 

 Sunsolve CTMod 

 
Current density 

(mA/cm²) 
Fraction of 

incoming (%) 
Current density 

(mA/cm²) 
Fraction of 

incoming (%) 

Incoming 46.32 100.00 46.32 100 % 
     

Reflected Glass 1.920 4.15 1.920 4.15 
Absorbed Glass 0.479 1.03 0.389 0.84 

Absorbed EVA 0.306 0.66 0.209 0.45 

Escape front 1.253 2.70 
1.19 c 

(1.70) 
2.57 

(3.68) 0.47 f 1.02  
0.04 bb 0.09 

Lost rear 2.239 4.83 2.60 5.61 
Absorbed metal 0.055 0.12   

Absorbed cell 40.05 86.46 39.51 85.30 
     

Photo-
generated 

36.48 78.76 36.13 78.00 

 

Table 6: Comparison of Sunsolve and CTMod current density losses in a cell with optical stack and metallisation. Light 
escaping the module and absorption in cell, glass and encapsulant are given. Glass, cell and metallisation reflectance are 

also mentioned. 

 

The difference between the two models for the photo-generated current in the present 
case of a metallized cell in the optical stack module is 0.76 %, roughly equivalent with the error 
made in the previous case (0.78 %). 

 

Impact of ribbons optical effective width: cell with metallisation, cell interconnector and 
optical stack 

In this last part of the comparison of the optical model, we are interested in the effect 
of cell interconnect ribbons on the performance of the module. The ribbons used are 800 µm 
wide and 200 µm thick, with a V-groove texturing as shown in the right Figure 23. The angle 
of the V-groove texturing makes the rays reflected on the ribbon are fully reflected at the 
glass/air interface. 

The Sunsolve results are substantially the same as those given in Table 6. The absorption 
in the cell amounts to 40.04 mA / cm², or only 0.01 mA / cm² of difference with the case 
without interconnecting ribbons. However, the absorption in these ribbons is 0.05 mA / cm². 
It is therefore noted that this loss in the ribbons is not caused by a loss in the absorption of 
the cell. This is due to the very low losses generated by the V-groove texturing compared to 
the losses generated by the texturing of the cell which has been covered by the ribbons.  



 

93 
 

In the case of ribbons, all the beams are in total reflection at the glass / air interface, 
whereas when it comes to the texture of the cell, only a part is. The absorption loss in the 
ribbons (0.05 mA/cm²) is therefore compensated for by better reflection at the glass-air 
interface. The result is therefore almost identical total absorption in the cell. And a photo-
generated current, after application of the IQE of 36.47 mA / cm², almost identical to the case 
without ribbons: 36.48 mA/cm². The effective optical width of the interconnect ribbons in 
Sunsolve is therefore close to 0 %. 

This is only possible because the ribbons are considered in Sunsolve as perfectly 
textured, and not diffusing. This is not the case in reality: as measured experimentally, the 
effective width of the ribbons is closer to 27 % than to 0 %. There are two reasons for this: the 
hollows and bumps in the texturing are smoothed out and flat areas may appear, and the 
coating of the ribbons may be diffusing [57].  
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Conclusion of the Chapter II 

In this chapter the main physical, optical and electronic phenomena, which influence 
the performance of a photovoltaic module have been presented. We did this through the 
presentation of our simplified model, the study of a reference case and the comparison to a 
literature software. 

We have first presented the input parameters useful for modelling a module as a mean 
to describe main physical phenomenon in a PV module. The model starts with any spectrum 
on the front and rear face, with a normal angle of incidence. The reflectance of the cell, 
according to the material which covers it, is calculated with ray tracing software (SunSolve). 
The effective shading of the fingers has been determined by studying cells with a variable 
metallization pitch, in a range comparable with what is found in the literature (88 %). The 
interface between the glass and the air reflects towards the cell a part of the light reflected by 
the fingers and the ribbon (optical coupling). The effective shading of the V-groove textured 
ribbons (27 %) was determined via local EQE measurements on a mini-module, also in line 
with the values reported in the literature. Masks of different sizes made it possible to 
determine the photocurrent gains due to inter-cell spaces, in a similar way to that of 
SmartCalc: this corresponds to gains of 2.2 % for spaces of 3 mm in whole cell. The effects by 
reflection and absorption in the glass and in the encapsulant are determined from the optical 
constants of these materials (more details in chapter 4). 

Next, the details of the performance calculations were presented. It is an analytical 
approach that was chosen, except for a numerical resolution of the equation of the equivalent 
circuit model. This makes it possible to standardize the categories of losses, like it is done in 
the SmartCalc software. In addition, such classification allows a comparison of the impact of 
different architectures, in particular in the analysis of cell to module losses. 

A short review of the different cell / module performance modelling software has been 
done. Optical modelling by ray tracing is the most common approach, due to the diversity of 
architectures that can be modelled (Tracey, Daidalos, Sunsolve). But it is an analytical 
approach, similar to the SmartCalc software and to the work of Hanifi et al. that was chosen 
for CTMod: It is simpler to set up numerically, and faster in term of calculation time. To obtain 
the electrical performance of the module, advanced semiconductor physics models can be 
used (Sentaurus, Atlas, Laoss, PC3D ...). The compromise between the complexity of the 
modelling and the time of implementation / calculation has rather directed us towards a 1D 
model of circuit equivalent to two diodes, in the manner of Sunsolve. The calculation of a 
lumped series resistance follows, integrated for the cell from Mette et al. and Basset et al. For 
the series resistance of the module, the generic approach of Guo et al., Geipel et al. and 
Haedrich et al. was used. 

Finally, as the most important simplifications in the CTMod analytical model are the one 
made for the optical model, it is therefore necessary to assess its accuracy. A comparison with 
SunSolve from PVLighthouse, a ray tracing software, was performed. Sunsolve makes it easy 
to model various mainstream module architectures. It was concluded on the reference case 
that: the effective shading of the cell by the fingers was correctly taken into account by CTMod 
(difference <0.1 % on Iph), as well as the absorptions and reflection in the optical stack. On the 
other hand, the comparison has revealed a phenomenon that was not taken into account by 
our model: multiple reflections between the cell and glass/air interface. Indeed, part of the 
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irradiance reflected by the cell can be further reflected at the glass/air interface and 
participate to the photo-generation. The absence of this effect leads to an underestimation of 
the current photo-generated 0.7/0.8 %. 

 

Conclusion du Chapitre II 

Dans ce chapitre, les principaux phénomènes physiques, optiques et électroniques, qui 
influencent les performances d'un module photovoltaïque ont été présentés. Nous l'avons fait 
à travers la présentation de notre modèle simplifié, l'étude d'un cas de référence et la 
comparaison avec un logiciel de la littérature. 

Nous avons d'abord présenté les paramètres d'entrée utiles à la modélisation d'un 
module comme moyen de décrire les principaux phénomènes physiques dans un module PV. 
Le modèle commence par un spectre quelconque sur la face avant et arrière, avec un angle 
d'incidence normal. La réflectance de la cellule, en fonction du matériau qui la recouvre, est 
calculée avec un logiciel de traçage de rayons (SunSolve). L'ombrage effectif des doigts a été 
déterminé en étudiant des cellules avec un pas de métallisation variable, dans une gamme 
comparable à ce qui est trouvé dans la littérature (88 %). L'interface entre le verre et l'air 
réfléchit vers la cellule une partie de la lumière réfléchie par les doigts et le ruban (couplage 
optique). L'ombrage effectif des rubans texturés à rainures en V (27 %) a été déterminé par des 
mesures locales d'EQE sur un mini-module, également en accord avec les valeurs rapportées 
dans la littérature. Des masques de différentes tailles ont permis de déterminer les gains de 
photo courant dus aux espaces inter-cellules, de manière similaire à celle de SmartCalc : cela 
correspond à des gains de 2,2 % pour des espaces de 3 mm en cellule entière. Les effets par 
réflexion et absorption dans le verre et dans l'encapsulant sont déterminés à partir des 
constantes optiques de ces matériaux (plus de détails au chapitre 4). 

Ensuite, les détails des calculs de performance ont été présentés. C'est une approche 
analytique qui a été choisie, à l’exception d’une résolution numérique de l'équation du modèle 
de circuit équivalent. Cela permet de standardiser les catégories de pertes, comme cela est fait 
dans le logiciel SmartCalc. De plus, cette classification permet de comparer l'impact de 
différentes architectures, en particulier dans l'analyse des pertes cellule-module. 

Une brève revue des différents logiciels de modélisation des performances des cellules / 
modules a été effectuée. La modélisation optique par lancer de rayons est l'approche la plus 
courante, en raison de la diversité des architectures qui peuvent être modélisées (Tracey, 
Daidalos, Sunsolve). Mais c'est une approche analytique, proche du logiciel SmartCalc et des 
travaux de Hanifi et al. qui a été choisie pour CTMod : elle est plus simple à mettre en place 
numériquement, et plus rapide en terme de temps de calcul. Pour obtenir les performances 
électriques du module, des modèles avancés de physique des semi-conducteurs peuvent être 
utilisés (Sentaurus, Atlas, Laoss, PC3D ...). Le compromis entre la complexité de la modélisation 
et le temps de mise en œuvre / calcul nous a plutôt orienté vers un modèle 1D de circuit 
équivalent à deux diodes, à la manière de Sunsolve. Le calcul d'une résistance série groupée 
suit, intégré pour la cellule de Mette et al. et Basset et al. Pour la résistance série du module, 
l'approche générique de Guo et al., Geipel et al. et Haedrich et al. a été utilisée. 

Enfin, comme les simplifications les plus importantes du modèle analytique CTMod sont 
celles effectuées pour le modèle optique, il est donc nécessaire d'évaluer sa précision. Une 
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comparaison avec SunSolve de PVLighthouse, un logiciel de lancer de rayons, a été effectuée. 
Sunsolve permet de modéliser facilement diverses architectures de modules. Il a été conclu sur 
le cas de référence que : l'ombrage effectif de la cellule par les doigts a été correctement pris 
en compte par CTMod (différence <0.1 % sur Iph), ainsi que les absorptions et réflexions dans 
la pile optique. En revanche, la comparaison a révélé un phénomène qui n'a pas été pris en 
compte par notre modèle : les réflexions multiples entre la cellule et l'interface verre/air. En 
effet, une partie de l'irradiance réfléchie par la cellule peut être réfléchie à nouveau à 
l'interface verre/air et participer à la photo-génération. L'absence de cet effet conduit à une 
sous-estimation de la photo-génération actuelle de 0.7 / 0.8 %.  
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Modelling of the impact of heterojunction 
solar cells cutting on module performance  

This chapter is dedicated to the modelling of performance losses and performance gains 
resulting from the cutting of the cells and the integration in a photovoltaic module made of silicon 
heterojunction solar cells. Gains and losses due to solar cell cutting are rarely included in module loss 
studies, and even less so in CTM studies. 

Why cut photovoltaic cells that have previously been manufactured in their “full" version?  By 
cutting the cells, the resistive losses in the cell interconnections are reduced. But cutting also generates 
recombination losses. What are the influential parameters and optimums? All the simulations made in 
this chapter are obviously based on the model described in the previous chapter. 

 

Ce chapitre est consacré à la modélisation des pertes et des gains de performance résultant de 
la découpe des cellules et de leur intégration dans un module photovoltaïque composé de cellules 
solaires à hétérojonction en silicium. Les gains et les pertes dus à la découpe des cellules solaires sont 
rarement pris en compte dans les études de perte de module, et encore moins dans les études de CTM. 

Pourquoi couper des cellules photovoltaïques qui ont été préalablement fabriquées dans leur 
version "entière" ?  En coupant les cellules, les pertes résistives dans les interconnexions des cellules 
sont réduites. Mais la découpe génère également des pertes par recombinaison. Quels sont les 
paramètres influents et les optimums ? Toutes les simulations réalisées dans ce chapitre sont 
évidemment basées sur le modèle décrit dans le chapitre précédent. 
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 Limitation of resistive losses at the module level by 
dividing the current in cell interconnection ribbons 

Why cut a full-cell into sub-cells? Why create large solar cells and then cut them out and 
not make small cells from scratch? At first glance, this seems to complicate the industrial 
process: a module manufacturing step is added, and the throughput of the production line is 
reduced by a factor as great as the number of sub-cells created. The main aim is to reduce 
resistive losses by Joule dissipation within the electrical interconnections of the module. Using 
N sub-cells in a module, instead of the full-cell, divides the generated current by N, and 
multiplies the operating voltage by N. The power of the sum of the individual cells does not 
change. However, a lower current implies even lower resistive losses since they are 
quadratically dependant on the current. The topic of this part is to explain this phenomenon 
in detail. In which resistive elements of the cell and module the gain is obtained and what 
value can be expected? What is the influence of the incident irradiance and in particular the 
influence of the part hitting the backside of a bifacial module?  What is the influence of the 
initial geometry of full-cells? In this part, any loss of performance when cutting the cell is 
neglected. Due to this assumption, comparison with experiments is not possible. 

The interest of integrating cells cut into modules is not only limited to resistive gains: It 
increases the CTM power when using with a backsheet or white EVA (but using a larger 
module) and it is also a path to reduce the shading and hot spot effect when used in 
combination of series-parallel electrical architecture of module [129] [130]. It results in 
efficiency gains at the system level, which are particularly interesting for desert conditions 
[131]. Keep in mind that different cell separation technologies can lead to a similar electrical 
performance of the half-cells, yet leading to an entirely different mechanical behaviour of the 
cells [132]. But half-cut cell modules can sometimes be less valuable compared to full-cell 
module using the same initial cell efficiency in term of efficiency and cost [133]. 

III.A.1 Origin of resistive gains, impact on module performance and on CTM 
ratio  

In this section, the general concept of a module with cut-out cells will be presented. It 
will be recalled where the different resistive losses in a module are located, how they vary 
according to the number of cell cut-outs made, what is the impact on the module’s 
performance and on the CTM. The principle and geometry of a cutting step is presented in 
Figure 50. 
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Figure 50: Cutting principle of a solar cell in direction parallel to the fingers (left) and interconnection of sub-cells (right).  

 

 Resistive losses in the cell and the module 

What does a module made of cut cells consist of? To illustrate this, we will take a 
reference module made up of full-cells and study the impacts of cutting these full-cells. This 
module will consist of 72 full-cells, divided into 6 strings of 12 cells. All the cells are connected 
in series. For the purpose of the study, we will neglect the impact of the inter-cell distance and 
the inter-string distance: they are initially assumed to be zero. We will also neglect the 
resistance of the junction box and the connection cables.  

A two-diode model showed in the equation III.1 – whose parameters are given in the 
table 1 – describes the reference cell. This cell is busbarless and the cell interconnection of the 
module is made with wires of circular section. The format of the wafer is M2, which 
corresponds to a width of 15.675 cm for a surface area of 244.33 cm². The photo-generated 
current is calculated from an AM1.5g spectrum according to the absorption, reflection of the 
optical layers and the IQE of the cell. The series resistance rs of the cell is calculated as 
indicated in chapter 2. It is here equal to 0.56 Ohm.cm² and does not include the resistive 
losses in the fingers of the cell. Thermal voltage Vth is 0.02569 mV.  

𝐽 = 𝐽𝑝ℎ − 𝐽01 (exp (
𝑉 + 𝐽. 𝑟𝑠

𝑛1 . 𝑉𝑡ℎ
) − 1) − 𝐽02 (exp (

𝑉 + 𝐽. 𝑟𝑠

𝑛2 . 𝑉𝑡ℎ
) − 1) −

𝑉 + 𝐽. 𝑟𝑠

𝑟𝑠ℎ
 III.1 

 

 

Two diodes 
 model parameters 

𝑱𝟎𝟏 
[fA / cm²] 

𝒏𝟏 𝑱𝟎𝟐 
[nA / cm²] 

𝒏𝟐 𝒓𝒔𝒉 
[Ohm.cm²] 

Value 12.8 1 7.78 2 ∞ 

Table 1: Two diodes models parameters of the reference cell for the study of cutting steps impact 
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The corresponding IV parameters are given in the Table 2:  

 

IV Parameters 
𝑰𝒔𝒄 
[A] 

𝑽𝒐𝒄 
[V] 

𝑰𝒎𝒑𝒑 

[A] 

𝑽𝒎𝒑𝒑 

[V] 

𝑷𝒎𝒑𝒑 

[W] 

𝑭𝑭 
% 

𝜼 
% 

Value 9.30 0.729 8.71 0.612 5.33 78.6 21.7 

Table 2 : IV parameters of the reference cell for the study of cutting steps impact 

 

The series resistance of a module can be written as a contribution of the cell and a 
contribution of the module interconnections. The contribution of each of the components to 
the losses by Joule effect is different according to the number of cuts that are made. Some 
losses are dependent on the total cell area in the module and do not change with the number 
of cuts, whereas others losses items differ. 

 Impact of the number of cutting steps on the module performance 

The first step is to check the behaviour of the model when the cells of the module are 
split but not integrated into a module. For this, we are interested in an IV cell measurement 
that does not include the resistance of the fingers. The sum of the power of the 72 cut-up cells 
must remain constant, since the difference is only made at the level of the resistive losses in 
the cell interconnection strips. This is what is explained below. 

 

Number of sub-cell 𝐍 1 2 3 4 5 6 

Number of cutting steps 0 1 2 3 4 5 

Number of sub-cell in 
module 

72 144 216 288 360 432 

Table 3: Correspondence between the number of sub-cells obtained in N cuts of a full-cell and the number of total sub-cells 
present in a module equivalent to 72 full-cells in series. 

 

Since the parameters of the uncut two-diode cell model are considered homogeneous 
over the entire surface, decreasing the photo-generated current implies decreasing also the 
recombination currents by a similar factor, and the series and shunt resistances as well (as 
seen previously). By multiplying left and right the two-diode model equation III.1 by the 
surface area 𝑆𝑁  of the elementary cell in 𝑁 − 1 cutting steps, we obtain equation III.2. This is 

because 𝐼 = 𝑗. 𝑆 and 𝑅𝑠ℎ =
𝑟𝑠ℎ

𝑆
: 

𝐼𝑁 = 𝐼𝑝ℎ,𝑁  − 𝐼01,𝑁 (exp (
𝑉 + 𝐽. 𝑟𝑠

𝑛1 . 𝑉𝑡ℎ
) − 1) − 𝐼02,𝑁 (exp (

𝑉 + 𝐽. 𝑟𝑠

𝑛2 . 𝑉𝑡ℎ
) − 1)

− (
𝑉 + 𝐽. 𝑟𝑠

𝑅𝑠ℎ,𝑁
) 

III.2 

 



 

101 
 

Because 𝐽. 𝑟𝑠 = (𝐽𝑆𝑁). (𝑟𝑠/𝑆𝑁) = 𝐼𝑁𝑅𝑠,𝑁, we obtain the equation of the two-diode 

current model for the sub-area cell S_N (equation III.3) 

𝐼𝑁 = 𝐼𝑝ℎ,𝑁  − 𝐼01,𝑁 (exp (
𝑉 + 𝐼𝑁. 𝑅𝑠,𝑁

𝑛1 . 𝑉𝑡ℎ
) − 1) − 𝐼02,𝑁 (exp (

𝑉 + 𝐼𝑁 . 𝑅𝑠,𝑁

𝑛2 . 𝑉𝑡ℎ
) − 1)

− (
𝑉 + 𝐼𝑁 . 𝑅𝑠,𝑁

𝑅𝑠ℎ,𝑁
) 

III.3 

 

It can be written according to the parameters of the full-cell: 

𝐼𝑁 =
𝐼𝑝ℎ,𝐹

𝑁
 −

𝐼01,𝐹

𝑁
(exp (

𝑉 + 𝐼𝑁 . 𝑅𝑠,𝐹 . 𝑁

𝑛1 . 𝑉𝑡ℎ
) − 1) −

𝐼02,𝐹

𝑁
(exp (

𝑉 + 𝐼𝑁. 𝑅𝑠,𝐹 . 𝑁

𝑛2 . 𝑉𝑡ℎ
) − 1)

− (
𝑉 + 𝐼𝑁 . 𝑅𝑠,𝑁 . 𝑁

𝑅𝑠ℎ,𝐹 . 𝑁
) 

III.4 

 

which gives, by multiplying left and right by N, the exact two-diode current model 
equation for the full-cell: 

𝐼𝐹 =  𝐼𝑝ℎ,𝐹 − 𝐼01,𝐹 (exp (
𝑉 + 𝐼𝐹 . 𝑅𝑠,𝐹

𝑛1 . 𝑉𝑡ℎ
) − 1) − 𝐼02,𝐹 (exp (

𝑉 + 𝐼𝐹 . 𝑅𝑠,𝐹

𝑛2 . 𝑉𝑡ℎ
) − 1)

− (
𝑉 + 𝐼𝐹 . 𝑅𝑠,𝐹

𝑅𝑠ℎ,𝐹
) 

III.5 

 

The equations of the two-diode current models for each of the cells of area SN are 
therefore perfectly equivalent: they generate a current I reduced by a factor N. Considering 
the sum of sub-cells, because all the sub-cells will be connected in series, the current remains 
the same, but voltages are added. 

 

 𝐈𝐬𝐜 𝐕𝐨𝐜 𝐈𝐦𝐩𝐩  𝐕𝐦𝐩𝐩 𝐅𝐅 𝐏𝐦𝐩𝐩  

One sub-
cell 

𝐼𝑠𝑐−𝐹

𝑁
 𝑉𝑜𝑐−𝐹 

𝐼𝑚𝑝𝑝−𝐹

𝑁
 𝑉𝑚𝑝𝑝−𝐹 𝐹𝐹𝐹 

𝑃𝑚𝑝𝑝−𝐹

𝑁
 

Sum sub-
cell 

𝐼𝑠𝑐−𝐹

𝑁
 𝑉𝑜𝑐−𝐹  𝑁 

𝐼𝑚𝑝𝑝−𝐹

𝑁
 𝑉𝑚𝑝𝑝−𝐹 𝑁 𝐹𝐹𝐹 𝑃𝑚𝑝𝑝−𝐹  

Table 4: Value of IV parameters of the single sub-cell at N level, and value for the sum of the N sub-cell expressed as a 
function of IV parameters of the full-cell. 

 

This is what is shown in Figure 51.  The photo-generated current follows a power law in 
1/N since it is proportional to the surface area of the cell, where N is the number of sub-cells 
obtained after cutting. The open circuit voltage 𝑉𝑜𝑐 and the MPP voltage 𝑉𝑚𝑝𝑝  are proportional 

to N. The power Pmpp and the fill factor FF remains constant (386W and 78.6 %). 
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Figure 51: Evolution of the IV performance of the sum of cut-out cells as a function of the number of cutting steps: variable 
Isc, Voc, Impp and Vmpp (left) – and constant FF and Pmpp (right). 

 

When the N x 72 sub-cells are interconnected in series, the resistive effect of the ribbons 
appears. According to Guo et al. [134], the power 𝑃𝑙𝑜𝑠𝑠(𝑁) lost by Joule effect in the module 
interconnections as a function of the number of sub-cells N is given by the equation III.6 :  

𝑃𝑙𝑜𝑠𝑠(𝑁) = 𝐼𝑚𝑝𝑝−𝐹
2 (𝑅𝑠𝑐−𝐹 +

1

𝑁2
𝑅𝑠𝑚−𝐹) III.6 

 

The relative power loss reduction on ribbon can be calculated as follows (equation III.7):  

𝑅𝑁 =
𝑃𝑙𝑜𝑠𝑠(1) − 𝑃𝑙𝑜𝑠𝑠(𝑁)

𝑃𝑙𝑜𝑠𝑠(1)
= 1 −

1

𝑁2
 III.7 

 

This behaviour can be seen in Figure 52. The currents Isc and Impp are decreasing in 1/N. 
The power of the panel consisting of full-cells is 360.5 W. The larger the number of sub-cells 
in the module is, the more the power of the module increases. The gain is higher for the first 
cut-outs, and decreases progressively: For 1 cut-out (half-cell), the power is 368 W. For five 
cuts, the power is only 371 W. This power gain is entirely explained by the gain in fill factor FF, 
which goes from 76.2 % for a full-cell to 77.9 % for a half-cell and then to 78.4 % with 5 cuts. 
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Figure 52: Evolution of module IV performance as a function of the number of cutting steps:  Isc, Voc, Impp and Vmpp (left) - FF 
and Pmpp (right).  

 

The Joule loss reduction factor of equation III.7 indicates that the resistive losses in a 
module made up of N sub-cells and normalised by the resistive losses in a full-cell, all as a 
function of the number of sub-cells N, follows a power law. The result of the model developed 
in the thesis is shown in the Figure 53. The exponent power law of -2 corresponds to what is 
expected: a multiplication by 2 of the number of sub-cells corresponds to a division of the 
losses by 4 (75 %). A multiplication by 4 corresponds to a decrease in resistive losses by 16 
(93.7 %). 

The loss of FF in the module interconnection is given by equation III.8 : 

Δ𝐹𝐹𝐹 =
𝑅𝑠𝑚−𝐹 𝐼𝑚𝑝𝑝−𝐹

2

𝐼𝑠𝑐−𝐹 𝑉𝑜𝑐−𝐹
  III.8 

 

The loss of FF in the module interconnection when cutting a full-cell into N sub-cells is 
given by the equation III.9 :  

Δ𝐹𝐹(𝑁) =
𝑅𝑠𝑚−𝐹 𝐼𝑚𝑝𝑝−𝐹

2

𝐼𝑠𝑐−𝐹 𝑉𝑜𝑐−𝐹

1

𝑁2
=

Δ𝐹𝐹𝐹

𝑁2
 III.9 

 

The impact of the number of cuts on the cell to module ratio is shown in the Figure 54. 
It can be seen that the CTMVoc remains constant. The effect of reducing resistive losses is first 
visible on the CTMVmpp, which goes from 97.3 % in full-cell to 99.1% in half-cell (+1.8 %) then 
to 99.6 % (+ 2.3 %) in sixth of cell. The effect is more pronounced in the CTMFF which goes 
from 97.1 % in full-cell to 99.1 % in half-cell (+ 2.0 %) then to 99.7 % in sixth of cell (2.6 %). 
Finally, it is visible on the CTMPmpp: 93.4 % in full-cell, 95.5 % in half-cell (+ 2.1 %) and 96.2 % 
in sixth cell (+ 2.8 %). 
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Figure 53: Resistive losses at the module level as a function 
of the number of sub-cells and normalized by the losses of 

the full-cell case. 

 

Figure 54: Impact of the number of sub-cells on the cell to 
module ratio (CTM) for the six IV parameters (Glass/glass 

module: no inter-cell Isc power gains) 

 

The effect on the CTM is greater for 𝐹𝐹 than for Vmpp because 𝐹𝐹 cumulates the effects 
of Vmpp and Impp. The slight increase in CTMImpp is a consequence of the effect of the CTMVmpp. 
Because the voltage at the terminals of the diodes at the MPP is lower when the resistive 
losses are reduced, the recombination currents are also lower and the Impp is therefore higher.  

The CTMIsc should remain constant. However, it is not the case. The shading of the 
fingers on the cell is the cause. In the developed model, when cutting an entire cell in N sub-
cells, the number of finger is divided by N. If this value is not integer, it is rounded. We can 
therefore have a current Isc which does not exactly follow the decrease in 1 / N. This effect is 
also visible on the Impp and thus on the Pmpp. This is why the increase in CTMPmpp (+2.8 % for 
sixth cells) is greater than for FF (+2.6 %).  

Thus, the power gain generated by a drop in resistive losses when the entire cells of a 
module are cut into N sub-cell is already 75 % of the max gain in half-cell and 90 % in third-
cell. As cell cutting is an additional step compared to the classic full-cell module process, this 
represents an additional manufacturing cost. Moreover, cutting an entire cell in N sub-cell 
decreases the throughput of the production line by a factor of N. It is therefore not interesting 
to go to a very large number of cuts. 

Comparison with literature 

The gains that can be obtained by the integration of cut cells in a module is widely 
documented. Muller et al., in 2015 show an increase of FF of 3.9 % when comparing a 9 full-
cell module and an 18 half-cell module with PERC solar cell of 20 % efficiency [135]. Malik et 
al., measured a gain of only 0.3 % on the FF between full and half-cell module [136]. Guo et 
al. mentioned a gain of +1.8 % on FF between a single cell multi-crystalline module and the 
corresponding half-cell module [134]. The cell have an efficiency of 17.3 %. The gain, much 
more limited than Muller et al., could be explained by the number of cell in the module: the 
series resistance contribution of string interconnection ribbons doesn’t vary linearly with the 
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number of cell. It has a smaller impact in module with a high number of cell by string. Tang et 
al., compared a 32 full-cell module with a 64 half-cell module and a 128 quarter-cell module 
[137]. They found an increase in FF of 1.1 % for the half-cell module and an increase of 1.3 % 
for the quarter-cell configuration. They also characterize the losses due to the cutting step in 
term of FF around 0.6 % for both cut-cell configuration: this means the theoretical gain in FF 
without losses during the cutting process is +1.7 % for half-cells and +1.9 % for quarter size. 
Hanifi et al. found an increase of +1.5 % in FF [129]. Zhang et al., have used 18.2 %, 18.4 % and 
19.2 % PERC solar cell in glass-glass module and obtain a gain in FF of respectively 2.6 %, 2.0 
% and 1.8 % [138]. 

Except for the extremum studies of Muller et al. and Malik et al., the FF gain obtained 
by switching from full-cell to half-cell with our model is 1.6 % (Figure 52), in very good 
agreement with other studies on the subject. 

All these different results come from the different kinds of cell interconnection and 
string interconnection used. The maximum FF gain corresponds to the loss observed on this 
parameter and generated by the series resistance of the module interconnections in a full-cell 
configuration. The lower this resistance is, the lower the gain expected when cutting the cells. 
Thus, the effect of other module parameters and environment is analysed in the next part.  

III.A.2 Dependence of resistive gains on incident irradiance and module 
design 

 Impact of irradiance on the cutting gains of performance 

Dependence of IV parameters as a function of irradiance: generalities 

The irradiance on the front face of the module has an effect on the IV parameters and 
therefore logically on the performance gains expected when cutting N sub-cells. The 
irradiance directly impacts the photo-generated current Iph of the two-diode model, from 
which the IV parameters can be calculated. It is therefore necessary to first explain the 
variation of the IV parameters as a function of Iph for an entire cell. The influence of Iph is also 
dependent on the other parameters of the two-diode model, in particular the diffusion 
current I01, the recombination current I02 and the series resistance rs. This is shown in Figure 
55. The parameters of the two-diode model are still those defined in Table 1. Three different 
cases are studied: (i) the influence of diode 1 only (I02 and rs are zero) (ii) the influence of diode 
1 and diode 2 simultaneously (addition of recombination: only rs is zero) (iii) the influence of 
diode 1, diode 2 and the series resistance rs. The shunt resistance is always considered infinite. 

The short circuit current Isc is equal to the photo-generated current as long as the shunt 
resistance is not too low and the series resistance is not too high. This is the case here. The 
influence of the Isc on 4 IV parameters: Voc, Vmpp, fill factor and efficiency is plotted. The current 
at Pmpp - Impp - is not plotted because it is proportional to the short circuit current Isc and 
provides little information. A short circuit current of 9 A correspond to the standard test 
condition of 1000 W/m².  

With only diode 1 (diffusion), the Voc has a logarithmic dependence according to the Isc, 
which is expected. It increases from a Voc of 0.685 V at 1 A to 0.742 V at 9 A and then 0.749 V 
at 12 A. By adding diode 2 (recombination), the Voc decreases logically. However, it decreases 
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more at low irradiance: we go from 0.659 V at 1A to 0.732 V at 9 A then to 0.741 V at 12 A. 
Asexpected, the addition of the rs has no impact on the Voc.  

With only diode 1 (diffusion), the Vmpp has a logarithmic dependence according to the 
Isc, like the Voc. It increases from a Vmpp of 0.603 V at 1 A to 0.657 V at 9 A then 0.664 V at 12 
A. By adding diode 2 (recombination), the Vmpp decreases but keeps a logarithmic dependence: 
from 0.549 V at 1A to 0.635 V at 9 A then 0.644 V at 12 A. 

 

  

  

Figure 55: Variation of the IV Parameters Voc, Vmpp, FF and efficiency as a function of Isc. Progressive complexity of the 2-
diodes model is plotted: only diode 1 with  I01 = 12.8 fA/cm² and n1 = 1  (green), with diode 1 + diode 2 with I02 = 7.78 nA/cm² 

and n2 = 2 (orange) and diode 1 + diode 2 + serie resistance of 1.124 Ohm.cm² (red). 

 

The addition of the rs implies a drop in voltage quadratically dependent on the current 
Impp, itself proportional to the Isc. We therefore go from 0.545 V at 1 A to 0.600 V at 9 A then 
0.598 V at 12 A. We therefore see an optimum appear at 8.5 A and 0.600 V for the Vmpp: at too 
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low irradiance, the effect of the series resistance is negligible but the effect of the diodes is 
important. With too strong irradiance, it is the reverse. 

The dependence of the fill factor on the photo-generated current is the addition of the 
effects of Isc, Voc, Vmpp and Impp. The fill factor has a weak logarithmic dependence when only 
diode 1 is considered. By adding diode 2, the logarithmic dependence is more marked. We can 
clearly see the impact of the series resistance on the FF: an optimum appears at Isc of 4 A for 
a FF of 77.4 %.  

The efficiency of the full-cell follows the same behaviour as the fill factor: a logarithmic 
behaviour with diodes one and two, and the presence of a maximum when the series 
resistance is included. The higher the series resistance, the better the optimum will be at low 
irradiances. Conversely, with a low series resistance, the optimum efficiency is shifted towards 
high currents. The optimum lies at different currents for the FF and for the efficiency. In fact, 
in the calculation of the efficiency, the Pmpp is divided by the incident power, proportional to 
the Isc. In the case of the FF, Pmpp is divided by the Isc and the Voc. It is the logarithmic 
dependency of the Voc that shifts the curve, producing an optimum of FF at a lower current 
than the one for optimal efficiency. These optimums in FF and efficiency mean that the 
module or cell must work at these respective irradiances to be most efficient, but it is 
obviously not at theses irradiances that it produces the most power. 

Dependence of IV parameters as a function of irradiance: impact of cutting steps 

The FF and the efficiency therefore depend on irradiance, and the expected gains on 
these parameters when cutting the cells therefore also depend on irradiance.  Indeed, at low 
irradiance, resistive losses are expected to be negligible and the interest in cutting the cells is 
reduced. The results are presented in Figure 56. 

The optimum FF for a full-cell module is therefore 400 W/m². For a given irradiance, as 
the number of sub-cells increases, the FF increases, as seen above. A limit value is reached 
which corresponds to FF where the series resistance of the cell interconnection ribbons has 
no influence. As the FF gains obtained by cutting are higher at higher irradiance, the optimum 
in FF is shifted at higher irradiance for a module consisting of several sub-cells. The FF optimum 
is 700 W/m² for sixths of a cell. 75 % of the FF gains are obtained at the first cut, whatever the 
irradiance on the front panel. This represents a FF gain for the module in question of 1.65 % 
under STC conditions (1000 W/m²) and only 0.35 % for an irradiance of 200 W/m². This 
corresponds to a gain of 0.44 % abs in efficiency at STC and 0.09 % abs at 200 W/m². FF gains 
are therefore linear with irradiance, as are efficiency gains. 
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Figure 56: Evolution of the FF of the module as a function of irradiance, for increasing numbers of cut-out sub-cells (top left). 
FF gains compared to the reference case of uncut full-cells (top right). Evolution of efficiency as a function of irradiance 

(bottom left) and gains compared to full-cell case (bottom right). 

. 

If a back-side irradiance is present in addition to a front-side irradiance (bifaciality), the 
resulting current is higher and the FF gain due to cutting is greater. For example for a BIFI 10 
situation (1000 W/m² front + 100 W/m² rear) with a 90 % bifacial module, the FF gain with a 
cut-out (half-cell) is obtained by looking at an incident irradiance of 1000 + 0.9*100 = 1090 
W/m². The FF gain in this case is 1.8 %. 

 Impact of the parameters of the cell and module 

The power gain that can be obtained by cutting full-cells and limiting the resistive losses 
in module is obviously dependent on the module contribution to the total series resistance. 
As shown by equation III.9, the FF gain is linear with the share of series resistance of the cell 
interconnection ribbons.  
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Impact of the number of cell interconnection wires 

The contribution of the module to the series resistance is mainly due to the cell 
interconnection wires. The series resistance varies quadratically with the wire diameter dw. It 
is proportional to the wire length and inversely proportional to the number of wires nw. This 
is given by the following equation III.10: 

𝑅𝑠𝑚 =
𝜌𝑒𝑓𝑓 . 𝐿

𝑆
=

𝜌𝑒𝑓𝑓 . 𝐿

𝑛𝑤  𝜋 (
𝑑𝑤

2 )
2 

III.10 

 

For a constant diameter and a constant effective resistivity, the more the number of 
wires in parallel increases, the more the total section increases and the more the resistance 
decreases. This can be seen on the left in Figure 57. But parallel to the increase in FF, the more 
wires there are, the higher the shading of the cell is. Here, the shading of the wires is fixed at 
57 % of their width. 

As a result, an optimum in efficiency can be found as a function of the number of cell 
interconnection wires (Figure 57 - right). Optimal number of wires for this configuration 
decreases with the number of cutting steps. In full-cell configuration, the optimal number in 
terms of efficiency is found to be 24, decreases to 15 in half-cell configuration, 14 in third-cell 
and 13 in half-cell. These results are closely linked to the other parameters of the module, and 
in particular: the diameter of the wires, the resistance of the metallization grid, the current 
Impp (and therefore all the parameters of the equivalent circuit of the module, in particular the 
optics and the recombination diodes). 

 

  

Figure 57: Dependence of the module fill factor FF (left figure, left axis) and short circuit current Isc (left figure, right axis) and 
the module efficiency (right figure) on the number of cell interconnector wires for 1,2,3 and 4 sub-cell 
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Impact of the inter-cell distance 

The previous results are valid for a zero inter-cell distance. In this part, we focus on a 
non-zero distance. In a string of full-cells, the total cell length does not vary when cut into sub-
cells. On the other hand, the proportion of the total inter-cell space in relation to the total 
length of the string increases with the number of cuts. Can this effect change the previous 
conclusions of continued FF improvement as the number of cuts increases? 

In a conventional architecture, the distance between the cells is necessary to pass the 
interconnection wires from the front face of one cell to the rear face of the next cell. This point 
is mechanically weak, and can cause cell breakage if they are too close together. Indeed, 
during thermal cycling peaks, the differential expansion of the materials will concentrate the 
stresses at this location. This distance increases the size of the module, and therefore the total 
length of interconnection wires. This results in more series resistance. This effect is all the 
more marked for a high number of cell cuts: twice as high for half-cells, three times for third 
cells, etc. 

The effect of increasing the series resistance by an increase in the inter-cell distance is 
visible on the Figure 58. It can be noted that the FF decreases when the inter-cell distance 
increases. But we can clearly see that, regardless of the inter-cell distance, increasing the 
number of cuts is always a better choice in terms of electrical performance. 

 

  

Figure 58: Dependence of module fill factor FF as a function of the inter-cell distance, considering an architecture of full-cell, 
half-cell, third-cell and quarter-cell. 

 

This behaviour comes from the following observation: the FF gains due to the number 
N of sub-cells of an entire cell varies in (1 / N²), as shown in equation III.9. On the other hand, 
the series resistance contribution of the inter-cell distance is linear depending on the number 
of cuts. This results in an ever decreasing trend of the FF losses as a function of the number of 
cuts. The total length 𝐿𝐹 of a string made of full-cell can be written as: 
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𝐿𝐹 = 𝑛𝑐𝑒𝑙𝑙,𝐹 (2 𝐿𝑐𝑒𝑙𝑙,𝐹 . + 𝑑𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑙𝑙 ) III.11 
 

And the generalisation of total length 𝐿𝑁 of a string made of cell cut in N part is:  

𝐿𝑁 = 𝑛𝑐𝑒𝑙𝑙,𝐹 𝑁 (2
𝐿𝑐𝑒𝑙𝑙−𝐹

𝑁
+ 𝑑𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑙𝑙) III.12 

  
𝐿𝑁 = 𝐿𝐹 + (𝑁 − 1). 𝑛𝑐𝑒𝑙𝑙,𝐹 𝑑𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑙𝑙  III.13 

 

The loss of FF in the cell interconnections therefore has a 1 / N² component, due to the 
part of the ribbons on the cells, and another 1 / N component due to the inter-cell spaces. FF 
losses as a function of the inter-cell distance are therefore always greater for a reduced 
number of cuts. This can be seen in the graph to the right of Figure 58. For typical values of 
inter-cell distance - 3 mm - FF losses are 0.07 % in full-cell, and less than 0.02 % in quarter-cell. 
Negligible values in view of other phenomena. 

The incompressible inter-cell space also has a direct impact on the total surface area of 
the module and therefore on its efficiency. This has two antagonistic effects: the more the 
number of cuts increases, the more the resistive losses in the cell interconnections decrease, 
but the more the share of inactive surface in the total surface of the module increases.  

 

 

Figure 59: Impact of the number of cutting steps and the inter-cell distance d on the module efficiency, considering the total 
area of the module made of M2 wafer. 
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This phenomenon is highlighted in Figure 59. The efficiency gains increase with the 
number of cuts, when the inter-cell distance is neglected. When the inter-cell distance is taken 
into account, even as small as 2 mm, the efficiency increases to a maximum for one cut (half-
cell configuration). It then decreases linearly, the faster the inter-cell distance is taken into 
account. As a reminder, the module always contains 72 cells in full-cell equivalent, so the total 
active surface is similar whatever the number of cut. 

On the other hand, the size of the wafers is important. The results of Figure 59 are valid 
for M2 wafers with an area of 244.33 cm2. For module made of bigger wafers the share of 
inactive area in the total area is lower. The impact of the inter-cell distance will therefore be 
less important, and the optimal efficiency depending on the number of cuts could be shifted 
to a higher number of cuts. 

 

Conclusion of Part III.A: 

In this introductory part, we were interested in the maximum performance gains 
expected by cutting the cells (without losses during this step). The resistive losses in the cell 
interconnection follow a law in 1/N², where N is the number of sub-cells obtained after cutting 
a full-cell. The advantage obtained by cutting is therefore mainly due to the first cut. This 
effect, well known in literature and industry, allows us to validate the basic behaviour of our 
model when taking into account the cutting of full-cells. The effect of irradiance does not 
change its behaviour, even though the FF gains caused by cutting are weaker and weaker as 
the irradiance decreases. By taking into account the effect of an incompressible inter-cell 
distance, the trends are not changed: the law of variation of resistive losses is enriched with a 
term in 1/N. The effect of recombination will significantly modify these behaviours: this is the 
subject of Part III.B. 
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 Cut HJT cells: taking into account edge recombination 
losses in silicon HJT module performance 

The process of cutting a cell generates losses on the cell itself. Cutting, whether done by 
laser, mechanical cleavage, or more advanced techniques, creates a new non-passivated edge 
on the cell. This edge is an additional recombination place that logically impacts its 
performance. This effect is more pronounced for high-performance cells, where initial 
passivation is very high: this is the case with heterojunction silicon solar cells. Cutting can also 
cause damage to the active layers and result in a drop in the photo current generated by the 
cell. A brief description of the non-passivated edge loss mechanisms and how they can be 
modelled within a cell described by an equivalent circuit model is proposed. The impact of 
these losses as a function of the cutting geometry and the cell geometry will also be discussed.  

III.B.1 Characterization of HJT cell losses caused by the cutting process 

Performance losses due to recombination on the edges of a cell have been studied for a 
long time. Indeed, these areas are unavoidable: they inevitably appear during the cutting of 
silicon ingots. Smaller cells are more affected because their perimeter-to-area ratio is higher: 
the defect density is higher. However, the industry is moving towards larger and larger wafers. 
From a 2012 standard, M0, with a 156 mm side, we are moving towards a standard that will 
probably be M6 (166 mm) in 2021. One might think that the problem is less and less important, 
but the cutting of cells for half-cell or shingle type architectures is also becoming a standard. 
Minimizing these losses is therefore more important than ever.  A chronological presentation 
of the main studies on edge recombination is presented below. 

As early as 1978, Henry et al. proved that a diode characteristic with ideality factor of 
two can be explained by surface recombination at the junction perimeter [139].  

In 1995, Aberle et al. mentioned that unpassivated edges induce a high recombination 
activity. They used a strategy of masking the edges of the cell with an aluminium mask to make 
the edges of the cell inactive. Without this, the performance of the PERL laboratory cell of 
2 cm side would have a reduced efficiency of 0.8 %abs [140].  

In 1996, Altermatt et al. analysed the reduction in efficiency due to perimeter losses as 
a function of the distance between the active cell area and the cut edge, and showed how the 
optimum distance depends on whether the cells in the panel are shingled or not [141].  

In 2000, Khun et al. investigated by means of two-dimensional modelling the 
recombination mechanisms occurring in edge regions. It is shown that a poor quality of the 
surface passivation near the pn-junction borders is mainly responsible for the observed losses 
in fill factor and open-circuit voltages. They suggest that edge recombination current could 
not exceed 20 nA/cm [142].  

In 2001, Breitenstein et al. used lock-in thermography to investigate edge leakage 
currents in silicon solar cells after laser scribing and cleavage [143]. The same year, McIntosh 
mention a new mechanism with recombination at the cell edge limited by series resistance 
[144]. He also concluded that unless the edge-recombination current is below 10 nA/cm, it 
significantly reduces the efficiency, even for medium-to-large area solar cells [145]. The next 
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year, Glunz et al. have designed cell for low illumination level, taking special care to keep 
efficiency high by analysing and optimizing cell border. They mention an edge recombination 
current of 13 nA/cm [146].  

In 2003, Hermle et al. confirmed that at low illumination densities, solar cells are very 
sensitive to the recombination at the cell edges. Their modelling shows that at low illumination 
the main recombination channel at the perimeter is due to the surface recombination in the 
space charge region [147]. 

In 2010, Breitenstein et al. found that in order to obtain the high current-densities and 
ideality factors above 2 at a forward bias below 0.6 V, recombination in heavily defected 
regions must be modelled beyond the SRH approximation of independent defect states [27]. 
Same year, Kray et al. modelled and optimized the geometry and isolation of the edge region 
in silicon solar cells. They investigate the effect of 10 to 300 nA/cm edge current 
recombination on performance device [148].  

In the 2010's, the theme of full-cell cutting appears, and losses due to unpassivated 
edges receive even more attention. 

In 2014, Eiternick et al. proved that recombination plays the major role for an optimized 
laser separation process. Additionally they identify the laser scribing process as the major 
source of losses in comparison to the mechanical breaking. They found a J02 edge of 40 nA/cm, 
almost independent of the monocrystalline / multicrystalline characteristic of the wafer [149].  

In 2015 Muller et al. performed a loss analysis on PV module made from half-cell silicon 
PERC and mentioned a loss in efficiency due to rear laser cut of 0.2% [135]. Chan et al., used 
edge isolation with laser doping to separate peripheral shunted region from active area. They 
get an average improvement in FF of 1.7 %abs, and 0.5 %abs efficiency increase. The J02 values 
achieved using this process ranges from 5.9 to 15.5 nA/cm [150]. The same year, Rühle et al. 
investigate the use of emitter windows with varying passivation layers in an intensity range 
between 1 and 10-3 suns. An aluminium oxide for passivation of the non-diffused region 
outside the emitter windows resulted in a reduction in edge recombination of a factor of 8 
[151]. Still the same year, Eitnernick et al. used thermal laser separation (TLS) – a damage free 
and kerfless dicing technology – for cell splitting.  It is found that the electrical properties of 
the TLS-half-cells are slightly better compared to the reference process and that compared to 
a classical laser separation there is no mechanical damage due to the TLS process [152]. Still 
in 2015, Wong et al. modelled M0 PERC and Al-BSF solar cell as a vast network of diodes. It is  
noted  that  the  monocrystalline  silicon  PERC  cells studied have significantly lower peripheral 
and second diode edge recombination compared with Al-BSF cells [153]. 

In 2017, Bertrand et al. studied two methods for modelling of edge recombination 
current in Al-BSF silicon solar cells. The first one is based on IV fitting and the second one on 
Voc analysis. The second method is found to be more accurate and gives an edge 
recombination current of 20.6 nA/cm [154].  

In 2018, [155] Fell et al. proposed a new approach to model edge recombination in 
silicon solar cells.  The model accounts for recombination both at the edge of the quasi-neutral 
bulk as well as at an exposed space-charge-region (SCR), the latter via an edge-length-specific 
diode property with an ideality factor of 2: a localized J02 edge. A fitted value of ∼19 nA/cm is 
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found, which is shown to be largely independent of device properties, including SHJ cells [155]. 
Mittag et al. used this value to perform techno-economic analysis of half-cell modules [109]. 

In 2019, Li et al. studied the Jsc loss of full area SHJ solar cells caused by edge 
recombination. They demonstrated that this Jsc loss effect can be suppressed effectively by 
simply controlling the gap between the edge of the transparent conductive oxide layer and 
that of the cell [156]. The Jsc can also be affected by the cutting process. The same year, 
Stolzenburg et al. found a J02 edge of 3 nA/cm by separating the contribution of the two 
relevant edge recombination losses: (i) recombination at the bulk edge, described by an 
effective surface recombination velocity, and (ii) recombination at the pn-junction edge 
described by an edge-length specific non-ideal recombination parameter J02 edge [157].  

In all these studies, the experimental values of edge recombination current values vary 
from 3 nA/cm to over 70 nA/cm. This discrepancy between the lowest and the highest value 
implies losses on the IV parameters that are too dispersed to accurately model the 
performance of an SHJ module. The behaviour of the edge recombination current for SHJ cells 
has therefore not been deeply investigated. Due to their high level of passivation, the 
presence of amorphous layers and an emitter on the back side, it is necessary to question the 
value of J02 edge that can be obtained for this technology. 

 Experimental setup 

All the twenty solar cells in this work are made using the same process, based on M2 

format n-type substrates (156.75 x 156.75 mm2) with a resistivity of 3 Ω.cm. Wafers are 
cleaned and textured, with a final thickness of 170 μm. Doped and intrinsic hydrogenated 
amorphous silicon (a-Si:H) layers are deposited on both sides, with a n-type/intrinsic stack 
(n/i) on the front side and a (p/i) stack on the rear, corresponding to the “rear-emitter” SHJ 
architecture [17,18]. Then, indium-tin oxide (ITO) layers are deposited on both sides by 
magnetron sputtering from an In2O3/SnO2 target, under an Ar/O2 gas mixture. Metal grids are 
screen-printed with a silver paste, and a 4-busbar pattern. Finally, the cells are annealed at 

200 °C for 9 min in order to cure the silver paste. More details about the global cell process 
can be found in Ref. [18]. 

For the whole study, the cutting process is performed with an infrared pulsed laser (1064 
nm wavelength, 10 ns pulses) commercialized by Rofin©. The cutting process can be 
optimized by tuning fluency (through laser input current), pulse frequency and cutting speed. 
All of these processes induce a trench in the wafer, deep enough to allow an easy mechanical 
cleaving (between 30 and 50 % of the cell’s total thickness). Therefore, the levels of 
recombination losses induced by the laser process can differ from the “ideal” case of a clean, 
smooth and totally unpassivated edge, with a fixed theoretical value of 19 nA/cm for J02 edge, 
as calculated in a previous study [11]. In a non-ideal case, the value measured can be 
significantly different, and quantifies the overall quality of the cutting process. An example of 
the cut-cells put together is presented in the Figure 60. 
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Figure 60: Example of the two half-cells put together. Here, the cutting process has created a trench of approximately 80 µm 
of optical width. 

 

The characterization of recombination losses is entirely based on IV measurements, 
under illumination or in dark conditions. For this purpose, all solar cells are measured with an 
AAA-class solar simulator commercialized by Aescusoft™, with a halogen lamp and continuous 
illumination. Current and voltage are extracted on the front side through probe bars covering 
all the cell length, and on the rear side through a metal chuck with dedicated voltage probe. 

This chuck is regulated in temperature at 25 °C. The measurement repeatability has been 
determined through an intensive metrology study (tool qualification, including in particular 
many repeatability tests – cell positioning, calibration, different users involved). From this 
study, the repeatability of the different IV parameters has been estimated to 0.01 % for Voc, 
0.09 % for Jsc, 0.36 % for FF and 0.34 % for efficiency. 

 

 

Figure 61: IV setup used to characterize half-cell after cleavage: separately (a), together (b) 

 

fingers 
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The twenty solar cells used in this study are bifacial. Therefore, the voltage probe on the 
metal chuck is carefully placed in contact to a rear side busbar for an accurate voltage 
measurement. All cells, including the reference one used to calibrate the solar simulator, have 
identical sizes and metallization patterns, and are placed at the same position on the IV stage 
during measurement.  

 

 
Jsc 

(mA/cm²) 
Voc 

(mV) 
Vmpp 
(mV) 

Jmpp 
(mA/cm²) 

FF 
% 

Eta 
% 

Initial 37.65 ±  0.04 732.2 ± 1.3 613.2 ± 2.3 35.54 ± 0.08 76.05 ± 0.21 21.79 ±  0.08 

 Relative losses 
after laser 

−0,34 
± 0,05 % 

−0,17 
± 0,03 % 

−0,37 
± 0,09 % 

−0,65
± 0,11 % 

−0,55
± 0,06 % 

−1,02
± 0,07% 

       

Relative losses 
after cleavage 

−0,51 
± 0,05 % 

−0,22 
± 0,03 % 

−0,47 
± 0,07 % 

−0,91 
± 0,11 % 

−0,65 
± 0,06 % 

−1,37 
± 0,08% 

 

Table 5: Initial value of IV parameters of the 20 cells and relative losses after laser and after cleavage. 

 

Five IV measurements are performed for each cell: before the laser shot (full-cell), after 
the laser shot (full-cell), after cleavage for half-cell 1, after cleavage for half-cell 2, after 
cleavage for both half-cells together. Figure 61 shows the adaptation of the measuring device 
for atypical cases of measuring a half-cell alone, and measuring the two half-cells together. 
When measured together, the two half-cell are electrically placed in parralel.  

The mean IV parameters and dispersion of the twenty full-cell used in the study are 
summarized in the table 5. The losses between the initial state and the first cutting step (laser) 
are also mentionned, as well as the relative losses between the initial state and the end of the 
cutting process (after cleavage with half-cells measured together). The uncertainties are given 
for a confidence interval of 1 sigma: the losses have clearly a statistical significance. 

The width of the trench created by the laser is 80 µm, which represents a destroyed area 
of 0.05 % of the total surface of the entire cell. A large part of the Jsc loss does not come from 
the loss of active surface but from the peripheral degradation of the cell layers (c-Si, a-Si, TCO). 

 Two-diode model equivalent circuit: parameter extraction 

The aim of the study is therefore to quantify the variation of the parameters of the 2-
diode model before and after the different cutting steps. The central part of the module 
modelling presented in the previous chapter is the modification of the cell parameters of the 
two diodes equivalent circuit due to module manufacturing steps. 

The parameter extraction is done by fitting the IV curve of the cell before and after the 
cutting step. The first step is to ensure that the quality of the fit is good enough to characterize 
difference due to cutting steps with a physical meaning. 
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Before adjusting any parameter, it is necessary to ensure that cutting steps produce a 
significant change in the IV curves. As mentioned in the table 5, this is a case for the IV 
parameters. For example, the IV and PV curves measurement of one of the 20 cells are given 
in the Figure 62. The full IV and PV curves are given for information is the left side. A zoom 
around the MPP is proposed on the right side. Changes in current and power density are 
clearly visible.  

 

  

Figure 62: Example of IV and PV curve for the cell number 1 for the three steps of cutting process: before laser, after laser 
and after cleavage (left). Zoom on MPP (right). 

 

Which parameters of the circuit model equivalent to two diodes can be adjusted 
during the fit? 

The two-diode model has 7 parameters. The aim of the study is to characterize a change 
in recombination current caused by the cutting step. For this reason, the choice is made to set 
the ideality factors to n1 = 1 and n2 = 2. Indeed, if this were not the case, the differences in 
recombination currents J01 and J02 for different ideality factor values could not be compared. 
The heterojunction cells used do not have any shunts, in particular due to the TCO opening at 
the edges of the cell on the rear side. This is confirmed by Dark IV measurements and 
extraction of local ideality factor (Figure 63). The shunt resistance is therefore considered to 
be infinite. These two considerations reduce the number of free parameters to four: Jph, J01, 
J02 and rs. 
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Figure 63: Dark IV measurement of current-voltage (left) and local ideality factor (right).  Only in this case the ideality factor 
n1 and n2 are free to vary : n1 = 1.17, n2=2.67. The fitted value of Rshunt is extremely high: 2.3 MOhm.cm². 

 

Does the fit of these experimental curves is accurate enough to quantify the observed 
differences. The experimental difference of current density before cutting and after (after 
laser, and after cleavage) are plotted in the Figure 64, on the left side. Because the voltage 
abscissa are not the same for all the measurements, a piecewise interpolation is made with 
10000 points to compare current density for the same voltage. After laser, a loss of 0.08 
mA/cm2 is observed between 0 and 0.5 V. The difference then increase exponentially to 0.74 
mA/cm2 at a voltage of 0.720 V.  

 

  

Figure 64: Difference in current density before and after cleavage as a function of voltage (left). Fitting error made on IV 
curves as a function of voltage (right). 
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This is a first clue that laser process affect the Jsc and the recombination: a difference 
exists at low voltage (Jsc) and added to an exponential contribution from 0.5V to the end of IV 
curve (recombination). After the cleavage, a greater loss of 0.20 mA/cm2 is observed between 
0 and 0.5 V, and an exponential increase to 0.96 mA/cm2 for 0.720 V.  

The error in IV curve fitting for the IV curve before cutting, after laser and after cleavage 
are given in the Figure 64, on the right side. The mean value of the absolute error across all 
the voltage is 0.03 mA/cm2. A maximum in error fit of 0.08 mA/cm² can be noticed for the 
three curves at 0.55 V. It is clear that the fitting procedure is sufficiently accurate and can be 
used to quantify the difference in current density before and after cutting. 

Hypothesis can be made to explain the not perfect fit procedure, resulting in a peak in 
error at 0.55V. The model of the two diode with fixed ideality factor of n1=1 and n2 = 2, 
constant rs with voltage and infinite shunt resistance must not be the best one. The peak in 
fitting error can thus be due to an n1 value different from 1 and n2 value different from 2. It 
is also possible to add a third term of recombination which is specific to heterojunction 
technology [158]. The last hypothesis is the dependency of the rs with voltage. It is a 
phenomenon well known, due to the distributed nature of the rs [122], [159]–[162]. 

Figure 65 shows the evolution of the J01 parameters of the two-diode model after the 
laser step and after the mechanical cleavage step. The abscissa shows the value of the 
parameter before cutting and the ordinate axis shows the value after the cutting steps. The 
scales are identical, so the black dotted line represents an invariance at cutting. 
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Figure 65: Evolution of the parameters of the two diode model before laser and after laser, before cutting and after cleavage 
(J01 top left, Jph top right, rs, bottom left, J02 top right)  

 

The recombination current J01 before cutting ranges from 10.5 to 12.5 fA/cm2 and 
approximately the same values after laser cutting and after the additional mechanical 
cleavage (top left figure). These values are consistent with expected ones for highly passivated 
solar cells [30]. The difference analysis shows that the laser step produces a J01 loss of -0.16 ± 
0.26 fA/cm2. The laser step plus mechanical cleavage produces a loss of -0.28 ± 0.15 fA/cm2. 
Two results seem strange: the J01 recombination current has no reason to decrease. This 
parameter is mainly related to the diffusion in the bulk of the cell which is not affected by the 
cutting. Moreover, it is difficult to understand how this parameter can decrease (and thus 
improve performance) when the cutting steps essentially produces defects. It is also hardly 
understandable to note that the difference of J01 after the laser shot is more dispersed than 
the same difference when we add an additional step: the mechanical cleavage. It would make 
more sense to expect an additional dispersion by adding a physical step.  

For these two reasons, a non-parametric hypothesis test is carried out to determine 
whether the differences observed before and after cutting are statistically significant. A 
Wilcoxon test for 20 paired samples with a significance level of 1 % is done. The results are 
presented in the Table 7. The difference between J01 before the cutting (initial) and after the 
laser is not significant. The difference between initial and after the cleavage is significant. The 
difference between laser and cleavage is not significant. 

The photo-generated current Jph before cutting ranges from 37.58 mA/cm2 to 37.74 
mA/cm2, and from 37.37 mA/cm2 to 37.60 mA/cm2 after cutting. The difference before and 
after laser seems significant: 0.12 ± 0.04 mA/cm2 as the difference before laser and after 
cleavage: 0.19 ± 0.04 mA/cm2. This is confirmed by the Wilcoxon test (Table 7): all the 
differences between cutting steps are statistically significant. 

 

 



 

122 
 

Statistical significance 
of difference 

Before laser (initial) 
/ After Laser 

Before laser / After 
cleavage 

After laser / After 
cleavage 

J01 No (-2.50) Yes (-3.92) No (-2.39) 
Jph Yes (-3.92) Yes (-3.92) Yes (-3.81) 
J02 Yes (-3.92) Yes (-3.92) Yes (-3.81) 
rs Yes (-3.55) Yes (-3.88) Yes (-3.30) 

Table 7: Results of Wilcoxon test of hypothesis of statistical difference of two diodes model parameters between the 
different cutting steps (at a significance level of 0.01). The Z value is given in brackets, and the critical z value for rejection of 

H0 hypothesis is -2.6. 

 

The series resistance rs before cutting ranges from 0.54 to 0.70 Ohm.cm² and from 0.50 
to 0.68 Ohm.cm² after cleavage. The Wilcoxon test (Table 7) proves that all the differences 
between cutting steps are statistically significant for this parameters. This results is also 
surprising: how the cutting step can decrease series resistance and improve the related 
performance? 

The recombination current J02 before cutting ranges from 5.5 to 7.9 nA/cm², and from 
6.5 to 9.1 nA/cm after cutting. The difference between initial value and value after laser is 
1.16 +-0.30 nA/cm² and the difference between initial value and value after cleavage is 1.64 
+- 0.30 nA/cm². The Wilcoxon test (Table 7) proves that all the differences between cutting 
steps are statistically significant. 

Because the recombination current J01 and the series resistance decrease despite any 
physical causes, we suppose this is a bias due to the fitting process. The last question that can 
be asked is the individual impact of these parameter changes on the IV performance of the 
cell. To do this, we look separately at the impact of the change of J01, all other parameters 
remaining equal. Then, we focus on the change of J02, Jph and rs. This is summarized in the 
Table 8.  

 

Loss after cleavage Isc Voc Impp Vmpp eta FF 

Experiment -0.51 % -0.22 % -0.91 % -0.47 % -1.37 % -0.55 % 

STD 1 sigma 0.09 % 0.03 % 0.22 % 0.15 % 0.16 % 0.12 % 

       

Only J01 0.00 % 0.07 % 0.00 % 0.06 % 0.05 % -0.03 % 

Only rs 0.00 % 0.00 % 0.03 % 0.13 % 0.14 % 0.14 % 

Only J02 0.00 % -0.27 % -0.34 % -0.71 % -1.06 % -0.80 % 

Only Jph -0.50 % -0.03 % -0.51 % -0.02 % -0.50 % 0.00 % 

       

Sum of individual loss -0.50 % -0.23 % -0.82 % -0.53 % -1.38 % -0.68 % 

       

Only J02 + Jph -0.50 % -0.30 % -0.85 % -0.73 % -1.56 % -0.80 % 

 

Table 8: Loss after cleavage: from experiments, computed with change of the two diodes model parameters separately. 
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Because the good quality of the fit, the experimental losses on IV parameters are 
consistent with the losses obtained by the sum of losses caused by the change in the four 
parameters of the two-diode model. But the variations of the parameters J01 and rs cannot be 
neglected: considering the losses caused only by J02 and Jph, the losses obtained on IV 
parameters are no longer compatible with the experimentally measured values, except on Jsc 
and Jmpp value.  

It is therefore necessary to change the fit procedure. First, a fit with the 4 free 
parameters J01 J02 rs and Jph is performed on the IV curve of the cell before cutting. Then, the 
values of J01 and rs are fixed for the IV curve fit after laser and after cleavage. For these two 
steps, only the parameters Jph and J02 are free to vary. The quality of the fit remains similar, 
and the results of the extraction are presented on the Figure 66. On the left, the J02 extracted 
with the previous fitting process: J01 and rs are free to vary. On the right, the J02 extracted with 
the current fitting process: J01 and rs are fixed to the value obtained before laser (initial).  

The results are consistent, but as expected, the method with fixed J01 and rs produce less 
dispersion in the value of J02. The mean value of the difference before / after cutting also seem 
to be smaller for the method with fixed J01 and rs.  

 

Free J01 and rs 

 

Fixed J01 and rs 

 

Figure 66: Fitted J02 before and after cutting (after laser & after cleavage) With J01 and rs free to vary in all three steps (left). 
With J01 and rs fixed after cutting to the value before cutting (right). 

 

The quality of the fit with fixed J01 and rs remains equal (R² of the fit over 0.998) 
compared to the quality of the fit with variable J01 and rs. The physical behaviour is more 
coherent. The statistical dispersion on J02 is smaller. For these reasons, the second process of 
fitting with fixed J01 and rs is used for the rest of the study. 
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 Edge current recombination and photo-generated current losses 

From the extracted values of J02 and Jph, the aim is to obtain loss values independent of 
the newly created stop length. Thus, the results can be extrapolated to any cell and cutting 
geometry. Before the cutting process, the IV curve can be described by the two-diode model:  

𝐽 = 𝐽𝑝ℎ,𝐹 − 𝐽01 (exp (
𝑉 + 𝐽. 𝑟𝑠

𝑛1 . 𝑉𝑡ℎ
) − 1) − 𝐽02,𝐹 (exp (

𝑉 + 𝐽. 𝑟𝑠

𝑛2 . 𝑉𝑡ℎ
) − 1) −

𝑉 + 𝐽. 𝑟𝑠

𝑟𝑠ℎ
 III.14 

 

With a component coming from bulk recombination 𝐽02,𝑏𝑢𝑙𝑘  and a component coming 
from edge recombination of the full-cell 𝐽02,𝑒𝑑𝑔𝑒: 

𝐽02,𝐹 = 𝐽02,𝑏𝑢𝑙𝑘,𝐹 + 𝐽02,𝑒𝑑𝑔𝑒,𝐹 III.15 

 

When the cell is cut in two equal parts measured together, the expression of 𝐽02,𝑒𝑑𝑔𝑒  is 

modified with a contribution of the newly created edge. The length of the new edge is 𝑎 =
15.675 𝑐𝑚, but two zones of additional recombination are created: one on each of the half-
cell. The total length that must be taken into account is 𝐿𝐻 = 2𝑎.  

The current density 𝐽02,𝑏𝑢𝑙𝑘,𝐹  is supposed to remain the same. The 𝐽02,𝐻  measured is 

thus: 

𝐽02,𝐻 = 𝐽02,𝑏𝑢𝑙𝑘,𝐹 + 𝐽02,𝑒𝑑𝑔𝑒,𝐻  

With  

𝐽02,𝑒𝑑𝑔𝑒,𝐻 = 𝐽02,𝑒𝑑𝑔𝑒,𝐹 +  𝐽02𝐿,𝑒𝑑𝑔𝑒  
𝐿𝐻

𝑆
 III.16 

 

Where 𝐽02𝐿,𝑒𝑑𝑔𝑒 is in nA/cm, and 𝑆 in the area of the two half-cell together, which equal 

the area of the full-cell:  𝑆 = 244.33 𝑐𝑚². The difference between Δ𝐽02 before and after the 
cutting process is then:  

Δ𝐽02 =  𝐽02,𝐻 −  𝐽02,𝐹 =  𝐽02𝐿,𝑒𝑑𝑔𝑒  
𝐿𝐻

𝑆
  III.17 

 

A similar calculation provides the percentage of photo-generated current loss per unit 
of edge length exposed by the cut -  𝐽𝑝ℎ𝐿,𝑒𝑑𝑔𝑒   (equation III.18). The loss is not defined in units 

of current, but as a percentage of the photo-generated current, which is more relevant to 
extrapolate losses to other values of Jph (especially when the irradiance incident on the module 
varies, for example): 

Δ𝐽𝑝ℎ

𝐽𝑝ℎ
=

𝐽02,𝐻− 𝐽02,𝐹

𝐽02,𝐹
=  𝐽𝑝ℎ𝐿,𝑒𝑑𝑔𝑒  𝐿𝐻  III.18 

 

The Figure 67 shows the value of  𝐽02𝐿,𝑒𝑑𝑔𝑒  (left) and de 𝐽𝑝ℎ𝐿,𝑒𝑑𝑔𝑒  (right) obtained after 

the laser process and after the mechanical cleavage. The final value of edge recombination is 
7.6 +- 1.0 nA/cm at the end of the cutting process (after cleavage). But the main contribution 
comes from the laser process with 6.5 nA/cm and only 1.1 nA/cm from the cleavage. This point 
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is consistent with the work of Eiternick et al.: laser cutting produces the most loss compared 
to mechanical cleavage [149]. The values obtained are also consistent with the low range of 
studies that have calculated a recombination stop current on highly passivated cells [150] 
[157]. Moreover, the values obtained are well below the theoretical limit of 20 nA/cm 
determined for an edge intersecting a pn-junction with a p-type bulk [142]. 

 

  

Figure 67: Edge current recombination (left) and photo-generated current losses (right) after laser and after cleavage. 

 

The results of Jsc losses after laser are more dispersed than the losses after mechanical 
cleavage. The damages induce by the laser are sufficiently recombinant that the addition of 
further dangling bonds by mechanical cleavage will increase the recombination current of the 
edge only slightly. The laser cutting induce a loss on the photo-generated current of 0.013 
%/cm, and the mechanical cleavage adds another loss of 0.007 %/cm. In total, the cut 
generates a loss of 0.02 % / cm. 

Extrapolation to more cutting steps 

The aim of this part is to study the variation of the IV parameters of the cell as a function 
of the number of cuts. At the moment, no module setting step is considered. For N cutting 
step, we consider the performances of the N+1 sub-cells together.  

Initially, we are interested in the evolution of the parameters of the two-diode model as 
a function of the number of cuts. This is presented in Table 9. For a cut number N, and a cell 
of L = 15.675 cm side length, the newly created edge length is equal to Ltot = 2NL. We can 
therefore calculate the contribution of these new edges to the total J02 of the cell and to the 
photo-generated current Jph. The initial J02 of the entire cell is 6.9 nA/cm² and the Jph is 37.65 
mA/cm². A half-cell configuration increases J02 by 14 ± 2 % and decreases Jph by 0.6 ± 0.1 %. At 
the extreme, a sixth-cell configuration increases J02 by 71 ± 8 % and decreases Jph by 2.8 ± 0.6 
%. 
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Architecture 
New edges 
length (cm) 

J02 new edges  
(nA/cm2) 

Increase in 

J02 (%) 
Jph edge  loss 

(mA/cm2) 
Loss on Jph 

(%) 

Full-cell 0 0  0 0 0 

Half-cell 31.4 1.0 ± 0.2 14 ± 2 0.22 ± 0.05 0.6 ± 0.1 

Third-cell 62.7 2.0 ± 0.3 28 ± 4 0.42 ± 0.09 1.2 ± 0.2 

Quarter-cell 94.1 2.9 ± 0.4 43 ± 6 0.63 ± 0.14 1.8 ± 0.4 

Fifth-cell 125.4 3.9 ± 0.5 57 ± 7 0.84 ± 0.18 2.4 ± 0.5 

Sixth-cell 156.8 4.9 ± 0.6 71 ± 8 1.05 ± 0.23 2.8 ± 0.6 

 

Table 9: Extrapolation of J02 and Jph change with more cutting steps. The initial value of J02 is 6.9 nA/cm² and the initial value 
of Jph is 37.65 mA/cm². The wafer is M2 with a side of 15.675 cm. 

 

The evolution of these two parameters of the 2-diode model has a direct impact on the 
IV parameters. This can be seen in Figure 68 and Figure 69. The IV parameters have globally a 
linear decrease with the number of cuts made. The experimental uncertainty on the J02 edge 
and Jph edge values propagates and the impact on the uncertainty of the IV parameters 
increases with the number of cuts. 

 

Voc & Jsc 

 

Vmpp & Jmpp 

 

Figure 68: Evolution of modelled current and voltage IV cell parameters as a function of the number of cutting steps N. The N 
sub-cells are considered together. Vmpp and Jmpp on the left side, Voc and Jsc on the right. The dotted lines show evolution of IV 

parameter with only a change in J02, Jph is kept constant. 

 

When switching from full-cell to half-cell configuration, the efficiency loss is - 0.27 %abs 
or -1.24 %rel. When switching from full-cell to six-cell configuration, the efficiency loss is much 
higher: -1.27 %abs or -5.85 %rel. Regardless of the number of cuts, these losses are explained at 
35 % by the drop in Vmpp and at 65 % by the drop in Impp. Another way of seeing this loss of 
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efficiency is to explain it at 15 % by the drop in Voc, at 50 % by the drop in Jsc and at 35 % by 
the drop in FF. 

The dashed lines correspond to the theoretical losses that would have been measured 
if only J02 were affected, and therefore if Jph remained constant at 37.65 mA/cm². It can be 
seen that 90 % of the drop in Voc, 20 % of the drop in Jmpp and 99 % of the drop in Vmpp comes 
from the increase in J02, the rest of the losses is caused by Jph. This corresponds to 100 % of 
the decrease in FF and 50 % of the decrease in efficiency which is due to the J02 edge. 

 

 

Figure 69: Evolution of fill factor and efficiency of the cell as a function of the number of cutting steps. The N sub-cells are 
considered together. The dotted lines show evolution of IV parameters with only a change in J02, Jph is kept constant 

 

The decrease in Jph and the increase in J02 therefore have a similar impact on the loss of 
cell performance after cutting steps. The increase in J02 comes from the existence of dangling 
bonds, which are traps for electron-hole pairs, especially at the intersection with the pn 
junction (SCR) and in the quasi-neutral zone. The drop of the Jph has probably two mains 
origins: (i) destruction of the active surface by the laser. (ii) Layer damages over distances 
greater than the width of the laser spot. 

The trench created by the laser is indeed 80 µm wide, compared to the 15.675 cm of the 
initial full-cell (see Figure 60).  Thus, losses caused by active surface destruction are estimated 
at only 0.05 %. Layer damages over distances greater than the width of the laser spot is 
therefore more likely to be the reason of Jph drop. The TCO may be damaged and its optical 
behaviour degraded: local EQE or LBIC measurements should be carried in the future.  

The amorphous nature of the cell's passivation layers, which are sensitive to 
temperatures above 200°C, may have been degraded by the local heating produce by the 
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laser. As mentioned by Merten et al. and Stuckelberger et al., the recombination in the 
amorphous layers can be expressed by a new term in the two diodes model, which produce a 
decrease of the Jph even at zero voltage [158] [163]:  

𝐽𝑟𝑒𝑐𝑜𝑚𝑏 = 𝐽𝑝ℎ
𝑑𝑖

2

(𝜇𝜏)𝑒𝑓𝑓[𝑉𝑏𝑖−(𝑉−𝐼𝑅𝑠)] 
   III.19 

 

In equation II.33, 𝑑𝑖  is the thickness of the amorphous intrinsic layer, (𝜇𝜏)𝑒𝑓𝑓  is the 

effective drift length in the intrinsic layer and 𝑉𝑏𝑖  is the built-in voltage. This could be a lead 
for further study.  If the losses in Jsc is explained by damages of optical or amorphous layers, 
the passivation of the edge would result in only 50 % recovering of the total losses. The next 
section is dedicated to the module level: the combined study of cutting losses and resistive 
gains in module. 

III.B.2 Impact of cutting on the performance of a module: resistive gain and 
cutting losses 

This part aims to complete Part III.A  by integrating cutting losses in the modelling of a 
module made up of cut cells cut into different numbers of sub-cells of equal size. The 
integration of cut cells makes it possible to gain in module power according to a law, as seen 
previously, in 1 - 1/N² where N is the number of sub-cells created per full-cell (Equation III.7). 
The power therefore increases continuously with N, but reaches a plateau when the current 
in the module interconnections is so low that the resistive losses no longer have any effect. 
Nevertheless, by integrating the active surface losses, we have shown that the optimum 
efficiency for an M2 glass/glass module of 72 equivalent full-cell with an inter-cell distance of 
2 or 3 mm is in half-cell configuration. 

 Combination of resistive gains and edge losses: impact of wafer size 

On the other hand, the cutting losses cause recombination and photo-generation losses 
which generate a linear decrease in power with N. There is no counterbalancing phenomenon. 
This part is thus dedicated to the study of the impact of cutting losses on the previously found 
lossless architecture optimum. Figure 70 shows the evolution of the module IV parameters as 
a function of the number of sub-cells present in a module equivalent to 72 full-cells. The 
module is the same as the one presented in Part III.A. In contrast, parameters IV at the 
maximum operating point, Impp and Vmpp, are affected by cell losses and module gains. 

The Isc current and Voc voltage suffer linear losses with the number of cuts. This is a direct 
consequence of the losses caused by Jph and J02, as studied for the cell only. In fact, the module 
creation affects the photo-generated current in the same for any number of cutting steps. This 
does not modify the behaviour of the losses recorded in the cell. The Voc is logarithmically 
affected by the module manufacturing due to the variation of the Isc. This variation is however 
indistinguishable for a current passing from 9.0 to 8.9 A. The drop in Voc visible in the figure is 
therefore also completely caused by the increase of the J02 cell. 
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Voc & Isc 

 

Vmpp & Impp 

 

Figure 70: Evolution of the voltage and current IV parameters (Voc, Isc, Vmpp, Impp) of the module in equivalent full-cell design 
as a function of the number of sub-cell. Configuration from Full-cell to Quarter cell are considered. Voc and Isc (left), Vmpp and 

Impp (right). 

 

The Vmpp increases indefinitely (following the law in 1 - 1/N²) with the number of sub-
cells N in a no-cutting-loss case. Including the losses, it appears a maximum in half-cell 
configuration. The Impp decreases continuously when considering cutting losses: this is the 
direct impact of the aforementioned drop in Isc. 

 

 

Figure 71: Evolution of the fill factor FF and the power at the MPP in equivalent full-cell design as a function of the number 
of cutting steps (M2 wafers).  
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The impact on FF and Pmpp is given in Figure 71. While both values increase in 1 - 1/N² in 
the lossless case, they pass through a maximum for a single cutting step (half-cell) at 77.6 %abs 
FF for 364 Watt. The FF gain obtained by switching from full-cell to half-cell is 1.25 %abs taking 
into account cutting losses, whereas it was 1.6 %abs with no losses. The gain in Pmpp obtained 
by switching from full-cell to half-cell is 3 Watt (0.8 %rel) taking into account cutting losses, 
whereas it was 7.5 Watt (2.1 %rel) without loss. 

The question that now arises is how this optimum in number of cuts varies according to 
the size of the wafer used for the full-cell. When the size of the wafer increases, two beneficial 
phenomena occur. 

Firstly, the Isc current produced by the cell increases for the same Jsc (it is assumed that 
the cell's surface performance does not change). The current flowing in the module 
interconnections is higher, and therefore the interest of integrating cells cut into modules is 
greater. Secondly, because the size of the wafer increases, the perimeter/surface ratio 
decreases, and the impact of cutting losses is reduced. These two reasons should result in a 
higher optimal cutting number when using larger wafers. 

Table 10 summarizes the sizes of the different wafer standards. M2 wafers are still the 
industry standard of 2020, the first production with M12 wafers is expected to take place in 
2021. The perimeter-to-area ratio for M2 wafers is 2.567 cm-1 compared to 1.905 cm-1 for an 
M12 wafer, a reduction of 25 %. This implies that the additional J02 produced by cutting, as 
well as the loss in Jph will be 25 % lower in M12 than in M2. 

 

Wafer standard Size (cm) Area (cm²) Perimeter / area (cm-1) 

M2 15.67 244.3 2.567 
M4 16.17 258.1 2.506 
M6 16.60 274.1 2.422 
M8 18.50 342.1 2.163 

M12 21.00 441.0 1.905 

 

Table 10: Main wafer size standards, corresponding size, area and ratio perimeter over area. 

 

Figure 72 shows the evolution of the fill factor and the efficiency of a module made of 
M2 wafer and a module made of M12 wafer. The extensive parameters of the module 
(currents, voltages, powers) are not considered as they differ according to the size of the 
wafer. The M2 and M12 cells are considered to have a similar efficiency, only their size 
changes. The number of cell interconnection wires in M2 is taken at 18, and at 24 at M12. In 
this way, the spacing between the wires almost the same (8.71 mm in M2 against 8.75 mm in 
M12). This makes it possible to have equivalent shading of the cell in M2 and M12. This also 
makes it possible to generate the same resistive losses in the fingers of the metallization per 
unit area. The right graph presents this evolution for cutting losses including only J02. On the 
left graph, the two losses, on J02 and Jph, are included. 

Let's first consider the case with the losses in J02 and Jph. The initial efficiency of the M12 
full-cell module (19.08 %) is logically lower than that of the M2 full-cell module (19.32 %). The 
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current generated by the M12 full-cell, 16.3 A, generates much higher resistive losses than the 
M2 module (Isc of 9.0 A). This can be seen on the FF value which is only 74.6 % in M12 against 
76.4 % in M2.  

Switching to half-cell reverses the trend: the efficiency of the M12 module (19.60 %) 
becomes higher than that of the M2 module (19.48 %). This is partly due to the decrease in 
module resistive losses, which corresponds to a greater gain for the M12 module by switching 
from full-cell to half-cell than for the M2 module. The FF gain between full and half-cell is 2.6 
%abs for the M12 module while it is only 1.2 %abs for the M2 module: it is the combined effect 
of resistive losses and J02 cutting step losses that are both reduced from full to half-cell in a 
M12 module compared to a M2 module. But as we can see, this increase in FF from full to 
half-cell, which is more important for an M12 module than M2, is not enough to explain the 
better half-cell efficiency of the M12 module. Indeed, in half-cell, the M12 module has a FF of 
77.25 % compared to 77.60 % in M2. One must push the cutting steps in third-cell or quarter-
cell so that the FF of the M12 module exceeds that of the M2 module. But pushing the cutting 
steps in third-cell or quarter-cell implies a decrease in efficiency in the case of both M2 and 
M12. The optimum fill factor is in half-cell configuration for module M2, and in third-cell 
configuration for module M12. The optimum output remains in half-cell configuration, for 
both M12 and M2. 

 

With J02 and Jph losses 

 

With only J02 losses 

 

Figure 72: Evolution of the module fill factor and module efficiency as a function of the number of sub-cells used for M2 
wafer and M12 wafer. In a case with both J02 and Jph losses (left) and in the case of J02 losses only (right). 

 

We now consider the case with only cutting losses on the J02 (Figure 72 – right). The 
variation of the FF is similar to the case with the losses on J02 and Jph: the losses on Jph have an 
indistinguishable impact on the FF. On the other hand, without a decrease in Jph, the efficiency 
is less affected for a high number of cuts. This results in a change in the optimum efficiency in 
M12 module: it is now in third-cell with 19.8 %. But the efficiency values for half-cell (19.76 %) 
and quarter-cell (19.78 %) are very close.  
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 For the configurations studied, it therefore does not seem useful to consider cut-outs 
larger than a half-cell configuration, even for modules made up of wafers as large as M12. The 
assumptions used are reminded. The module has a glass / glass architecture: the intercellular 
spaces do not participate in the increase of the photo-generated current by reflection at the 
air-glass interface. The cell used in these simulations is a cell corresponding to the average of 
those used to characterize the cutting losses (efficiency of 21.8 %, Jmpp of 35.54 mA/cm²).  

This efficiency value is far from being a record for the INES pilot line. Cells at 23 % are 
common, with a record at 24.63 % on full size M2 wafer [164]. As these cells have a better 
passivation, the effect of cutting should be more marked. Indeed, the proportion of J02 brought 
by the cutting compared to the basic J02 (bulk + edge of the full-cell) will be higher. These cells 
also have a higher Isc current. The expected resistive gain in module will therefore be higher. 
This is the goal of the next part: to study if the extracted J02 edge can be used to predict the 
performance of a real record module in half-cell configuration. 

 Prediction of the performance of a record module with 120 half-cells SHJ 

The goal is to know if the integration of the losses in cutting in modelling makes it 
possible to predict in a sufficiently precise way the IVs parameters of the final module. Indeed, 
the re-measurement of the cells after cutting is not a very common step. It requires the 
addition of a process step, and may require flash testers of a different design than those used 
for the characterization of full-cells. The Figure 73 is an electroluminescence image of the 
record module manufactured. We see the two sub-modules built in parallel (top and bottom), 
and a very good matching of the cells, which suggests a negligible electrical mismatch. There 
are no broken cells.  

 

Electroluminescence at 3 A 

 

Electroluminescence at 300 mA 

 

Figure 73: Electroluminescence images of the record module at high current (3A / left) and low current (0.3A / right). 
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The average cell used for this record module has a front pitch of 2.12 mm and a rear 
pitch of 0.2 mm. The line width measured automatically by optical contrast (ZEISS© 
instrument) is 42 µm, corrected to 36 µm. The effective shading of the fingers in the cell is 88 
%. These have a line resistance of 4.5 Ohm/cm. The 60 full-cells were measured after 
manufacturing, then light-soaked and re-measured. They were then cut and the 120 half-cells 
were re-measured. As no light-soaking effect is included in our model, the IV cell 
measurements after light-soaking were chosen as the starting point of the module study.  The 
mean IV parameters of the 23.68 % efficiency SH cells before and after cutting are given in the 
Table 11. 

The initial mean cell IV are best fitted with Jph of 38.22 mA/cm², J01 of 10.65 fA/cm², J02 
of 0.25 nA/cm² and rs of 0.3532 Ohm.cm². After the cutting step, Jph decreases to 38.12 
mA/cm² and J02 increases to 1.25 nA/cm². As can be seen, the fit errors on the full-cell IV 
parameters and the prediction errors with the modification of Jph and J02 are at least an order 
of magnitude below the variation of the IV parameters due to cutting. This reinforces the idea 
that the use of Jph edge and J02 edge also applies to much better performance cells (23.69 % 
efficiency) than those used to determine these values (21.79 %). 

 

 Isc (A) Voc (mV) FF (%) Eta (%) 

Mean of measured 60 full-cells 9.338 742.60  83.42  23.68 

Initial Fit 9.338 742.4 83.47 23.68 

Fitting error 0.01% 0.03 % - 0.06 % 0.00 % 

Mean of measured 120 half-cells 9.313 740.9 82.89 23.41 

Predicted with J02 and Jph losses 9.314 741.1 82.82 23.40 

Prediction error -0.01 % -0.03 % 0.08 % 0.04 % 

Difference before / after cutting 0.27 % 0.23 % 0.64 % 1.14 % 

 

Table 11: IV parameters measured experimentally and predicted by the 2-diode model for the 60 full-cells and the 
corresponding 120 half-cells after cutting. 

 

The module created uses low-iron glass with anti-reflective coating on its outside, and 
without anti-reflective coating on its side in contact with the encapsulant. The glass is 3.2 mm 
thick, 1.669 m high and 0.998 m wide. The encapsulant on the front side is a 450 µm thick low 
UV cut-off EVA.  The electrical interconnection of the cells is realized with 18 wires of 250 µm 
diameter for their copper core. The inter-cell distance is 2.5 mm and the inter-string distance 
is 5 mm. The encapsulant on the back side is a white EVA to maximize the inter-cell Isc gain.  

The IV parameters of the module measured on a SPIRE class AAA+ flash tester, as well 
as the parameters of the module predicted by the model developed in this thesis are given in 
Table 12.  
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 Isc (A) Voc (V) FF (%) 
Power 

(W) 

Impp (A) Vmpp (V) 

Measure raw 9.410  44.30  80.24  334.5 8.873 37.70 

Measure corrected 9.405 44.30 80.28 334.5 8.873 37.70 

       

Predicted with CTMod 9.446 44.49 81.94 344.3 9.018 38.19 

Prediction error 0.44 % 0.43 % 2.07 % 2.9 % 1.63 % 1.30 % 

       

Predicted with CTMod 

with Isc correction 
9.405 44.48 81.94 342.8 8.979 38.18 

Prediction error 0 % 0.41 % 2.07 % 2.48 % 1.19 % 1.27 % 

       

 

Table 12: IV parameters of the record module measured on SPIRE AAA+ flash-tester and predicted with the CTMod model. 

 

The error on the Isc current is acceptable (0.4 %) in view of the number of phenomena 
that can affect photo generation. As a reminder, the following process are taken into account: 
inactive surface losses, reflection at the air-glass interface, absorption in the glass and in the 
encapsulant, effective shading of fingers and ribbons, reflection at the encapsulant-cell 
interface, transmission of the spectrum on the rear side of the cell and its possible reflection 
on the metallization and the backsheet, photo-generation via the IQE of the cell, but also inter-
cell gains by lambertian reflection on the white encapsulant and then the glass-to-glass 
interface. 

 The error made on the Voc (0.4 %) is not due to an error on the Isc, nor can it be due to 
to an error in taking into account the series resistance component of the cell and string 
interconnection. It can be due to a modification of parameters J01 and J02 of the cells when 
they have been transported and then integrated into the module. An additional shunt could 
also have appeared when the module was created. 

On the other hand, the error made on the fill factor (2.1 %) is high. Like the Voc, this error 
can be due to a modification of J01 and J02 of the cells apart from transport and / or integration, 
but also by the appearance of a shunt during the manufacture of the PV module. By keeping 
the same parameters of the 2-diode model but adding a shunt of 780 Ohm.cm² to fit the FF, 
the Voc goes to 44.44 V, i.e. a modelling error reduced to 0.3 %. By keeping the same 
parameters of the 2 diode model but by adding an additional J02 of 2.85 nA/cm² to fit the FF, 
the error on the Voc is reduced to 0.14 %. It would seem that it is therefore rather a 
modification of J02 during the manufacture of the module that is in question. 

In order to remove the impact of the Isc modelling error on the other parameters, the 
modeled Isc is adjusted to match the experimental value. But even with this adjustment, the 
error made on Voc (0.41 %), Vmpp (1.27 %) and Impp (1.19 %) is not acceptable. The sum of the 
absolute value of the error on the four IV parameters (Isc, Voc, Impp Vmpp) is 2.87 %. The 
contribution of the error on the Voc to the error made on the FF is 14.3 %. It is 41.5 % for the 
Impp and 44.2 % for the Vmpp. 
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In the formalism of the 2-diode model with n1 = 1 and n2 = 2, the error made on the Voc 
can be due only to three causes: a modification of J01 and / or J02 and / or the presence of a 
shunt additional. The modification of J01 seems unlikely, since for heterojunction cells, this 
parameter is strongly related to the bulk of the cell. The bulk should not be affected during 
the module manufacturing. We choose to ignore it. 

The IV curve of the module is fitted by setting the following parameters: Jph = 38.49 
mA/cm² (Iph = 9.405 A), J01 = 10.65 fA/cm², n1 = 1 and n2 = 2 and the series resistance value 
obtained by the model rs = 0.5365 Ohm.cm² (Rs module = 0.5285 Ohm). The quality of the 
obtained fit is thus highly satisfying (R² = 0.9999), as shown by the reconstruction of 
parameters IV (Table 13). The values obtained by the fit therefore give Rshunt = 3.425 kOhm.cm² 
and an additional J02 of 2 nA / cm² (ie 3.25 nA / cm² in total). 

 

 
Isc  

(A) 

Voc  

(V) 

FF  

(%) 

Power 

(W) 

Impp  

(A) 

Vmpp (V) 

Measure corrected 9.405 44.30 80.28 334.5 8.873 37.70 

Predicted with Isc correction 

Rshunt (3.425 kOhm.cm²) and 

additional J02 (+2 nA/cm²) 

9.405 44.32 80.42 335.2 8.867 37.80 

Prediction error 0.00 % 0.05 % 0.17 % 0.21 % - 0.07 % 0.27 % 

       

Table 13: IV parameters of the module: measurement and reconstructed with IV curve fitting where Jph, J01 n1, n2 and rs are 
set to the modelled values, and only J02 and Rshnt are free to vary. 

 

These results have several possible explanations. First, it seems very unlikely that the 
estimate of the J02 edge is bad and that the true value is the sum of the value extracted 
experimentally (+1 nA/cm²) with the additional value found by the fit of the module curve (+3 
nA/cm²). Indeed, if this were the case, the prediction of the performance of the cells after 
cutting from the performance of the cells before the cutting would not be good (Table 11). 

Then, it is also very unlikely that the estimate of the performance of the module due to 
the half-cells (with the reduction of the resistive losses compared to a full-cell case) is bad. 
Indeed, the developed model fits perfectly with the expectations of the theory (see Part III.A). 

The presence of a shunt in the module is not surprising. This is a phenomenon easily 
observable on an IV curve and whose origin is known: the passage of the cell interconnection 
ribbons from the front face of one cell to the rear face of the next can generate a shunt via 
the ECA (cells with busbar). It can also be caused by the melting of the coating of the wires 
during lamination (multi-wire technology, as is the case with the module studied). 

The presence of an additional J02 could be a physical reality. The transport of cells, their 
manipulation in the stringer and during the creation of the module, or even the lamination 
could generate defects in the cell, and therefore as many recombination centres. 
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But it is also possible that this additional J02 is not physical reality: the difference in 
calibration of the two devices used could make this j02 artificial. Indeed, a first piece of 
equipment is used for measuring the cell IVs curves, which are used to extract the basic 
parameters of the model diodes (J01 and J02). A second IV measuring equipment is then used 
to obtain the experimental IV curve of the module, which one attempts to compare with the 
predicted IV curve. Additional studies must be carried out to understand the origin of the 
divergence between experimental measurement and model prediction for the case of half-
cell modules. The uncertainties on each piece of equipment can combine to give very 
uncertain results.  

As an example only, one of the cell certification institutes (ISFH CalTec) gives the 
following expanded uncertainties (k=2) on the IV parameters of heterojunction cells: 1.07 % 
for Isc, 0.29 % for Voc, 0.80 % for FF, and 1.31 % for the Pmpp. The uncertainties on the IVs 
parameters of a module are even greater, including by specialized laboratories. Dirnberger et 
al. showed in 2013 that the expanded uncertainties on a standard crystalline silicon module 
are: 1.3 % for Isc, 0.6 % for Voc, 1.2 % for FF and 1.6 % for the Pmpp [165]–[167]. These results 
are valid for primary standards from organizations specializing in certification. The uncertainty 
of INES equipment is necessarily greater because of the use of secondary standards. It would 
therefore be very interesting to create combined monitoring systems for cell and module 
flash-test equipment to characterize systematic deviations and reduce the uncertainties on 
the experimental CTMs. 

Another hypothesis to explain the differences in FF lies in the width of the metallization 
lines used. The residual losses in the fingers in a multi-wires configuration are very low. For 
record modules without an important objective of reliability, the width of the metallization 
lines is reduced to a minimum. This limits the shading of the cell without affecting the FF too 
much. However, very fine lines can cause line breaks, completely preventing current from 
flowing. These interruptions are barely visible during cell measurements, because a 36-wire 
network is used. In module, 18 wires are used, which multiplies the impact of this 
interruptions. This effect has not been precisely quantified. 
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Conclusion of the Chapter III 

In the first part of this chapter, we were interested in the maximum performance gains 
expected by cutting the cells (without losses during this step). The resistive losses in the cell 
interconnection follow a law in 1/N², where N is the number of sub-cells obtained after cutting 
a full-cell. The advantage obtained by cutting is therefore mainly due to the first cut. This 
effect, well known in literature and industry, allows us to validate the basic behaviour of our 
model when taking into account the cutting of full-cells. The effect of irradiance does not 
change its behaviour, even though the FF gains caused by cutting are weaker and weaker as 
the irradiance decreases. The effect of an incompressible inter-cell distance does not change 
the trends: the law of variation of resistive losses is enriched with a term in 1/N. Taking into 
account the inactive surfaces of the module significantly modifies the variation in efficiency 
depending on the number of cuts made. The optimum in module efficiency is obtained in half-
cell configuration for an M2 module with standard inter-cell distances. 

However, the effect of recombination can significantly decrease the efficiency of the 
cells and thus, of the module. As the cutting of the cells is considered first to reduce the 
resistive losses in module, it is necessary to include this step in the CTM analysis. The second 
part of the chapter therefore focused on the characterization of the recombination current 
induced at the edges newly created by the cut. This has never been done previously for 
heterojunction solar cells. Twenty cells were characterized before and after cutting. The J02 
edge current obtained is 7.63 nA / cm, consistent with the experimental values obtained for 
other technologies, and lower than the theoretical value of a completely passivated edge (20 
nA / cm). It has been shown that a decrease in the Isc must also be included to reproduce the 
total losses after cutting: 0.020 % / cm of loss on the Iph was measured. The bulk of these losses 
occur from the laser fire. These values imply a drop of 0.5 % on the Isc, of 0.22 % on the Voc, of 
0.65 % on the FF and 1.37 % on the efficiency. These results were obtained for cells of 21.8 % 
average efficiency. 

These losses were therefore integrated into the overall module performance model to 
predict the IV parameters of a record module. The cells of this record module were measured 
before and after cutting. The losses of J02 and Jph edge made it possible to correctly predict the 
performance of the cells after cutting, even though these cells have a better efficiency than 
those used for the initial characterization (23.43 % vs 21.8 %). On the other hand, this did not 
make it possible to correctly predict the performance of the complete module, due to the 
error made on the optical prediction (Isc), and the presence of an additional J02 of 2 nA / cm, 
whose origin is unknown. Further studies would be welcome to understand it.  

 

Conclusion du Chapitre III 

Dans la première partie de ce chapitre, nous nous sommes intéressés aux gains de 
performance maximums attendus par la découpe des cellules (sans pertes lors de cette étape). 
Les pertes résistives dans l'interconnexion des cellules suivent une loi en 1/N², où N est le 
nombre de sous-cellules obtenues après découpe d'une cellule complète. L'avantage obtenu 
par la découpe est donc principalement dû à la première découpe. Cet effet, bien connu dans 
la littérature et l'industrie, nous permet de valider le comportement de base de notre modèle 
en prenant en compte la découpe des cellules complètes. L'effet de l'irradiance ne modifie pas 
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son comportement, même si les gains de FF dus à la découpe sont de plus en plus faibles 
lorsque l'irradiance diminue. L'effet d'une distance inter-cellules incompressible ne change pas 
les tendances : la loi de variation des pertes résistives s'enrichit d'un terme en 1/N. La prise en 
compte des surfaces inactives du module modifie significativement la variation du rendement 
en fonction du nombre de coupes réalisées. L'optimum du rendement du module est obtenu en 
configuration demi-cellule pour un module M2 avec des distances inter-cellules standard. 

Cependant, l'effet de la recombinaison peut diminuer significativement le rendement des 
cellules et donc du module. Comme la découpe des cellules est considérée en premier lieu pour 
réduire les pertes résistives dans le module, il est nécessaire d'inclure cette étape dans l'analyse 
CTM. La deuxième partie du chapitre est donc axée sur la caractérisation du courant de 
recombinaison induit au niveau des arêtes nouvellement créées lors de la découpe. Ceci n'a 
jamais été fait auparavant pour des cellules solaires à hétérojonction. Vingt cellules ont été 
caractérisées avant et après la découpe. Le courant de bord J02 obtenu est de 7,63 nA/cm, 
cohérent avec les valeurs expérimentales obtenues pour d'autres technologies, et inférieur à 
la valeur théorique d'un bord complètement passivé (20 nA/cm). Il a été démontré qu'il faut 
également inclure une diminution de l'Isc pour reproduire les pertes totales après découpe : 
0,020 % / cm de perte sur l'Iph a été mesuré. La majeure partie de ces pertes provient du tir 
laser. Ces valeurs impliquent une baisse de 0,5 % sur l'Isc, de 0,22 % sur le Voc, de 0,65 % sur le 
FF et de 1,37 % sur le rendement. Ces résultats ont été obtenus pour des cellules de 21,8 % de 
rendement moyen. 

Ces pertes ont donc été intégrées dans le modèle de performance globale du module 
pour prédire les paramètres IV d'un module record. Les cellules de ce module record ont été 
mesurées avant et après découpe. Les pertes de bord J02 et Jph ont permis de prédire 
correctement les performances des cellules après découpe, même si ces cellules ont un meilleur 
rendement que celles utilisées pour la caractérisation initiale (23,43 % vs 21,8 %). En revanche, 
cela n'a pas permis de prédire correctement les performances du module complet, en raison 
de l'erreur faite sur la prédiction optique (Isc), et de la présence d'un J02 supplémentaire de 2 
nA/cm, dont l'origine est inconnue. Des études complémentaires seraient les bienvenues pour 
la comprendre.  
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Introduction 

Encapsulation materials serve multiple purposes, such as mechanical coupling between 
cells and glass, electrical insulation and moisture barrier. In addition, they must present good 
optical properties [168]. The optical properties of encapsulants influences the cell 
performance in several ways. 

Firstly, the refractive index of the encapsulant impacts the amount of reflected light at 
each interface: air / encapsulant and encapsulant / cell. Indeed, photo-generated current 
measurements of a cell are typically performed without encapsulant, in an air/cell 
configuration. Since the refractive index of the encapsulant is higher than the one of air, light 
reflections are weaker at the encapsulant/cell interface, leading to a photocurrent gain of the 
module relative to the cell. Secondly, the extinction coefficient 𝑘 impacts the level of 
absorption (and in some cases, as detailed later, light scattering) in the encapsulant bulk. 
Obviously, this extinction coefficient should be as small as possible in the solar spectral range. 
Moreover, as UV light is known to degrade both modules and cells, the knowledge of the 
spectral absorbance in the UV range is also a prerequisite for durability studies [169], [170]. 
Encapsulants in PV are thus classified in terms of behaviour in near-UV, with low to high UV 
cut-off. An encapsulant with a high-UV cut-off has near-zero optical transmission below 400 
nm. Conversely, an encapsulant with a low UV cut-off absorbs very little UV rays. 

In consequence, optical constants are necessary input parameters for module 
simulation and digital prototyping to find optimal design of module using tools such as ISFH 
Daidalos™ [85], [88], PVLightHouse Sunsolve ™[171], Optos matrix formalism [100], and 
others.  

A large range of encapsulating materials are currently available. Historically, the first PV 
module were laminated with polymethyl siloxane (PDMS) [172]. Nowadays, ethylene vinyl 
acetate copolymer (EVA) is the most used encapsulant material, representing more than 90 % 
of market share in 2018 [20], thanks to its low price, good adhesion with glass, and good 
moisture barrier properties. However, it suffers from non-negligible degradation mechanisms 
[173] due to acetic acid, can lead to potential induced degradation (PID) and is not well-suited 
for some specific cell-technology (such as Heterojunction with Intrinsic Thin-Layer (HIT) solar 
cell) or module architecture (glass-glass) [174]. Other families of polymer can be used: 
polyvinyl butyral (PVB), thermoplastic polyolefin (TPO), polyolefin elastomer (POE), ionomers 
[168], [172]. Each family has its own optical properties, governed by the nature of the polymer 
chains, the additive (adhesion promoter, UV absorber …), and the degree of crystallinity. 
Moreover, the lamination process also influences the optical properties, which can be used to 
control the process quality and the level of curing state for EVA [23]. The reduction of the 
cooling time of the module after lamination, for example via a cooling press, allows a limitation 
of light scattering by TPOs [24]. 

In this context, it appears necessary to be able to characterise accurately the optical 
properties of such encapsulating materials. 

Several standards exist for the determination of optical properties of transparent layer. 
Determination of refractive index of transparent organic plastic with a refractometer method 
is proposed in ASTM D542-14 [175]: it is based on the total reflection angle determination. 
Haze measurement is detailed in ASTM D1003 and D1044 [176], [177], is supposed to quantify 
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the amount of light scattering. Some producers apply modified standards of glass building 
solar weighted transmittance [178]. But the most relevant standard is the IEC 62788-1-4 [179], 
which provides optical transmittance measurement methods for PV encapsulants and 
calculation of the solar-weighted photon transmittance, yellowness index, and UV cut-off 
wavelength. 

Characterization of optical properties of transparent polymer have been investigated for 
a long time [180]. However, most of the method and measurements proposed so far give only 
partial information. Light absorption is commonly characterized by the encapsulant 
transmittance, but it is not representative of real losses in module due to light reflections at 
the air/layer interface. Coarse characterization of scattering is possible by haze measurement, 
but is generally not a spectrally resolved measurement [181]. Moreover, some studies 
characterize absorption ignoring the effect of light scattering at short wavelengths [83], [127], 
[182], [183], leading to upper estimation of absorption and under estimation of the amount 
of light reaching the cell. It is, however, an important value: for example, evaluation of the 
damp-heat aging test impact on optical performance of silicon and EVA encapsulants can be 
tricky without taking into account scattering by moisture ingress [169]. 

To address this issue, recent studies apply the four-flux model to account for collimated 
and diffuse light [184], [185], but the optical parameters obtained in these works were not 
spectrally resolved. Oreski et al. have used a four-flux model to determine spectrally resolved 
absorption and scattering coefficients of encapsulants, but values of refractive index were not 
mentioned in their work [186]. Kempe et al. has characterized the spectral absorption in 
eleven encapsulants of different nature (PDMS, POE, EVA, Ionomer..), without differentiation 
between absorption and scattering [187]. Other methods like photo-thermal deflection 
spectroscopy has also been used to determine absorption and scattering coefficients in low-
loss polymer optical waveguides [188]. French et al. have used ellipsometry and spectroscopy 
to determine absorption coefficient, refractive index and haze of several polymer for optics of 
CPV system, but no scattering coefficient is extracted [189]. In conclusion, no study proposes 
the simultaneous determination of spectrally resolved value of refractive index, absorption 
coefficient and scattering coefficient simultaneously and consistently. Moreover, if the optical 
constants of standards encapsulant like EVA and silicon can be easily found in literature, values 
for new encapsulants, needed for simulation tools calibration, are not easily available, to our 
knowledge. 

The aim of this work is thus to propose a reliable method allowing to determine 
spectrally resolved value of refractive index, absorption coefficient and scattering coefficient 
in the UV, visible and NIR spectral range, and to apply it to innovative encapsulants for solar 
module application. 
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 Experimental method 

IV.A.1 Sample preparation and lamination 

Encapsulant samples are laminated using a membrane laminator. The samples are 
placed between two isolating and non-adhesive ultra-smooth (root mean square roughness 
around 50nm) PTFE thermoplastic film with high melting point (> 250°C) and covered by two 
non-textured glass plates of 10 x 10 cm (see Figure 74). Using the same lamination process, 
the temperature measured at the centre of these small optical samples can be at least 5 
degrees higher than the one measures in standard size modules (60 cells). This is caused by 
border effects. Temperature influences the crystallinity of samples, and therefore their optical 
behaviour. The optical constants extracted on these small encapsulant samples may not be 
the same as those obtained for a sample from a large module carried out with the same 
lamination process. Consequently, in order to correctly predict the performance of a large 
module from the optical constants determined on a small sample, the lamination process of 
the large module will have to be adapted so that the encapsulant that constitutes it undergoes 
the same temperature cycle as the encapsulant used for optical measurements. To this aim, 
the edges of the laminated {glass / PTFE / encapsulant / PTFE / glass} are closed with a strip of 
ribbon. Hence, the encapsulant does not flow and keeps the same thickness as it would have 
in a real module. 

Once laminated, the samples are separated from glass and non-adhesive film and cut 
into four pieces of 5x5 cm which can fit the spectrophotometer sample compartments (Figure 
74). The thickness is recorded at four points around the middle of the sample with an 
electronic micrometre FOWLER of 1 μm resolution. Thickness measurement is performed 
after optical measurement, to prevent deterioration of the surface. Samples are kept in an 
opaque, airtight bag to prevent from photo-oxidation. Handling of samples is done with 
disposable gloves to prevent surface contamination with organic compounds. 

 

 

 

 

Figure 74 : (Left) Composition of sample for lamination process. The sample need to be held between glass and PTFE 
sandwich during process, to maintain a uniform surface state. The encapsulant sheet alone is used for spectrophotometric 

measurement. (Right) Picture of a high and low diffusive encapsulants sample on a black background 
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IV.A.2 Spectral reflectance and transmittance measurements 

In this work, a spectrophotometer instrument, allowing specular and diffuse 
measurements, has been used. It is a high accuracy UV-Vis-NIR PERKINELMER Lambda 950. A 
deuterium lamp is used for UV measurements between 280 and 320 nm, and a tungsten lamp 
is used for the remaining wavelengths. The double holographic grating monochromator 
switches at 860 nm. The beam splitting system for correction of lamp deviation is a chopper 
wheel with 46+Hz cycle: dark sample / sample / dark reference / reference and a chopper 
segment signal correction. The temperature of the room is controlled and ranges from 20.5 
to 21.5 °C. The samples are brought into the room one hour before the measurement to 
ensure the correct thermalization. 

The first module - an InGaAs integrating sphere (IS) of 150 mm in diameter - is used for 
reflectance and transmittance, in total and diffuse mode. It is referred to as "IS 150mm" in the 
following. The detector is a photomultiplier R6872 for high energy in the whole UV/vis 
wavelength and a Peltier cooled detector for NIR, the switching occurring at 860 nm. The 
UV/Vis resolution is less than 0.05 nm and the NIR resolution is less than 0.20 nm. The back 
aperture for reflectance measurement is a 25 mm diameter hole. The front side aperture for 
diffuse reflectance measurement is a 30 mm side square. For diffuse transmittance and 
reflectance measurement, a light trap guarantees a transmittance lower than 0.1 %, 
eliminating errors due to back reflectance. The diffuse spectralon has been calibrated by 
LabSphere™. The incident light beam hits the sample with an angle of 8°; the geometry of 
measurements is thus 8°:d. The size of the spot is 3 mm wide and 12 mm high. 

At the beginning of each series of measurements, a baseline is made to correct from any 
instrument deviation. Measurements are made between 280 nm and 2450 nm with 10 nm 
steps as recommended by the IEC standard 62788-1-4:2016. The spectralon is systematically 
placed in the same position, to minimize uncertainty due to its potential inhomogeneity. At 
the beginning of each series of measurements, the baseline is measured (100 % transmittance 
in transmittance measurements, and spectralon reflectance in reflectance measurements) 
and compare with a same measure at the end of the series of measurements to check for 
deviation. A check of the dark level is systematically made after baseline measurement, using 
a light trap at the back hole of the integrating sphere. It ensures that the spot of the 
spectrophotometer is correctly aligned with the sample aperture. All the geometry of the 
measurements are illustrated in Figure 75. Let us define the physical quantities measured by 
the apparatus:  

- The Total transmittance 𝐓𝐭: in this case, the sample is located at the front hole of the 
integrating sphere and the back hole is closed with the LabSphere™ spectralon. 
 

- The Diffuse transmittance 𝐓𝐜𝐝: (also denoted as “collimated-to-diffuse” 
transmittance). In this case, the sample is located at the front hole of the integrating 
sphere and the back hole is closed with the light trap. Due to aperture of back hole 
with a radius 𝑟ℎ𝑡 = 12.5 𝑚𝑚, and diameter of the sphere 𝑑𝑠 = 150 𝑚𝑚, rays with an 
angle 𝜃𝑑 > 4.8° are included in diffuse measurement. The aperture represents a solid 

angle ht of 0.35 % of the 2𝜋 𝑠𝑟 of the half sphere (1):  

Ωℎ𝑡

2𝜋
=

1

2
(

𝑟ℎ𝑡

𝑑𝑠
)

2

= 0.35 % (1) 
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- The Total reflectance 𝐑𝐭: In this case, the sample is located at the back hole of the 
sphere, the specular light port at 16° from the front port is closed. The light trap is 
located at the back of the sample. 
 

- The Diffuse reflectance 𝐑𝐜𝐝: (also denoted as the “collimated-to-diffuse” reflectance) 
in this case, the configuration is the same than for measuring the total reflectance, but 
the specular port is open. Due to aperture of specular light port with a side 𝑎ℎ𝑟 =
30 𝑚𝑚, and the incident angle 𝜃𝑖 = 8°, rays with angle 𝜃𝑑 > 6.7° are included in 
diffuse measurement. The aperture represents a solid angle of 0.66 % of the 2𝜋 sr of 
the half-sphere (2):  

Ωℎ𝑟

2𝜋
=

1

2𝜋 cos(2𝜃𝑖)
(

𝑎ℎ𝑟

𝑑𝑠
)

2

= 0.66 % (2) 

 

 

  

  

Figure 75: Four measurement geometries used in the work: (a) Total transmittance. (b) Diffuse transmittance. (c) Total 
reflectance. (d) Diffuse reflectance; depending on the position of sample, presence or absence of the light trap, specular port 

open or closed 

 

The collimated-to-collimated transmittance 𝑇𝑐𝑐 and the collimated-to-collimated 
reflectance 𝑅𝑐𝑐 are computed afterwards as: 𝑇𝑐𝑐 = 𝑇𝑡 − 𝑇𝑐𝑑 and 𝑅𝑐𝑐 = 𝑅𝑡 − 𝑅𝑐𝑑. 
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A second spectrophotometer Lambda 950 is used with an ARTA module (automatic 
reflectance and transmittance measurement system) [190]. It will be referred to as "ARTA" in 
the following. This goniometer has 2 degree of freedom: the sample can rotate on one axis, 
and the detector can rotate around the same axis independently. The detector is a 60mm 
integrating sphere with PMT and InGaAs detectors. This spectrophotometer is less accurate 
than the previous one due to the reduced size of the integrating sphere. The width of the 
window of the integrating sphere can range from 20 mm to 0 mm, for a fixed height of 10 mm: 
by reducing this IS aperture, it is possible to better select the collimated part of the beam in 
relation to the diffuse part. Details are given in the following section. This spectrophotometer 
cannot perform measurement of collimated-to-diffuse or total transmittance or reflectance. 
It is only used to obtain value of collimated-to-collimated R & T. The principle of operation of 
the second spectrophotometer (ARTA) is schematized on Figure 76. 

 

 

 

Figure 76: Operating principle of the second spectrophotometer (ARTA). Depending on the angle of the sample and the 
angle of the integrating sphere, a measurement of the collimated flux can be performed in transmittance or reflectance. 

 

IV.A.3 Impact of specular port aperture and of the reference sample 

Some experimental bias may occur in the measurement of diffuse reflectance and 
transmittance due to aperture size of the specular port of the spectrophotometer IS 150 mm. 
To illustrate this effect, we compare the collimated-to-collimated transmittance in two 
configurations: (i) the measurement on IS 150 mm obtained as the difference of total and 
collimated-to-diffuse transmittance (ii) the direct measurement on ARTA. The ARTA 
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measurement is done for three acceptance angles, corresponding to detector aperture 𝑎𝐴𝑅𝑇𝐴 
of 20 mm, 5 mm, and 1 mm. Ideally, the real collimated contribution should be obtained when 
the aperture tends to zero (𝜃𝑑 ≈ 0°). However, with aperture smaller than 1 mm, the too low 
signal to noise ratio becomes prejudicial. The difference between 𝑇𝑐𝑐,𝑆𝐼  and 𝑇𝑐𝑐,𝐴𝑅𝑇𝐴 for the 

three acceptance angles are plotted on the Figure 78 , for a highly diffusive sample (TPO).  

The smaller the aperture of ARTA's detector, the closer we get to the true value of 
collimated-to-collimated transmittance: aperture of 1 mm gives a good approximation of the 
true value. Conversely, the larger the aperture, the greater the portion of the diffuse flow 
counted as collimated. The difference between the Tcc value obtained on the IS 150mm and 
that measured on the ARTA for the 1mm aperture show that measurements of Tcc on the IS 
150 mm spectrophotometer are overestimated by 4 to 7 % in the UVs and Visible. This value 
decreases in the IR region, where the diffusion of the sample becomes smaller.  

 

  

Figure 77 :  (Left) Collimated-to-collimated transmittance for IS 150 mm spectrophotometer (deduce from Tt and Tcd) and 
for ARTA spectrophotometer for three aperture a of the detector: 20mm, 5mm & 1mm. (Right) Difference between Tcc 

deduced from IS 150mm measurements and Tcc obtain with ARTA for the three aperture. 

 

The reflectance measurements require to perform a baseline measurement on a 
calibrated sample. Two calibrated references are available. A lambertian reflectance standard 
spectralon by LabSphere™ and a calibrated OMT™ reference mirror. The spectralon is 
preferred when measuring a “mostly diffusive” sample and the reference mirror is used for a 
“mostly specular” sample. The encapsulants characterized in this study are highly specular 
within the range of 1500-2500 nm, but some present a highly diffusive behaviour within the 
range of 280-1500 nm, which raises the question of the impact of the nature (lambertian or 
specular) of the reference standard on the determination of diffuse and total reflectance. 

To investigate it, we measured a diffusive sample (TPO) in total and diffuse reflectance, 
with calibration with the reference mirror and with the spectralon sample. The results are 
presented in Figure 78. We notice a difference of 0.2 to 0.6 % in the UV region, and almost no 
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difference from 500 nm to 2500 nm. Firstly, the shift seems to be independent of the geometry 
of the measure (total vs diffuse). Indeed, the difference between measurements with mirror 
calibration and spectralon calibration is almost the same for total reflectance or diffuse 
reflectance for both samples. This means that the difference does not come from the 
collimated part of the flow, but from the diffuse part.The explanation for this difference has 
not been found. 

 

 

Figure 78: Impact of the nature of the standard reflectance sample on the measure of diffuse and total transmittance for a 
highly diffusive material (TPO) 

 

The extraction of optical parameters of the PV encapsulant are valid under certain 
hypothesis, which are reviewed in the following.  

First of all, the sample must not be photo-luminescent, because the spectrophotometer 
is not equipped with a monochromator between sample and detector, and the formulation of 
the four-flux model does not include bulk emission. In a more general view, there must be no 
change in wavelength of the incoming beam (due to potential inelastic scattering for 
example).No polarisation effect has been taken into account, as the specular light is at normal 
incidence, and because of the depolarization induced by the scattering [191]. 
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 Theory: overview of the optical four-flux model 

IV.B.1 Model of Maheu et al. with Rozé et al., interpolation and bi-
hemispherical reflectance 

 The formalism of the four-flux model 

This section is dedicated to a brief presentation of the 4-flow model of Maheu et al., 
1984, the starting point of the approach used in this work. It describes the propagation of light 
through a thick and homogeneous layer, accounting for absorption, reflectance and refraction 
at the interfaces and scattering (in the Lambertian approximation). Coherence, polarization 
and non-linearity effects are neglected. 

In the case of a slab composed of randomly homogeneously distributed particles, with 
perpendicular illumination of unpolarised light, the propagation of light in a medium that 
absorbs and scatters light is governed by the radiative transfer equation [192], [193]: 

𝜇
𝑑𝐼(𝜏, 𝜇)

𝑑𝜏
= −𝐼(𝜏, 𝜇) +

𝜔0

2
∫ 𝑝(𝜇, 𝜇′)𝐼(𝜏, 𝜇′) −

𝜔0

4𝜋
𝑆(𝜏, 𝜇)

+1

−1

 (3) 

 

where 𝐼(𝜏, 𝜇) is the luminance (or specific intensity) of the diffuse radiation at an optical 
depth 𝜏 and the direction of propagation 𝜇. The optical depth is 𝜏 = (𝑠 + 𝑎)𝑑, with 𝑠 the 
scaterring coefficient, 𝑎 the absorbtion coefficient, and 𝑑 the thickness of the film. The single 
scattering albedo is defined as 𝜔0 = 𝑠/(𝑠 + 𝑎). 𝑝(𝜇, 𝜇′) is the scattering phase function, i.e. 
the probability that a scattering event change the light direction from 𝜇 to 𝜇′. Finally, 𝑆(𝜏, 𝜇) 
is the intensity of the collimated beam in the direction 𝜇. 

The four-flux model is an approximation of the radiative transport equation, assuming 
that forward 𝐼𝑑  and outward 𝐽𝑑  diffused irradiances are Lambertian. Contrary to the two-flux 
(or Kulbelka-Munk model), it also considers the propagation of the collimated (or ballistic) 
forward 𝐼𝑐  and outward 𝐽𝑐 irradiance and its coupling with diffused flux. 

Several formulations of the four-flux model exist. Maheu et al. [194], [195] proposed a 
four flux model for a scattering layer, accounting for reflectance and transmittance of the 
interface. Vargas et al., [196] have generalized the expression of Maheu et al., taking into 
account different value for forward scattering ratio in up and down direction. Expression of 
diffuse and collimated reflectance are given in function of light transport parameters, namely: 

- The absorption coefficient 𝒂 (m-1): the fraction of irradiance absorbed by a layer of 
infinitesimal thickness 𝑑𝑧 is 𝑎 𝑑𝑧. 
 

- The scattering coefficient 𝒔 (m-1): the fraction of irradiance scattered by a layer of 
infinitesimal thickness 𝑑𝑧 is 𝑠 𝑑𝑧. 
 

- The average crossing parameter 𝝐 is defined as the average path travelled by the 
diffuse radiation, which cross the layer perpendicular. If the collimated beam crosses 
the infinitesimal 𝑑𝑧, the diffuse radiation crosses 𝜖 𝑑𝑧. 
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- The forward scattering ratio 𝜻 is the ratio of irradiance scattered by the particle in the 
forward hemisphere divided by the total scattered energy. The ratio of energy back 
scattered is thus 1 − 𝜁. This value is defined for a collimated beam, and is an 
approximation for the diffuse radiation. 

According to the previous definitions, the collimated and diffused irradiance of an 
infinite environment without interface obey to the coupled balance differential equations (4) 
to (7): 

𝑑𝐼𝑐

𝑑𝑧
= (𝑎 + 𝑠) 𝐼𝑐 (4) 

𝑑𝐽𝑐

𝑑𝑧
= −(𝑎 + 𝑠)𝐽𝑐 (5) 

𝑑𝐼𝑑

𝑑𝑧
= 𝜖(𝑎 + (1 − 𝜁)𝑠)𝐼𝑑 − 𝜖(1 − 𝜁)𝑠𝐽𝑑 − 𝜁𝑠𝐼𝑐 − (1 − 𝜁)𝑠𝐽𝑐 (6) 

𝑑𝐽𝑑

𝑑𝑧
= 𝜖(1 − 𝜁)𝑠𝐼𝑑 − 𝜖(𝑎 + (1 − 𝜁)𝑠)𝐽𝑑 + (1 − 𝜁)𝑠𝐼𝑐 + 𝜁𝑠𝐽𝑐 (7) 

 
          The reflectance of the interface between the air and the scattering layer are also 
included in the following form: 𝑟𝑐 is the reflectance coefficient of the collimated beam, 𝑟𝑑

𝑒 is 

the reflectance coefficient of the diffuse radiation flowing inward the layer and 𝑟𝑑
𝑖  for the 

diffuse radiation flowing outward the slab. Reflectance coefficient of the collimated beam is 
expressed as a function of the incidence angle, and the complex value of the relative refractive 
index = 𝑛2/𝑛1 : 

𝑟𝑐 = (𝑛 − 1)2/(𝑛 + 1)2 (8) 
 

          Reflectance coefficient rd of the diffuse radiation, called bi-hemispherical reflectance 
factor, is described below in a dedicated section.  

The solution of these equations requires boundary conditions. In the original model of 
Maheu et al., a reflective background is added behind the sample. The sample and the layer 
are not in optical contact and are separated by a thick layer of air. The geometry used by 
Maheu et al. is presented in Figure 79. In the present study, no background is used: its effect 
is therefore not taken into account in the model presented. The reflectance values of the 
background are therefore zero and the transmittance values are unity. 
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Figure 79: Geometry of the system as studied in Maheu et al. The layer of the sample is place above a background and 
separated by a thick layer of air. The reflectance of the collimated beam at the air/sample interface is 𝑟𝑐, and at the 

air/background interface is 𝑟𝑐
𝑏. The reflectance of the diffuse beam at the air/sample interface is 𝑟𝑑

𝑖  for the flux going 

outward of the layer. At the air/background the diffuse reflectance is 𝑟𝑑
𝑏. The background has a diffuse transmittance of 𝜏𝑑  

and a collimated transmittance of 𝜏𝑐. In the geometry of this study, no background is used: in brackets, the corresponding 
values of reflectance and transmittance are mentioned.  

 

Following Maheu et al., the collimated to collimated transmittance 𝑇𝑐𝑐 
, the collimated 

to diffuse transmittance 𝑇𝑐𝑑, the collimated to collimated reflectance 𝑅𝑐𝑐, and the collimated 
to diffuse reflectance 𝑅𝑐𝑑  are given by :  

𝑇𝑐𝑐 =
(1 − 𝑟𝑐)2 exp(−(𝑎 + 𝑠)ℎ)

−𝑟𝑐
2 exp(−2(𝑎 + 𝑠)ℎ)

  (9) 

 

𝑇𝑐𝑑 =
(1 − 𝑟𝑑

𝑖 )(1 − 𝑟𝑐) exp(−(𝑎 + 𝑠)ℎ)

(𝐴1 − (𝑎 + 𝑠)2)(1 − 𝑟𝑐
2 exp(−2(𝑎 + 𝑠)ℎ))

.
𝑁𝑇

𝐷𝑇
 (10) 

 

𝑅𝑐𝑐 = 𝑟𝑐 +
(1 − 𝑟𝑐)2𝑟𝑐 exp(−2(𝑎 + 𝑠)ℎ)

−𝑟𝑐
2 exp(−2(𝑎 + 𝑠)ℎ)

 (11) 

 

𝑅𝑐𝑑 =
(1 − 𝑟𝑑

𝑖 )(1 − 𝑟𝑐) exp(−(𝑎 + 𝑠)ℎ)

(𝐴1 − (𝑎 + 𝑠)2)(1 − 𝑟𝑐
2 exp(−2(𝑎 + 𝑠)ℎ))

 .
𝑁𝑅

𝐷𝑅
 (12) 

 

With: 

 

 

Sample 

              

 

           
Background 

𝒓𝒄 𝒓𝒄
𝒃(= 𝟎) 

𝝉𝒄(= 𝟏) 

𝒓𝒅
𝒊  𝒓𝒅

𝒃  (= 𝟎) 

Diffuse 
radiation 

Collimated 

radiation 

𝝉𝒅 (= 𝟏) 
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𝑁𝑇 = √𝐴1[𝑟𝑑
𝑖 𝐴3 − 𝐴2 + 𝑟𝑐(𝑟𝑑

𝑖 𝐴2 − 𝐴3)]𝑐ℎ(√𝐴1ℎ)

+ [(𝐴5 − 𝑟𝑑
𝑖 𝐴4)(𝐴3 + 𝐴2𝑟𝑐)

− (𝐴4 − 𝑟𝑑
𝑖 𝑟𝑐)(𝐴2 + 𝐴3𝑟𝑐)]𝑠ℎ(√𝐴1ℎ)

+ √𝐴1{(𝐴2 − 𝑟𝑑
𝑖 𝐴3) exp((𝑎 + 𝑠)ℎ)

+ 𝑟𝑐(𝐴3 − 𝑟𝑑
𝑖 𝐴2) exp(−(𝑎 + 𝑠)ℎ)} 

(13) 

 

𝐷𝑇 = √𝐴1 (𝑟𝑑
𝑖 2

− 1) 𝑐ℎ(√𝐴1ℎ) + [𝑟𝑑
𝑖 (𝐴5 − 𝑟𝑑

𝑖 𝐴4) + 𝑟𝑑
𝑖 𝐴5 − 𝐴4]𝑠ℎ(√𝐴1ℎ) (14) 

 

𝑁𝑅 = (√𝐴1[𝐴3 + 𝐴2𝑟𝑐 − 𝑟𝑑
𝑖 (𝐴2 + 𝐴3𝑟𝑐)]

+ {√𝐴1(𝐴2𝑟𝑑
𝑖 − 𝐴3)𝑐ℎ(√𝐴1ℎ)

+ [𝐴2(𝐴5 − 𝐴4𝑟𝑑
𝑖 )

+ 𝐴3(𝐴5𝑟𝑑
𝑖 − 𝐴4)]𝑠ℎ(√𝐴1ℎ)} exp((𝑎 + 𝑠)ℎ)

+ 𝑟𝑐{√𝐴1(𝐴3𝑟𝑑
𝑖 − 𝐴2)𝑐ℎ(√𝐴1ℎ)

+ [𝐴3(𝐴5 − 𝐴4𝑟𝑑
𝑖 )

+ 𝐴2(𝐴5𝑟𝑑
𝑖 − 𝐴4)]𝑠ℎ(√𝐴1ℎ)} exp(−(𝑎 + 𝑠)ℎ) 

(15) 

 

𝐷𝑅 = √𝐴1 (𝑟𝑑
𝑖 2

− 1) 𝑐ℎ(√𝐴1ℎ) + [2𝐴5𝑟𝑑
𝑖 − 𝐴4 (1 + 𝑟𝑑

𝑖 2
)] 𝑠ℎ(√𝐴1ℎ) (16) 

 

Where the constant 𝐴𝑖 are given by: 

𝐴1 = 𝜖2𝑎[𝑎 + 2(1 − 𝜁)𝑠] (17) 
𝐴2 = 𝑠[𝜖𝑎𝜁 + 𝜖𝑠(1 − 𝜁) + 𝜁(𝑎 + 𝑠)] (18) 

𝐴3 = 𝑠(1 − 𝜁)(𝑎 + 𝑠)(𝜖 − 1) (19) 
𝐴4 = 𝜖[𝑎 + (1 − 𝜁)𝑠] (20) 

𝐴5 = 𝜖(1 − 𝜁)𝑠 (21) 
 

To summarize, the Maheu et al. model allows to calculate four measurable quantities 
(namely Tcc, Tcd, Rcd, Rcc) as a function of five unknown quantities describing the layer optical 
properties (namely a, s, ϵ, ζ, n), knowing the sample thickness h. A diagram of the possible 
transfers between the collimated incident flux and the reflected and transmitted, collimated 
and diffuse fluxes is given on Figure 80. 

In order to reduce the number of unknown layer optical parameters, Rozé et al. [197] 
have proposed a procedure, described in more details in the following section, allowing to 
express the average crossing parameter ϵ and the forward scattering ratio ζ as a function of 
the other parameters, and one additional unknown quantity, the asymmetry parameter g of 
the Henyey-Greenstein phase function. Consequently, the number of unknown optical 
parameters are now four, namely a, s, g and n. 

A fitting algorithm is used to solve the system of four equations and four unknowns, by 
minimising the following objective function 𝑅𝑀𝑆𝐸 wavelength by wavelength (Equation (22)). 
The Matlab® function “fmincon” has been used, with a sequential quadratic programing 
algorithm “SQP” described in Nocedal et al. [198]. The possibility to fit several samples of the 
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same nature but different thickness is added. In this study, for each encapsulant material, we 
use two samples of different thickness. The first one is made of a simple sheet of thickness ℎ1, 
the second one is made with two sheets for a total thickness ℎ2 ≈ 2ℎ1. The details of the steps 
of the optimization routines are given in the Figure 84. 

𝑅𝑀𝑆𝐸 = √
∑ (𝑇𝑐𝑐𝑛

𝑖 − 𝑇𝑐𝑐𝑒
𝑖 )2 +  (𝑇𝑐𝑑𝑛

𝑖 − 𝑇𝑐𝑑𝑒
𝑖 )2 + (𝑅𝑐𝑐𝑛

𝑖 − 𝑅𝑐𝑐𝑒
𝑖 )2 + (𝑅𝑐𝑑𝑛

𝑖 − 𝑅𝑐𝑑𝑒
𝑖 )2𝑁

𝑖=1

4 𝑁
 (22) 

 

Four experimental measurements are carried out per sample, and four parameters are to be 
determined. Two reasons led us to use two samples rather than one. First, using more data 
than necessary increases the reliability of the fit procedure. Second, it ensures that the optical 
constants are valid for a range of thicknesses, rather than a single thickness. Finally, if the fit 
is good for both samples, it is an important indication of volume diffusion rather than surface 
diffusion. Indeed, the thicker the sample, the greater the volume diffusion. This is not the case 
for surface diffusion, whose importance is independent of the thickness of the sample. 

  

Figure 80: Diagram of the possible transfers between the collimated incident flux and the reflected and transmitted, 
collimated and diffuse fluxes. 

 

 Rozé et al. interpolation of the average crossing parameter 𝝐 and the forward 
scattering ratio 𝜻  

In this section, details are given about the model of Rozé at al. They computed from 
Monte Carlo simulations the average crossing parameter 𝜖 and the forward scattering ratio 𝜁 
of the four-flux model as a function of the single scattering albedo 𝜔0 = 𝑠/(𝑎 + 𝑠), the optical 
depth 𝜏 = (𝑎 + 𝑠)ℎ and the asymmetry factor 𝑔 of the Henyey-Greenstein phase function 
[199].  

The Henyey-Greenstein phase function is an angular distribution introduced by Louis 
Henyey and Jesse Greenstein in 1941 to represent anisotropic measurements with the help of 
an easily manipulated analytical function. The phase function has azimuthal symmetry: it is 
therefore a function of the cosine of the colatitude angle 𝜃. The function is expressed in the 
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form given in Equation (23). The function is plotted in the Figure 81. The closer g is to 1 
(respectively -1), the more diffusion occurs forward (respectively backward). For a value of 
zero g, the diffusion is isotropic. The physically plausible values of g are between -0.25 and 1, 
explaining why the tabulation is performed for these g values. The range of optical depth 
values from 0 to 8.  

𝑃𝐻𝐺(𝑐𝑜𝑠𝜃) = 𝜔0(1 − 𝑔2) / (1 + 𝑔2 − 2𝑔 𝑐𝑜𝑠𝜃)
3
2 (23) 

 

 

Figure 81: Polar plot of the Henyey-Greenstein phase function for different value of asymmetry parameter g: 0 0.4 and 0.6. 
Figure taken from Bethell et al. 2011  [200] 

 

  

Figure 82: Interpolated average crossing parameter (left) and forward scattering ratio (right) from Rozé et al. tabulation, for 
asymmetry parameter g in [-0.25, 1], optical depth 𝜏 between 0.5 and 8.0, and single scattering albedo 𝜔0 of 0.6.  

 

 Improved bi-hemispherical reflectance of the diffuse flux at interfaces 

The model boundary condition requires a value of the bi-hemispherical reflectance 𝑟𝑑
𝑖  

of the diffuse flux going outward the layer.  
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Assuming a Lambertian diffuse flux, the bi-hemispherical reflectance is typically 
computed by integration of the Fresnel coefficient 𝑅𝑖−𝑝/𝑠 for polarization 𝑝 and 𝑠 over all the 

direction: 

𝑟𝑑−𝑝/𝑠
𝑖 (𝑛) =

∫ 𝑅𝑖−𝑝/𝑠(𝜃, 𝑛) 
𝜋
2

𝜃=0
sin(2𝜃) 𝑑𝜃

∫ sin(2𝜃) 𝑑𝜃
𝜋
2

𝜃=0

 (24) 

The total bi-hemispherical reflectance is given by : 

𝑟𝑑
𝑖 =

𝑟𝑑−𝑝
𝑖 + 𝑟𝑑−𝑠

𝑖

2
 (25) 

Duntley and Walsh found an analytical solution of this integral, giving the reflectance as a 
function of the refractive index, as mentioned in Equation (26) [201].  

𝑟𝑑
𝑖 =

1

2
+

(𝑛 − 1)(3𝑛 + 1)

6(𝑛 + 1)2
+

𝑛2(𝑛2 − 1)2

(𝑛2 + 1)3
ln (

𝑛 − 1

𝑛 + 1
) −

2𝑛3(𝑛2 + 2𝑛 − 1)

(𝑛2 + 1)(𝑛4 − 1)

+
8𝑛4(𝑛4 + 1)

(𝑛2 + 1)(𝑛4 − 1)2
. ln(𝑛)  

(26) 

 

However, even for a highly diffusing layer, the assumption of Lambertian diffuse flux is 
questionable when scattering is highly anisotropic. Indeed, for a strong anisotropy (g = ±1), 
the diffuse flux is in fact collimated. In consequence, the reflectance factor of the inward and 
the outward should be equal to the well-known specular normal incidence analytical Fresnel 
coefficients. This issue illustrates one of the limitations of the 4 flux approach in case of 
anisotropic scattering, anisotropy being included in the bulk equations but not in the boundary 
conditions. Such issue would not be present in a full radiative transport equation model.  

In order to address this issue in an approximated way, we propose to replace the 
conventional bi-hemispherical reflectance by the following expression, which account for 
anisotropy: 

𝑟𝑑−𝑝/𝑠
𝑖 (𝑛, 𝑔) =

∫ 𝑅𝑖−𝑝/𝑠(𝜃, 𝑛) 𝑃𝐻𝐺(𝜃, 𝑔)
𝜋
2

𝜃=0
sin(2𝜃) 𝑑𝜃

∫ 𝑃𝐻𝐺(𝜃, 𝑔)
𝜋
2

𝜃=0
sin(2𝜃) 𝑑𝜃

 (27) 

 

This new formulation of the bi-hemispherical reflectance accounts for the anisotropy 
factor g and maintains a continuity between the Fresnel reflectance factor for the collimated 
case (𝑔 =  ±1) and the conventional bi-hemispherical reflectance factor in the limit case of 
isotropic diffusion (g = 0). Indeed, the variation of the improved bi-hemispherical reflectance 
factor as a function of g and n is given on the Figure 83. For information and validation, even 
if only the value of the reflectance for the flux flowing outward the encapsulant sheet is 
needed, the value of the reflectance for the flux flowing inward 𝑟𝑑

𝑒  is also plotted.  

As expected, for a strong anisotropy (𝑔 =  ±1), as the diffuse flux is in fact collimated, 
the improved bi-hemispherical reflectance factor of the inward and the outward flux for 𝑛 =
1.5 are the same and correspond well to the expected value of 4 % given by the analytical 
Fresnel coefficients. For a perfect isotropy (𝑔 =  0) and the same value of refractive index n, 
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the improved bi-hemispherical reflectance factor is 𝑟𝑑
𝑖  =  59.6 %, which is the same value as 

the one obtained by equation (26).  

As there is no obvious analytical solution for the improved bi-hemispherical reflectance, 
its values are all pre-calculated and interpolated by a fifth-degree polynomial as a function of 
𝑛 and 𝑔.  

 

Figure 83: Bi-hemispherical reflectance of the diffuse flux as a function of the asymmetry parameter g of the Henyey-
Greenstein phase function for refractive index n=1.3, 1.5, and 1.7. Plotted for both case:  flux flowing outward and inward 

the encapsulant sheet. 

 

However, this approach is not completely accurate. Indeed, using the equations (27), we 
only integrate the frontal lobe of the Henyey-Greenstein phase function. This is therefore 
representative of the forward propagating diffuse flow intercepting the second interface. On 
the other hand, the backscattered flux in the volume at the first beam pass, which then 
intercepts the first interface, has an angular distribution given by the back lobe of the phase 
function. If g=0, the phase function is isotropic and the problem does not arise. Similarly, if g 
is close to 1, the flux is almost collimated and the backscatter is negligible. On the other hand, 
for intermediate values of g, the angular distributions of the front and back lobe are different, 
and thus the bi-hemispherical reflectance should be different. This is not the case in the model 
used: the front and rear interfaces are considered to be identical. This weakness may result in 
an error in the extraction of parameters. 

 

 Initialization: first guess and boundaries of parameters to optimize 

The optimization routine requires guess values of the extracted parameters. Also, it can 
be helpful for the numerical extraction to provide a range where each fitting parameter should 
be found. 
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For the absorption coefficient, the total absorption 𝐴𝑡  =  1 −  𝑅𝑡  −  𝑇𝑡 can give a good 
first estimation: 𝑎0 = −ln (1 − 𝐴𝑡)/ℎ , where ℎ is the thickness of the encapsulant. The main 
error made here comes from multi-reflections and scattering, both of which increase the 
optical path in the encapsulant, which is therefore actually larger than ℎ. 

Concerning the scattering coefficient, it is assumed that the attenuation of the 
collimated beam gives a good indication: 𝐴𝑐𝑐 = 1 − 𝑅𝑐𝑐 − 𝑇𝑐𝑐. It is due to both absorption and 
diffusion: 𝑎0 + 𝑠0 = −ln (1 − 𝐴𝑐𝑐)/ℎ, which imply 𝑠0 =  −ln ((1 − 𝐴𝑐𝑐)/(1 − 𝐴𝑡) )/ℎ. The 
first guess of the refractive index is computed from the sum of the first two reflections in the 
process of multiple reflections. The collimated reflectance is approximated by 𝑅𝑐𝑐 ≈

 𝑟𝑐0(1 + 𝑡0
2(1 − 𝑟𝑐0)), where 𝑟𝑐0 is the first guess of the reflectance coefficient of the interface 

for collimated light and 𝑡0 is the first guess of transmission coefficient for collimated light: 𝑡 =
exp(−(𝑎0 + 𝑠0)ℎ). By inverting the above approximation of collimated reflectance: 𝑟𝑐0 =

(1 + 𝑡0
2 − √(1 + 𝑡0

2)2 − 4𝑡0
2𝑅𝑐𝑐) /2𝑡0

2. The first estimate of 𝑛 is therefore: 𝑛0 = −(1 +

√𝑟𝑐0
)/(√𝑟𝑐0

− 1). The guess value of the asymmetry parameter 𝑔 is set uniform and equal to 

0.7 for all wavelength.  

 

Fitted parameter First guess Minimum bound Maximum bound 

Absorption 
coefficient 𝑎 [𝑚−1] 

−ln (1 − 𝐴𝑡)/ℎ −ln (1 − 𝐿)/ℎ −ln (𝐿)/ℎ 

Scattering 
coefficient 𝑠 [𝑚−1] 

−ln ((1 − 𝐴𝑐𝑐)/(1
− 𝐴𝑡) )/ℎ 

−ln (1 − 𝐿)/ℎ −ln (𝐿)/ℎ 

Asymmetry 
parameter 𝑔 

0.7 −0.25 1 

Refractive 
index 𝑛 

−(1 + √𝑟𝑐0
)/(√𝑟𝑐0

− 1) (1 + √𝐿)/(1 − √𝐿) 1.8 

Table 14: Initial guess and boundaries of the fitting algorithm. 

 

The optimization routine also requires boundaries for the parameters to optimize. The 
absorption coefficient can vary numerically from 0 to infinity, as well as the scattering 
coefficient. But because the spectrophotometer has an uncertainty of 𝐿 = ±0.1 %, the value 
below the level 𝐿, and over the level 1 − 𝐿, are considered as not significant.  

If all the transmittance losses is explained by either absorption or scattering, we can 
write:  𝑎𝑚𝑖𝑛 = 𝑠𝑚𝑖𝑛 = −log (1 − 𝐿)/ℎ and 𝑎𝑚𝑎𝑥 = 𝑠𝑚𝑎𝑥 = −log (𝐿)/ℎ, which are also 
function of the thickness of the measured layer ℎ. With the same rational, supposed all the 

reflectance is due to an interface between slowly absorbing media: 𝑛𝑚𝑖𝑛 = (1 + √𝐿)/(1 −

√𝐿), equal 1.06 with 𝐿 = 0.1 %. Because samples are polymer, maximum value for n is put to 
𝑛𝑚𝑎𝑥 = 1.8. Even if the asymmetry parameter 𝑔 can range theoretically from -1 (collimated 
reflectance) to 1 (collimated transmission), value with a physical meaning range from -0.25 to 
1. First guess and boundaries are sum up in the Table 14. 

The main steps of the algorithm are summarized in Figure 84. In few words, this software 
determines by iteration the four parameters (a, s, g, n) that best match theoretical and 
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experimental reflectance and transmittance (wavelength by wavelength) using an “SQP” 
optimisation algorithm provided by Matlab®. 

 

 

Figure 84: Steps of the optimization routine to obtain best value of absorption 𝑎, and scattering coefficient 𝑠, asymmetry 
parameter 𝑔 and refractive index 𝑛 ,from the diffuse and collimated measurements of transmittance and reflectance. 

 

IV.B.2 Model validation on a known case: BK7 glass and EVA encapsulants 

For the two following cases, the scattering parameters of the model are forced to 0 for 
the scattering coefficient s and to 1 for the asymmetry factor g. In this way, the model of this 
study is forced to use the same assumption as the one used for the determination of the 
optical constants of the BK7 glass and the EVA encapsulant (collimated beams only). The 
influence of these assumptions on the results is analysed in the part IV.C.1.  

Experimental values  𝑇𝑡𝑒
𝑖 , 𝑇𝑐𝑑𝑒

𝑖 , 𝑅𝑡𝑒
𝑖  and 𝑅𝑐𝑑𝑒

𝑖  (for i=1…N samples) 

Pre-processing: compute collimated values 𝑇𝑐𝑐𝑒
𝑖 , 𝑅𝑐𝑐𝑒

𝑖  and remove points where 

absorption is negative 

Initialization: compute first guess of parameter: 𝑎0, 𝑠0 , 𝑔0, 𝑛0, fix lower and upper 

boundaries, fix Matlab solver options. 

Interface reflectances: compute 𝑟𝑐  from 𝑛, interpolate 𝑟𝑑
𝑒 et 𝑟𝑑

𝑖  from 𝑔 and 𝑛 

Roze et al. tabulation: compute single scattering albedo 𝜔0 from 𝑎 and 𝑠 and 

optical depth 𝜏 from ℎ, 𝑎 and 𝑠, interpolate average crossing parameter 𝜖 and 

forward scattering ratio 𝜁 from 𝜔0, 𝜏 and 𝑔 

Maheu et al. 4-flux model: compute numerical value of 𝑇𝑐𝑐𝑛
𝑖 , 𝑇𝑐𝑑𝑛

𝑖 , 𝑅𝑐𝑐𝑛
𝑖  and 

𝑅𝑐𝑑𝑛
𝑖  from interfaces values  𝑟𝑐, 𝑟𝑑

𝑒 𝑟𝑑
𝑖  and light transport parameters: 𝑎, 𝑠, 𝜖 

and 𝜁 

Objective function: compute RMSE from experimental and numerical values 

of 𝑇𝑐𝑐𝑒,𝑛
𝑖 , 𝑇𝑐𝑑𝑒,𝑛

𝑖 , 𝑅𝑐𝑐𝑒,𝑛
𝑖  and 𝑅𝑐𝑑𝑒,𝑛

𝑖  

Optimization: compute new values of 𝑎, 𝑠, 𝑔, 𝑛 with Matlab fmincon “sqp” 

algorithm while minimum of RMSE is not reached 

Post-processing: re-compute model details with optimal values, compute errors made on 

each of the collimated and diffuse R&T components  
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 Comparison with literature for a BK7 reference glass 

The model is applied on a 4.953 mm thick reference glass: the n-BK7 glass from SCHOTT. 
The refractive index 𝑛 and absorption coefficient 𝑎 of this material are well known (Schott 
Datasheets [202]). Extracted refractive index and extinction coefficient are plotted in Figure 
85 : Absorption coefficient 𝑎 (left) and refractive index 𝑛 (right) of a SCHOTT glass n-BK7 
obtained from the literature (black) and from the four-flux model used in this study (blue). 
The agreement is very good between SCHOTT refractive index (which are values fitted with a 
Sellmeier model), and the raw value (wavelength by wavelength – no dispersion model) obtain 
with the four-flux model of this study (Figure 85). SCHOTT gives the absorption coefficient 
data for only a few wavelengths. The two data sets are quasi-identical, except for one 
measuring point at 1500 nm. 

 

 

 

 

Figure 85 : Absorption coefficient 𝑎 (left) and refractive index 𝑛 (right) of a SCHOTT glass n-BK7 obtained from the literature 
(black) and from the four-flux model used in this study (blue).  

 

The experimental values of collimated-to-collimated and collimated-to-diffuse 
transmittance and reflectance are given on the Figure 86. The modelled values are also given 
on the figure, and are completely superimposed to the experimental values: the fitting error 
(RMSE) is smaller than 0.04 % for every wavelength. These results validate our approach, at 
least for the collimated 2-flux form, as the considered sample is very weakly scattering. 
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Figure 86: Comparison of experimental measurement of collimated-to-collimated (cc) and collimated-to-diffuse (cd) 
transmittance (T) on the left and reflectance (R) on the right with the value obtain with the model and extraction of optical 

constant after fitting procedure for a SCHOTT glass n-BK7.  

 

 Comparison with literature for encapsulants of the EVA family  

The model was also applied to a UV-transmissive encapsulant from the family of EVAs, 
which are known to be low-diffusing. The supplier is First Solar. The two samples are 387 and 
598 µm thick. The values obtained are compared to the measurements published by Vogt et 
al. on a Bridgestone EVASKY S87 with 25 layers of EVA laminated together, to obtain more 
precision on the absorption coefficient [127]. The total thickness of the 25-layers sample is 
10.2 mm, corresponding to a thickness of single layer of 400 µm.  

The results for the refractive index differ from app. 1 % in the visible range. This 
difference could be due to scattering from surface state which lower the reflectance of 
collimated beam, or by an interface consisting of an effective porous medium. This 
corresponds to a difference in the reflectance coefficient of 0.6 % absolute at an air / 
encapsulants interface. But this configuration never occurs in a real module: the encapsulant 
is always covered with glass. The reflectance coefficient at a glass/encapulant is 0.001 % for a 
glass with refractive index of 1.5 and encapsulants with refractive index of 1.47. It becomes 
0.01 % if the encapsulants has a refractive index of 1.47. Both reflectance coefficients can be 
considered as negligible.  

The refractive index of the encapsulant also plays on the optical coupling with the cell. 
The reflectance of a heterojunction cell encapsulated in an EVA with an index of 1.49 at 550 
nm is 0.89 % (obtained with Sunsolve). If a material with an index of 1.47 at 550 nm is now 
used, the reflectance is 0.90 %. It can therefore be concluded that the 1 % difference between 
the refractive index value obtained by Vogt et al. and obtained in this study has no impact 
either on the optical coupling between the encapsulant and the cell.  
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Figure 87 : Absorption coefficient 𝑎 (left) and refractive index 𝑛 (right) of a UV-Transmissive non-scattering glass n-BK7 
obtained from the literature (red) and from the present four-flux model. 

 

The absorption coefficient is similar throughout the 1000-2500 nm range: the peak of 
absorption are linked to the common bond C-H , C-O  and N-H and their overtones [188]. 
Below 1000 nm, the difference is more pronounced, but it may be attributed to sample 
differences. Indeed, in this spectral range, the nature of additives may impact the absorption, 
and it is known that these additives and their proportions may differ among producers. 

In conclusion, even if minor differences have been observed, the absorption and 
refractive index on low diffusing EVA encapsulant have been found in good agreements with 
literature data. 

IV.B.3 Application of a dispersion model based on Lorentz spectral oscillator 

 Complex dielectric function and Lorentz oscillator 

In the previously described approach, the physical parameter (a, s, g, n) have been 
extracted from experiments for each wavelength. However, it is usually recommended in the 
literature to apply “spectral models”, i.e. to extract parameters of a spectral law for the optical 
index rather than their value. This approach allows to reduce the number of extracted 
parameters, and to force the extracted physical parameter to satisfy to a fundamental physical 
law. For example, the refractive indices and the absorption coefficient are related to the real 
and imaginary part of the dielectric permittivity. The complex dielectric function 𝜖̃ is linked to 
the succeptibility 𝜒 ̃by the relation: 

𝜖̃ = 1 + 𝜒 ̃ (28) 
The susceptibility is the response (polarizability 𝑃) of the material to an oscillating 

electric field 𝐸:  

𝑃 ̃ = 𝜖0𝜒 ̃𝐸 ̃ (29) 
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The complex refractive index of the material is related to the complex dielectric function 
𝜖̃ according to : 

𝑛 ̃ = √𝜖 ̃ = 𝑛 + 𝑖𝜅 (30) 

𝜖̃ = (𝑛 + 𝑖𝑘)2 = 𝑛2 − 𝑘2 − 2𝑖𝑛𝑘 (31) 
|𝜖̃|2 = (𝑛2 − 𝑘2)2 + 4𝑛2𝑘2 = (𝑛2 + 𝑘2)2 (32) 

|𝜖̃| = 𝑛2 + 𝑘2 (33) 
 

The real part of the refractive index is then : 

𝑛 = √
|𝜖 ̃| + 𝑅𝑒(𝜖 ̃)

2
 (34) 

 

and the extinction coefficient 𝑘, the imaginary part, is given by:  

𝑘 = √
|𝜖 ̃| − 𝑅𝑒(𝜖 ̃)

2
 (35) 

 

Moreover, 𝑛 and 𝑘 are linked to the real and imaginary parts of the same function, they 
are not independent but linked by Kramers-Kronig relations. For a given complex analytic 
function 𝑓, 𝑓(𝜔) = 𝑓1(𝜔) + 𝑖𝑓2(𝜔), the relation gives: 

𝑓1(𝜔) = +
2

𝜋
∫

Ω𝑓2(Ω)

Ω2 − 𝜔2
𝑑Ω

∞

0

 (36) 

𝑓2(𝜔) = −
2

𝜋
∫

ω𝑓1(Ω)

Ω2 − 𝜔2
𝑑Ω

∞

0

 (37) 

 

In theory, it is thus possible to obtain the spectral variation of one (f2 for instance) from 
the behaviour of the second (f1). In practice however, this requires to know the variation of 
one over the full spectral range, because the integration is performed on all frequencies 𝜔. In 
the case of optical indices, it is never possible to measure n (or k) on the full spectral range. 
However, by making assumptions about variations outside the range measured, the 
application of Kramers-Kronig formula may allow to deduce k from n, when they have values 
of the same order of magnitude.  

Another approach to determine n and k consists in using a fitting model that intrinsically 
respects Kramers-Kronig formula. This is usually done using the Lorentz oscillator model, 
relevant for a dielectric material. In this model, the complex dielectric function is given by the 
sum of 𝑁 oscillators: 

𝜖 ̃(𝜔) = 𝜖∞ + ∑
𝑓𝑗  𝜔0𝑗

2

𝜔0𝑗
2 − 𝜔2 + 𝑖𝛾𝑗𝜔

 
𝑁

𝑗=1
 (38) 

 

where each oscillator j is characterized by its resonant frequency 𝜔0𝑗 , its “strength of 

the oscillator” 𝑓𝑗 , and its peak broadening factor 𝛾𝑗. When 𝑓𝑗  increases, the peak amplitude 
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increases, and the peak width decreases. Finally, a global parameter exists, 𝜖∞, which 
represents the value of the high-frequency dielectric function. The refractive index n and the 
extinction coefficient k are deduced via the previous relationships (34) and (35). 

 Application to the extraction of optical index (n, ) 

Once the optical parameters have been extracted wavelength by wavelength as 
described in part “Model of Maheu et al. with Rozé et al., interpolation and bi-hemispherical 
reflectance”, a fitting procedure of the values of 𝑛 and the absorption coefficient: 

𝛼 =  
4𝜋 𝜅

𝜆
 (39) 

 

is performed. To initialize the fit a good estimation of the peak positions and their width at 
mid-height is necessary. The search for the inflection points of the curve allows to obtain these 
first guesses, as described in Rosas-Roman et al., 2017 [203]. For a peak of Lorentzian shape: 

𝐿(𝑥) =
ℎ

(
𝑥 − 𝑥0

𝛾
2

)

2

+ 1

  
(40) 

 

where ℎ is the maximum height, 𝑥0 is the porition of the peak and 𝛾 is the width at half height. 
We can obtain the position of some stationary points: the maximum of the peak, related to 
the first derivative, is at the abscissa 𝑥0 and the ordinate ℎ, and the right and left inflection 

points, related to the second derivative, are at the abscissa 𝑥0 ±
𝛾

2√3 
 and the ordinate 

3

4
 ℎ. An 

automatic search can therefore be performed, setting the detection threshold values 
correctly. As some peaks are partially superimposed, the estimation of their parameters. A 
procedure of simultaneous height adjust is necessary as described in [203]. Finally, a fitting 
procedure of least square adjust is performed. The fit procedure carried out does not include 
the optical constants s (scattering coefficient) and g (asymmetry parameter): for these 
quantities, the values extracted during the wavelength-by-wavelength optimisation are 
retained. The results of the fit on a low UV cut-off TPO are shown on the Figure 88.  

The results of the fit are obtained using 48 oscillators. The fit on the absorption 
coefficient is good in the range of 600 to 2500 nm. From 300 to 600 nm, parasitic oscillators 
are present, causing these artificial oscillations. As the absorption values are low in this range, 
the consequences on reflectance and transmittance prediction are negligible.  
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Figure 88: Results of the spectral fitting procedure with Lorentz oscillator on the absorption coefficient and the refractive 
index.(TPO low UV-cut off) 

 

However, the refractive index results are not good: in the dipole extraction model, the 
refractive index is found almost constant (no dispersion), contrary to the literature results and 
to the result of the extraction performed by the previous approach. It is thus likely that none 
of the oscillators in the spectral range can explain the variation of the refractive index. Their 
amplitudes are too small and only the 𝜖∞ parameter allows to obtain an average value over 
the whole spectral range. The visible variations in the refractive index are therefore likely due 
to oscillators outside the spectral range, with much higher amplitudes. This removes much of 
the interest in using a Lorentz oscillator model consistent with Kramer Kroning's relationships 
in a spectral range where absorption is negligible. The two parameters n and a may therefore 
be fitted with separate models. For example, a Lorentzian sum for 𝑎 and a Sellmeier model 
for 𝑛. 
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 Results of the model for diffusing encapsulant  

This part demonstrates the usefulness of a four-flow model, taking into account both 
the transport of both specular and diffuse contribution to adequately describe the behaviour 
of a diffusing encapsulant. To make a comparison, four different approaches are considered 
to perform optical index extractions. 

The first two approaches are applications of the extraction model in its purely specular 
version (diffusion is neglected, a = 0). However, the experimental values on which the model 
is applied are different. In the first approach, the measured diffuse components are fixed at 
0: the total and collimated components are therefore merged (see Table 15). In the second 
approach, the diffuse components are left as measured. The following two approaches are 
applications of the extraction model in its specular and diffuse version. The third approach is 
the application of isotropic diffusion (g = 0), while the fourth approach is the application of 
anisotropic diffusion. Experimental values are as measured. 

 

The particularities of each model are presented in the first part IV.C.1, and the results of 
the extraction on experiments are compared in the second part IV.C.2.A sample of 
encapsulant from the TPO family is chosen for its highly diffusing nature, recognizable at 
glance by its milky appearance. A sample with a low UV cut-off is preferred. In this way, the 
absorption in UVs does not mask the diffusion, and the analysis of the relevance of a model 
including the diffusion is facilitated. Two samples of the same material but of different 
thickness are used: as mentioned previously, this procedure allows to minimize uncertainties. 
The first sample “TPO low UV cut-off 1” is obtained by laminating a simple sheet of 
encapsulant: its thickness (667 µm after lamination) is therefore representative of the 
thickness that would be obtained when manufacturing a reference PV module. The second 
sample “TPO low UV cut-off 2” is 1141 µm thick, obtained by laminating two sheets. The 
experimental points where the absorption is found negative are simply removed from the 
data, as they are problematic for the extraction procedure. These aberrant measurements 
may occur when the encapsulants are very transparent, as the uncertainty of the 
measurement of R & T can cause a negative A, which is calculated by subtraction (A = 1 - R - 
T). The experimental measurements are presented in the Figure 89.  

Sample 1: Transmittance measurements show typical absorption peaks at 1200, 1400, 
1700 and 2300 nm. Total transmittance decreases in UVs compared to the 92 % plateau at 
1000 nm: it is only 80 % at 300 nm. As mentioned above, the chosen encapsulant is highly 
diffusive in UV light. Sample 1 reaches 50 % diffuse transmittance at 300 nm, and this value 
decreases according to a power law with wavelength, reaching only 4 % at 1300 nm and zero 
at 2300 nm. As a consequence, the collimated transmittance, obtained as a subtraction of the 
two previous values, is low in the UVs (30 %), increases up to 1600 nm and is then confused 
with the total transmittance. The total reflectance is 19 % at 300 nm and decreases to 3.5 % 
at 2500 nm, interspersed with absorption peaks. Diffuse reflectance is 15 % at 300 nm and 
decreases to 0 % at 2500 nm. The effect of absorption peaks can also be seen, but less 
markedly. As a consequence, the collimated reflectance is 4.5 % at 300 nm, reaching a 
maximum of 6.5 % at 1600 nm and a minimum of 3.5 % at 2500 nm. 
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Sample 2: As expected, the total transmittance is smaller than in Sample 1, because of 
the longer path of light through the sample. The diffuse transmittance is greater on the whole 
spectrum (58 % at 300 nm). Thus, the collimated transmittance is much smaller in the UVs (14 
% at 300nm because of the higher scattering), and the absorption peaks are more pronounced 
because of the greater thickness. The total reflectance is greater in the UV region because of 
the higher diffuse part. The collimated reflectance is similar to the one of the Sample 1, with 
the exception of more pronounced absorption peaks. 

 

              TPO low UV cut-off 1 (667 µm)          TPO low UV cut-off 2  (1141 µm) 

  

  

Figure 89:  Experimental measurements of R&T of sample 1 (left) and sample 2 (right). The collimated, diffuse and total 
transmittance are plotted at the top, the equivalent for reflectance are plotted below 

 

Absorption peak of polymer are mainly due to C-H bond at 3390nm and all high order 
overtones with decreasing amplitude:  double peak at 1725 / 1760 nm, 1190 and 920nm. 
Double bond C=O is responsible for absorption peaks at 1830, 1380 and 1130 nm (hidden) 
[204]. All polymers present this similar peak position, between 500 and 2500nm.  
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IV.C.1 Description of four different approaches to extract optical index in 
scattering encapsulants 

 Approach 1: Collimated two-flux model applied only on specular components of 
transmission and reflectance 

The first approach consists in the standard procedure used for the extraction of optical 
constant of transparent materials with spectrophotometer. In this approach, the 4-flux model 
is simplified in a two-flux model with only collimated components, the first flux propagates 
forward and the second propagates backward. The absorption coefficient 𝑎 is considered to 
have any spectrally resolved value between zero and infinity, as well as the refractive index 𝑛. 
On the other hand, the scattering coefficient 𝑠 is set to zero over the entire spectral range. To 
ensure that the scattering is zero, the asymmetry parameter of the Hervey-Greenstein 
function 𝑔 is set to 1 for all wavelengths, which means that the scattering is confused with the 
specular part. This is a numerical precaution, since any value of g should result in a zero 
scattering component since the scattering coefficient is zero. 

As a consequence of the previous values: the optical depth 𝑜𝑑 is only related to the 
absorption 𝑎 and thickness ℎ of the sample: 𝑜𝑑 = (𝑎 + 𝑠) ℎ = 𝑎ℎ. The single scattering 
albedo 𝑠𝑠𝑎 is zero across the entire spectral range: 𝑠𝑠𝑎 =  𝑠/(𝑎 + 𝑠) = 0. Since 𝑔 is 1 and 𝑠𝑠𝑎 
is 0, the tabulated average crossing parameter 𝜖 and forward scattering ratio 𝜁 are unity over 
the entire spectral range. The reflectance of the collimated light is governed by the common 
Fresnel coefficients. This model is applied to experimental values of transmission and 
reflectance that have been deliberately modified. Measurements of the diffuse components 
are forced to be zero. This implies that transmission and total reflectance are confused with 
the specular component.  

This corresponds to the often assumed approach that the measurement of total 
transmission and total reflectance is sufficient to characterize the encapsulant sample with a 
specular model.  

 

 Tcc Tcd Rcc Rcd 

Value Tt exp Fix to 0 Rt exp Fix to 0 

Table 15: Modification of the experimental value for approach 1. Collimated-to-diffuse transmittance and reflectance are set 
to 0. 

 

 Approach 2: Collimated two-flux model applied on specular and diffuse 
components of transmission and reflectance 

The second approach uses the same theoretical model as approach 1, but no 
modification of the experimental values is made. In particular, the reflectance and diffuse 
transmittance values are non-zero.. This method is wrong in principle, but may be performed 
in practice where it is not possible to measure separately diffuse and specular contributions. 
As the model cannot explain diffuse behaviour, the error on these components will be 
necessarily large. However, such comparison remains interesting, as it allows a more rigorous 
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comparison of the modelling errors between the specular model and the diffuse models 3 and 
4 (next approaches). Indeed, as the specular approach 1 forces the experimental diffuse 
components to zero, the corresponding error on these components will necessarily be zero in 
the fitting procedure. Once the experimental diffuse measurements have been made, this 
information must be included. This approach is therefore relevant to evaluate the real error 
which is made by the application of a specular model on experimental values with diffusion. 

 Approach 3: Collimated and isotropic diffuse four-flux model applied on specular 
and diffuse components of transmission and reflectance  

The third approach uses a four-flux model: one collimated and one diffuse flow 
propagating forward, and their symmetrical flux propagating backward. The diffuse fluxes are 
considered isotropic: diffusion is equal in all directions. This implies in particular that the 
forward scattered part is the same as the backward scattered part. The absorption coefficient 
𝑎 can take any value between zero and infinity, as can the scattering coefficient 𝑠. The 
asymmetry parameter of the Henyey-Greenstein phase function 𝑔 is fixed to 0, which 
corresponds almost to the approach of the Rayleigh scattering phase function. The refractive 
index 𝑛 can take any value between 1.0 and 2.0.  

As a consequence, the optical depth 𝑜𝑑 is related to the absorption 𝑎, scattering 
coefficicent 𝑠 and thickness ℎ of the sample: 𝑜𝑑 = (𝑎 + 𝑠) ℎ. The single scattering albedo 
𝑠𝑠𝑎 is free to vary between 0 and 1. Since 𝑔 is 0 and 𝑠𝑠𝑎 and 𝑜𝑑 are free to vary, the tabulated 
average crossing parameter 𝜖 can take values between 1 and 3 – around 2.5 where the 
absorption is negligible. The forward scattering ratio can take values between 0 and 1, and 
should be around 0.5 where the absorption is negligible. The reflectance of the collimated 
light is governed by the common Fresnel coefficients. The refection at interfaces of the diffuse 
part is computed as a function of 𝑛 and 𝑔. This approach corresponds almost to the standard 
four-flux model of Maheu et al., 1984, where the forward scattering ratio is fixed to 0.5 and 
the average crossing parameter is 2.5.  

 Approach 4: Collimated and anisotropic diffuse four-flux model applied on 
specular and diffuse components of transmission and reflectance 

The fourth approach also uses a four-flux model, but the scattering can be anisotropic. 
The absorption coefficient, diffusion coefficient and refractive index are limited by the same 
values as in the previous approach. The asymmetry parameter 𝑔 can take values between -
0.25 (mainly backscattering) and 1 (collimated beam). This approach can therefore 
theoretically approach the anisotropic phase functions of Mie's theory. 

The values and boundaries of parameters to optimize are sum up in the Table 16. 
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Absorption 

coefficient 𝒂 
Scattering 

coefficient 𝒔 
Asymmetry 
parameter g 

Refractive index 
𝒏 

Approach 1 0 / Inf 0 1 1.0 / 2.0 
Approach 2 0 / Inf 0 1 1.0 / 2.0 
Approach 3 0 / Inf 0 / Inf 0 1.0 / 2.0 
Approach 4 0 / Inf 0 / Inf -0.25 / 1 1.0 / 2.0 

 

Table 16: Boundaries (lower / upper) used in the fitting procedure for each approach. 

 

IV.C.2 Comparison of the four approaches: need of a four-flux model with 
anisotropic scattering 

In this part, the four approaches are compared in terms of their ability to reproduce the 
experimental measurements, i.e. in terms of the quality of the fit obtained. The root mean 
square error, as presented in the Part IV.B, is a spectral value, because each wavelength is 
processed independently. Because of the normalization aforementioned, the root mean 
square error is independent of the number of samples used for fitting. The value corresponds 
to the mean error made on one components of the foursome diffuse / collimated - 
transmittance /reflectance. The values are shown in the Figure 90. 

It can be observed that the four models have a similar behaviour: the error is higher in 
the UVs than in the infrared. The RMSE curve seems to follow the same decreasing trend as 
the transmittance or diffuse reflectance curves, which would suggest that the fit error is 
mainly due to a poor consideration of scattering. All models show a zero fit error (< 0.2 %) 
beyond 2300 nm, where scattering is negligible. Errors can therefore be compared in terms of 
their values at 300 nm. Approach 1 generates an error of 2.2 %, approach 2 an error of 28.5 
%, approach 3 an error of 14 % and approach 4 an error of 0.6 %. Approach 2 of a two-flux 
collimated model is the one that generates the biggest error among the models that take into 
account the experimental values of diffuse transmittance and reflectance, as expected. 
Approach 3, an isotropic collimated / diffuse 4-flux model, gives better results than approach 
2, but the error generated is still huge. Finally, approach 4, an anisotropic collimated/diffused 
4-flux model gives the best results since the error is reduced by a factor of 20. Over the whole 
spectral range, the error of approach 4 is less than 0.6 %, an outstanding result. Indeed, even 
if the uncertainty of the spectrometer is estimated at 0.1 %, other uncertainties are added to 
the fit procedure. For instance, the tabulation of 𝜖 and 𝜁 proposed by Rozé et al., which is 
done by performing the fit of curves obtained by Monte-Carlo simulation, is done with an 
accuracy of 0.5 %. Moreover, as mentioned is the part IV.A.3, the difference between a 
spectralon and mirror as reference sample for reflectance ca be as high as 0.6 % in the UV 
spectral range.  
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Figure 90: Root mean square error (RMSE) of the fitting procedure for each of the four approaches. 

 

The spectral RMSE values, on the other hand, do not give any information on the origin 
of the error: is it rather the diffuse transmittance or the reflectance? To answer this question, 
the errors on each of the components, for sample 1 and sample 2 are plotted in Figure 91. The 
results of the optimisation: the absorption coefficient 𝑎, the scattering coefficient 𝑠, the 
asymmetry parameter 𝑔 and the refractive index 𝑛 are plotted on the Figure 92.  
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        TPO low UV cut-off 1 (667 µm)         TPO low UV cut-off 2 (1141 µm) 

  

  

  

  

Figure 91: Details of the error made on collimated and diffuse transmittance and reflectance for the four approaches, for 
sample 1 (left) and sample 2 (right). 
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 Analysis of the results for each approach 

Regarding approach 1, the error on the diffuse values is obviously zero. The collimated 
transmittance is underestimated for sample 1 and overestimated for sample 2. The opposite 
is true for collimated reflectance. Without diffusion, the model explains the high reflectance 
values in the UVs by a high value of refractive index (Figure 92). The result of a refractive index 
higher than 2 is questionable, as even high index polymer cannot reach such high value. This 
may also explain the decrease in transmittance over this spectral range for a single sample. 
On the other hand, these phenomena are related to interfaces, and should therefore be 
similar whatever the thickness of the sample. This is not the case: the total reflectance of 
sample 2 is higher in the UVs. The fit procedure therefore finds a compromise between the 
two values. As an indication, we can see that the difference between the total reflectance of 
sample 1 and sample 2 is 5.5 % at 300 nm, which corresponds approximately to the fit error 
of 2.2 % for this wavelength. 

Regarding approach 2, the model cannot explain the diffuse transmission and diffuse 
reflectance, so the associated error affects the entire diffuse measurement. The model 
therefore tries to get as close as possible to the collimated components: well below 0.5 % for 
transmittance and reflectance, for both samples. A more precise interpretation of the error 
behaviour for values below 0.5 % would be difficult to make in view of the uncertainties. The 
low value of collimated transmittance and reflectance in the UVs region, in reality due to 
diffusion, are attributed within this model to absorption. Thus, in this model, the absorption 
coefficient 𝑎 is actually an extinction coefficient 𝑘 =  𝑎 +  𝑠. In this model, the refractive 
index 𝑛 has plausible physical behaviour: between 1.51 at 300 nm to 1.44 at 2400 nm. It can 
be described by a Sellmeier model.  

Approach 3 overestimates the collimated transmittance by 1.5 % for sample 1 and 2 % 
for sample 2 and underestimates the diffuse transmittance by 20 % for both samples. 
Collimated reflectance is also overestimated by more than 4.5 % for sample 1 and 4 % for 
sample 2, and diffuse reflectance is overestimated by 15 % for sample 1 and 20 % for sample 
2. In this model, the scattering is isotropic, there is as much light scattered backwards as 
forwards. This is not what is observed: the diffuse transmittance is higher than the diffuse 
reflectance for both sample: the model finds a compromise by overestimating one and 
underestimating the other. Moreover, at the interfaces, the diffuse reflectance coefficient 
between the encapsulant and the air is very high, as expected for Lambertian illumination. 
The reflectance coefficient increases with the angle of incidence. There is even a critical angle 
from which there is total internal reflectance. In this configuration, for a refractive index of 
1.44, 55.8 % of the light is reflected. At an index of 1.8, 73 % of the light is reflected. Due to 
the high internal reflectance, the effective path of the light in the encapsulant is higher than 
in the other model: the computed absorption coefficient needs to be smaller than in other 
model to explain the same total absorbance. The reason why the model converges to high 
value of refractive index in the UVs region has not been found. The scattering coefficient 𝑠 
shows a plausible behaviour.  
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Figure 92: Results of the optimization for each approach: absorption coefficient, refractive index, scattering coefficient and 
asymmetry parameter. 

 

Approach 4 is the best one in term of RMSE. It is also the most homogeneous approach: 
the errors on each of the R & T components, and for both samples, are always less than 0.5 % 
for any wavelength. The trend of the optimized parameters is physically plausible: the 
asymmetry parameter g, in particular, takes values between 0.7 and 0.9 over the whole 
spectral range. In IRs, the scattering is low, so it can be assumed that the g values beyond 1500 
nm are overfitting. On the other hand the variation of g in the UVs and in the visible is 
necessary: if g is fixed at 0.8 over the whole spectral range, the RMSE in the UVs rises to 2 %, 
and the refractive index becomes high (1.7) for a polymer. 

The Table 17 summarizes the root mean square error, and the error on each component 
for sample 1 and sample 2. The values are not spectrally resolved, but instead, the mean of 
the error on the whole spectral range is computed. With this indicator, the conclusions remain 
the same, in a more succinct and readable way. 
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Mean on Wavelength (%) Approach 1 Approach 2 Approach 3 Approach 4 

RMSE 0.20 5.38 3.08 0.08 

Collimated transmittance +0.33 / -0.22 -0.10 / +0.09 -0.19 / -0.08 -0.09 / +0.10 

Collimated reflectance -0.18 / +0.30 -0.00 / -0.04 -0.26 / -0.27 +0.01 / -0.02 

Diffuse transmittance +0.00 / +0.00 +8.50 /+12.26 +3.50 / +5.08 +0.10 / -0.06 

Diffuse reflectance +0.00 / +0.00 +1.63 / +2.32 -3.39 / -5.03 +0.02 / -0.01 

Table 17: Summary of the total error of fit for each approach (RMSE) and details on each quantities for sample 1 / sample 2 

 

 Impact of each model on the calculation of the photo-generated current of a PV 
module 

This part is dedicated to the analysis of the impact of each approach on the photo-
generated current Isc of a module. The reference module as described in chapter II is used. The 
encapsulant is replaced by the low UV cut-off TPO analyzed in this study. Only the 667 µm 
thick encapsulant sample is considered here. This corresponds to a single sheet of 
encapsulant, which is the case in module. 

As a reminder, in the complete module model used, multiple reflectances are not taken 
into account. We therefore consider here the effect of the encapsulant during a single passage 
of light through. The index coupling between the cell and the encasulant is taken into account 
extrinsically by SunSolve simulations. This coupling is indeed very dependent on the 
architecture of the cell and it is rather calculated in advance and considered constant in the 
model developed in this thesis. Thus, in this part, we will only be interested in losses by 
absorption in the encapsulant and by backscattering. The gain and / or losses by index coupling 
are considered identical between the 4 approaches. This is a substantial simplification, since 
for example in approach 1 and 3, the refractive index becomes much greater than 1.5 in UVs. 
However, this does not play a role in determining the absorption and backscattering of the 
encapsulant on the first pass of light. Finally, the scattering of light by the encapsulant changes 
the angle of incidence of the rays on the cell and can theoretically modify the reflectance at 
the cell / encapsulant interface independently of the refractive index. This effect is also 
overlooked. We focus on the volume phenomena in the encapsulant. The results are 
summarized in the Table 18.  

 

Effect on 𝑰𝒔𝒄 Approach 1 Approach 2 Approach 3 Approach 4 

Only absorption (%) - 2.16 % - 21.33 % -0.79 % -1.86 % 

Only backscattering (%) 0 % 0 % -10.10 % -0.81 % 

Remaining (%) 97.84 % 78.67 % 89.11 % 97.30 % 

Table 18: Losses on photo-generated current due to absorption and backscattering for each of the four approaches. 
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The quality of the fit of the four R & T quantities and the prediction of the photo-
generated current after the encapsulant has been passed through are not completely 
correlated, for two main reasons. The first is that the fit is made to explain the behaviour of 
the encapsulant sheet, with its interfaces with the air. In PV modules, it is not this 
configuration that matters, but only the behaviour of the encapsulant in volume. Indeed, 
multiple reflections are strongly limited: the glass/encapsulant interface is very poorly 
reflective, and the reflectance of the cell is another CTM loss item not addressed in this study 
(although it depends on the refractive index of the encapsulant). The loss items due to the 
encapsulant can therefore be summed up as follows: (i) absorption during a simple passage 
through the encapsulant and (ii) backscattering losses in its volume. 

However, considering the quality of the fit produced by approach 4 (RMSE < 1 % over 
the whole spectral range) with the anisotropic scattering model, one can legitimately think 
that the most accurate model in terms of fit error also gives the best accuracy on the photo-
generated current. It is thus reasonable to think that the encapsulant studied in this part 
causes a loss on the Isc by absorption of 1.86 % and a loss by backscattering of 0.81 %.. This 
corresponds to -0.34 %abs in efficiency of the module from absorption, and -0.15 %abs from 
backscattering.  

It would have been possible to gain in accuracy by performing a fit on R&T 
measurements weighted by the solar spectrum and by the EQE of a cell. However, the optical 
constants obtained would not only be related to the encapsulant, but also to the thickness, 
the incident spectrum and the EQE, which is not necessarily desirable for the characterization 
of a material. It could nevertheless be the subject of future investigations. 

IV.C.3 Impact of the choice of diffuse reflectance factor of interfaces 

The most appropriate model is therefore the one with anisotropic diffusion. In this 
model, the improved bi-hemispherical reflectance coefficient is calculated as a function of the 
asymmetry parameter g and the refractive index n. In the study, we realized that the definition 
for the reflectance coefficient of diffuse radiation can produce very different results of the 
fitting procedure, and thus different optical constants. To illustrate it, we will therefore 
analyse 3 approaches: 

1. Collimated approach: the bi-hemispherical reflectance factor is reduced to the 

Fresnel coefficient for normal incidence described by the equation (8): 𝑟𝑑
𝑖 =

𝑟𝑐(𝑛). This approach can be relevant if the diffuse radiation is highly 
anisotropic, with the forward hemisphere of the phase function highly directed 
toward the propagation direction of the collimated beam.  
 

2. Isotropic approach: the bi-hemispherical reflectance factor does not take into 
account the anisotropy of the diffuse radiation, which is considered isotropic 

(𝑔 = 1). The variation of the refractive index is taken into consideration: 𝑟𝑑
𝑖 =

𝑟𝑑
𝑖 (𝑛, 𝑔 = 1). 

 
3. Anisotropic approach: the bi-hemispherical reflectance factor takes into 

account the anisotropy of the diffuse radiation and the variation of the 
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refractive index: 𝑟𝑑
𝑖 =  𝑟𝑑

𝑖 (𝑛, 𝑔). This is the standard behaviour of the algorithm, 
how it is described by the equation (27) and the Figure 83.  
 

The quality of the fit for the three hypotheses on the extraction of optical constants is 
presented on the Figure 93. The application of the Fresnel coefficient (Approach 1) on the 
diffuse radiation produces a quality of the fitting procedure as high as the application of the 
improved anisotropic bi-hemispherical reflectance factor (approach 3). The result is even a 
little better for the approach 1 in the UV region, but for RMSE values below one percent, 
uncertainties make it impossible to conclude on the existence of a better approach. In 
contrast, the application of the isotropic bi-hemispherical reflectance factor (approach 2) 
produces bad quality of the fit: RMSE up to 3 % for a wavelength of 500 nm, and a value greater 
than 1 % from 300 nm to 1600 nm. It therefore seems that diffuse radiation is strongly 
anisotropic, close to being collimated, so that Fresnel coefficient can be applied without losing 
accuracy of the optical constant. This is due to the fact that Fresnel coefficients of unpolarised 
light are almost constant up to angle value of 60°.  

 

 

Figure 93: Impact of the choice of bi-hemispherical reflectance factor of the diffuse radiation on the root mean square error 
(RMSE) of the fitting procedure for extraction of optical constant with a four-flux model. 

 

The results of the extraction of optical constant are presented in the Figure 94. The 
approach 2 (isotropic bi-hemispherical reflectance factor) produces unphysical results, 
especially on the refractive index and on the asymmetry parameter. In this approach, the 
reflectance factor is overestimated because the contribution of high incident angle is non-
negligible. The fitting procedure has no other choice than lowering the refractive index to 
explain the experimental value of collimated-to-diffuse reflectance and transmittance.  
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The approach 1 (collimated approach with Fresnel coefficient) gives results of 
absorption coefficient, refractive index and scattering coefficient similar to the approach 3 
where anisotropy is taken into account. A difference can be observed in the asymmetry 
parameter 𝑔, which is smaller in the approach 1. As the reflectance factor is underestimated 
for approach 1 because high incident angle is not taken into account, the diffuse transmittance 
is overestimated and the diffuse reflectance is underestimated. To compensate for this effect, 
the asymmetry parameter g is smaller than in approach 3: if g is smaller, then the forward 
scattering ratio is also smaller, which increases intensity of backscattering (and diffuse 
reflectance) and decreases intensity of forward scattering (and diffuse transmittance).  

 

  

  

Figure 94: Results of optical constants for the three different approaches in the choice of the bi-hemispherical reflectance 
factor of the diffuse radiation: absorption coefficient, refractive index, scattering coefficient and asymmetry quantities. 

 

The error made during the fitting procedure should not be the only reason to prefer a 
model. In the present approach, the implementation of approach 3 as the standard behaviour 
of the model is justified not only by the better RMSE, but also for a question of coherence of 
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the model. In fact, it is inconsistent to consider that volume scattering can be anisotropic - 
with angle distribution, but to ignore this effect for reflectance at interfaces. 

 

IV.C.4 Optical constants of high and a low UV cut-off highly diffusive TPO 

This part is devoted to the presentation of the results of two diffusive encapsulants of 
the TPO’s family. The first one absorbs UVs (high UV cut-off) and the second one lets them 
pass through (low UV cut-off).. This part will be used to compare the coherence of the results 
on the spectral ranges outside UVs. The thickness of the two encapsulants is set at 600 µm. 
This is the thickness announced by the manufacturer. 

The quality of the fit for both encapsulants is shown in Figure 95. In the Visible-Infrared 
range, the error on both samples is similar, on average less than 0.1 %. In the visible range, 
the error increases as expected, because diffusion is important. For the high UV cut-off 
encapsulant, the error in the UVs drops to 0.1 %, because the diffuse flux is completely 
absorbed. For both samples the maximum error remains low, at 0.6 %. The results of the 
optimization are given in Figure 96. The absorption coefficient 𝑎 is found similar for the two 
samples from 450 to 2500nm. This result is expected and shows that the optimization is 
reliable: different samples give the same results over the spectral range where their difference 
in chemical composition has no impact. 

The results on the refractive index are also similar, it decreases from 1.49 in the UVs 
to 1.44 in the infrared at 2500 nm. A Sellmeier model, representative of transparent materials 
in the visible-infrared range, can describe the spectral variation of the index. The local 
decrease present at 2100 nm is probably a measurement artefact. The refractive index is the 
real part of the complex index, and the absorption coefficient is related to the imaginary part. 
These two parts are linked by the Kramers-Kronig relations: a local variation of the optical 
index must be associated with a local variation of the coefficient, in a way that can be 
described by the Lorentz oscillator model. However, the absorption at 2100 nm is not the 
strongest of the spectral range, there is no reason why it should cause a local variation of the 
index.  
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Figure 95: Root mean square error for high and low UV cut-off TPO samples. 

 

The scattering coefficient shows a similar variation in power law for both samples. It is 
more important for high-cut-off TPO, due to the presence of additional scattering particle (UV 
absorber). Especially in UVs, where it becomes ten times higher than for low cut-off TPO. 
Although it appears to be more diffusive, the diffusion lobe is slightly more specular for high 
cut-off TPO, as shown by the higher values of the g-asymmetry factor. However, the overall 
trend is similar for both samples: a more specular lobe in the UV-Visible (average g = 0.85) and 
which becomes more and more isotropic in the infrared (g=0.2 at 2400nm).  
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Figure 96: Optimization results of the optical constant of low and high UV cut-off TPO: absorption coefficient (top left), 
refractive index (top right), scattering coefficent (bottom left) and asymmetry parameter (bottom right). 

 

For the two 600µm thick encapsulants, the effect on the photo-generated current is 
shown in the Table 19. The absorbed part represents a loss of 1.67 % in the approach of low 
cut-off TPO, and rises to 3.81 % loss for low cut-off TPO: this represents an additional 2.1 % 
loss. The backscattered portion is about 0.7-0.8 % for both encapsulants, which is consistent 
with the values of nearly similar scattering coefficients.  

 

Effect on 𝑰𝒔𝒄 TPO High UV Cut-off TPO Low UV Cut-off 

Only absorption (%) -3.81 % -1.67 %) 

Only backscattering (%) -0.77 % -0.73 % 

Remaining (%) 95.48 % 97.58 % 

 

Table 19: Effect of optical constants on the photo-generated current (absorption and backscattering) for both sample of TPO 
(high and low UV cut-off). 

 

In conclusion, the application of the extraction model to two encapsulants of the same 
nature (TPO) but with a behaviour in different UVs in terms of absorption leads to similar 
values of optical constants (a, s, n, g) for wavelengths greater than 500 nm. This is proof of the 
reliability of the extraction model. In UVs, the absorption coefficient of the high UV cut-off 
encapsulant is much higher than the low UV cut-off sample. This results in 2.1 % higher photo-
generated current losses Isc. The scattering coefficients being similar, the associated losses on 
the Isc are similar. For comparison, a UV-Transmissive EVA would cause an absorption loss of 
only 0.5 %. Characterized TPOs are therefore much more absorbent than EVA, and in addition 
generate backscattering. 
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Conclusion of the Chapter IV 

Some of the new encapsulants used in PV modules are much more volume diffusive 
than the historical EVAs, such as the TPO and POE families. Characterisation of the optical 
constants of these materials is important for simulation, numerical prototyping and loss 
analysis of PV modules. However, until now, light scattering effects were not included in the 
simulation of module performance losses.  

Our study shows that in order to correctly reproduce the measurements of reflectances 
and transmittances - both collimated and diffuse - a 4-flux model is required, 4-flux meaning 
that two collimated and two diffuse fluxes propagating in opposite directions are considered. 
To this aim, we use the historical model of Maheu et al., 1984, completed by the tabulation of 
Rozé et al., 2001. This later work makes possible to overcome the fit of the average crossing 
parameter and forward scattering ratio, the two parameters being expressed as a function of 
a single one, the asymmetry parameter of the Henyey-Greenstein phase function. The number 
of parameters to extract is reduced, and an approximation of the shape of the scattering lobe 
is obtained. Moreover, we have proposed an approximated procedure to calculate more 
precisely the bi-hemispherical reflectance coefficient of the diffuse flux accounting for 
anisotropy. Using this model, a numerical procedure of optimisation has been implemented 
to extract a the absorption coefficient (m-1), related to the imaginary part of the optical index 

, s the scattering coefficient (m-1), g the asymmetry factor and n the refractive index from 
the measurement of the total transmittance Tt, the diffuse transmittance Tcd, the total 
reflectance Rt and the diffuse reflectance Rcd. This procedure, for accuracy, combines 
experiments performed on two samples of different thickness. The results obtained with this 
innovative approach have been compared with other neglecting diffusion or assuming 
scattering isotropic, both on specular and diffusing encapsulants : it turns out that the 
improved 4 flux models is the best approach to reproduce accurately experimental data and 
obtained reasonable values of the optical index. 

Moreover, our analysis has shown that the fluxes have to be anisotropic: the diffusion 
is mainly forward, the total flux remains globally very specular.  

The proposed 4-flux model allows the accurate calculation of the absorption and 
backscattering that will take place in a module encapsulant, and the associated losses on 
photo generated current weighted by the EQE and the AM1.5 spectrum. This investigation 
concludes to the existence of a new source of loss when encapsulating cells with diffusing 
polymer, not due to absorption or refraction, but due to backscattering. To the best of our 
knowledge, such backscatter loss has never been mentioned in CTM analyses until now. As an 
example, results on two 600 µm thick TPO encapsulants (one high UV cut-off and the other 
low UV cut-off) show a backscatter loss of 0.75 % on average, and a loss on the 𝐼𝑠𝑐  by 
absorption of 1.67 % for the low cut-off against 3.81 % for the high cut-off, a difference of 
more than 2 %. 

Characterized TPOs are therefore much more absorbent than EVA, and in addition 
generate backscattering. Future studies should focus on the characterization of different types 
of encapsulant (EVA, POE, Ionomer, etc.) to characterize the diffusive behaviour, the impact 
on the extraction of optical constants and therefore on the performance of the module of 
these materials. It would also be interesting to analyse the behaviour of the extraction model 
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using samples of very different thicknesses. For each material used, add a sample of very low 
thickness (a few tens of microns), and a sample of much greater thickness (several 
millimetres). A low thickness would make it possible to increase the precision of the extraction 
for wavelengths where the absorption is great. A significant thickness would make it possible 
to gain in precision on the extraction of the scattering coefficients. 

 

Conclusion du Chapitre IV 

Certains des nouveaux encapsulants utilisés dans les modules PV sont beaucoup plus 
diffusants en volume que les EVA historiques, comme les familles TPO et POE. La 
caractérisation des constantes optiques de ces matériaux est importante pour la simulation, le 
prototypage numérique et l'analyse des pertes des modules PV. Cependant, jusqu'à présent, 
les effets de diffusion en volume de la lumière n'étaient pas inclus dans la simulation des pertes 
de performance des modules.  

Notre étude montre que pour reproduire correctement les mesures de réflectances et de 
transmittances - collimatées et diffuses - un modèle 4-flux est nécessaire, 4-flux signifiant que 
deux flux collimatés et deux flux diffus se propageant dans des directions opposées sont 
considérés. Dans ce but, nous utilisons le modèle historique de Maheu et al., 1984, complété 
par la tabulation de Rozé et al., 2001. Ce travail ultérieur permet de s'affranchir de l'ajustement 
du paramètre de croisement moyen et du ratio de diffusion vers l’avant, les deux paramètres 
étant exprimés en fonction d'un seul, le paramètre d'asymétrie de la fonction de phase de 
Henyey-Greenstein. Le nombre de paramètres à extraire est réduit, et une approximation de 
la forme du lobe de diffusion est obtenue. De plus, nous avons proposé une procédure 
approchée pour calculer plus précisément le coefficient de réflectance bi-hémisphérique du flux 
diffus en tenant compte de l'anisotropie. En utilisant ce modèle, une procédure numérique 
d'optimisation a été mise en œuvre pour extraire a le coefficient d'absorption (m-1), lié à la 
partie imaginaire de l'indice optique, s le coefficient de diffusion (m-1), g le facteur d'asymétrie 
et n l'indice de réfraction à partir de la mesure de la transmittance totale Tt, de la transmittance 
diffuse Tcd, de la réflectance totale Rt et de la réflectance diffuse Rcd. Cette procédure, pour plus 
de précision, combine des expériences réalisées sur deux échantillons d'épaisseur différente. 
Les résultats obtenus avec cette approche innovante ont été comparés avec d'autres 
approches négligeant la diffusion ou supposant la diffusion isotrope, à la fois sur des 
encapsulants spéculaires et diffusants : il s'avère que le modèle amélioré à 4-flux est la 
meilleure approche pour reproduire avec précision les données expérimentales et obtenir des 
valeurs raisonnables de l'indice optique. 

De plus, notre analyse a montré que les flux doivent être anisotropes : la diffusion se fait 
principalement vers l'avant, le flux total reste globalement très spéculaire.  

Le modèle à 4-flux proposé permet de calculer précisément l'absorption et la 
rétrodiffusion qui auront lieu dans l'encapsulant d'un module, et les pertes associées sur le 
courant photo-généré pondéré par l'EQE et le spectre AM1.5. Cette étude conclut à l'existence 
d'un nouveau poste de perte lors de l'encapsulation de cellules avec un polymère diffusant, 
non pas due à l'absorption ou à la réfraction, mais à la rétrodiffusion. À notre connaissance, 
cette perte par rétrodiffusion n'a jamais été mentionnée dans les analyses CTM jusqu'à 
présent. A titre d'exemple, les résultats sur deux encapsulants TPO de 600 µm d'épaisseur (l'un 
à haut seuil de coupure UV et l'autre à bas seuil de coupure UV) montrent une perte par 
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rétrodiffusion de 0,75 % en moyenne, et une perte sur l'Isc par absorption de 1,67 % pour le bas 
seuil de coupure UV contre 3,81 % pour le haut seuil de coupure UV, soit une différence de plus 
de 2 %. 

Les TPOs caractérisés sont donc beaucoup plus absorbants que l'EVA, et génèrent en plus 
de la rétrodiffusion. Les études futures devraient se concentrer sur la caractérisation de 
différents types d'encapsulant (EVA, POE, Ionomer, etc.) afin de caractériser le comportement 
diffusif, l'impact sur l'extraction des constantes optiques et donc sur les performances du 
module de ces matériaux. Il serait également intéressant d'analyser le comportement du 
modèle d'extraction en utilisant des échantillons d'épaisseurs très différentes. Pour chaque 
matériau utilisé, ajouter un échantillon de très faible épaisseur (quelques dizaines de microns), 
et un échantillon d'épaisseur beaucoup plus importante (plusieurs millimètres). Une faible 
épaisseur permettrait d'augmenter la précision de l'extraction pour les longueurs d'onde où 
l'absorption est importante. Une épaisseur importante permettrait de gagner en précision sur 
l'extraction des coefficients de diffusion. 
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General Conclusion 

The role of photovoltaic energy in the context of global warming. 

We are responsible for a major crisis of life on Earth: IPBES reports show a collapse in 
species diversity and numbers of individuals. This crisis is mainly linked to our unstable way of 
occupying and transforming space: we have already exceeded 3 of the 11 planetary limits 
identified by Steffen et al. [7]. We are currently following a systemic trajectory close to the 
collapse scenarios modelled by the "Limits to Growth" report [8]. The exponential 
development of our societies has been made possible by the use of more and more primary 
energy, both in quantity and quality: primary energy production has been multiplied by more 
than 30 since 1800, with each new energy source being added to the previous ones. In 
particular, the use of fossil fuels (coal, gas, and oil), with a high energy return rate, has enabled 
us to ensure high societal functions for a large number of people (arts, health, education...). 
But they are high emitters of greenhouse gases and therefore have a significant impact on 
climate change. The social, economic and biological destabilization that it carries with it if we 
follow the current trajectory towards +3.5°C thus pushes us to decarbonize our energy 
production [9]. Electricity consumption is a significant part of the world's energy consumption: 
about 20% in 2020. This share, coupled with the increasing electrification of new uses, also 
pushes the use of decarbonized energy - hydro, wind, nuclear and photovoltaic - for electricity. 
The International Energy Agency predicts that photovoltaic energy will increase from around 
700 GW to 3200 GW of global installed capacity between 2020 and 2040 [19]. This growth, 
past and future, is closely linked to the falling costs of this technology: the price of modules 
has been divided by 25 in the last 20 years [20]. The total cost of a PV installation (LCOE) has 
been divided by 4 in 10 years, reaching $69/MWh in 2019 [21]. This cost reduction is due to 
the huge economies of scale, but also to the increased performance of the devices at constant 
cost. 

 

The need for computer experiments in the optimisation of module performances. 

The analysis of electrical power losses within a photovoltaic system is therefore essential 
to enable its improvement. Photovoltaic cells, today mainly made of semiconductor silicon, 
are a basic component of the system. They convert light energy into electrical energy, but they 
are fragile. To protect them mechanically and chemically, and thus guarantee their durability, 
they have to be integrated into modules: the cells are electrically interconnected to obtain the 
desired current and voltage, and then encapsulated in polymers and/or glass to isolate them 
from the environment. These interconnection and encapsulation steps generate power losses: 
part of the incident irradiance can be reflected, absorbed, or transmitted by these layers and 
therefore does not participate in the photo-generation of current. Similarly, the electrical 
interconnections of the cells generate resistive losses by Joule effect.  

Experiments, combined with computer experiments, are necessary to understand the 
influence of each component on the global performance of a module, and therefore constitute 
the basis for the development of more efficient architectures.  
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This is why numerical models, tools or software for PV module performance are widely 
used: they are complementary to experience and allow to accelerate studies by limiting the 
number of physical experiments to be performed, while improving the understanding of the 
phenomena involved. 

These module performance simulation softwares are numerous (Part II.B). Some of 
these model optics, other model semiconductor physics or the electrical circuit that 
constitutes a module, few of them model combinations of these categories.  

Optical modelling can be done by a combination of ray tracing and wave optic methods 
(Tracey, LAOSS, Daidalos, Sunsolve...): such tools are precise but expensive in computing time. 
Other models use the transfer matrix methods to assess the coupling of flat layers (OPTOS): 
fast in computation time, they require more rigorous numerical methods (RCWA, FDTD...) or 
complex experimental methods (BRDF) to calibrate the transfer matrices of complex 
interfaces. Finally, some optical models are analytical (SmartCalc, Hanifi et al., …): they are 
even faster, but may omit some couplings between the elements of the module.  

To compute the electrical performance (I-V curves) of the module from the optics, some 
models use a finite element approach and solve semiconductor equations (Sentaurus, Atlas, 
Quokka 3, LAOSS, PC3D, AFORS-HET...). In 1D or 3D, they offer a detailed understanding of the 
physics of the cell. Other tools use an equivalent circuit approach to describe the cell 
electrically (Sunsolve, Rodriguez et al., Griddler & Module). The most commonly used 
approach is a one-dimensional two-diode model: a current generator, two diodes to model 
recombinations in the cell, a shunt resistance and a lumped series resistance. 

 

CTMOD: an innovative and efficient module performance modelling tool for silicon 
heterojunction modules. 

The model CTMod developed during this thesis (Part II.A) uses essentially analytical 
approaches to model optical and electrical issues in module, with a particular emphasis on 
silicon heterojunction modules. 

The analytical optical model at normal incidence is inspired by the approach of 
SmartCalc and Hanifi et al.: it takes into account the reflection on the front of the module, the 
absorption in the glass, in the encapsulant and in the foil (if present), the effective shading of 
the metallization and the interconnection ribbons, the reflection and the optical transmission 
of the cell as well as the gain of photo-current by the reflective inter-cell spaces.  

CTMod adopts a two diodes equivalent circuit in one dimension to calculate the curve 
and IV parameters from the optics of the module, similarly to Sunsolve. The resistive losses in 
the module are treated analytically, mainly as in Geipel et al. and Guo et al. It is used to deal 
with the case of a glass / backsheet or glass / glass module. The interconnection between cells 
can be based on ribbons or of the “shingle” type. The calculation of the absolute power losses 
is based on the classification proposed by Hanifi et al.: it allows the comparison of module 
architecture by the term-to-term difference of the power losses. It also makes possible to 
analyse the effects of combined changes in metallization and cell interconnections, as carried 
out by Rodriguez et al.  



 

185 
 

The main technology developed at INES - silicon heterojunction modules - makes it 
necessary to adapt these previous approaches. Because of the parallel transport of the current 
between the ITO and the bulk of silicon on the front face of the cell, a change of metallization 
design forces to consider all the series resistance components of the cell. This point is 
therefore included in the model, thanks to the work of Basset et al. (who completed his thesis 
at INES). 

Application of CTMOD to investigate the performance of modules based on cut cells. 

In the quest for performance gains, the inclusion of cut cells has been widely studied, 
and adopted industrially. Limiting the current flowing in the cell interconnections makes it 
possible to limit resistive losses: the more the number of cuts N increases, the higher the CTM 
FF and the more powerful the module. The resistive losses follow a law in 1 / N², as envisaged 
by the literature. However, the more the number of cuts increases, the more the inter-cell 
spaces occupy a significant proportion of the total surface of the module, and thus limit the 
yield. These two effects generate an optimum for a single cutting step (half-cell architecture) 
for a module made up of M2 cells with 18 wires of 250 μm diameters and a standard inter-cell 
space of 2 or 3 mm. For this architecture, the FF gain has been found close to 1.6% when going 
from full-cell to half-cell, consistent with literature. 

However the process of cutting the cells also generates losses. The creation of new non-
passivated edges causes recombinations, to which high efficiency HJT cells are more sensitive. 
Since the integration of cut cells aims at reducing the resistive losses in module, it seemed 
relevant to us to include also the effect of the cutting in the loss analysis, which is not explicitly 
done by the current CTM analysis tools. This loss item is generally described by its impact on 
the parameters of a two-diode model, which corresponds perfectly to the description chosen 
in CTMod: integration is thus facilitated. All cell technologies taken together, the additional 
recombination current - J02 edge - has been measured by previous works in the literature 
between 3 and 70 nA/cm, with a theoretical maximum value of 20 nA/cm. This large dispersion 
of experimental values makes it impossible to integrate simply these values taken from 
litterature in CTMod. Moreover, to our knowledge, no experimental study has treated the 
case of HJT cells yet. 

Thus, twenty HJT cells with an average efficiency of 21.8% were measured before and 
after cutting by a pulsed infrared laser (1064 nm, 10 ns pulse) commercialized by Rofin. We 
obtained a J02 edge value of 7.63 nA/cm, and a photo-generated current loss Jph of 0.02 %/cm. 
These values allow us to faithfully reproduce the decrease of 0.5 % on the Isc, 0.22 % on the 
Voc, 0.65 % on the FF and 1.37 % on the efficiency. Two fitting procedures were tested. The 
first one consists in leaving all the parameters of the 2-diodes model variable before and after 
cutting. This method has the major disadvantage of producing lower J01 and rs values after 
cutting, which is difficult to interpret physically. We therefore preferred a second method: the 
parameters Jph, J01, J02 and rs are free before cutting. After cutting, J01 and rs are fixed and only 
Jph and J02 can vary. These values were therefore integrated into the overall module 
performance model to predict the IV parameters of a record module. The cells of this record 
module were measured before and after cutting. The losses of J02 and Jph edge made it possible 
to correctly predict the performance of the cells after cutting, even though these cells have a 
better efficiency than those used for the initial characterization (23.43 % vs 21.8 %). On the 
other hand, this did not make it possible to correctly predict the performance of the complete 
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module due the presence of an additional J02 of 2 nA / cm, whose origin is unknown. Further 
studies would be welcome to understand it. 

 

Application of CTMOD to investigate the performance of diffusing encapsulants. 

Another improvement in module performance prediction models has been made for 
encapsulants. Some of the new encapsulants used in PV modules – and particularly HJT 
module – are much more diffusive in volume than the historical EVAs, such as the TPO and 
POE families. However, until now, volume light scattering effects were not included in the 
simulation of module performance losses.  

Our study shows that in order to correctly reproduce the measurements of reflectances 
and transmissions - both collimated and diffuse - a 4-flux model with anisotropic scattering is 
required. To this aim, we use the historical model of Maheu et al., 1984, completed by the 
tabulation of Rozé et al., 2001. We have proposed an approximated procedure to calculate 
more precisely the bi-hemispherical reflectance coefficient of the diffuse flux accounting for 
anisotropy. Using this model, a numerical procedure of optimisation has been implemented 
to extract a the absorption coefficient (m-1), related to the imaginary part of the optical index 

, s the scattering coefficient (m-1), g the asymmetry factor and n the refractive index from 
the measurement of the total transmittance Tt, the diffuse transmittance Tcd, the total 
reflectance Rt and the diffuse reflectance Rcd. This procedure, for accuracy, combines 
experiments performed on two samples of different thicknesses. The results obtained with 
this innovative approach have been compared with other neglecting diffusion or assuming 
scattering isotropic, both on specular and diffusing encapsulants: it turns out that the 
improved 4-flux model is the best approach to reproduce accurately experimental data and 
obtain reasonable values of the optical index. 

Moreover, our analysis has shown that the fluxes have to be anisotropic: the diffusion 
is mainly forward, the total flux remains globally very specular. The proposed 4-flux model 
allows the accurate calculation of the absorption and backscattering that will take place in a 
module encapsulant. This investigation concludes to the existence of a new source of loss 
when encapsulating cells with diffusing polymer, not due to absorption or refraction, but due 
to backscattering. To the best of our knowledge, such backscatter loss has never been 
mentioned in CTM analyses until now.  

As an example, results on two 600 µm thick TPO encapsulants (one high UV cut-off and 
the other low UV cut-off) show a backscatter loss of 0.75 % on average, and a loss on the 𝐼𝑠𝑐 
by absorption of 1.67 % for the low cut-off against 3.81 % for the high cut-off, a difference of 
more than 2 %. Characterized TPOs are therefore much more absorbent than EVA, and in 
addition generate backscattering. Future studies should focus on the characterization of 
different types of encapsulant (EVA, POE, Ionomer, etc.) to characterize the diffusive 
behaviour, the impact on the extraction of optical constants and therefore on the 
performance of the module of these materials.  

It would also be interesting to analyse the behaviour of the extraction model using 
samples of very different thicknesses. For each material used, add a sample of very low 
thickness (a few tens of microns), and a sample of much greater thickness (several 
millimeters). A low thickness would make it possible to increase the precision of the extraction 
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for wavelengths where the absorption is great. A significant thickness would make it possible 
to gain in precision on the extraction of the scattering coefficients. 

 

Perspectives of improvement of the CTMOD models 

Several points for improvement are still to be considered. The model could obviously be 
improved on its optical part. The main flaw is to take into account multiple interactions 
afterwards, via corrective factors.  

A simple corrective factor should account for the part of the light reflected by the cell 
encapsulating interface, which is re-reflected at the glass-to-air interface and can therefore 
participate to the photo-generation.  

We believe that this improvement would avoid the 0.8% difference found comparing 
Sunsolve and CTMod. Then, a major limitation of the model is that it is only valid at normal 
incidence. To consider a prediction of the performance at any angle, a ray tracing or transfer 
matrix method seems to be necessary.  

One of the advantages of analytical models like CTMod is its speed of execution. It allows 
for example to calculate in a few tens of minutes hundreds of thousands of different module 
configurations. It also allows sensitivity analysis to input parameters, and therefore also to 
analyse the propagation of uncertainties on these input parameters. Such analysis require a 
much longer time with ray tracing models. A matrix approach, such as OPTOS, could therefore 
offer a good trade-off between accuracy and speed, if it is improved to account for the optical 
impact of the metallization and interconnection of the cells. 

The model was mainly used under standard irradiance and temperature conditions 
(STC): normal incidence, AM1.5g spectrum, and 25°C for the module and cells. The 
consideration of temperature has been mentioned in CTMod: it is based on the temperature 
coefficients of the cell. It could be considered to develop a model of equivalent thermal 
resistance to quickly address the issue of temperature distribution in the module placed in 
any environment. Including the electrical effects of junction boxes and bypass diodes could be 
another desirable improvement.  

We have therefore precisely characterized two new loss items for the HJT modules. 
However, the comparison of the final model results (parameters or curve IV) with 
experimental values on a solar simulator is still incomplete, as shown by the attempt to model 
the record 120 half-cell module. Future work should certainly focus on a thorough 
characterization of the uncertainties on the model input parameters, in order to obtain the 
influence of these uncertainties on the CTMod IV results. Comparison of these numerical 
values with the IV results of solar simulators, obviously associated with their experimental 
uncertainties, is now essential. In this sense, preliminary studies were launched in 2020, but 
aborted due to the pandemic crisis. It will be highly desirable to continue them. 

 

 

 

 



 

188 
 

Conclusion Générale 
 

Le rôle de l'énergie photovoltaïque dans le contexte du réchauffement climatique. 

Nous sommes responsables d'une crise majeure de la vie sur Terre : les rapports de 
l'IPBES montrent un effondrement de la diversité des espèces et du nombre d'individus. Cette 
crise est principalement liée à notre mode instable d'occupation et de transformation de 
l'espace : nous avons déjà dépassé 3 des 11 limites planétaires identifiées par Steffen et al. [7]. 
Nous suivons actuellement une trajectoire systémique proche des scénarios d'effondrement 
modélisés par le rapport " Limits to Growth " [8]. Le développement exponentiel de nos sociétés 
a été rendu possible par l'utilisation de toujours plus d'énergie primaire, tant en quantité qu'en 
qualité : la production d'énergie primaire a été multipliée par plus de 30 depuis 1800, chaque 
nouvelle source d'énergie s'ajoutant aux précédentes. En particulier, l'utilisation des énergies 
fossiles (charbon, gaz et pétrole), à fort taux de rendement énergétique, a permis d'assurer des 
fonctions sociétales élevées pour un grand nombre de personnes (arts, santé, éducation...). 
Mais elles sont fortement émettrices de gaz à effet de serre et ont donc un impact important 
sur le changement climatique. La déstabilisation sociale, économique et biologique qu'il 
entraîne si nous suivons la trajectoire actuelle vers +3,5°C nous pousse donc à décarboner notre 
production énergétique [9]. La consommation d'électricité représente une part importante de 
la consommation énergétique mondiale : environ 20% en 2020. Cette part, couplée à 
l'électrification croissante des nouveaux usages, pousse également à l'utilisation des énergies 
décarbonées - hydraulique, éolienne, nucléaire et photovoltaïque - pour l'électricité. L'Agence 
internationale de l'énergie prévoit que l'énergie photovoltaïque passera d'environ 700 GW à 
3200 GW de capacité installée mondiale entre 2020 et 2040 [19]. Cette croissance, passée et 
future, est étroitement liée à la baisse des coûts de cette technologie : le prix des modules a 
été divisé par 25 au cours des 20 dernières années [20]. Le coût total d'une installation 
photovoltaïque (LCOE) a été divisé par 4 en 10 ans, pour atteindre 69 $/MWh en 2019 [21]. 
Cette réduction des coûts est due aux énormes économies d'échelle, mais aussi à 
l'augmentation des performances des dispositifs à coût constant. 

 

La nécessité d'expériences informatiques pour l'optimisation des performances des 
modules. 

L'analyse des pertes de puissance électrique dans un système photovoltaïque est donc 
essentielle pour permettre son amélioration. Les cellules photovoltaïques, aujourd'hui 
principalement constituées de silicium semi-conducteur, sont un composant de base du 
système. Elles transforment l'énergie lumineuse en énergie électrique, mais elles sont fragiles. 
Pour les protéger mécaniquement et chimiquement, et ainsi garantir leur pérennité, elles 
doivent être intégrées dans des modules : les cellules sont interconnectées électriquement pour 
obtenir le courant et la tension souhaités, puis encapsulées dans des polymères et/ou du verre 
pour les isoler de l'environnement. Ces étapes d'interconnexion et d'encapsulation génèrent 
des pertes de puissance : une partie du rayonnement incident peut être réfléchie, absorbée ou 
transmise par ces couches et ne participe donc pas à la photo-génération de courant. De 
même, les interconnexions électriques des cellules génèrent des pertes résistives par effet 
Joule.  
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Des expériences physiques, combinées à des expériences informatiques, sont nécessaires 
pour comprendre l'influence de chaque composant sur la performance globale d'un module, et 
constituent donc la base du développement d'architectures plus performantes.  

C'est pourquoi les modèles, outils ou logiciels numériques pour la performance des 
modules PV sont largement utilisés : ils sont complémentaires à l'expérience physique et 
permettent d'accélérer les études en limitant le nombre d'expériences physiques à réaliser, 
tout en améliorant la compréhension des phénomènes en jeu. 

Ces logiciels de simulation de la performance des modules sont nombreux (partie II.B). 
Certains d'entre eux modélisent l'optique, d'autres la physique des semi-conducteurs ou le 
circuit électrique qui constitue un module, peu d'entre eux modélisent des combinaisons de ces 
catégories.  

La modélisation optique peut se faire par une combinaison de méthodes de traçage de 
rayons et d'optique ondulatoire (Tracey, LAOSS, Daidalos, Sunsolve...) : de tels outils sont précis 
mais coûteux en temps de calcul. D'autres modèles utilisent les méthodes de matrice de 
transfert pour évaluer le couplage de couches planes (OPTOS) : rapides en temps de calcul, ils 
nécessitent des méthodes numériques plus rigoureuses (RCWA, FDTD...) ou des méthodes 
expérimentales complexes (BRDF) pour calibrer les matrices de transfert d'interfaces 
complexes. Enfin, certains modèles optiques sont analytiques (SmartCalc, Hanifi et al., ...) : ils 
sont encore plus rapides, mais peuvent omettre certains couplages entre les éléments du 
module.  

Pour calculer les performances électriques (courbes I-V) du module à partir de l'optique, 
certains modèles utilisent une approche par éléments finis et résolvent les équations des semi-
conducteurs (Sentaurus, Atlas, Quokka 3, LAOSS, PC3D, AFORS-HET...). En 1D ou 3D, ils offrent 
une compréhension détaillée de la physique de la cellule. D'autres outils utilisent une approche 
par circuit équivalent pour décrire électriquement la cellule (Sunsolve, Rodriguez et al., Griddler 
& Module). L'approche la plus utilisée est un modèle unidimensionnel à deux diodes : un 
générateur de courant, deux diodes pour modéliser les recombinaisons dans la cellule, une 
résistance shunt et une résistance série globale. 

 

CTMOD : un outil innovant et efficace de modélisation des performances des modules 
à hétérojonction de silicium. 

Le modèle CTMod développé au cours de cette thèse (partie II.A) utilise des approches 
essentiellement analytiques pour modéliser les phénomènes optiques et électriques des 
modules, avec un accent particulier sur les modules à hétérojonction de silicium. 

Le modèle optique analytique à incidence normale est inspiré de l'approche de SmartCalc 
et de Hanifi et al. il prend en compte la réflexion sur la face avant du module, l'absorption dans 
le verre, dans l'encapsulant et dans le foil (si présent), l'ombrage effectif de la métallisation et 
des rubans d'interconnexion, la réflexion et la transmission optique de la cellule ainsi que le 
gain de photo-courant par les espaces inter-cellules réfléchissants.  

CTMod adopte un circuit équivalent à deux diodes en une dimension pour calculer les 
paramètres de la courbe IV à partir de l'optique du module, de manière similaire à Sunsolve. 
Les pertes résistives dans le module sont traitées analytiquement, principalement comme dans 
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Geipel et al. et Guo et al. Il est utilisé pour traiter le cas d'un module verre/backsheet ou 
verre/verre. L'interconnexion entre les cellules peut être basée sur des rubans ou du type 
"shingle". Le calcul des pertes de puissance absolue est basé sur la classification proposée par 
Hanifi et al : il permet de comparer l'architecture des modules par la différence terme à terme 
des pertes de puissance. Elle permet également d'analyser les effets des modifications 
combinées de la métallisation et des interconnexions des cellules, comme l'ont fait Rodriguez 
et al.  

La principale technologie développée à l'INES - les modules à hétérojonction de silicium 
- nécessite d'adapter ces approches précédentes. En raison du transport parallèle du courant 
entre l'ITO et le bulk de silicium sur la face avant de la cellule, un changement de conception 
de la métallisation oblige à considérer toutes les composantes de résistance série de la cellule. 
Ce point est donc inclus dans le modèle, grâce aux travaux de Basset et al. (qui a réalisé sa 
thèse à l'INES). 

Application du modèle CTMOD pour étudier les performances des modules basés sur 
des cellules découpées. 

Dans la recherche de gains de performance, l'inclusion de cellules découpées a été 
largement étudiée, et adoptée industriellement. Limiter le courant circulant dans les 
interconnexions des cellules permet de limiter les pertes résistives : plus le nombre de coupes 
N augmente, plus le CTM FF est élevé et plus le module est performant. Les pertes résistives 
suivent une loi en 1 / N², comme prévu par la littérature. Cependant, plus le nombre de 
découpes augmente, plus les espaces inter-cellules occupent une proportion importante de la 
surface totale du module, et limitent donc le rendement. Ces deux effets génèrent un optimum 
pour une seule étape de coupe (architecture demi-cellule) pour un module composé de cellules 
M2 avec 18 fils de 250 μm de diamètre et un espace inter-cellule standard de 2 ou 3 mm. Pour 
cette architecture, le gain FF a été trouvé proche de 1,6 % en passant de la cellule complète à 
la demi-cellule, ce qui est cohérent avec la littérature. 

Cependant, le processus de découpe des cellules génère également des pertes. La 
création de nouveaux bords non passivés provoque des recombinaisons, auxquelles les cellules 
HJT à haut rendement sont plus sensibles. Puisque l'intégration de cellules découpées vise à 
réduire les pertes résistives dans le module, il nous a semblé pertinent d'inclure également 
l'effet de la découpe dans l'analyse des pertes, ce qui n'est pas explicitement fait par les outils 
d'analyse CTM actuels. Ce poste de perte est généralement décrit par son impact sur les 
paramètres d'un modèle à deux diodes, ce qui correspond parfaitement à la description choisie 
dans CTMod : l'intégration est ainsi facilitée. Toutes technologies de cellules confondues, le 
courant de recombinaison additionnel - J02 d’arête - a été mesuré par des travaux antérieurs 
dans la littérature entre 3 et 70 nA/cm, avec une valeur maximale théorique de 20 nA/cm. 
Cette grande dispersion des valeurs expérimentales rend impossible la simple intégration de 
ces valeurs issues de la littérature dans CTMod. De plus, à notre connaissance, aucune étude 
expérimentale n'a encore traité le cas des cellules HJT. 

Ainsi, vingt cellules HJT d'un rendement moyen de 21,8% ont été mesurées avant et après 
découpe par un laser infrarouge pulsé (1064 nm, impulsion de 10 ns) commercialisé par Rofin. 
Nous avons obtenu une valeur de J02 d’arête de 7,63 nA/cm, et une perte de courant photo-
généré Jph de 0,02 %/cm. Ces valeurs nous permettent de reproduire fidèlement la diminution 
de 0.5 % sur l'Isc, 0.22 % sur le Voc, 0.65 % sur le FF et 1.37 % sur le rendement. Deux procédures 
d'ajustement numérique ont été testées. La première consiste à laisser tous les paramètres du 
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modèle 2-diodes variables avant et après la coupe. Cette méthode présente l'inconvénient 
majeur de produire des valeurs de J01 et rs plus faibles après découpe, ce qui est difficile à 
interpréter physiquement. Nous avons donc préféré une deuxième méthode : les paramètres 
Jph, J01, J02 et rs sont libres avant la coupe. Après la coupe, J01 et rs sont fixes et seuls Jph et J02 
peuvent varier. Ces valeurs ont donc été intégrées dans le modèle de performance globale du 
module pour prédire les paramètres IV d'un module record. Les cellules de ce module 
d'enregistrement ont été mesurées avant et après la coupe. Les pertes de J02 d’arête et Jph ont 
permis de prédire correctement les performances des cellules après découpe, même si ces 
cellules ont un meilleur rendement que celles utilisées pour la caractérisation initiale (23,43 % 
vs 21,8 %). En revanche, cela n'a pas permis de prédire correctement les performances du 
module complet en raison de la présence d'un J02 supplémentaire de 2 nA/cm, dont l'origine 
est inconnue. Des études complémentaires seraient les bienvenues pour la comprendre. 

 

Application du modèle CTMOD pour étudier les performances des encapsulants 
diffusants. 

Certains des nouveaux encapsulants utilisés dans les modules PV sont beaucoup plus 
diffusants en volume que les EVA historiques, comme les familles TPO et POE. La 
caractérisation des constantes optiques de ces matériaux est importante pour la simulation, le 
prototypage numérique et l'analyse des pertes des modules PV. Cependant, jusqu'à présent, 
les effets de diffusion en volume de la lumière n'étaient pas inclus dans la simulation des pertes 
de performance des modules.  

Notre étude montre que pour reproduire correctement les mesures de réflectances et de 
transmittances - collimatées et diffuses - un modèle 4-flux est nécessaire, 4-flux signifiant que 
deux flux collimatés et deux flux diffus se propageant dans des directions opposées sont 
considérés. Dans ce but, nous utilisons le modèle historique de Maheu et al., 1984, complété 
par la tabulation de Rozé et al., 2001. Ce travail ultérieur permet de s'affranchir de l'ajustement 
du paramètre de croisement moyen et du ratio de diffusion vers l’avant, les deux paramètres 
étant exprimés en fonction d'un seul, le paramètre d'asymétrie de la fonction de phase de 
Henyey-Greenstein. Le nombre de paramètres à extraire est réduit, et une approximation de 
la forme du lobe de diffusion est obtenue. De plus, nous avons proposé une procédure 
approchée pour calculer plus précisément le coefficient de réflectance bi-hémisphérique du flux 
diffus en tenant compte de l'anisotropie. En utilisant ce modèle, une procédure numérique 
d'optimisation a été mise en œuvre pour extraire a le coefficient d'absorption (m-1), lié à la 
partie imaginaire de l'indice optique, s le coefficient de diffusion (m-1), g le facteur d'asymétrie 
et n l'indice de réfraction à partir de la mesure de la transmittance totale Tt, de la transmittance 
diffuse Tcd, de la réflectance totale Rt et de la réflectance diffuse Rcd. Cette procédure, pour plus 
de précision, combine des expériences réalisées sur deux échantillons d'épaisseur différente. 
Les résultats obtenus avec cette approche innovante ont été comparés avec d'autres 
approches négligeant la diffusion ou supposant la diffusion isotrope, à la fois sur des 
encapsulants spéculaires et diffusants : il s'avère que le modèle amélioré à 4-flux est la 
meilleure approche pour reproduire avec précision les données expérimentales et obtenir des 
valeurs raisonnables de l'indice optique. 

De plus, notre analyse a montré que les flux doivent être anisotropes : la diffusion se fait 
principalement vers l'avant, le flux total reste globalement très spéculaire.  
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Le modèle à 4-flux proposé permet de calculer précisément l'absorption et la 
rétrodiffusion qui auront lieu dans l'encapsulant d'un module, et les pertes associées sur le 
courant photo-généré pondéré par l'EQE et le spectre AM1.5. Cette étude conclut à l'existence 
d'un nouveau poste de perte lors de l'encapsulation de cellules avec un polymère diffusant, 
non pas due à l'absorption ou à la réfraction, mais à la rétrodiffusion. À notre connaissance, 
cette perte par rétrodiffusion n'a jamais été mentionnée dans les analyses CTM jusqu'à 
présent. A titre d'exemple, les résultats sur deux encapsulants TPO de 600 µm d'épaisseur (l'un 
à haut seuil de coupure UV et l'autre à bas seuil de coupure UV) montrent une perte par 
rétrodiffusion de 0,75 % en moyenne, et une perte sur l'Isc par absorption de 1,67 % pour le bas 
seuil de coupure UV contre 3,81 % pour le haut seuil de coupure UV, soit une différence de plus 
de 2 %. 

Les TPOs caractérisés sont donc beaucoup plus absorbants que l'EVA, et génèrent en plus 
de la rétrodiffusion. Les études futures devraient se concentrer sur la caractérisation de 
différents types d'encapsulant (EVA, POE, Ionomer, etc.) afin de caractériser le comportement 
diffusif, l'impact sur l'extraction des constantes optiques et donc sur les performances du 
module de ces matériaux. Il serait également intéressant d'analyser le comportement du 
modèle d'extraction en utilisant des échantillons d'épaisseurs très différentes. Pour chaque 
matériau utilisé, ajouter un échantillon de très faible épaisseur (quelques dizaines de microns), 
et un échantillon d'épaisseur beaucoup plus importante (plusieurs millimètres). Une faible 
épaisseur permettrait d'augmenter la précision de l'extraction pour les longueurs d'onde où 
l'absorption est importante. Une épaisseur importante permettrait de gagner en précision sur 
l'extraction des coefficients de diffusion. 

 

Perspectives d'amélioration du modèle CTMOD 

Plusieurs points d'amélioration sont encore à considérer. Le modèle pourrait 
évidemment être amélioré sur sa partie optique. Le principal défaut est de prendre en compte 
les interactions multiples a posteriori, via des facteurs correctifs.  

Un simple facteur correctif devrait permettre de prendre en compte la partie de la 
lumière réfléchie par l'interface d'encapsulation des cellules, qui est re-refléchie à l'interface 
verre-air et peut donc participer à la photo-génération.  

Nous pensons que cette amélioration permettrait d'éviter la différence de 0,8% 
constatée en comparant Sunsolve et CTMod. Ensuite, une limitation majeure du modèle est 
qu'il n'est valable que pour une incidence normale. Pour envisager une prédiction de la 
performance à n'importe quel angle, une méthode de lancer de rayon ou de matrice de 
transfert semble nécessaire.  

L'un des avantages des modèles analytiques comme CTMod est sa vitesse d'exécution. Il 
permet par exemple de calculer en quelques dizaines de minutes des centaines de milliers de 
configurations différentes de modules sur un ordinateur de bureau standard. Il permet 
également de réaliser des analyses de sensibilité aux paramètres d'entrée, et donc d'analyser 
la propagation des incertitudes sur ces paramètres d'entrée. De telles analyses nécessitent un 
temps beaucoup plus long avec les modèles de lancer de rayons. Une approche matricielle, 
telle qu'OPTOS, pourrait donc offrir un bon compromis entre précision et rapidité, si elle est 
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améliorée pour tenir compte de l'impact optique de la métallisation et de l'interconnexion des 
cellules. 

Le modèle a été principalement utilisé dans des conditions d'irradiation et de 
température standard (STC) : incidence normale, spectre AM1.5g, et 25°C pour le module et 
les cellules. La prise en compte de la température a été mentionnée dans CTMod : elle est basée 
sur les coefficients de température de la cellule. Il pourrait être envisagé de développer un 
modèle de résistance thermique équivalente pour aborder rapidement la question de la 
distribution de la température dans le module placé dans un environnement quelconque. 
L'inclusion des effets électriques des boîtes de jonction et des diodes de dérivation pourrait être 
une autre amélioration souhaitable.  

Nous avons donc caractérisé avec précision deux nouveaux éléments de perte pour les 
modules HJT. Cependant, la comparaison des résultats finaux du modèle (paramètres ou 
courbe IV) avec les valeurs expérimentales sur un simulateur solaire est encore incomplète, 
comme le montre la tentative de modélisation du module record de 120 demi-cellules. Les 
travaux futurs devraient certainement se concentrer sur une caractérisation approfondie des 
incertitudes sur les paramètres d'entrée du modèle, afin d'obtenir l'influence de ces 
incertitudes sur les résultats IV de CTMod. La comparaison de ces valeurs numériques avec les 
résultats IV des simulateurs solaires, évidemment associés à leurs incertitudes expérimentales, 
est maintenant essentielle. En ce sens, des études préliminaires ont été lancées en 2020, mais 
avortées en raison de la crise pandémique. Il sera hautement souhaitable de les poursuivre. 
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