
HAL Id: tel-03715388
https://theses.hal.science/tel-03715388

Submitted on 6 Jul 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Single-particle modelling of X-ray Absorption and X-ray
Raman Scattering spectra : from the impact of

vibrations on multipole transition channels to the
implementation of L2,3 edges

Steven Delhommaye

To cite this version:
Steven Delhommaye. Single-particle modelling of X-ray Absorption and X-ray Raman Scattering
spectra : from the impact of vibrations on multipole transition channels to the implementation of L2,3
edges. Geochemistry. Sorbonne Université, 2022. English. �NNT : 2022SORUS076�. �tel-03715388�

https://theses.hal.science/tel-03715388
https://hal.archives-ouvertes.fr


SORBONNE UNIVERSITÉ
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Résumé 18

1 General Introduction 1

2 Core-level spectroscopies and Theory 6

2.1 Core-level Spectroscopy to study materials . . . . . . . . . . . . . . . . . . . . 6

2.1.1 X-ray Absorption Spectroscopy and its principles . . . . . . . . . . . . 6

2.1.2 X-ray Raman Scattering and its principles . . . . . . . . . . . . . . . . 10

2.2 Modelling core-level spectroscopies . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.1 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.2 Pseudopotential framework and PAW formalism . . . . . . . . . . . . 22

2.2.3 Recursive Lanczos algorithm . . . . . . . . . . . . . . . . . . . . . . . 28

2.2.4 Case of ultrasoft pseudopotentials . . . . . . . . . . . . . . . . . . . . 30

2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34



3

3 Assessment of thermal vibration effects on multipolar contributions in XAS and

XRS K edges 36

3.1 Theoretical elements and method . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.1.1 Standard spectrum calculation . . . . . . . . . . . . . . . . . . . . . . 37

3.1.1.1 X-ray Absorption Cross section . . . . . . . . . . . . . . . . 37

3.1.1.2 X-ray Raman Scattering dynamic structure factor . . . . . . 39

3.1.2 Modelling the effects of thermal quantum vibrations of the nuclei . . . 40

3.2 XRS at the Al K edge in corundum (α-Al2O3) . . . . . . . . . . . . . . . . . . 43

3.2.1 Experimental set up and details . . . . . . . . . . . . . . . . . . . . . 43

3.2.2 Computational and calculation details . . . . . . . . . . . . . . . . . . 43

3.2.2.1 computational details . . . . . . . . . . . . . . . . . . . . . 43

3.2.2.2 Realignment and averaging . . . . . . . . . . . . . . . . . . 48

3.2.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2.3.1 Comparison between calculation and experiment . . . . . . . 50

3.2.3.2 Results analysis . . . . . . . . . . . . . . . . . . . . . . . . 52

3.3 XAS at the Ti K edge in rutile TiO2 . . . . . . . . . . . . . . . . . . . . . . . 55

3.3.1 Experimental set up and details . . . . . . . . . . . . . . . . . . . . . 55

3.3.2 Computational and calculation details . . . . . . . . . . . . . . . . . . 57

3.3.2.1 Computational details . . . . . . . . . . . . . . . . . . . . . 57

3.3.2.2 Final spectrum and angular dependence signal . . . . . . . . 59

3.3.3 Results for the in-plane mean signal . . . . . . . . . . . . . . . . . . . 60

3.3.3.1 Experiment and calculation comparison . . . . . . . . . . . 62

3.3.3.2 Pre-edge analysis and discussion . . . . . . . . . . . . . . . 64

3.3.4 Angular dependence signal . . . . . . . . . . . . . . . . . . . . . . . . 72

3.3.4.1 Comparison between first calculations and experiment . . . . 72

3.3.4.2 Convergence of the in-plane dichroic signal . . . . . . . . . 73



4

3.3.4.3 Average cross section symmetry properties . . . . . . . . . . 77

3.3.4.4 Recovering the cross section symmetry . . . . . . . . . . . . 82

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4 Implementation of XRS calculation at the L2,3 edge in QUANTUM Espresso 93

4.1 Theoretical details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.1.1 Double differential cross section and dynamic structure factor . . . . . 94

4.1.2 Expansion of the XRS transition operator . . . . . . . . . . . . . . . . 96

4.1.3 Particular case of low angular scattering vector values . . . . . . . . . 97

4.1.4 Differences between the K and L2,3 edges . . . . . . . . . . . . . . . 100

4.1.4.1 Specificities of the L2,3 compared to the K edge . . . . . . 101

4.1.4.2 Consequences for the implementation in the XSpectra module 103

4.2 Implementation details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.2.1 Expression of the pseudo wave function for an L2,3 edge in XRS . . . 106

4.2.2 Technical details of the implementation in XSpectra . . . . . . . . . . 111

4.3 Calculations at the L2,3 edge . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

4.3.1 First Verification tests: Cu L2,3 edge in Cu . . . . . . . . . . . . . . . 115

4.3.2 Calculation at the S L2,3 edge of Li2SO4 . . . . . . . . . . . . . . . . 120

4.3.2.1 Computational details . . . . . . . . . . . . . . . . . . . . . 120

4.3.2.2 Comparison between calculations and experiment . . . . . . 122

4.3.2.3 Decomposition of the calculated spectra . . . . . . . . . . . 125

4.3.2.4 Effects of the different core hole approximations on the cal-

culated spectrum . . . . . . . . . . . . . . . . . . . . . . . . 129

4.3.2.5 Projected density of states calculations . . . . . . . . . . . . 131

4.3.2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

4.3.3 Calculation at the S L2,3 edge of S8 in the α structure . . . . . . . . . 136



5

4.3.3.1 computational details . . . . . . . . . . . . . . . . . . . . . 136

4.3.3.2 Comparison between calculation and experiment . . . . . . . 139

4.3.3.3 Effect of the different core hole approximations on the calcu-

lated spectrum . . . . . . . . . . . . . . . . . . . . . . . . . 143

4.3.3.4 Decomposition of the calculated spectra . . . . . . . . . . . 146

4.3.3.5 Projected density of states calculations . . . . . . . . . . . . 150

4.3.3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

4.3.4 Calculations at the S L2,3 edge of several other sulphur compounds . . 155

4.3.4.1 Computational details . . . . . . . . . . . . . . . . . . . . . 155

4.3.4.2 Comparison of the calculated spectrum . . . . . . . . . . . . 158

4.3.4.3 Decomposition of the calculated spectra . . . . . . . . . . . 163

4.3.4.4 Projected density of states calculations . . . . . . . . . . . . 165

4.3.4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

4.4 Summary and conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

5 General conclusion 174

5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

5.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179



6

List of Tables

3.1 Nature of the electronic transitions at the origin of the Ti K pre-edge structures

in rutile TiO2. Transitions induced by nuclear thermal fluctuations are indicated

in bold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.2 The eight different (ε̂, k) couples employed in the present calculations to extract

the D4h in-plane mean and dichroic components of the TiK edge in rutile TiO2

from calculations performed using the modified QHA model, i.e with no crystal

symmetry. The angle ψ specifies the direction of the wavevector k in the plane

perpendicular to ε̂. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.1 Table presenting the different structure and calculation parameters used for SCF

charge density calculations. Ecutwfc and Ecutrho are the energy cut-offs for

wave functions and charge density, respectively . . . . . . . . . . . . . . . . . 157



7

List of Figures

2.1 Example of the separation of the Sc XAS K edge of scandia (Sc2O3) into the

XANES and EXAFS regions. . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Summary illustration of the XAS and XRS spectroscopies, in the case of a K

edge. In this illustration, ”photon in” refers to the incident X-ray photon used

to excite a 1s core level of the probed atom, and ”photon out” refers to the

scattered electron in the case of XRS. . . . . . . . . . . . . . . . . . . . . . . 12

2.3 Simplified and fictitious XRS experiment to illustrate the relations between kin,

kout and q. 2θ is often referred to as the scattering angle. The scattering vector

q represents the fact that during the scattering process, the incident x-ray photon

transfers a part of its momentum to the sample, quantified as ~k, along the

orientation of q. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.4 All electron (plain lines) and peudised (dotted lines) 3s, 3p and 3d atomic taken

from the pseudopotential describing a sulphur atom. The demarcation between

the regions before and after the cut-off radius is marked by a vertical straight

black line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.1 Convergence of the calculated Al K edge spectrum of α-Al2O3 with an in-

creasing number of configurations. For the spectrum obtained by averaging

50 configurations, the darkest blue color is used. Then progressively lighter

blue shades are used until the spectrum obtained by averaging 40 configuration

spectra. Then, the lightest blue shade is used for all the spectra obtained by

averaging 2 to 39 configurations. . . . . . . . . . . . . . . . . . . . . . . . . 45



8

3.2 Image of the 2×2×2 equilibrium cell at room temperature of Al2O3. The

oxygen atoms are red and the aluminium atoms are purple. An Al atom was

higlighted to show the octahedral coordination with the surrounding O atoms.

The image was obtained using XCrysden (96). . . . . . . . . . . . . . . . . . 46

3.3 Comparison between the equilibrium supercell of α-Al2O3 (top) and the super-

cell representing a configuration used in the QHA model to account for thermal

vibration effects in the XRS K edge spectrum (bottom). The supercells are

shown along the z axis, which is a 3-fold symmetry axis of the corundum struc-

ture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.4 Comparison between the measured XRS spectrum at the Al K edge in corun-

dum Al2O3 (orange dotted line) and the calculated spectrum. Both calcula-

tion taking into account thermal vibration effects (darker orange line) and with

atoms fixed at their equilibrium positions (black line) are shown. Calculations

were performed at 300K and at a scattering vector q value of 10 Å−1. The
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and q = 9.0 Å−1 (red) edge. Middle panel shows the decomposition of the

calculated S L2,3 edge spectrum into the monopole (red) and dipole (blue) con-

tributions. Bottom panel shows the decomposition of the calculated S L2,3 edge

into the individual L2 (blue) and L3 (red) edges. In the middle and bottom pan-
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Abstract

This thesis work focuses on core level spectroscopies, their use to study the electronic and

structural properties of materials and their modelling by Quantum ESPRESSO, based on DFT,

the use of pseudopotentials and periodic boundary conditions. Indeed, combination of theory

(calculations) and experiment is very important to analyse the spectrum measured using those

techniques, given the rich amount of information they contain. The two core level spectro-

scopies used in this work are the well established X-ray Absorption Spectroscopy (XAS) and

X-ray Raman Scattering (XRS), which has been rising in popularity, and can be used as an alter-

native to XAS for measurement on light elements, or under harsh experimental conditions (high

pressure, high temperature). The first objective of this thesis was the assessment of the effect of

thermal vibrations of the nuclei on the multipole contributions to XAS and XRS spectra. To that

end, comparison was made between experimental data obtained via collaborations and calcula-

tions for two well known materials, α-Al2O3 and rutile TiO2. The method used to account for

thermal vibrations effects, referred to as the QHA model, consists in calculating the spectrum as

the average of spectra calculated for out of equilibrium configurations of the material. Though

this method was previously used to study XAS spectrum of light oxides, it was never used to

study the effect of thermal vibrations on the secondary contributions in XAS and XRS. In the

case of TiO2, a flaw of the QHA model was brought to light when trying to reproduce subtle

angular dependence signals, and corrected by a method based on group theory. The second

objective was to implement calculation of XRS L2,3 edges in the XSpectra module of Quantum

ESPRESSO. Implementation was inspired by previous implementations of XAS L2,3 edges and

XRS K edges calculations in XSpectra. The monopole and dipole contributions, up to the 1st

order of the expansion of the XRS transition operator, are implemented. Implementation was

tested on a Cu test case, as well as by comparison between calculation and measured data on
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various sulphur compounds. Good agreement with data could be produced, but was found very

sensitive to the presence or absence of a core hole on the excited atom. The origin of the varia-

tions of L2,3 edges spectra of the sulphur compounds, as well as the sensitivity to the different

core hole approximations available to XSpectra, were studied.
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Résumé

Tout le travail présenté dans cette thèse est ici résumé en français, le reste du manuscrit étant

rédigé en anglais. Bien entendu, il ne s’agit que d’un résumé qui souligne la trame générale du

manuscrit. Plus de détails, ainsi que les références, se trouvent dans le reste du manuscrit.

Ce travail de thèse porte sur les spectroscopies de niveau de cœur, leur utilisation pour

sonder les propriétés structurales et électroniques de la matière ainsi que leur modélisation,

en particulier par la suite de code open source Quantum ESPRESSO et du module XSpectra.

Quantum ESPRESSO est une suite de code open source, basée sur la théorie de la fonctionnelle

de la densité (ou Density Functional Theory, DFT, en aglais), l’utilisation de peudopotentiels,

et des conditions aux bords périodiques. XSpectra est le module de Quantum ESPRESSO

qui permet le calcul des spectres XAS et XRS. Les deux spectroscopies sur lesquelles se con-

centre ce travail, en particulier, sont l’absorption des rayons x (ou X-ray Absorption Spec-

troscopy, XAS, en anglais) et la spectroscopie Raman des rayons X, aussi connue sous le nom

de diffusion inélastique des rayons x (X-ray Raman Scattering, XRS, an anglais). L’absorption

des rayons X est déjà établie comme une technique de référence pour étudier les propriétés

électroniques et structurales de la matière, permettant par exemple de remonter à des informa-

tions telles que la coordinence d’éléments spécifiques, leur état d’oxydation, ou encore dans le

cas du seuil K d’éléments de transition 3d d’obtenir des informations sur les états 3d vides,

en analysant la zone du préseuil du spectre. La spectroscopie Raman des rayons x, quant à

elle, se présente comme une alternative de plus en plus populaire à l’absorption des rayons x,

par exemple pour l’étude d’éléments légers ou de mesure en température et préssion élevées,

le fait d’utiliser des rayons x durs (très énergétiques, environ 10 keV) la rendant plus pratique
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dans ces cas. La grande quantité d’informations contenues dans ces spectres (par exemple, les

différentes contributions multipolaires, toutes mélangées dans le spectre experimental) rend la

modélisation de ces spectres par la théorie désirable pour pouvoir les interpréter faiblement.

Outre le cadre théorique dans lequel se situe cette thèse, et développé en grandes partie dans le

premier chapitre, puis quand cela est nécessaire, ce manuscrit présente les deux objectifs prin-

cipaux de ce travail de thèse.

Le premier objectif, présenté dans le chapitre 3, consiste en l’étude de l’impact des fluc-

tuations quantiques des noyaux sur les composantes multipolaires des spectres de seuils K

en XAS et en XRS. Ces contributions sont les contributions monopolaire, dipolaire et quan-

dripolaire, mais la contribution monopolaire est formellement interdite en XAS. Elles ont pour

origine, respectivement, des transitions électroniques de l’électron de cœur (1s pour un seuil

K) vers les états vides s, p et d. Pour les seuils K, la contribution majoritaire aux spectres

XAS et XRS est la contribution dipolaire. Cette étude se base sur la comparaison entre données

expérimentales, acquises par diverses collaborations, et spectres calculés au seuil K de deux

composés de référence bien connus.

Dans le cas de l’étude de l’étude des vibrations sur les seuils K en XRS, le seuil K de Al

dans le corindon α-Al2O3 est étudié. La mesure de ce seuil a été effectué en XRS sur la ligne

ID20 de l’ESRF (European Synchrotron Radiation Facility), à température ambiante, sur un

échantillon de poudre, et pour une valeur de la norme q du vecteur de diffusion q élevé. Cela

permet à la contribution monopolaire de gagner en intensité et ainsi de participer de manière

visible au seuil, ce qui n’est pas le cas pour les petites valeurs de q. Ainsi, l’étude de ce cas

permet d’apporter des conclusions quant à l’effet des vibrations thermiques des noyaux sur les

spectres XRS, et en particulier sur les composantes monopolaires et dipolaires.

Pour l’étude portant sur l’effet des vibrations quantiques des noyaux sur les seuils K en

XAS, le seuilK de Ti dans la phase rutile de TiO2 est étudié. Les mesures expérimentales de ce

seuil ont étés fournies par S. Collins, et mesurées sur la ligne I16 de la Diamond Light Source,

aux Royaume-Uni. La mesure a été réalisée sur un cristal synthétique, et suivant un protocole

expérimental particulier, pour des températures allant de 6 à 698 K. Ce dernier a permis de

mesurer à la fois la dépendance en température de la du préseuil et du seuil de Ti, mais aussi
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celle d’un signal plus subtil, lié à la dépendance angulaire de la région du spectre signature

des états 3d vides de Ti. En effet, la zone du pré-seuil de seuils K d’éléments de transition 3d

étant une zone où les états 3d vides créent des signatures spectrales, l’étude de ce cas pourra

fournir de précieuses informations sur l’impact des vibrations thermiques des noyaux sur les

composantes dipolaire et quadripolaire du seuil K de Ti dans la phase rutile de TiO2.

La méthode utilisée pour prendre en compte les effets de vibrations thermiques des noyaux,

à température donnée, sur les spectres aux seuils K en XAS et en XRS a été développé par R.

Nemausat lors de son travail de thèse. Elle a notamment fait l’objet de deux articles portant

sur l’étude des vibrations thermiques des noyaux sur la Résonnance Magnétique Nucléaire et le

XAS, par exemple au sein d’oxides d’éléments légers (Mg, Al, ...). Bien que cette techniques (et

d’autres techniques ayant le même but, développées précédemment) ait été utilisé pour sonder

l’effet des vibrations thermiques sur la contribution dipolaire en XAS, cette méthode n’a encore

jamais utilisé pour sonder l’effet de ces vibrations sur la contribution quadripolaire en XAS, ou

en XRS. La méthode, que l’on désigne par méthode QHA, consiste à calculer le spectre comme

la moyenne de spectres calculés pour des configurations hors-équilibre du matériau étudié. Dans

ces différentes configurations, les atomes sont déplacés de leurs positions d’équilibre d’après les

propriétés vibrationnelles du matériau (phonon) ainsi que la statistique quantique à température

donnée.

Cette étude permet de montrer que les vibrations quantiques des noyaux affectent majori-

tairement la contribution dipolaire des spectres de seuil K en XAS et en XRS. Ces effets se

traduisent par deux mécanismes différents sur les spectres calculés. Le premier est un change-

ment d’intensité relative de certaines structures, notamment celle de la montée du seuil, parfois

important avec le changement de température, ou en comparaison avec le spectre calculé pour

la structure avec les noyaux à leur position d’équilibre. Le deuxième effet est l’apparition

d’une contribution quadripolaire à des structures spectrales pourtant signatures des états vide

s ou d. Cela s’explique par une hybridation, activée par la température, des états p vides de

l’atome excité, avec ses états s et d vides. Dans le cas de TiO2, cette hybridation est le fruit

de la brisure de symétrie du site de Ti par le déplacement hors de leur positions d’équilibre des

différents atomes. Par ailleurs, dans le cas de l’étude de la phase rutile de TiO2, la reproduction

du subtil signal lié à la dépendance angulaire des états 3d vides de Ti échoue. Cela est dû à
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l’apparition d’une contribution dipolaire non attendue théoriquement d’après la symétrie de la

phase rutile de TiO2 , et non mesurée non plus, à ce signal. Cela est expliqué par un défaut de

la méthode utilisée, non observé auparavant, et lié à l’utilisation de configuration hors-équilibre

du matériau, pour lesquelles la symétrie d’origine est perdue. Cela empêche dans notre cas,

en tout cas en utilisant un nombre raisonnable de configurations, de reproduire simultanément,

et en bon accord avec l’expérience, la variation en température de ce subtil signal, et le signal

lui-même. Une méthode, justifiée dans le cadre théorique sur lequel est développée la méthode

QHA, et basée sur la théorie des groupes, permet de retrouver la bonne dépendance angulaire

de ce signal sans perdre les résultats précédents.

Le deuxième objectif de cette thèse, présenté dans le chapitre 4, concerne l’implémentation

du calcul de spectres L2,3 en XRS au sein de Quantum ESPRESSO. Ce travail fait suite à une

partie du travail de thèse d’E. de Clermont Gallerande qui a implémenté, dans une version mod-

ifiée du module XSpectra de Quantum ESPRESSO, le calcul de seuils K en XRS. Le calcul

des seuils L2,3 en XAS a par ailleurs déjà été implémenté au sein de Quantum ESPRESSO, et

utilisé pour modéliser avec succès le spectre L2,3 du cuivre dans le cuivre mettalique, par exem-

ple. Il est donc tout à fait intéressant de disposer, au sein de Quantum ESPRESSO et pour l’XRS

aussi, d’un outil théorique permettant de modéliser les seuils L2,3. Après l’implémentation, le

but était notamment d’étudier sa capacité à reproduire des données expérimentales, obtenues en

collaboration avec a la ligne ID20 de l’ESRF. Ces données ont été mesurés sur divers composés

du soufre et pour plusieurs valeurs de q, permettant ainsi la reproduction de spectres L2,3 au

delà de la limite des petites valeurs de q, pour lesquelles le XAS et l’XRS sont équivalents.

Dans un premier temps, des éléments théoriques indispensables à une implémentation cor-

recte du calcul de seuils L2,3 au sein du module XSpectra sont présentés. Cela concerne par

exemple l’expression du facteur de structure dynamique, utilisé pour calculer l’intensité du

spectre, dans notre cadre théorique spécifique à Quantum ESPRESSO. Cela concerne également

l’origine des seuilsL2 etL3 (dont la somme forme le seuilL2,3), qui est la levée de dégénérescen-

ce partielle des états 2p par le couplage spin-orbite. Cette partie permet notamment d’introduire

par la suite des détails sur la manière dont est implémenté le calcul des seuils L2,3 dans XSpec-

tra. Par exemple, il est précisé, après avoir explicité la formulation mathématique de l’expression
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permettant de calculer les seuils L2,3 en XRS, quels termes sont ou ne sont pas (pour l’instant !)

implémentés dans XSpectra. A l’heure actuelle, seules les contributions dipolaire et monopo-

laire, provenant des termes du développement de l’opérateur de transition de l’XRS jusqu’à

l’ordre 1 en qr. Par ailleurs, l’implémentation étant inspiré des implémentations précédentes,

dans XSpectra, des calculs des seuils K en XRS et L2,3 en XRS, les calcul des composantes

monopolaires, ainsi que des contributions provenant du seuilL2 etL3, sont effectués séparément.

Cela veut notamment dire, par exemple, que les cross-terms entre les contributions monooplaires

et dipolaires sont négligés à l’heure actuelle, mais s’annulent de tout manière dans le cas de cal-

culs sur des échantillons de poudre, ce qui est le cas des calculs présentés ici.

Après avoir rappelé certains résultats attendus d’après notre cadre mono-électronique, l’impl-

émentation est d’abord testé sur un cas test proposé par Quantum ESPRESSO pour tester le

calcul de seuil L2,3 en XAS. Ce cas test n’est pas optimisé pour donner des résultats fiables,

étant à la place optimisé pour être rapide, et pouvoir réaliser un calcul simple permettant une

certains prise en main du code. Dans notre cas, ce cas test est un excellent premier test, car en

plus d’être très rapide, il permet de vérifier certaines propriétés attendues des spectres calculés,

comme la relation entre les spectres individuels des seuils L3 et L2, qui doivent être calculés

comme égaux par XSpectra vu le cadre théorique mono-électronique sur lequel est basé Quan-

tum ESPRESSO. Par ailleurs, l’équivalence de la composante dipolaire du spectre XAS avec le

spectre XRS de seuils L2,3 est aussi vérifiée.

Par la suite, des calculs sont réalisés et comparés à des données expérimentales disponibles,

pour plusieurs valeurs de q, pour étudier la capacité du code à reproduire ces données expériment-

ales. Ces données sont la mesure des seuils L2,3 du soufre dans Li2SO4 ainsi que le soufre pur

(structure α). Cela permet notamment d’étudier l’origine de la différence, parfois très marquée,

entre les spectres mesurés pour des basses et hautes valeurs de q, via la décomposition du spectre

calculé dans ses composantes monopolaires et dipolaires. La décomposition du spectre calculé

dans les contributions individuelles des spectres L2 et L3 est aussi évalué, et peut être comparé

dans le cas du soufre à l’interprétation qui est faite dans la littérature des structures à basses

énergies du seuil XAS L2,3 de S comme signatures des seuils L2 et L3. Par ailleurs, des calculs

sont aussi réalisés sur d’autres composés du soufre (orpiment, realgar, arsenopyrite et pyrite)

mais ne sont pas comparés à des données expérimentales. Cela s’explique par un problème
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survenu lors de la préparation des échantillons devant servir à la mesure du seuil L2,3 du soufre

en XRS sur la ligne ID20 de l’ESRF. Cependant, les résultats obtenus sont discutés d’après

les résultats obtenues sur les autres composés, et via comparaison avec des données en XAS

trouvées dans la littérature.

Bien qu’un accord avec l’expérience satisfaisant avec l’expérience soit obtenu pour les com-

posés mesurés sur l’ensemble du spectre, la forme des structures spectrales dans les basses ener-

gies du spectre est très dépendante de la présence, ou non, d’un trou de cœur sur l’atome excité.

La présence ou absence de ce trou de cœur est en effet le facteur qui permet d’obtenir, ou non,

un bon accord avec l’expérience au niveau de cette partie du seuil L2,3. Par exemple, l’accord

entre calcul et expérience est très bon pour le soufre pur en n’incluant pas de trou de cœur sur

l’atome S excité. Par ailleurs, il est parfois difficile de reproduire les variations du spectre avec

la valeur croissante de q en ne considérant qu’une approximation de trou de cœur pour le calcul.

Par exemple, l’accord avec l’expérience au niveau de ces structures spectrales à basses énergies

du seuil est bon dans le cas du seuil L2,3 du soufre dans Li2SO4 pour les petites valeurs de q,

mais se dégrade avec des valeurs de q croissante. Cette sensibilité du spectre basse énergies est

interprété comme provenant de l’effet du trou de cœur sur les états p vides, en particulier.

Enfin, le manuscrit se termine sur une conclusion qui rappelle les résultats obtenus pour ces

différents objectifs, ainsi que sur quelques perspectives sur une courte et moyenne échelles de

temps.
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1 General Introduction

This thesis work focuses on the use of core level spectroscopies to study electronic and struc-

tural properties of materials as well as on the reproduction of data measured using such spec-

troscopies. Core level spectroscopies rely on the excitation of core level electrons to be able

to extract precise information related to the structural environment, or the electronic struc-

ture, related to a specific element in the studied material. The two core level spectroscopies

which will be focused on in this thesis are X-ray Absorption Spectroscopy and X-ray Ra-

man Scattering. Calculations used to model those spectroscopies were performed using the

Quantum ESPRESSO (55; 56; 57) open source suit of codes and more specifically the XSpec-

tra (58; 59; 60) module, used to calculated the different spectra presented in this thesis. Quantum

ESPRESSO based on Density Functional Theory, the use of a plane wave basis set to expand the

wave functions describing the studied system an pseudopotentials, as well as periodic boundary

conditions. This thesis work focused on two main objectives.

The first was to assess the effects of quantum thermal vibrations of the nuclei in the stud-

ied material on the multipole contributions to K edge spectra (i.e relying on the excitation

of a 1s core electron) measured using those spectroscopies. Indeed, temperature-dependent

measurements are widely employed in X-ray Absorption Spectroscopy (XAS) to monitor the

evolution of the local atomic and electronic structure of materials undergoing phase transi-

tions, such as superconductors,(1; 2; 3; 4) colossally magnetoresistive manganites,(5; 6; 7) fer-

roelectrics (8; 9; 10) or thermochromics (11; 12). While XAS still appears as a technique of

reference, X-ray Raman Scattering spectroscopy (XRS) is becoming increasingly popular in

materials and earth sciences for conducting in-situ experiments. This is mostly due to its bulk
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sensitivity, its ability to probe low-energy edges and thus, light elements, and to its high flexi-

bility in terms of sample environments.(16; 17) Indeed, this non-resonant spectroscopy is based

on the inelastic scattering of hard X-rays and therefore permits the use of highly absorbing

experimental cells for pressure (18; 19; 20; 21) and temperature (22; 23; 24) dependent mea-

surements, which are often hindered by the use of soft X-rays in XAS. Temperature appears

therefore as a key parameter in many studies based on core-level spectroscopies. Understand-

ing how atomic thermal fluctuations can influence the shape of XAS or XRS spectra is, con-

sequently, of fundamental importance to interpret these data accurately. To this end, strategies

have been developed to account theoretically for atomic vibrations when modelling the spectra.

Methods that do not require the explicit calculation of phonon modes have been implemented

first, either based on displacing the core-state orbital only while treating final states within the

crude Born-Oppenheimer approximation,(30; 31) displacing the entire absorbing atom around

its equilibrium position (32; 33) or convoluting the spectrum with an approximate phonon spec-

tral function (34; 32). However, heavier numerical approaches based on averaging spectra cal-

culated for series of vibrationally distorted structures generated either from snapshots of molec-

ular dynamics simulations (23; 35; 36) (where the nuclear dynamics is always classic) or from

the phonon quantum dynamics (37; 41; 42) were later preferred and proved to be necessary

for capturing the subtle effects of temperature on the spectral shape. In this context, it would

be interesting to evaluate the impact of atomic quantum thermal fluctuations on the different

transition channels observed at K edges in X-ray Absorption and X-ray Raman spectroscopies.

K pre-edge XAS spectra of 3d transition metal ions are indeed built from a sum of electric

dipole and quadrupole transitions(43). Whereas the former give access to the absorber unoc-

cupied p states and thus, to the 3d states only indirectly through off-site and, possibly, on-site

hybridization, the latter provide a direct channel for probing the absorber 3d final states(45).

Along the same line, under certain scattering conditions where large momenta are transferred

to the specimen, electronic transitions observed in K pre-edge XRS spectra of light elements

can strongly deviate from the standard electric dipole channel (46) to include monopole tran-

sitions and therefore probe selectively final states with s or p character(47; 48). Although the

impact of nuclear quantum fluctuations on electric dipole transitions has been investigated in a

number of studies(31; 32; 41; 42), little is known about their influence on these secondary tran-



3

sition channels. Here, we present an in-depth experimental and theoretical investigation of the

Ti-K pre-edge temperature dependence in rutile TiO2. In particular, we extend the numerical

approach developed in previous works to account for lattice quantum fluctuations (41; 42) to

the calculation of a weak dichroic signal on the basis of group-theoretical arguments. We also

consider the case of the Al-K edge in corundum α-Al2O3 measured in XRS at 300 K and for a

norm of the scattering vector close to 10 Å−1 to assess the effect of temperature on both electric

monopole and dipole transitions with this spectroscopy.

The second main objective of the thesis was the implementation of XRS L2,3 edges (exci-

tation of a 2p core level electron) calculation in the XSpectra module of Quantum ESPRESSO.

Indeed, study at the L2,3 edges of diverse materials is as useful as the study ofK edges to obtain

information on specific elements in the studied materials. Given that the L2,3 edges stem from

the excitation of a 2p electron, the multipole contributions channels to the spectrum give access

to information on different empty states than they do for a K edge. For example, the dipole

contribution to L2,3 edges gives access to information on both empty s and d states, rather than

the p states (for a K edge). Though at low values of the norm q of the scattering vector q

XRS and XAS provide the same information, with increasing values of q the monopole tran-

sition channel, forbidden in XAS, rises in intensity and may substantially change the shape of

the spectrum. Moreover, these edges can still be used to obtain the same kind of information

as the K edge. For example, the XAS L2,3 edges of sulphur in diverse sulphur compounds

have been shown to shift towards higher energies, according to the oxidation state of the sul-

phur atom (80; 79). L2,3 calculation of XAS spectra was already implemented in XSPectra

by Bunau et al. (60), whereas the calculation of K edge XRS spectra was implemented in a

modified XSpectra module by E. de Clermont Gallerande during her thesis work, the imple-

mentation being detailed in a dedicated article (47). Quantum ESPRESSO is a DFT-based suit

of codes and by definition relies on a single-particle theoretical scheme. The L2,3 edges re-

fer to the separate L2 and L3 edges, stemming respectively from the 2p1/2 and 2p3/2 states,

in which the 2p state split due to spin-orbit coupling. Unlike the case of K edges mentioned

earlier, many-electrons effects can occur at L2,3 edges. For instance, it has been well known

for some time that these effects can be dominant in L2,3 edges of 3d transition metals (see for

example ref. (44)). Thus, DFT cannot properly treat the case of the transition metals at the L2,3
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edges (60; 62) because in these cases the single-electron scheme breaks down. Indeed, these

many-electrons effects can couple the core level state and the possible final states involved in

the electronic transition of the core electron, which can strongly change the L2,3 edges from

the expected picture in a single electron framework. An example of this failure is the inability

for DFT-only based approach to reproduce the observed branching ratio (i.e the ratio between

the intensity of the L3 and L2 edges) for early transition metals. Indeed, while single-particle

scheme based calculations lead to the 2:1 branching ratio expected from the multiplicity of the

split 2p states, the observed branching ratio for the Ca L2,3 edges of Ca in pure Ca (fcc) or in

CaF2, and even for the Ti L2,3 edges of rutile and anatase TiO2, is closer to 1:1 (62; 63). In the

cases where pure DFT is not sufficient to accurately describe spectra at the L2,3 edges, other

methods based on many-body schemes can be used. For instance, methods based on solving the

Bethe Salpeter Equation (or BSE based methods for short) have been used to properly repro-

duce XAS spectra at the L2,3 edges of early transition metals (63). BSE based methods were

also used to model the XRS Si and Na L2,3 edges spectra (64) of powder Si and a polycrys-

talline Na sample, respectively, for different values of q, and with good accuracy according to

comparison with experimental data measured on ID16 at the European Synchrotron Radiation

Facility. These specific calculations also allowed to highlight the evolution of the different mul-

tipole contributions to the spectra with an increasing value of q, quite stronger in than what was

observed in general for K edges in ref (47) as well as the first part of this work, and evaluate

its origin in terms of relative multipole contribution weight. Hybrid approaches, making use of

both the many-electrons and single-electron schemes, also exist. For example, such an hybrid

approach in the form of the OCEAN code has been able to properly reproduce the XAS Ti L2,3

edge of SrTiO3 (61). However, many-particle approaches often are limited in the size of the

material cell that can be treated. On the other hand, DFT nevertheless has been used to success-

fully model measured spectra at the L2,3 edges. Indeed, for instance Bunau et al.(60) accurately

reproduced the measured Cu L2,3 edges XAS spectrum of metallic Cu, as well as of other Cu

compounds. All of this, coupled with the already mentioned increasing popularity of the XRS

spectroscopy, justified completing the work of E. de Clermont Gallerande and implement XRS

L2,3 edges calculations in XSpectra. The implementation is first tested on a simple test case on

metallic Cu. The modified XSpectra module is then used to calculate S L2,3 edges spectra of
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various compounds and compared with available experimental data, obtained at different values

of q. The capacity of the modified XSpectra module to accurately reproduce measured XRS

L2,3 edges spectra is thus tested, as well as the evolution of the calculated spectra with the in-

creasing value of q. More over, the effect of the core hole approximations available in DFT on

the calculated spectra are investigated.

The rest of the thesis is structured as follows. In the second chapter (chapter one being

this introduction), theoretical elements regarding the framework on which all calculations are

performed is given, as well as basic theoretical elements regarding the XAS and XRS tech-

niques. This second chapter describes all common elements needed to understand the other

chapters. The following two chapters are dedicated to the two objectives detailed earlier. The

third chapter is dedicated to the assessment of the quantum thermal fluctuations of the nuclei on

the multipole contributions, stemming from different transition channels, available to both XAS

and XRS. The fourth chapter is dedicated to the implementation of XRS L2,3 edges calculation

in XSpectra, as well as the presentation, and analysis, of the obtained results. Finally, the final

chapter concludes this work and offers some perspectives to the work that could follow, in more

or less short time frames, this work.
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2 Core-level spectroscopies and Theory

In this section, we start by describing the two core-level spectroscopies that were studied during

this thesis. X-ray absorption spectroscopie (XAS) and X-ray Raman scattering (XRS), are

briefly presented, introducing the expression of the XAS cross section and the XRS dynamic

structure factor, which the intensity of a XAS or XRS spectrum, respectively, are proportional

to. This thesis focused on the modelling of those spectroscopies, using the open source suite

of code Quantum ESPRESSO.Quantum ESRPRESSO is based on Density Functional Theory

(DFT), and uses a plane wave basis set to expand wave functions. It also relies on the use of

periodic boundary conditions, and pseudopotentials. Calculations are made in two steps. First, a

charge density calculation is performed, which is the foundation of a second calculation, which

evaluates the spectrum intensity as a continued fraction. Given how this brief summary cannot

help to understand precisely how the XAS or XRS spectra are calculated, the second part of

this chapter is dedicated to explaining the theoretical framework used to perform calculations

in more detail, starting from the foundation Quantum ESPRESSO relies on (DFT), up to how

the spectrum intensity is calculated as a continued fraction, in a pseudopotential framework.

2.1 Core-level Spectroscopy to study materials

2.1.1 X-ray Absorption Spectroscopy and its principles

One of the two core-level spectroscopies mainly used during this PhD thesis is the X-ray Ab-

sorption Spectroscopy (XAS). This spectroscopy is first presented from a practical point of
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view. To obtain an x-ray absorption spectrum, the absorption of x-ray photons by a studied

material is measured, as a function of said x-ray photons energy. The absorption coefficient,

dependent on this energy E = ~ω and often noted µ(E), is defined by the Beer-Lambert law

(2.1) I = I0e
−µl.

In eq.2.1, I0 and I are respectively the intensity of the incident x-ray beam and the transmitted

x-ray beam, and l is the thickness of the material sample.

The energy of the x-ray photons, E, is not chosen randomly. For XAS, the spectrum is

measured for energies around the binding energy of a core level of one of the atom species in

the sample. Indeed, XAS involves on the well-known photoelectric effect: an x-ray photon is

absorbed and its energy is transferred to an electron, leading to its promotion to the continuum.

This excitation creates an excited electron and a hole on the core level of the absorbing atom (or

core hole). The excited electron is also called the photoelectron. To be able to excite the core

level electron, the energy of the x-ray thus must be related to the electron’s binding energy. It is

important to note that XAS is consequently an element-selective spectroscopy. Indeed, because

each atom has specific energies for its different core levels, it is possible to chose precisely

which element is probed. All is needed is to tune the x-ray photon energy to the core level

binding energy of a specific element in the material. In the same way, since each core level is

defined by a specific binding energy, it is possible to chose which core level electron is excited

(1s, 2s, 2p, ...). This double selectivity is part of what makes XAS such a powerful tool to study

materials.

When the x-ray photons have the necessary energy to excite a core level electron, there is

a sharp rise of the absorption coefficient, called an absorption edge. The absorption edge is

named according to which core level electron was excited. For example, a K edge corresponds

to the excitation of a 1s electron, and an L2,3 edge to the excitation of a 2p electron. In this

thesis, K edge and L2,3 edge were focused on. When the x-ray photon energy E is higher than

the absorption edge energy, noted E0, the photoelectron is given kinetic energy Ek equal to

Ek = E − E0. The photoelectron can then interact with the excited atom’s neighbours. The

photoelectron’s mean free path is determined by its kinetic energy (13). It is common to separate
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the XAS spectrum in two parts, according to this kinetic energy. Within approximately 30 to

50 eV of the absorption edge energy, as well as just before the absorption edge, is the XANES

(X-ray Absorption Near Edge Structure) region of the spectrum. There, the photoelectron’s

low kinetic energy means a high mean free path, and this region is dominated by multiple

scattering effects. The region just before the absorption edge, called the pre-edge region, can

in some cases be interpreted by considering transitions to empty available states. For example,

the pre-edge region of the K edge of 3d transition metals can be interpreted as features arising

from transitions to empty 3d states (43).While is it hard to get any quantitative information out

of the XANES region, it can be used to obtain qualitative information regarding structural or

electronic properties such as coordination and oxidation states (38; 39; 40) (for example, by

comparing a measured XAS spectrum with reference spectra of well known materials). Indeed,

the absorption edge can greatly vary in shape and energy position according to those properties.

After the XANES region, at higher photo-electron energy, which leads to a smaller mean free

path, the EXAFS (Extended X-ray Absorption Fine Structure) portion of the spectrum can be

found. This portion of the XAS spectrum is dominated by the scattering of the photoelectron by

the close neighbours of the absorbing atom, which causes the well known EXAFS oscillations.

From this EXAFS region, much more quantitative information can be obtained, such as number

of first neighbours and distance to these neighbours. Fig. 2.1 shows an example of the separation

of a K edge spectrum (Sc K edge of scandia, published in (95)) into the XANES and EXAFS

regions.

From a more theoretical point of view, XAS is best understood by first describing the inter-

action of the X-ray electromagnetic wave with the electrons in the material. X-rays are defined

by an electromagnetic field using a scalar and vector potential, respectively φ(r, t) and A(r, t).

The Hamiltonian of an electron of charge q, mass m, gyromagnetic factor g and spin s, submit-

ted to this electromagnetic field, in an external potential V (r) is written as (53)

(2.2) H =
1

2m
[−i~∇− qA(r, t)]2 + V (r) + qφ(r, t)− gq

2m
s · ∇ ×A(r, t),

where ~ is the reduced Planck constant. From there, in (53), C. Brouder manages to derive

the expression of the absorption cross section, to which the intensity of the XAS spectrum is
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Figure 2.1: Example of the separation of the Sc XAS K edge of scandia (Sc2O3) into the
XANES and EXAFS regions.
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proportional. First, the exciting electromagnetic wave is expressed as a plane wave of wave

vector k in the Coulomb gauge so that φ(r, t) = 0 and ∇ ·A(r, t) = 0. The A2 term is shown

to be negligible. By applying Fermi’s golden rule (which governs the transition probability from

an initial state to a final state), stemming from a time-dependent perturbation theory framework,

the expression of the absorption cross section is finally obtained. It is defined by the rate at

which energy is removed from the photon beam by the photoelectric effect divided by the rate

at which energy in the photon beam crosses a unit area perpendicular to k. The final expression

for the absorption cross section reads

(2.3) σ(~ω) = 4π2α0 ~ω
∑
f

∣∣〈f |OXAS(ε̂,k)|i〉
∣∣2 δ(Ef − Ei − ~ω),

whereOXAS is the XAS transition operator, and ~ω, ε̂ and k are respectively the incident X-ray

beam’s energy, polarisation unit vector, and wave vector. The Dirac function ensures the energy

conservation when the electron is promoted from the initial state |i〉 of energy Ei to an excited

state |f〉 of energy Ef . The final state |f〉 includes a core hole where the core level electron was

excited. The calculation of the final state and its energy, as well as spectrum calculations, are

possible in many different theoretical frameworks. The theoretical framework used to perform

calculations in this thesis, the Density Functional Theory (DFT), is detailed later in this section

(2.2). Moreover, the XAS transition operator is described more explicitly in section 3.1.1.1,

which allows to consider the different transition channels contributing to the absorption cross

section.

2.1.2 X-ray Raman Scattering and its principles

The second core level spectroscopy focused on in this thesis is X-ray Raman Scattering (XRS),

also known as Non-Resonant Inelastic X-ray Scattering or NRIXS. Whereas XAS relies on a

simple absorption process which involves one X-ray photon at a time, XRS relies on a scattering

process which involves two X-ray photons, the incident photon of energy Ein = ~ωin and wave

vector kin and the scattered photon of energy Eout = ~ωout and wave vector kout. Indeed,

similarly to XAS, the incident X-ray photon can cause the excitation of a core-level electron,

but ends up scattered instead of being absorbed by the sample. Because both XAS and XRS
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rely on core level excitations, they can yield similar information. However, since the core

level excitation is caused by different light-matter interactions (absorption vs. scattering), XRS

can also yield information unavailable to XAS. Moreover, the use of hard X-rays allows to

study low-Z elements in harsher experimental conditions than XAS, which requires the use of

soft X-rays to study these low-Z elements. These facts, and the relatively recent development

of experimental tools designed for XRS measurements, make XRS an increasingly popular

alternative option to XAS to study low-Z elements.

This scattering process is referred to as inelastic because there is a momentum and energy

transfer to the sample when the X-ray photon is scattered, and non-resonant because the incident

X-ray photon energy is far higher than the binding energy of the excited core electron. The non-

resonant inelastic scattering of X-rays is part of the broader Inelastic X-ray Scattering (IXS).

Thus, whereas in XAS the X-ray photon energy simply had to be tuned to measure a specific

absorption edge, in the case of XRS tuning the measured energy loss to the energy of a specific

absorption edge allows both to measure the XRS spectrum at the desired edge, and to avoid

measuring the other IXS processes, when possible. Indeed, for example, core level excitations

for low-Z elements can be in the same range as the Compton scattering energy range.

From a more theoretical point of view, XRS can also be understood by first considering the

interaction between the X-ray electromagnetic field and the electrons in the material. In eq. 2.2

from the previous section, the Hamiltonian for this interaction was expressed. The A2 term that

was shown to be negligible when studying XAS, is in fact the term describing all the interactions

involving two photons. The i~∇ ·A(r, t) term on the other hand, is responsible for the single

photon processes such as X-ray absorption. The two photon interactions include the scattering

of X-rays, and more specifically, the non-resonant inelastic scattering of X-rays which XRS

relies on. Thus, for an electron with charge q, mass m and an X-ray electromagnetic wave

described by its vector potential A(r, t), the Hamiltonian describing the scattering interactions

can be written as follows (15)

(2.4) H =
q2

2m
A2(r, t).

Using Fermi’s golden rule (time dependent perturbation theory), and focusing on the terms
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Figure 2.2: Summary illustration of the XAS and XRS spectroscopies, in the case of a K edge.
In this illustration, ”photon in” refers to the incident X-ray photon used to excite a 1s core level
of the probed atom, and ”photon out” refers to the scattered electron in the case of XRS.

describing only the non resonant inelastic X-ray scattering then allows to express the dynamic

structure factor S(q, ω), which the XRS spectrum intensity is proportional to, as (15; 14)

(2.5) S(q, ω) =
∑
f

∣∣〈f |OXRS(q)|i〉
∣∣2 δ(Ef − Ei − ~ω).

This equation involves the scattering vector q = kin − kout in the XRS transition operator

OXRS , which will be detailed more explicitly in section 3.1.1.2 and 4.1.2. Just like for XAS, the

XRS transition operator can written to highlight the different transition channels contributions

to the XRS spectrum. It should be noted that in eq. 2.5 contrarily to XAS (in eq. 3.3), ~ω =

~(ωin − ωout) represents the energy loss of the X-ray photon occurring during the scattering

process, and not the incident X-ray beam energy. More details regarding the calculation of the

initial and final states |i〉 and |f〉 and their energies will be given in section 2.2. Additionally,

the implementation, in the XSpectra module of Quantum ESPRESSO, of L2,3 edges calculation

in XRS is presented in chapter four (4.1 and 4.2). More details on the dynamic structure factor

can be found there.

Fig.2.2 shows an illustrated summary of the XAS and XRS spectroscopes, and Fig.2.3

shows an example illustration of the XRS geometry, that is to say the relation between kin,

kout and q. As is shown in fig.2.3, in the case of XRS, the placement of the detectors to mea-
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Figure 2.3: Simplified and fictitious XRS experiment to illustrate the relations between kin,
kout and q. 2θ is often referred to as the scattering angle. The scattering vector q represents the
fact that during the scattering process, the incident x-ray photon transfers a part of its momentum
to the sample, quantified as ~k, along the orientation of q.

sure the signal at specific kout orientation given a constant kin allows to measure the XRS

signal for different orientations of q. It should be kept in mind that higher or lower values of q

are chosen by setting up the correct scattering angle, as using q = kin − kout and the relation

between the speed of light c, k and the pulsation ω for the incident and scattered photons, the

value of q can be expressed as:

(2.6) q2 = |q|2 =
1

c2
[ω2
in + ω2

out − 2ωinωout cos(2θ)].

For example, a scattering angle close to 0 corresponds to a very low value of the norm of q

while a scattering angle close to π/2 corresponds to a higher value of the norm of q.
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2.2 Modelling core-level spectroscopies

2.2.1 Density Functional Theory

The studied crystal can be considered as a system of N atom nuclei and Ne electrons, with

electrons interacting with each other as well as with all the nuclei in the system. To describe

this quantum system’s properties, and calculate its evolution, the Schrödinger equation (non-

relativistic) has to be solved

(2.7) HΨ(R, r̄, t) = i
∂Ψ(R̄, r̄, t)

∂t
.

Ψ(R̄, r, t) is the wave function describing the system ofN nuclei andNe electrons, R̄ = {RI}

(I = 1..N ) being the collective coordinates of the nuclei and r̄ = {ri} (i = 1..Ne) the collec-

tive coordinates of the electrons, andH is the Hamiltonian of the system. Some approximations

can be adopted to begin simplifying this very complex problem (and very unsolvable, as N and

Ne are very large !). First, only the stationary cases are considered, so that we can instead solve

the time-independent version of Schrödinger’s equation

(2.8) HΨ(R̄, r̄) = EΨ(R̄, r̄),

with Ψ(R, r) and E the eigenstates and eigenvalues of the time-independent Schrödinger’s

equation. At this point, the Hamiltonian of the system include the kinetic energy terms for the

nuclei and electrons, as well as the terms describing the nucleus-nucleus, electron electron and

electron-nucleus Coulombian interactions potentials. The Hamiltonian of the system can thus

be written, taking these terms in that order, as

(2.9) H = TN + Te + VN + Ve + VeN .

The kinetic energy terms read, for nuclei and electrons respectively

(2.10) TN =
N∑
I=1

P 2
I

2MI
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and

(2.11) Te =
Ne∑
i=1

p2
i

2m
,

where PI and pi are the norms of the momentum of the I th nucleus and ith electron and MI and

m the mass of the I th nucleus and of the electron. The nucleus-nucleus, electron-electron and

electron-nucleus Coulombian interaction potentials are expressed respectively as

(2.12) VN =
1

2

∑
I 6=J

e2ZIZJ
|RJ −RI |

,

(2.13) Ve =
1

2

∑
i 6=j

e2

|rj − ri|
,

and finally

(2.14) VeN =
1

2

N∑
I=1

Ne∑
i=1

e2ZI
|RI − ri|

,

where e = |q|/
√

4πε0. As before (section 2.1.1), q is the electron charge and ε0 is the vacuum

permittivity.

Another approximation, called the Born-Oppenheimer approximation, also greatly simpli-

fies the problem. This approximation is named after the two physicists M. Born and J. R.

Oppenheimer that presented it in their famous article (52), and yields the starting point from

which DFT can be built. The approximation is based on taking into consideration the vast dif-

ference between the mass of an electron and the mass of the atom’s nucleus. Because the mass

of a proton (and of a neutron) is approximately 1837 times that of an electron, the speed of the

electron is in return far greater than the speed of any atom nucleus. That is to say, the response

of an electron following the movement of the nucleus can be considered as instantaneous. This

allows to consider a configuration of the material where the atom nuclei are immobile, and fo-

cusing on the electrons instead. In other words, instead of being a variable of the problem, R̄

becomes a parameter of the problem. From a more practical point of view, this approximation
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allows to separate the electronic and nuclear parts of the Hamiltonian H and the wave function

Ψ(R̄, r̄). On the one hand, the wave function can now be factored as

(2.15) Ψi
m(R̄, r̄) = χim(R̄)ψm(r̄; R̄).

In eq. 2.15, χim(R̄) is the wave function describing the nuclei, with the i exponent defining the

vibrational level and the index m is the electronic quantum number. ψm(r̄; R̄) is the electronic

part of the wave function, describing the electrons, and for which R̄ is now a parameter, mean-

ing that ψm(r̄; R̄) is a function of r̄ and defined for a specific configuration R̄. On the other

hand, the Hamiltonian can now be written as

(2.16) H = TN +He,

where

(2.17) He = Te + VN + Ve + VeN .

In eq. 2.17, VN depends only on R̄ which has become a parameter. This means that VN is now

a constant, defined for a specific R̄; This in turn makes He dependent only on r̄, and built for a

specific configuration R̄. Thus, the VN term can safely be ignored from now on. The electronic

wave function is a solution of the following Schrödinger equation

(2.18) Heψm(r̄; R̄) = εmψm(r̄; R̄),

where εm is the energy of the Ne electron system, subjected to the Coulomb potential created

by the N nuclei clamped at their position defined by R̄.

The Born-Oppenheimer approximation allows to reduce the number of variables from 3(N+

Ne) to 3Ne by separating the electronic and nuclear parts of the total system wave function

Ψi
m(R̄, r̄), but even the electronic problem alone (eq. 2.17) is hardly solvable in practice. It

is however a very good start to develop DFT, which allows to find a fictitious but equivalent

system to our real system, but for which we know the exact solutions. As mentioned just now,
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the electronic problem we arrived at after the Born-Oppenheimer approximation is still unsolv-

able in practice. However, if we consider a system of Ne independent electrons, which are not

interacting together, the problem is simpler. Indeed, if we consider that the electrons do not

interact together, the term Ve disappears, and we are left with the VeN and Te terms. The VeN

term, since R̄ is now a parameter, can be expressed as

(2.19) VeN =

Ne∑
i

N∑
I

− e2ZI
|RI − ri|

=

Ne∑
i

V ext(ri).

VeN is thus the sum of the same external potential, created by all the nuclei in a specific config-

uration R̄, applied individually to each electron of the system. In the same way, Te is expressed

(see eq. 2.11) as the sum of the kinetic energy of each electron in the system. Thus, a specific

Hamiltonian can be written for each electron of the system, as

(2.20) H i
e = T ie + V ext(ri),

and the electronic Hamiltonian, in the case electrons are not interacting with each other, can be

written as

(2.21) He =

Ne∑
i

H i
e.

In this case, the exact solution of eq.2.18 is well known. The electronic wave function ψm(r̄; R̄)

can be factorised as a Slater determinant using the single electron wave functions φi(ri; R̄),

defined as the eigenstates of the single electron Hamiltonian H i
e:

(2.22) H i
eφi(ri; R̄) = εiφi(ri; R̄)

The Slater determinant formalism comes from both the decomposition of the Hamiltonian into

the independent single electron Hamiltonian terms and the fact that ψm(r̄; R̄) has to respect

Pauli’s exclusion principle, which mathematically, translates to the imposed antisymmetry of

ψm(r̄; R̄) under the permutation of two electrons (that is to say, ψm(r1, .., rj , .., rk, .., rNe; R̄) =

−ψm(r1, .., rk, .., rj , .., rNe; R̄) ).
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Thus, the problem can be solved in the case of non interacting electrons, the term defin-

ing the Coulomb interaction of each electron with every other electron, Ve, being our ’only’

problem. The Hamiltonian for the system can now be written as

(2.23) He =

Ne∑
i=1

H i
e + Ve,

which can be seen as the sum of two terms, the first one describing each single electron, and

the second describing multi electronic interaction effects. To solve this problem, Ve is usually

replaced by a mean ”effective” potential, applied to each single electron, noted V i
eff . This way,

the system Hamiltonian can be decomposed as the sum of single electron Hamiltonians

(2.24) Heff =

Ne∑
i=1

H i
e + V i

eff (ri) =

Ne∑
i=1

H i
eff ,

and, the same way as for eq. 2.22, Schrödinger’s equation can be written for each electron of

the system as

(2.25) H i
effφ

i
eff (ri; R̄) = εieffφ

i
eff (ri; R̄).

This approach allows the eigenstates of Heff , ψeffm (r̄; R̄), to be written as a product of single

electron wave functions. Examples of methods using such formalism to solve the problem are

the Hatree and Hartree-Fock methods. However, in these methods, the energy from the multi

electronic interactions is written as

(2.26) EH = e2

∫
drdr′

ρ(r)ρ(r̄′)

|r − r′|

defined using

(2.27) V i
eff (ri) = V i

H = e2

∫
dr′

ρ(r′)

|r − r′|
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and where the electronic density ρ(r) is written using the single electron wave functions

(2.28) ρ(r) =

Ne∑
i=1

|φeffi (ri; R̄)|2

The Hartree energy EH , however, is not rigorously equal to the energy the Ve term would

produce. First, the VH term includes self interaction, that is to say, the interaction of one

electron with itself, which should not be the case, and does not happen in Ve. Moreover, the

eigenstates of Heff are not antisymmetric and thus do not respect Pauli’s exclusion principle.

Though the Hartree-Fock method adds a term that allows to compensate the self interaction and

restore Pauli’s exclusion principle, the multielectronic interaction energy still is different from

the energy produced by Ve because of spin correlation not being taken into account.

Density Functional Theory constitutes a further attempt to solve the problem of Ne inter-

acting electrons. This system is described by the Hamiltonian of eq. 2.17, where the constant

term VN is ignored. As a reminder, this Hamiltonian is written

(2.29) He = Te + VeN + Ve,

where the VeN term can be seen as the sum of the same external potential created by the specific

configuration R̄ applied to each individual electron of the system (see eq. 2.19). The VeN term

will thus be referred to as the external potential Vext from now on. The dependence on the

parameter R̄ is also implicit in what follows. DFT allows to take the electronic density instead

of the electron’s position (the collective electron coordinates r̄) as a variable of the problem.

This allows to reduce the number of variables to 3 instead of 3Ne while also allowing to get all

the needed physical information on the system. DFT is built using the Hohenberg-Kohn double

theorem (25) as its foundations. They are the following:

1st Theorem: The (non-degenerate) ground state electron density ρ0 of the Ne electron

system uniquely determines (to a constant) the external potential Vext.

2nd Theorem: There is a universal electron density density functional F [ρ], not depending
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explicitly on Vext, and defined as

(2.30) F [ρ] = Te[ρ] + Ve[ρ].

The energy of the system is described by F [ρ], such that the energy of the system E in a

functional of the electron density ρ

(2.31) E[ρ] = F [ρ] +

∫
drVext(r)ρ(r)

which is minimal for the ground state electronic density ρ0. E[ρ0] = E0 is then the ground

state energy of the system of Ne electrons. The electronic density must of course verify∫
drρ(r) = Ne.

At this point, DFT is an exact theory, which allows access to the exact ground state energy

of the system of Ne electrons in interaction. However, this requires to know the functional F ,

which in turns requires to know Ve exactly, which was already a problem before.

An approach to solve this problem, proposed by W. Kohn and L. J. Sham (26) is to once

again consider the fictitious case of non interacting electrons. Indeed, since the Hohenberg-

Kohn theorems are valid for any Ne electron system, then they are for the system where elec-

trons are non interacting (i.e when Ve = 0). The idea is that for this fictitious system, there

exists an external potential, noted VKS , associated (see Hohenberg-Kohn 1st theorem) to the

same electron density produced by the real system of Ne interacting electrons.

The fictitious system is described by the Kohn-Sham Hamiltonian

(2.32) HKS = −~2∇2

2m
+ V KS(r),

where the first term is the kinetic energy term and the second term is the Kohn-Sham potential,

producing the same real Ne interacting electron density. The problem is that we don’t know

how to express V KS(r) so that it is associated to the real system electron density yet. The

fictitious system is described by the following Schrödinger equation

(2.33) HKSφKSi (ri) = εKSi (ri)φ
KS
i (ri),
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where φKS(ri) and εKS(ri) are the single electron eigenstates and eigen energies, respectively.

Using this new formalism, the density of the Kohn-Sham fictitious system is given by

(2.34) ρ(r) =

Ne∑
i=1

|φKSi (ri)|2

and its kinetic energy is written as

(2.35) TKS [ρ] =

Ne∑
i=1

〈φKSi (ri)| −
~2∇2

2m
|φKSi (ri)〉 = − ~2

2m

Ne∑
i=1

∫
φKSi (ri)

∗∇2φKSi (ri)dr

The functional of ρ, F (see eq. 2.30) can then be rewritten as

(2.36) F [ρ] = TKS [ρ] + Ve[ρ] + (Te[ρ]− TKS [ρ]).

By taking the Hartree energy (defined with the Hartree potential, see equations 2.26 and 2.27)

which is the part we know how to calculate in the Ve[ρ] term, we get

(2.37) F [ρ] = TKS [ρ] + EH [ρ] + (Te[ρ]− TKS [ρ] + Ve[ρ]− EH [ρ]).

The term in parenthesis Te[ρ]− TKS [ρ] + Ve[ρ]− VH [ρ] is called the exchange and correlation

energy, Exc. It contains all the quantum effects accounting for the difference between the real

energy term stemming from electron-electron interactions, defined by the Ve (eq.2.13), and the

Hartree energy, calculated in the case of non interacting electrons in a the Hartree potential.

Those effects include for instance the Pauli exclusion, and the spin correlation. The total energy

functional defined in eq. 2.31 can then be rewritten as

(2.38) E[ρ] = TKS [ρ] + EH [ρ] + Exc[ρ] +

∫
drVext(r)ρ(r).

Minimising E[ρ] in this equation allows to find the ground state energy of the system. In

practice, a self-consistent cycle is established using the Kohn-Sham equations. The first of
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these equations is eq. 2.33 where HKS is rewritten to explicit VKS

(2.39)
[
−~2∇2

2m
+ Vxc(ri) + VH(ri) + Vext(ri)

]
φKSi (ri) = εKSi (ri)φ

KS
i (ri),

where the exchange and correlation potential is defined as the functional derivative of the ex-

change and correlation energy

(2.40) Vxc(ri) =
δExc
δρ(ri)

.

The second equation allows to calculate the electron density given the Kohn-Sham eigenstates

and is given in eq. 2.34.

If every term and every functional is known, then the DFT is still an exact theory. However,

the exchange and correlation functional does not have an exact expression. Several approxima-

tions, such as the Local Density Approximation (LDA) or Generalised Gradient Approximation

(GGA), to the expression of the exchange and correlation functional.

In the LDA, the exchange and correlation functional is expressed as

(2.41) Exc =

∫
fxc[ρ(r)]ρ(r)dr

where fxc[ρ(r)] is the exchange correlation in the case of an homogeneous electron gas, of

density ρ(r). In that sense, DFT is still exact, in the LDA, for an homogeneous electron gas.

In the GGA, the gradient of the density is also taken into account, and the exchange and

correlation energy is written as

(2.42) Exc =

∫
fxc[ρ(r),∇ρ(r)]ρ(r)dr,

which adds additional term to the exchange and correlation energy as expressed the LDA.

2.2.2 Pseudopotential framework and PAW formalism

In the previous section (2.2.1), we have seen that the DFT allows to calculate the ground state

energy of a system of Ne electron, thanks to Schrödinger’s equation, applied to a fictitious
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system ofNe non interacting electron, subjected to an as much fictitious external potential VKS .

VKS is chosen so that the fictitious system, described by single electron Kohn-Sham orbitals

φKSi (ri), has the same electron density ρ(r) as the real system. This Schrödinger equation and

the equation defining the electron density of the system (respectively equations 2.39 and 2.34,

are referred to as the Kohn-Sham equations. Thus, solving the Kohn-Sham equations allows to

find the density of both the fictitious and the real system, which in turn permits calculation of the

properties of the system such as the energy of the ground state thanks to the energy functional

of ρ (eq. 2.38).

In practice, XRS or XAS spectra calculations featured in this thesis are made with the Quan-

tum ESPRESSO suite of codes, more precisely using the pw.x and XSpectra.x codes. They rely

on a DFT and single electron framework, but using periodic boundary conditions, and expand-

ing the electron orbitals using plane wave basis. Plane waves are very convenient to use for

calculations but also suffer from a serious problem. Indeed, correctly describing a rapidly vary-

ing function, for instance a core level orbital or the Coulomb potential in the region close to the

nucleus, would require a very high number of plane waves. To counter this problem, Quantum

ESPRESSO relies on the use of pseudopotentials. The use of pseudpotentials leads to defining a

cut-off radius rcut which separates the core and valence regions. The contribution of the valence

electrons is treated explicitly, while that of the core electrons is not, which is sometimes referred

to as the ’frozen core’ approximation. In practice, pseudised wave functions are equal to the

real (also referred to as all electron) wave functions after the cut-off radius, and more or less ap-

proximated before the cut-off radius where it varies too rapidly for plane waves expansion. By

reducing the number of plane waves needed for plane wave expansion, calculations are much

faster and the memory requirements are much smaller. For illustration purposes, the example

of all electron and pseudised atomic orbitals, taken from the pseudopotential of sulphur used

in chapter 4, is presented in Fig. 2.4. This figure clearly shows how, beyond the cut-off radius

rcut, the pseudised atomic orbitals are equal to the all electron ones, and not before. Moreover,

this figure also shows how the pseudised orbitals are increasingly different from the all electron

atomic orbitals for the rapidly varying ones (i.e for the 3s and 3p).

However, the use of pseudopotentials, though it brings clear advantages in terms of compu-

tational costs when using plane waves basis sets, also brings problems. Indeed, as seen before in
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Figure 2.4: All electron (plain lines) and peudised (dotted lines) 3s, 3p and 3d atomic taken
from the pseudopotential describing a sulphur atom. The demarcation between the regions
before and after the cut-off radius is marked by a vertical straight black line.
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equations 2.3 and 2.5, the XAS cross section σ(~ω) and the dynamic structure factor S(q, ω),

are both proportional to the sum over the final states, of a squared matrix element 〈f |O|i〉,

where O is the XAS or XRS transition operator, and |i〉 and |f〉 the initial and final states, re-

spectively, involved in the transition of the core electron. It is also important to remember that

~ω is the incident X-ray photon energy in the case of XAS and the energy transfer in the case

of XRS. Thus, |i〉 and |f〉 are in fact |ψi〉 and |ψf 〉, where ψi and ψf are the Ne electron wave

functions describing the initial state and the excited state including a core hole, respectively. In

the single electron framework brought by DFT, the Ne electron wave functions ψ, calculated

for a specific configuration of the nuclei R̄, are treated as Slater determinants using the single

electron wave functions φ. Thus, in practice, the required matrix elements can be written as

|〈φf |O|φi〉|, where φi and φf are the single electron orbitals involved in the transition. More

precisely, φi is the core level orbital excited by the X-rays and φf is the orbital that becomes

occupied after the transition. For instance, for a K edge, and a dipole transition involving the p

states, φi is a 1s orbital and φf is any p orbital. φi (a 1s orbital in the K edge example) is easily

obtained, and φf is calculated with a core hole placed on the excited core level, as in XAS or

XRS, as the presence of a core hole is usually required for a better agreement with experience.

However, using pseudopotentials gives access to pseudised wave functions of the final states,

φ̃f , rather than the all electron final states wave functions φf . Without going too much into

details, this causes a problem because the calculation of the matrix element 〈φf |O|φi〉 involves

the calculation of a radial integral term involving the atomic orbitals of the initial and final

states. The atomic orbital of the core state is necessarily localised in the core region, where the

pseudised atomic orbital of the final state, as shown by Fig.2.4, can be very different from their

all electron counterparts. This means that a priori, the use of pseudopotentials makes accurate

calculation of the transition matrix element, and thus of the spectrum intensity, impossible.

On another note, it should be mentioned that chapter 4, and more precisely sections 4.1

and 4.2, features the detailed expression of the matrix element in the case of the L2,3 edges

in XRS, including the radial term mentioned above. Of course, the calculation of an XRS

L2,3 edge and of a XAS K edge involve different initial states and transition operators, but in

principle, these two calculations involve the same kind of terms, and thus this chapter, and the

two mentioned sections can give a more detailed insight regarding the above discussion.
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The solution to this problem caused by the use of the pseudopotentials, is the PAW (Projector-

Augmented Wave) method. Introduced by P. E. Blöchl (27), the PAW method allows to recon-

struct the final states all electron wave functions φf (that is to say, obtained by considering all

the electrons and not just the valence electrons, and thus, not approximated for r < rcut) by

applying a linear operator T on the pseudised final states wave functions φ̃f , and ultimately

allows to write a new expression for the matrix element, 〈φf |O|φi〉, which features φ̃f , instead

of φf . We briefly describe the method in the rest of this section. The PAW formalism defines

the relation between φ̃f and φf as follows

(2.43) |φf 〉 = T |φ̃f 〉.

The linear operator T is defined by Blöchl as

(2.44) T = 1 +
∑
R,n

[|ϕR,n〉 − |ϕ̃R,n〉] 〈p̃R,n|.

In this equation, R indicates that the second term of the linear operator T can be considered as a

sum of local, atom-centered terms TRI
(each atom position being defined by a specific position

vector RI ):

(2.45) T = 1 +
∑
RI ,n

TRI

with

(2.46) TRI
= [|ϕRI ,n〉 − |ϕ̃RI ,n〉] 〈p̃RI ,n|.

The local terms TRI
only act within an augmentation range, noted ΩRI

. ϕRI ,n and ϕ̃RI ,n

are called the all electron partial wave functions and the pseudised partial wave functions, re-

spectively. They are chosen as the atomic orbital (and the pseudised partial atomic orbital) for

the isolated atom. Outside the augmentation range, the all electron and pseudised partial wave

functions are equal. The augmentation region is analogous to the cut-off principle used for

the pseudopotentials described earlier, where the all electron wave functions φ are equal to the
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pseudised wave functions φ̃ outside the cut-off radius, rcut, and different inside (in fact, ΩRI

and rcut are the same in our case). p̃RI ,n, called projectors, define how the pseudised wave

function of the final states φ̃f can be expanded in terms of the pseudised partial wave functions

ϕ̃RI ,n:

(2.47) |φ̃f 〉 =
∑
RI ,n

|ϕ̃RI ,n〉〈p̃RI ,n|φ̃f 〉.

Because of equation 2.43, p̃RI ,n can also be defined using

(2.48) |φf 〉 =
∑
RI ,n

|ϕRI ,n〉〈p̃RI ,n|φ̃f 〉.

Both equations (2.47 and 2.48) hold inside the augmentation region ΩRI
. In other words, the

projectors are such that 〈p̃RI ,n|φ̃f 〉 are the coefficients of the expansion of φ̃f on the basis

composed by each ϕ̃RI ,n. The index n indicates several pieces of information: the quantum

orbital numbers l and m, as well as an additional index in case there are several projectors for

the same l,m couple. The projectors and the pseudised partial wave functions also satisfy

(2.49) 〈p̃RI ,n|ϕ̃R′
I ,n

′〉 = δRIR
′
I ,nn

′ .

Thus, thanks to the linear operator T , it is possible to obtain the all electron final state wave

functions from the pseudised final state wave functions. More precisely, it is possible to rewrite

the matrix element describing the transition from the initial state φi to the final state φf needed

to model a XAS or XRS spectrum, 〈φf |O|φi〉 (whereO is the XAS or XRS transition operator),

as explained in (58). In the PAW formalism, we get the final state all electron wave function by

applying T to the pseudised final state wave function: |φf 〉 = T |φ̃f 〉. Using this expression of

|φf 〉 to rewrite the matrix element 〈φf |O|φi〉, we get

〈φf |O|φi〉 = 〈φ̃f |O|φi〉+
∑
RI ,n

〈φ̃f |p̃RI ,n〉〈ϕRI ,n|O|φi〉(2.50)

−
∑
RI ,n

〈φ̃f |p̃RI ,n〉〈ϕ̃RI ,n|O|φi〉
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We should note here that since φi is localised on a specific atom for which a core level is

excited by X-ray photons, the sum should only be evaluated for that precise atom. Moreover,

from eq. 2.47, we can see that inside the augmentation region, the first and third term of eq. 2.50

cancel out. From there, we can define a new wave function, noted φ̃0

(2.51) |φ̃0〉 =
∑
n

|p̃R0,n〉〈ϕR0,n|O|φi〉,

where R0 defines the absorbing (or scattering) atom, and such that the needed matrix element

is now rewritten in terms of the pseudised final state wave function φ̃f , and not the all electron

one, the use of pseudpotential only allowing access to the former:

(2.52) 〈φf |O|φi〉 = 〈φ̃f |φ̃0〉

On a final note, it was mentioned earlier that Quantum ESPRESSO is based on periodic

boundary conditions. Indeed, the cell chosen to describe the studied material is replicated in-

finitely by working in the reciprocal space. This, however, poses another problem, as the pseud-

ised final state wave function φ̃f is calculated with a core hole on the absorbing atom, created

by removing a core level electron when generating the absorbing atom pseudopotential. This

means that because of the periodic boundary conditions, supercells of the materials, rather than

the conventional unit cell, must in general be used to isolate the core hole from its replications.

2.2.3 Recursive Lanczos algorithm

The previous sections explained how DFT, thanks to the PAW formalism which was required

due to the use of pseudopotentials, allowed calculation of the matrix element 〈φf |O|φi〉 needed

to calculate the intensity of a XAS or XRS spectrum. However, as shown in eq. 2.3 and 2.5,

the squared matrix element is summed over the final states. This can be computationally very

expensive, especially for large energy range, which with the need to use supercells to isolate the

core hole can become problematic. That is why, in Quantum ESPRESSO, and more precisely

in the XSpectra module, the XAS cross section or XRS dynamic structure factor are calculated

as a continued fraction, using a recursive method proposed by R. Haydock, V. Heine and M. J.
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Kelly (28) and based on the Lanczos algorithm. The method is described precisely in (58).

The problem is first rewritten using the Green operator of the system, G̃(E)

(2.53) G̃(E) = (E − H̃ + iγ)−1,

where H̃ is the pseudo Hamiltonian of the system, defined by

(2.54) H̃ = T †HT,

and the energy E is given by E = Ei + ~ω. By using the relation

(2.55)
∑
f

|φ̃f 〉δ(Ef − E)〈φ̃f | = −
1

π
Im[G̃(E)]

is it possible to rewrite the sum over the final states of the squared matrix element:

(2.56)
∑
f

|〈φ̃f |φ̃0〉|2δ(Ef − Ei − ~ω) = − 1

π
Im[〈φ̃0|G̃(E)|φ̃0〉]

From there, the lanczos algorithm evaluates 〈φ̃0|G̃(E)|φ̃0〉 as a continued fraction. The algo-

rithm sets up a basis where the pseudo Hamiltonian is tridiagonal. This Lanczos basis is created

by repeatedly applying the pseudo Hamiltonian to the initial basis vector noted |uo〉, defined by

(2.57) |uo〉 =
|φ̃0〉√
〈φ̃0|φ̃0〉

,

and the next iterations of the basis vectors. The recurrence relation is as follows:

(2.58) H̃|ui〉 = ai|ui〉+ bi+1|ui+1〉+ bi|ui−1〉.

The real paramaters ai and bi are, respectively, the diagonal and non-diagonal elements of the

representation of H̃ in the Lanczos basis, that is to say

(2.59) ai = 〈ui|H̃|ui〉
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and

(2.60) bi = 〈ui−1|H̃|ui〉 = 〈ui|H̃|ui−1〉.

This representation of H̃ in the Lanczos basis allows to write 〈ϕ̃R0,n|G̃(E)|ϕ̃R0,n〉 as a contin-

ued fraction

(2.61) 〈φ̃0|G̃(E)|φ̃0〉 =
〈φ̃0|φ̃0〉

a0 − E − iγ −
b21

a1−E−iγ−
b22
...

,

which in turn allows evaluating the XAS cross section or the XRS cross section. As the frac-

tion is infinite, a terminator is needed, or in other words, a condition that allows the calculation

to stop. If Nc is the number of iterations required for convergence of 〈φ̃0|G̃(E)|φ̃0〉, then the

coefficients ai and bi for subsequent iterations i > Nc are all set equal to aNc and bNc , respec-

tively. This allows for an analytical expression of the continued fraction (29). The broadening

parameter, γ, which represents the core hole lifetime, has a large impact on the number of it-

erations required for convergence. However, since the algorithm is based on only evaluating

repeatedly the action of the pseudo Hamiltonian on a single vector, it is very cost efficient com-

pared to other operations, like diagonalising a matrix for each final state, for instance, and which

would be required to evaluate the sum over the final states involved in the spectrum intensity

calculation, without using the continued fraction rewriting.

2.2.4 Case of ultrasoft pseudopotentials

In the two previous sections (2.2.2 and 2.2.3), we explained in detail how to calculate XRS

or XAS spectra intensity, from a DFT foundation, and when using pseudopotentials. More

specifically, first, section 2.2.2 describes the principle behind the use of pseudopotentials and

the PAW formalism used to rewrite the matrix element, involved in the sprectrum intensity

calculation, in an expression suitable to the use of pseudopotentials. Section 2.2.3 presents,

in a second time, the computationally efficient Lanczos procedure which allows to calculate

the spectrum intensity as a continued fraction. The PAW formalism and Lanczos procedure

presented in these two sections are developed for a specific kind of pseudopotentials called
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norm-conserving pseudopotentials. These pseudpotentials are generated such that the norm of

the pseudised wave functions is the same as the norm of the corresponding all electron wave

functions, hence the name.

However, XSpectra also works with another kind of pseudopotentials, refered to as ultrasoft,

designed so the number of plane waves in the basis for the wave functions expansion is reduced

compared to norm-conserving pseudopotentials. The norm of the pseudised wave functions is

not the same as the corresponding all electron wave functions, contrary to norm-conserving

pseudopotentials. Though the use of ultrasoft pseudpotentials allows to reduce computational

costs (time consumed and memory), the PAW formalism and Lanczos procedure developed in

the two previous sections do not hold for ultrasoft pseudopotentials. The new formulation of the

PAW formalism and the Lacnzos procedure suited to ultrasoft pseudopotentials is described in

detail in (59). Here (in this section), we briefly present the essential changes necessary to make

the PAW formalism and the Lanczos procedure suited the use of ultrasoft pseudopotentials.

When using ultrasoft pseudopotentials, it is usual to define the integrated augmentation

charge, noted qbfR,nm, as

(2.62) qbfR,nm = 〈ϕR,n|ϕR,m〉 − 〈ϕ̃R,n|ϕ̃R,m〉,

using all electron and pseudised partial wavefunctions first defined in section 2.2.2. Using the

integrated augmented charge, an operator S is defined as

(2.63) S = 1 +
∑

R,m,n

|p̃R,n〉 qbfR,nm 〈p̃R,m|.

Just like for equation 2.44 in section 2.2.2, this sum can be seen as a sum of local, atom-centered

terms noted QRI
, each atom being referred to by its specific position vector RI , allowing to

write S as

(2.64) S = 1 +
∑
RI

QRI
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with

(2.65) QRI
= |p̃RI ,n〉 qbfRI ,nm 〈p̃RI ,m|.

The operator S is then used to modify the Lanczos procedure described in section 2.2.3 for

norm-conserving pseudopotentials. More specifically, the Green operator, described in the

norm-conserving scheme by equation 2.53, is now instead written as, in the ultrasoft scheme

(2.66) G̃(E) = S−1/2 1

E − S−1/2H̃S−1/2 − iγ
S−1/2,

where E = Ei + ~ω and H̃ is the pseudohamiltonian defined in equation 2.54. Given this

expression of G̃(E), and using the identity

(2.67)
∑
f

|φ̃f 〉δ(Ef − E)〈φ̃f | =
1

π
lim
γ→0

Im[G̃(E)],

the sum over the final states of the squared matrix element used to calculate the spectrum in-

tensity (given that the matrix element can be written thanks to the use of pseudopotentials as

〈φf |φ0〉), can be written as

(2.68)
∑
f

|〈φ̃f |φ̃0〉|2δ(Ef − E) =
1

π
lim
γ→0

Im[〈φ̃0|G̃(E)|φ̃0〉],

yielding a very similar expression for the sum over the final states of the squared matrix element

in the case of norm-conserving pseudopotentials, though it is important to remember that the

Green operator’s expression is not the same in the norm-conserving and ultrasoft scheme. From

there, just like for norm-conserving pseudopotentials, the quantity 〈φ̃0|G̃(E)|φ̃0〉 is expressed

as a continued fraction thanks to the Lanczos procedure

(2.69) 〈φ̃0|G̃(E)|φ̃0〉 =
〈φ̃0|S−1|φ̃0〉

a0 − E − iγ −
b21

a1−E−iγ−
b22
...

.

Just like for the case of the norm-conserving scheme, the continued fraction is computed thanks

to a repeated application of H̃ on Lanczos vectors. The initial Lanczos vector, noted |u0〉, is
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defined as

(2.70) |u0〉 =
S−1/2|φ̃0〉√
〈φ̃0|S−1|φ̃0〉

,

and the recurrence relation giving the next Lanczos vectors is

(2.71) S−1/2H̃S−1/2|ui〉 = ai|ui〉+ bi+1|ui+1〉+ bi|ui−1〉.

This time, the ai and bi coefficients are defined by the following relations

(2.72) ai = 〈ui|S−1/2H̃S−1/2|ui〉,

(2.73) bi = 〈ui|S−1/2H̃S−1/2|ui−1〉.

These equations describe a very similar Lanczos process as the one described in the previous

section, but where instead of H̃ the representation of S−1/2H̃S−1/2 in the Lanczos basis is con-

sidered, and in the definition of the initial Lanczos vector |u0〉, |φ̃0〉 was replaced by S−1/2|φ̃0〉.

On a final note regarding the ultrasoft scheme, in practice, the Lanczos vectors that are used

in XSpectra are not the |ui〉 vectors, but instead another of vectors |ti〉, obtained by defining

|t0〉 as

(2.74) |t0〉 = S1/2|u0〉,

and using the recurrence relation

(2.75) H̃S−1|ti〉 = ai|ti〉+ bi+1|ti+1〉+ bi|ti−1〉.

This allows for a faster computation of the continued fraction. Indeed, using the |u0〉 vectors

leads to having to both apply H̃ and multiplying by the S−1/2 matrix two times at each step

of the Lanczos algorithm to get the coefficients ai and bi. On the other hand, by using the |ti〉
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vectors, the S1/2 matrix has to be used only once at the first step to get |t0〉. Then, each of

the vectors are obtained by the recurrence relation. Though the |ti〉 vectors, contrary to the

original Lanczos vectors |ui〉, are not orthogonal, by definition we have 〈ti|S−1|tj〉 = δi,j ,

which means that at each step of the Lanczos algorithm the coefficients needed to compute the

continued fraction can be obtained as

(2.76) ai = 〈t̃i|H̃|t̃i〉,

and

(2.77) bi = 〈t̃i|H̃|t̃i−1〉,

where the auxiliary vectors |t̃i〉 are defined by

(2.78) |t̃i〉 = S−1|ti〉.

This means that instead of two multiplications involving the S−1/2 matrix, there is now only

one multiplication by the S−1 matrix for each step (as well as applying H̃ in both cases) of the

Lanczos algorithm when using the |ti〉 vectors instead of the |ui〉 vectors. This unfortunately

comes at the cost of additional memory required to store the |t̃i〉 vectors in addition to the |ti〉

ones. However, given that the S matrix is of the same order as the H̃ matrix, which dimension

is given by the number of plane waves used to expand the wave functions (i.e the energy cut-off,

chosen in the input file of XSpectra), the time gained by the reduced computational cost is not

negligible.

2.3 Conclusion

In this chapter, the general theoretical framework on which the calculations performed in all

the next chapters of this thesis are based on was developed, to give an overview of the ap-

proximations and limitations they are subjected to. The first section was focused on briefly

presenting the two core level spectroscopies this thesis focuses on, X-Ray Absorption Spec-
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troscopy and X-Ray Raman Scattering. It was highlighted how the two techniques, both relying

on the excitation of core level electrons by x-ray photons, could be modelled by calculating

their intensity, which could be expressed thanks to Fermi’s golden rule, as two similar expres-

sions, respectively the absorption cross section for XAS and the dynamic structure factor for

XRS. Both expressions feature a squared transition matrix element, which depends on the XAS

or XRS transition operator as well as the initial and excited states involved in the electronic

transition caused by the x-ray photon. The next section explains how, from the exact N-body

problem, several approximations allowed to develop the Density Functional Theory framework

used by the Quantum ESPRESSO suite of codes to perform all calculations featured in this

thesis. Moreover, the pseudopotential formalism, allowing to work with a plane wave basis set

to develop the wave functions used to describe our system, was presented and explained. The

expression of the different ingredients necessary to compute the absorption cross section and

the dynamic structure factor was rewritten according to this formalism. Finally, the Recursive

algorithm used to efficiently compute the spectrum intensity as a continued fraction was also

presented. Additionally, since calculations performed during this thesis made use of ultrasoft

pseudopotentials rather than norm conserving ones, related necessary changes to the formal-

ism developed in the previous sections were presented. The expression of the XAS and XRS

transition operators were not yet detailed because detailing them at this point would not bring

any necessary information needed to understand the theoretical framework hidden behind the

calculations presented in the next chapters. However, that is not to say that their expression

is irrelevant. Indeed, the decomposition of the calculated XAS and XRS spectra into different

multipole contributions, each stemming from a specific kind of electronic transition, is a con-

sequence of the expansion of the XAS and XRS transition operators into several terms. These

expressions will be developed later, when necessary to better understand the different calcula-

tions and results presented in the next chapters.
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3 Assessment of thermal vibration effects on

multipolar contributions in XAS and XRS

K edges

This chapter is dedicated to the assessment of quantum thermal vibrations of the nuclei in ma-

terials on the multipole transition channels available to two core level spectroscopies in partic-

ular, X-ray Absorption Spectroscopy (XAS) and X-ray Raman Scattering (XRS). Those effects

are studied for K edges (excitation of a 1s core electron) on the monopole (1s → s), dipole

(1s → p) and quadrupole (1s → d) transition channels. This assessment relies on the study of

two reference materials: α-Al2O3 and the rutile phase of TiO2. For the former, the Al K edge

was measured at room temperature on a powder sample using XRS, while the Ti K edge of the

latter was measured using XAS, for different temperatures ranging from 6 to 698K. The second

experiment was also designed to more specifically focus on the pre-edge region of the spectrum,

and more precisely on the temperature dependence of the anisotropy of the empty 3d states of

Ti. Indeed, in the specific experimental set-up which will be described later, the anisotropy

of the empty 3d states of the absorbing Ti atom create signature features in the pre-edge re-

gion. This measurement of the Ti K edge of rutile TiO2 allows to underline the strong effect

of temperature on the pre-edge region of a transition metal K edge. This is even more impor-

tant given how this region of the spectrum is routinely used to determine pieces of information

regarding the probed element in a specific sample, such as concentration, valence, or even sym-

metry, this region being a signature of the environment of the probed sample. To model the

thermal vibration effects in core level spectroscopies, a method based on Density Functional

Theory is used, consisting in averaging a number of spectra calculated for atomic configura-
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tions of the material, where atoms have been moved from their equilibrium positions according

to both temperature and vibrational properties of the material (phonons). This method allows to

reproduce temperature variations of the different measured spectra with very better agreement

than standard calculation processes. However, the finite number of atomic configurations used,

though allowing good modelling of thermal vibrations effects on the spectra, also causes a loss

of symmetry in the material. As we will explain later, this may lead to unexpected problems

when studying and trying to reproduce the angular dependence of a measured spectrum using

this method, because the angular dependence of the measured spectrum is dictated by the crys-

tal symmetry of the studied material. A method based on group theory was designed to correct

these unexpected problems, allowing to obtain a final calculated spectrum which both include

thermal vibration effects (i.e correctly reproduce the temperature dependence of the spectrum)

and keep the theoretically expected angular dependence.

3.1 Theoretical elements and method

This section presents general theoretical elements regarding the XRS and XAS spectra calcula-

tions as well as how vibrations are taken into account in those calculations.

3.1.1 Standard spectrum calculation

The goal of the following section is to give essential theoretical elements regarding, precisely,

the x-ray absorption and x-ray Raman Scattering transition operators, and how they affect the

expression of the x-ray absorption absorption cross section and the x-ray Raman scattering

dynamic structure factor respectively. More details on both spectroscopies, as well as the theo-

retical framework used to make calculations, are available in section 2.

3.1.1.1 X-ray Absorption Cross section

In the case of X-ray absorption spectroscopy, The transition operatorOXAS describing the pho-

ton absorption is the sum of the electric-dipole (E1) and electric-quadrupole (E2) transition

operators (53), which respectively read:
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OXAS
dip = ε̂ · r ,(3.1)

OXAS
quad =

i

2
ε̂ · r k · r.(3.2)

In those equations, i is the imaginary unit, and ε̂ and k are the polarisation and the wave

vector of the incident X-ray beam, respectively. In the case of non-magnetic materials and a

linear polarisation of the X-ray beam, the absorption cross section can be written as the sum of

the E1 and E2 terms (53). More precisely,

σ(~ω) = 4π2α0 ~ω

×
∑
f

[
|〈f |ε̂ · r|i〉|2 +

1

4
|〈f |ε̂ · r k · r|i〉|2

]
× δ(Ef − Ei − ~ω) ,(3.3)

where α0 is the fine structure constant and ~ω is the energy of the incident X-ray photon. The

E1 and E2 terms (respectively on the left and right in the brackets of Eq. 3.3) are governed by

different transition rules and give rise to different transition channels. The E1 term stems from

dipole transitions, dictated by the ∆l = ±1 transition rule, where l is the azimuthal quantum

number and ∆l describes the evolution of l during the electronic transition provoked by the

absorption of X-ray photons (in the case of XRS, the electronic transition is provoked by X-ray

photon scattering, of course). For a K edge, since the initial state is described (in our single

electron framework) by a 1s state, defined by li = 0, and l has to be positive, we only have

the case ∆l = 1. This corresponds to 1s → p electronic transitions. The E2 term stems from

quadrupole transitions dictated by the selection rule ∆l = ±2, where once again, because for

a K edge li = 0, only the ∆l = 2 case is possible. This corresponds to 1s → d electronic

transitions. These E2 transitions mainly contribute to spectral features located in the pre edge

region in the case of transition metals such as Ti.
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3.1.1.2 X-ray Raman Scattering dynamic structure factor

In the case of XRS, there is an inelastic scattering of the incident X-ray photon. The transition

operator describing this inelastic scattering of the photon is given by:

(3.4) OXRS = eiq·r ,

where q = kin − kout is the scattering vector. OXRS can be expanded in terms of spherical

Bessel functions jl and complex spherical harmonics Y m
l . More details regarding this expansion

are given in section 4.1.2. To understand the study presented in this section, it is only relevant

to know that this expansion of the XRS transition operator leads to different terms for OXRS:

OXRS
mono = j0(qr) ,(3.5)

OXRS
dip = j1(qr) 4iπ

1∑
λ=−1

(−1)λY −λ1 (q̂)Y λ
1 (r̂),(3.6)

OXRS
quad = −j2(qr) 4π

2∑
λ′=−2

(−1)λ
′
Y −λ

′

2 (q̂)Y λ′
2 (r̂).(3.7)

This decomposition is important because once again, the different terms represent different

transition channels, imposed by the different transition rules specific to each terms. For instance,

the monopole and dipole terms are respectively governed by the ∆l = 0 and ∆l = ±1 selection

rule, respectively. This corresponds, for the monopole and dipole terms, to 1s→ s and 1s→ p

electronic transitions, respectively. However, as shown in Ref. (47), it is safe to neglect the

quadrupole contribution to the XRS K edge spectrum of light elements such as Al. From

Eq. 3.5 to 3.7, it can be seen that while the monopole term only depends on the norm q of vector

q, the dipole (and quadrupole) terms depend on both the norm and direction of vector q. Any

potential angular dependence of the XRS spectrum thus stem from the dipole (and quadrupole)

terms. When considering a powder sample, cross-terms cancel and the XRS dynamic structure

factor can be written as a sum of the monopole and dipole contibutions (47).
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S(q, ~ω) =
∑
f

[∣∣〈f |OXRS
mono|i〉

∣∣2 +
∣∣〈f |OXRS

dip |i〉
∣∣2]× δ(Ef − Ei − ~ω),(3.8)

where ~ω is the energy transfer taking place during the photon scattering. It should be noted

that monopole transitions are forbidden in XAS. Thus, studying the effects of vibrations on both

XRS and XAS allows to assess these effects on the monopole, dipole and quadrupole transition

channels.

3.1.2 Modelling the effects of thermal quantum vibrations of the nuclei

As was just explained, the intensity of XAS and XRS spectra is calculated using Eq. 3.3 or

Eq. 3.8. Chapter two gives the necessary information regarding how these expressions are

calculated in the framework of both the DFT and the PAW formalism required by the use of

pseudopotentials, which the Quantum ESPRESSO suite of codes is based on. In standard XAS

and XRS spectrum calculation using Quantum ESPRESSO, the only required input is the equi-

librium cell of the material, as well as pseudopotentials describing all the different chemical

species. This standard calculation thus does not consider effects related to cell dynamics, in-

cluding thermal vibrations of the nuclei.

To take temperature effects into account in the calculation of core-level spectroscopies spec-

tra, a method developed by Nemausat et al. (41; 42) is used. The method allows to take thermal

quantum vibrations of the nuclei into account, when modelling XAS and XRS spectroscopies,

by considering both the finite temperature and the vibrational properties of the material. It was

previously used to probe nuclei quantum thermal vibrations in XAS for several light oxides on

the one hand, for example in the temperature-dependent measurement of Mg K edge spectra in

MgO. On the other hand, it also allowed to study the effects of those vibrations on changes in

chemical shifts in NMR (Nuclear Magnetic Resonance) also in the case of light element oxides.

This method consists in calculating the spectrum as an average of a number of configuration

spectra, which are themselves calculated for different out of equilibrium atomic configurations

of the material. Each of these configurations is generated so that the atoms are moved away from
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their equilibrium positions according to both the vibrational properties of the studied material

and the quantum statistics at a given finite temperature.

The theoretical framework of this model is briefly given in what follows. More information

can be obtained in articles detailing studies performed by R. Nemausat (41; 42), as well as

his thesis work. In this model, the Born-Oppenheimer approximation is adopted and the total

energy of the considered cell of the material is a function of the nuclear positions, and thus

depends on which configuration of the material is considered. The configuration of the material

is defined by the vector containing the nuclei positions along the three cartesian axis. If the

considered cell of the crystal contains N nuclei, this vector then contains 3N coordinates. It

is convenient to define the collective position vectors, defined as R̄ = (R1, ...,RN ). The

dynamical properties of the material are given by the corresponding dynamical matrix, whose

components read at the Γ point of the first Brillouin zone:

(3.9) Dα,β
IJ =

1√
MIMJ

∂2E(R̄)

∂uαI u
β
J

∣∣∣∣∣
u=0

where MI is the mass of the Ith atom, E(R̄) is the energy of the considered cell configuration,

and uI is the displacement from its equilibrium position RI,eq of the Ith nucleus, such that the

position of the Ith atom can be written as RI = RI,eq + uI . α and β simply index (α = 1..3,

β = 1..3) the coordinates of the displacement vectors uI . The phonon modes frequencies ωµ

and polarisation vectors eI,µ can then be obtained from the following relation:

(3.10)
N∑
J=1

3∑
β=1

Dα,β
IJ e

β
J,µ = ω2

µe
α
I,µ

where µ indexes the phonon modes, and

(3.11)
N∑
I=1

|eI,µ|2 = 1.
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At a given finite temperature T , the probability P (R̄) of finding the crystal with its nuclei

at the positions defined by R̄ (and also used to calculate the phonon properties) is given by

(3.12)

P (R̄) = A exp

−∑
µ

′

(
N∑
I=1

√
MIeI,µ · uI

)2

2aµ

 = A exp

−∑
µ

′ ∑
α,β,I,J

√
MIMJe

α
I,µe

β
J,µu

α
I u

β
J



where A is a normalisation constant,
∑
µ

′
is the sum over the 3N − 3 optical phonon modes and

(3.13) aµ =

√
~

2ωµ
coth

(
β~ωµ

2

)

is the normal length of the µth phonon mode at the T finite temperature. T is represented in

Eq 3.13 by the β constant, defined by β = 1
kBT

with kB the Botlzmann constant.

Monte Carlo sampling of P (R̄) allows to generate the configurations of the material which

are then used to include thermal vibration effects in the spectrum calculation. More precisely,

in practice, a set of material configurations defined by R̄
i, with i ranging from 1 to Nc with Nc

the number of configurations, is generated. They are then used to simulate the nuclei vibrations

effects on the observable O(R̄). In our case, the observable can be either the X-ray absorption

cross section, σ(ω) or the dynamic structure factor S(q, ω). The configurations are generated

by generating a set of Nc random Gaussian numbers with unit variance and zero expectation,

{xiµ}i=1..Nc , for each µ phonon mode. The nuclei position vectors are then defined by, for each

ith configuration:

(3.14) Ri
I = Ri

I,eq +
∑
µ

′ 1√
MI

eI,µaµx
i
µ

At last, the quantum statistical average of O at T is computed according to the following
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approximation used in other applications before (78; 77):

(3.15) O(T ) =

∫
dR̄P (R̄)O(R̄) ' 1

Nc

Nc∑
i=1

O(R̄i)

This procedure is referred to as the Quasi Harmonic Approximation (QHA) procedure in

the rest of this chapter, which is the name given to the general method summarised here in (42).

3.2 XRS at the Al K edge in corundum (α-Al2O3)

3.2.1 Experimental set up and details

The measure of the Al K-edge XRS spectrum was recorded at room temperature on a powder

sample of α-Al2O3 was made available thanks to S. Huotari. The experiment was performed

at the ID20 beamline of the European Synchrotron Radiation Facility (ESRF) in Grenoble,

France, using the large-solid angle XRS spectrometer.(50) The synchrotron ring was operating

at 200 mA and the beam was monochromated by a combination of Si(111) double-crystal cryo-

genically cooled premonochromator and a Si(311) channel-cut postmonochromator. The total

energy resolution was about 0.6 eV. A total of 24 analyzer crystals using the Si(660) reflection

were utilized at a mean scattering vector norm of 9.5 Å−1± 0.5 Å−1, a high value enhancing

monopole transitions. α-Al2O3 crystallises in the trigonal system, with the space group R3̄c.

3.2.2 Computational and calculation details

3.2.2.1 computational details

In this part, general computational and calculation details are given. We used the QHA model

described in section 3.1.2 to account for vibrations and their effects on the XRS dynamic

structure factor. The phonon calculation was performed on the room temperature cell of α-

Al2O3 (75) using the PH code from the QUANTUM ESPRESSO suite of codes.

The PH calculation follows a self-consistent field (SCF) calculation, performed using the

pw.x code included in Quantum ESPRESSO, to get charge density and atomic forces in the
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room temperature cell, using the PW module of Quantum ESPRESSO. The ultrasoft pseudopo-

tentials (68) from the PSLIBRARY (69) used for this calculation were generated in the Rappe,

Rabe, Kaxiras and Joannopoulos (70) formalism. The SCF charge density calculation was

made in the generalised Gradient Approximation and using the Perdew, Burke and Ernzerhof

parametrization (GGA-PBE) (74), with a 4×4×4 k-point grid to sample the Brillouin zone. 50

atomic configurations of the 2×2×2 α-Al2O3 supercell were generated at room temperature to

average the final spectrum, according to results from the phonon calculation, using an external

code to Quantum ESPRESSO, courtesy of M. Lazzeri of IMPMC. This number of configura-

tions is found to be enough to converge the final spectrum, whose calculation process is detailed

further below. Fig. 3.1 shows this convergence with an increasing number of configurations used

to average the final spectrum, from 2 to 50.

The XRS spectra were calculated in two steps. The charge density was first obtained from a

SCF charge density calculation, and the spectrum was subsequently calculated using a modified

version of the XSpectra module of QUANTUM ESPRESSO, in which the calculation of the

XRS dynamic structure factor calculation for K edges was previously implemented (47). The

SCF charge density calculations for each configuration were performed at the Γ point, and en-

ergy cutoffs were set to 50 Ry and 500 Ry for the electronic wave function and density, respec-

tively. The same pseudopotentials were used as the ones used for the SCF calculation preceding

the phonon calculation, however, each XRS K edge spectrum used for the QHA model calcu-

lation process was calculated for an excited state with a 1s core hole on the absorbing (excited)

atom. The 1s core-hole was generated in the absorbing Al atom pseudopotential by setting the

1s core-orbital occupation to one instead of two. To avoid interaction between the absorbing Al

atom core-hole and its replicas during calculation, the absorbing atom was isolated in a super-

cell. This is why each atomic configuration was generated as a 2×2×2 supercell of α-Al2O3,

containing 80 atoms (2 units of Al2O3 per uni cell). This provided enough distance between

the absorbing atom and each of its replicas to minimize the interaction of the core hole and its

images on the replicas of the absorbing atom. Fig. 3.2 shows an image of the α-Al2O3 supercell

used to perform the SCF charge density calculations. Fig. 3.3 shows a comparison between the

equilibrium supercell of α-Al2O3 and one of the configuration of the supercell in which atoms

were moved from their equilibrium positions, where the supercells are shown along the 3-fold
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Figure 3.1: Convergence of the calculated Al K edge spectrum of α-Al2O3 with an increasing
number of configurations. For the spectrum obtained by averaging 50 configurations, the darkest
blue color is used. Then progressively lighter blue shades are used until the spectrum obtained
by averaging 40 configuration spectra. Then, the lightest blue shade is used for all the spectra
obtained by averaging 2 to 39 configurations.
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Figure 3.2: Image of the 2×2×2 equilibrium cell at room temperature of Al2O3. The oxygen
atoms are red and the aluminium atoms are purple. An Al atom was higlighted to show the
octahedral coordination with the surrounding O atoms. The image was obtained using XCrys-
den (96).

symmetry axis.

The XRS K edge spectra were calculated using a 4×4×4 k-points grid to sample each

configuration supercell Brillouin zone, a module q of the scattering vector q of 10 Å−1 to match

the experiment, and a broadening parameter of 0.3 eV. The measurement was done at high q

value so that the monopole transition, stemming from 1s→s electronic transitions, would have

a high enough intensity.

Both the monopole and dipole contributions to the spectra were calculated separately. The

monopole contribution of the spectrum, as shown before (see section 3.1.2, does not depend on

the direction of the scattering vector q, but the dipole part does. The isotropic dipole contribu-
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Figure 3.3: Comparison between the equilibrium supercell of α-Al2O3 (top) and the supercell
representing a configuration used in the QHA model to account for thermal vibration effects
in the XRS K edge spectrum (bottom). The supercells are shown along the z axis, which is a
3-fold symmetry axis of the corundum structure.
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tion to the spectrum was obtained as an average of the dipole contributions obtained for three

directions of q, q̂x, q̂y and q̂z parallel to the [100], [010] and [001] directions, respectively. All

spectra were calculated in the FCH (Full Core-Hole) approximation, where the positive charge

on the absorbing atom, caused by the 1s core-hole, is compensated in the material by a uniform

negative background charge in the supercell. This is equivalent to treating the excited core level

electron as promoted to the continuum, and thus missing from the material, hence the name.

A calculation was also performed on the 2×2×2 supercell of the room temperature α-

Al2O3 structure. This was done in order to compare the spectrum obtained with atoms fixed

at their room temperature equilibrium positions with the one obtained from calculations done

according to the QHA model. By doing so, the effects of taking into account thermal vibrations

of the atoms, instead of just taking thermal expansion of the cell into account, on the calculated

spectrum are emphasised.

3.2.2.2 Realignment and averaging

As mentioned earlier (see section 3.1.2), the final spectrum is obtained by averaging all the

spectra calculated for each atomic configuration of the material. However, because only va-

lence electronic states are explicitly calculated in our formalism, the energy scale used for the

spectrum and calculated by the SCF calculation is not absolute. Moreover, because each atomic

configuration spectrum is obtained from a different configuration of the α-Al2O3 supercell,

each spectrum is thus calculated on a specific energy scale with a specific energy origin, most

likely different from the other spectra energy origin. To make a long story short, each differ-

ent configuration of the Al2O3 supercell can be considered as a different compound. In other

words, the different spectra calculated for the ith configuration (dipole and monopole contribu-

tion, for every different q̂) all having the same energy zero specific to the ith configuration of

the supercell.

Thus, to average all the configuration spectra, they must first be realigned on a same en-

ergy scale, taken as the energy scale of a chosen reference spectrum. To do so, the so-called

∆SCF (76) procedure is used. A core-level shift (CLS) value is calculated for each configu-

ration spectrum, and then applied to their energy. To calculate the core-level shift value, for
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each configuration, a SCF calculation must be performed in both the GS (Ground State) and

XCH (eXcited core-Hole) approximations. The GS approach is just a ground-state calculation,

with no core-hole on the absorbing atom. In the XCH approach, the absorbing atom has a 1s

core-hole but, unlike the FCH approximation where the 1s core electron was promoted to the

continuum and the positive charge it left compensated by a background negative charge, the

system is still neutrally charged, and the excited core level electron is promoted to the lowest

level in the conduction band.

The core-level shift is calculated as such, for the configuration i with regards to reference

configuration 0:

∆i
CLS = (Eitot,XCH − Eitot,GS)− (E0

tot,XCH − E0
tot,GS).(3.16)

Etot refers to the total energy obtained from the SCF calculations, with additional indexes

and exponent specifying, respectively, the approximation the calculation was done in and the

configuration it was done for. This core-level shift takes into account the difference in the

energy it takes to promote the 1s electron to the lowest conduction band, for each different

configuration of the material. This way, the specific energy scale of each spectrum can all

be realigned to that of the chosen reference spectrum. However, the XSpectra module places

the energy zero, by default, at the highest occupied band energy, εhomo. The core-level shift

value calculated in 3.16 aligns each different spectra with regards to the lowest conduction band

energy for each configuration of the material, εlumo. So, for the realignment to make sense, if

the keyword xe0 was not set to εilumo manually in the XSpectra calculations so that the energy

zero of each spectra was taken as the corresponding εilumo, another term has to be added to the

core-level shift calculation:

∆i
CLS = (Eitot,XCH − Eitot,GS)− (E0

tot,XCH − E0
tot,GS) + ∆i

gap(3.17)

where

∆i
gap = (εilumo − εihomo)− (ε0lumo − ε0homo)(3.18)
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From then, the realigned spectrum energy of the configuration i, with regards to the reference

chosen configuration 0, is defined as

EiCLS = Ei + ∆i
CLS,(3.19)

Where Ei is the enegy of the spectrum calculated for the i configuration.

The last step before averaging is simply to interpolate the energies of each spectrum and the

energy of a chosen reference spectrum, since after the core-level shift every spectrum now have

different energy values. Each contribution (monopole and dipole) were averaged separately as

well as summed, so that the final spectrum can also be separated into its different contributions,

like any spectrum obtained from conventional calculations. The final spectrum including vibra-

tion effects (referred to as average in Fig. 3.4) was then realigned to the experiment spectrum

by matching the position of its main edge peak (peak B in Fig. 3.4) The spectrum calculated

with atoms fixed at their equilibrium positions was shifted by the same energy, after the ∆SCF

procedure was applied to it to rescale it on the same energy scale as the final spectrum including

vibration effects.

3.2.3 Results and discussion

In this part, we show the results obtained at the Al XRS K edge of corundum α-Al2O3, by

comparing experiment and the calculations performed as described above. The decomposition

of the calculated spectrum in its monopole and dipole contributions is also provided to assess

thermal vibration effects on the two multipole contributions explored by this measurement,

the dipole and monopole contributions. PDOS calculations were also performed and are alwo

shown later, to help understand the results and confirm and/or complete this assessment.

3.2.3.1 Comparison between calculation and experiment

The comparison of the measurement of the XRS spectrum at the Al K edge in Al2O3 with the

calculation can be seen on the Fig. 3.4. The measurement, as well as both calculation taking

thermal vibrations of atoms using the QHA model and taking only thermal expansion effects
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Figure 3.4: Comparison between the measured XRS spectrum at the Al K edge in corundum
Al2O3 (orange dotted line) and the calculated spectrum. Both calculation taking into account
thermal vibration effects (darker orange line) and with atoms fixed at their equilibrium posi-
tions (black line) are shown. Calculations were performed at 300K and at a scattering vector q
value of 10 Å−1. The monopole and dipole contributions are also separately shown and shifted
vertically for more clarity.
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into account are shown on the top of the figure. On the same figure, the monopole and dipole

contributions were also shown and shifted vertically, bellow the experiment and total calculated

spectra for more clarity.

The measured Al K edge XRS spectrum (orange dotted line) consists in two main spec-

tral features, in the form of a pre-edge peak named A and a main edge peak named B, located

at respectively 1964 and 1967 eV. The theoretical spectra obtained for the equilibrium cell at

room temperature (black line) and using the QHA model (orange line) both reproduce the two

features. Explicitly taking thermal vibrations into account however significantly improves the

relative intensities of the A and B peaks, because the intensity of the B peak, largely overesti-

mated in the equilibrium cell calculation, is far closer to the measured B peak intensity. The A

peak intensity, on the other hand, is almost unaffected by explicitly taking thermal vibrations

into account during the spectrum calculation. The spectrum beyond the B peak is also better

described using the QHA model rather than the standard equilibrium cell calculation. It should

also be noted, that compared to the standard calculation procedure, the QHA model calculation

leads to a small shift towards the lower energies of the whole spectrum (both the dipole and

monopole contribution) by about 0.3 eV. This shift was also observed, for spectra calculated

using the QHA model, during the thesis work of R. Nemausat (41).

3.2.3.2 Results analysis

By comparing the calculation performed using the QHA model and the calculation performed in

the standard way, the effect of vibrations can be assessed on both the monopole and dipole con-

tributions. Each individual configuration spectrum can also be seen, both for the total spectrum

as well as the monopole and dipole contribution, in light orange. It can already be observed that

thermal vibrations of the atoms mainly affect the dipole contribution.

The most obvious difference stems from the dipole contribution to the spectrum and con-

cerns the B peak intensity, or more precisely, the A/B peak intensity ratio. Calculations with

atoms fixed at their equilibrium positions (black line) greatly overestimate this ratio, which is

far closer to the experiment when looking at the calculation performed using the QHA model.

This allows a far better agreement with experiment when using the QHA calculation, than the
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standard calculation. The more important but less obvious result concerning the dipole contri-

bution is the new contribution to the A peak, which is purely a monopole at equilibrium. The

monopole contribution, in contrast, is only very slightly changed by taking into account those

vibrations, with a dampening of about 14% only of the A peak feature and no new contributions

anywhere in the spectrum. It should also be noted, that compared to the standard calculation

procedure, the QHA calculation leads to a small shift towards the lower energies of the whole

spectrum (both the dipole and monopole contribution) by about 0.3 eV.

PDOS calculations for the equilibrium supercell, as well as the corresponding spectrum

calculation, can be seen on Fig. 3.5. This calculation confirms that at equilibrium, the nature

of the A peak is solely monopolar as only the unoccupied s states of the excited (absorbing) Al

atom (panel two from the top) are present at its energy, which in turns mean only 1s→s eletronic

transitions can be its origin. A clear correlation between the absorbing atom unoccupied p states

(panel four) and the B peak (main edge) feature.

Since the Al site is not centrosymmetric (point group C3), local mixing can occur between

the s and p states of the same atom. However, for calculations performed using the cell with

atoms at their equilibrium positions, no such hybridisation occurs. Indeed, in Fig. 3.5, the

absorbing Al atom, calculations at the equilibrium symmetry show that the unoccupied s and

p states are located at different energies, and more precisely, the empty p states are absent at

the A peak energies, where only s states are located. Moreover, non local s-p hybridisation do

not take place either as the s empty states of the excited atom and the p states of the neighbour

(unexcited) Al atom are located at different energies. The explanation for the dipole contribution

to the A peak when taking thermal vibrations into account is that thermal vibrations enables the

local s-p mixing to take place and induce a new dipole contribution to the A peak, otherwise

(at least for calculations using the equilibrium cell) signature only of the empty s states. This

particular result is similar to what was already observed in previous use of this method to study

the effect of thermal vibrations on the XAS dipole K edge of oxides of light elements (case of

the Mg K edge of MgO, for instance) (41; 42).

This figure, in addition, shows how important the effect of the core-hole on the excited atom

is. Indeed, panels three and five can show how different the states projected on the neighbour

atom, without any core-hole, are from the states projected on the excited atom, bearing a core-
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hole. The A and B peak placement and intensity, for example (that is to say, the pre-edge and

edge regions) are mostly defined by the empty states of the excited atom, which the core-hole

presence has significantly pulled towards lower energies, and on a smaller energy range.

3.3 XAS at the Ti K edge in rutile TiO2

3.3.1 Experimental set up and details

Ti K-edge spectra of rutile TiO2 were measured by S. Collins at the I16 beam line of the Di-

amond Light Source using a synthetic single crystal. Rutile TiO2 crystallizes in the tetragonal

system with space group P42/mnm (n. 136), the 4-fold symmetry axis being parallel to the

[001] direction. The experimental setup was designed to study the angular and temperature

dependence of the pre-edge region of the Ti K edge by using a resonant elastic x-ray scattering

geometry, as shown in Fig. 3.6a. The sample (10×10×1 mm square) was mounted on the cold

finger of a closed-cycle ARS cryofurnace and oriented by x-ray diffraction. Sample rotations

about the [001] axis were carried out while maintaining angles of 10 and 70 degrees between

the sample surface, and incident and scattered beams, respectively, in the scattering σ polarisa-

tion configuration (polarisation vector perpendicular to the scattering plane, which is the plane

containing the [001] axis and the wave vector k). In this setup geometry, polarisation vector

ε̂ was kept normal to the 4-fold symmetry axis of the crystal, so that only electric-quadrupole

angular dependence was expected (53). The angular-dependent spectra were recorded for dif-

ferent temperatures ranging from 6 K to 698 K, by detecting the total fluorescence signal using

a Pilatus 100K area detector. Fig. 3.6b displays XAS spectra in the pre-edge region recorded at

6 K for a π rotation of azimuthal angle ϕ. The A1 peak, known to be due to E2 transitions (87),

does exhibit the expected π/2 periodicity (53). The maximum and minimum intensities of peak

A1 define the two spectra that are considered in the following. The minimum intensity of the

pre-edge first peak is measured when the [100] axis is in the scattering plane. The maximum

pre-edge first peak intensity is then obtained when the sample is rotated by 45° around the

[001] axis. The wave vector and polarisation vector for which these two cases were measured

are denoted (ε̂0, k0) and (ε̂1, k1) respectively. Their average and difference are denoted E2 in-

plane mean spectrum and E2 in-plane dichroic signal, respectively, and are the two signals that
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Figure 3.6: a) Experimental setup used to record the polarization-dependent x-ray absorption
spectra at the Ti K-edge of TiO2 rutile, as a function of temperature. As the polarization
remains in the plane perpendicular to the crystal [001] direction, in-plane dichroism only arises
from electric quadrupole E2 transitions. The image of the supercell of TiO2 was obtained using
Vesta (97). b) Spectra obtained at 6 K for azimuthal angle ϕ varying from 0 to π. The minimum
and maximum intensity of peak A1 identify the two ϕ values that are considered in this study
to define the in-plane mean spectrum and in-plane dichroic signal.
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will be reproduced by calculations. Self-absorption correction were applied using the process

described in Ref. (49).

3.3.2 Computational and calculation details

The calculation processes in the case of the XAS Ti K edge of TiO2 are slightly different from

the case of Al2O3, because of both the different experimental set up of the experiment, and a

problem occurring during phonon calculations. However, the calculations process still mainly

follow the QHA model. Details are given in the following sections.

3.3.2.1 Computational details

The phonon calculation caused some problems in the case of the rutile phase of TiO2. Indeed,

when performing phonon calculation using the GGA-PBE approximation, it has been observed

(72; 73) that the A2u phonon mode is predicted to be unstable, leading to discrepancies between

the observed and calculated properties of this compound. This led to the choice of performing

the SCF calculation required for the phonon calculation in the local density approximation

(LDA), using ultrasoft pseudopotentials from the PSLIBRARY also generated in the Rappe,

Rabe, Kaxiras and Joannopoulos (RRKJ) formalism. LDA predicts a stable structure of this

compound, at a slightly lower equilibrium unit cell volume (and thus lower cell parameters)

than observed, and also provides the correct description of its lattice dynamics. The phonon

calculation was performed on the fully relaxed unit cell of rutile TiO2 containing 6 atoms. Thus,

thermal expansion effects, unlike the case of Al2O3 where the unit cell was describing the room

temperature structure, were neglected. This choice was made because, at higher temperatures,

some phonon frequencies would be calculated as negative due to the aforementioned problem,

leading to imaginary modes. Unlike the case of Al2O3, the calculation process thus does not

exactly correspond to the QHA model developed by R. Nemausat and used in (41; 42). In the

case of TiO2, temperature is only taken into account when generating the atomic displacement

in the different configurations of the fully relaxed TiO2 supercell. Besides phonon calculations,

all SCF charge density calculations were also performed using the fully relaxed supercell of

TiO2. The calculation procedure in this case is thus referred to as the modified QHA model,
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to remind this main difference with the proper QHA model used in the case of Al2O3. The

modified QHA model still allows, as detailed later, good reproduction of thermal effects in the

Ti K edge spectrum of rutile TiO2.

A set of 40 configurations of the 2×2×3 supercells of the fully relaxed rutile TiO2 unit

cell were generated at three temperatures, chosen in the same temperature range in which the

XAS Ti K edge in TiO2 was measured: 15K, 300K, 715K (close to the ”low”, ”medium” and

”high” temperatures of the experiment). The atomic configurations were generated as super-

cells to isolate the core hole from its replicated images. They were not chosen exactly the same

as the temperatures of the experiment because in the QHA model, calculations should have

been performed on supercells of rutile TiO2 with experimental cell parameters, measured at

finite temperatures. The chosen temperatures are thus temperatures close enough to tempera-

tures of the experiment, for which experimental cell parameters of rutile TiO2 were available in

literature.

The XAS spectra were obtained after a SCF charge density calculation, with energy cut-

offs for the electronic wave functions and charge density of 50 Ry and 500 Ry, respectively,

performed at the Γ point. The XAS calculations were performed using a 4×4×4 k-points grid

to sample the Brillouin zone of each configuration of the TiO2 supercell and a broadening pa-

rameter of 0.7 eV, slightly higher than the value in Tables (51), but found to properly reproduce

the pre-edge features of the measured spectrum. The spectra were calculated in the FCH approx-

imation, with a 1s core-hole in the excited Ti atom pseudopotential and a background charge in

the supercell to compensate the resulting positive charge. This is the same approximation used

to model the core hole for the calculation of the XRS spectrum of Al2O3 at the Al K edge at

room temperature.

The dipole and quadrupole contributions to the spectra were calculated separately. The

dipole contribution depends solely on the polarisation vector (ε̂) of the incident x-rays while

the quadrupole contribution to the spectrum depends on both the incident polarisation and wave

vector k. Consequently, the spectra were calculated for two specific couples of (ε̂,k) chosen

to match the particular experimental set-up, and supposed to allow reproducing the angular

dependence of the XAS Ti K pre-edge that was measured. Moreover, since the measurement

was performed on an oriented single crystal, calculations were performed for both sites of the
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Ti atom which are, crystallographically speaking, equivalent, but oriented differently in the

supercell, and thus yield different signals according to the specific orientation of (ε̂).

3.3.2.2 Final spectrum and angular dependence signal

As for the case of corundum, the use of the modified QHA model implies that a spectrum

was calculated for each atomic configuration of the 2×2×3 TiO2 supercell. This amounted, for

each configuration, to a calculation for the two Ti sites, of both contributions, and for both (ε̂,k)

couples. The two (ε̂,k) couples, noted (ε̂1,k1) and (ε̂0,k0) were chosen so that they correspond

to the polarisation yielding, respectively, the maximum and minimum first pre-edge peak (peak

A1 of Fig. 3.6) intensity. Thus, as for the case of corundum, each spectrum calculated for a

specific configuration of the TiO2 supercell has a different energy zero (see section 3.2.2.2 for

the explanation in the case of the Al XRS K edge). Moreover, this is also true for the different

spectra obtained for the same configuration of the supercell, but with the excited atoms placed

at different sites. Thus, a core-level shift step was performed to realign all calculated spectra,

i.e calculated for each multipole contribution, for each (ε̂,k) couple, and for each different Ti

site, with regards to a single chosen reference spectrum. This means that compared to the case

of α-Al2O3, the core level shift must be calculated twice for each configuration instead of once,

because the core level shift that must be applied to the calculated spectra is different for the two

different sites. For the configuration i and for the site j, the core-level shift value is calculated

as, with regards to a reference configuration 0 (to be clear, the index 0 actually refers to both a

configuration of the supercell and one of the two possible Ti sites chosen for the excited atom)

∆i,j
CLS = (Ei,jtot,XCH − E

i
tot,GS)− (E0

tot,XCH − E0
tot,GS) + ∆i,j

gap(3.20)

where

∆i,j
gap = (εi,jlumo − ε

i,j
homo)− (ε0lumo − ε0homo)(3.21)

In Eq. 3.20, the total ground-state energy calculated for the supercell configuration i does not

show the chosen site j index because, with no core-hole on the excited atom, the calculated total
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supercell energy does not depend on the chosen site.

As for the case of α-Al2O3, the configuration spectra, for each possible Ti site, is then

realigned to the reference spectrum by applying the specific calculated core-level shift value to

its energy:

Ei,jCLS = Ei,j + ∆i,j
CLS,(3.22)

After the shifting process, the energy of each spectrum is interpolated with regards to a

reference spectrum energy so that the needed manipulations can be performed on the calculated

data. Two kinds of spectrum were measured at the Ti K edge for the different temperatures

explored by the experiment (see section 3.3.1 for more details). All calculated spectra were

used to model these two different kind of spectra. The calculated in-plane mean spectrum was

obtained by averaging the contributions obtained from calculations using the two (ε̂,k) couples.

The calculated in-plane dichroic signal was obtained by subtracting the spectrum obtained using

the (ε̂0,k0) couple to the spectrum obtained using the (ε̂1,k1) couple. The in-plane mean

spectrum was then realigned to the experimental spectrum with regards to the position of the

A3 peak, and the same energy realignment was then applied to the in-plane dichroic calculated

spectrum.

3.3.3 Results for the in-plane mean signal

In this part, the XAS spectrum calculation at the Ti K edge in rutile TiO2 obtained following

details given above is compared to the measured spectrum. Both the in-plane mean signal and

a close-up of this signal in the pre-edge region are shown. As for for the case of corundum,

the different contributions (electric dipole E1 and electric quadrupole E2) to the calculated

spectrum are also shown. After comparing experiment and calculations, an analysis of the pre-

edge is conducted so that vibrations effects on both contributions to the K XAS spectrum can

be properly assessed. The analysis also relies on PDOS calculations, performed on the fully

relaxed equilibrium cell of rutile TiO2.
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3.3.3.1 Experiment and calculation comparison

A comparison between the calculated TiK edge in-plane mean spectra in TiO2 XAS spectra for

three temperatures and the measurement of the same Ti K edge for corresponding temperatures

is shown in Fig. 3.7. Fig. 3.8 shows a zoom of this figure in the pre-edge region, which is a

signature of the empty 3d states for many transition metals, to which titanium belongs.

The three main features of the pre-edge region are well reproduced: the A1, A2 and A3

peaks are present and with rather good relative energy placement. The pre-edge first peak (A1)

is, however, reproduced at a slightly higher energy than expected according to the measurement.

The main edge region is also well reproduced, with both the main edge (D) and the clear shoul-

der feature (B) well reproduced in terms of relative energy position (to each other) and relative

intensity. It can be noted, however, than the whole calculated spectra is slightly contracted com-

pared to the experiment as the main edge calculated features and placed at lower energies than

the measured ones, unlike the pre-edge first peak. The calculated C feature, though, is a little

too intense as well as impacted by temperature compared to the experiment.

Concerning the temperature dependence, the variations of the in-plane mean signal spec-

trum of the Ti K edge as temperature increases reproduced by calculations in the modified

QHA model are in good agreement with the experiment. Indeed, the increasing intensity of the

pre-edge is well reproduced, with a main effect on the A2 peak, and a lesser effect on the A1 and

A3 peak. The effect of temperature on the A3 peak is slightly overestimated compared to ex-

periment however. The decrease of the main edge peak D as temperature increases is also well

reproduced. The calculated B feature is unaffected by temperature, which is consistent with the

experiment. However, the C feature, seemingly invisible in the experiment, is produced in the

calculated spectrum and shown to be increasing as temperature increases. Thermal expansion

effects are found to be negligible next to the other effects provoked by the thermal vibrations

of the nuclei when trying to reproduce temperature dependence in such calculations. Indeed,

Fig. 3.9 shows calculation of the Ti K edge of rutile TiO2 using the fully relaxed equilibrium

cell, but with cell parameters of the experimental TiO2 structure found for the corresponding

temperature in literature (81; 82). This figure, by comparing the calculated spectra obtained

for the various different temperatures, and chosen close to temperatures for which the Ti K
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edge spectra were measured, shows almost no effect from the thermal expansion of the cell

parameters. Thus, Fig. 3.7 shows how taking into account thermal vibrations of the atoms in

the supercell is of paramount importance to grasp the variations affecting the spectrum as tem-

perature increases. It should be noted, finally, that despite the temperature variations exhibited

by the measured Ti K edge are generally very well reproduced, the slight redshift measured for

the A2 peak as temperature increases is not reproduced by calculation.

3.3.3.2 Pre-edge analysis and discussion

The pre-edge region of a spectrum, in XAS, gives insight regarding the local and electronic

structure of the excited element. In particular, for transition metals such as Ti, the pre-edge

region is related to the empty 3d states of the studied metal. As shown by Fig. 3.8, the pre-edge

peaks A1, A2 and A3 are the results of both the E1 and E2 contributions. More specifically, the

A1 and A2 peaks are the result of both the E1 and E2 contributions, that is to say respectively

from 1s→p and 1s→d electronic transitions, while the A3 peak stems purely from the E1

contribution, and thus from 1s→p transitions. This is true for all the explored temperatures,

and it can be noted that the dipole contribution is strongly affected by the temperature while

the quadrupole contribution remains virtually unchanged, for all explored temperatures. Thus,

the temperature variation measured for the A1 and A2 peak, as shown by calculation, can be

attributed solely to the effects of thermal vibrations on the dipole contribution to the spectrum.

Another important point to know is that the E1 (dipole) transitions have either a local or

non-local character. In more detailed words, the dipole transitions can on one hand involve

the empty p states of the excited atom, mixed with its empty 3d states, in which case the are

referred to as local. On the other hand, dipole transitions can also involve the excited atom

empty p states, hybridized with the empty 3d states of the neighbour Ti atom, in which case

they are refered to as non-local. This is important because the point group of the Ti atoms, D2h,

is centrosymmetric. This forbids on-site p− d mixing, which in turn should make the local E1

transitions described earlier forbidden, and thus invisible in the Ti XAS K edge of rutile TiO2.

However, by taking into account the vibrations, the site symmetry is broken, and the formerly

symmetry-forbidden on-site p− d mixing becomes available. This also means that in our case,

even though it is not true for the equilibrium structure of rutile TiO2, the vibration-enabled local
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Figure 3.11: Top panel: experimental (6K) and calculated TiK pre-edge XAS spectra in rutile.
Panels below: partial p and 3d densities of states projected on absorber Ti and one of its first
Ti neigbour. The supercell used for XAS and PDOS calculations was built with atoms at their
equilibrium positions, using the fully relaxed crystal structure.
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E1 transition can contribute to the pre-edge region of the calculated Ti K edge. Of course, it is

expected that these local E1 contributions to the spectrum will be visible for pre-edge feature

that were already a signature of the empty 3d states of the excited atom, since they are the result

of temperature-induced on-site p− d mixing.

As we just explained, the measured temperature variation of the XAS Ti K edge of the

rutile phase of TiO2 mainly come from the dipole contribution to the spectrum (thus, from 1s

→ p transitions). It is more precise, however, to say that the temperature variations in fact

manly stems from the local E1 contribution to the spectra. It should be noted that these local

contributions, by definition, are only featured in the spectra calculated using the modified QHA

model, but not in the one calculated following standard procedure and the equilibrium cell

(this is true even when taking into account thermal expansion of the cell). .The effects of the

vibrations on the multipole contribution to the spectrum as well as the origin of its temperature

variations, can be confirmed by using Fig. 3.10. Fig. 3.10 shows a comparison between two

calculations, performed with (using the modified QHA model, orange) and without (calculation

for the fully relaxed equilibrium cell, black dotted line) vibrations taken into account. First, this

figure shows that peak A1, for the spectrum calculated with the equilibrium cell without taking

vibrations into account, is a purely quadrupole feature. More precisely, it shows that the A1

peak only presents a dipole contribution when thermal vibrations are taken into account, which

enables symmetry-forbidden local E1 contributions to contribute to the spectrum. Moreover, the

figure also shows that vibrations also have a significant effect on the A2 peak, and a far weaker

effect on the A3, compared to the equilibrium calculation. Thus, by comparing the spectra

calculated with and without vibrations taken into account, we can confirm that the effects of

vibrations on the dipole contribution, in the pre-edge region, is indeed adding a symmetry-

forbidden local E1 contribution, to the peaks that are at least partly quadrupole features. This

is shown by how the A1 and A2 peaks, respectively purely and partly quadrupole in nature,

are affected more than the A3 peak, which is a purely dipole feature. This is explained by

the breaking of Ti site symmetry, which induces on-site p − d mixing and thus new local E1

contributions, but only for pre-edge features already stemming (at least in part) from quadrupole

electronic transitions, i.e for the pre-edge features that are a signature of the excited atom empty

3d states. The added E1 local contributions to those A1 and A2 peaks increase in intensity
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as temperature grows, as shown on Fig. 3.8, and create the temperature variation measured

by the experiment. Finally, we can confirm by looking at Fig/ 3.10, thanks to the different

configuration spectra being displayed for both the E1 and E2 contribution to the spectrum, that

the thermal vibrations of the atoms in the supercell mainly affect the E1 contribution while

leaving the E2 contribution mainly unchanged, saved for a slight broadening of the features, as

was the case of the monopole contribution of the XRS Al K edge of α-Al2O3.

Inspection of the projected density of states (PDOS) on the excited Ti atom and one of its

neighbour, in the equilibrium cell, confirms those results. Moreover, combined with the de-

scribed effects of vibrations on the multipole contributions to the spectrum, this inspection also

allows to attribute, precisely and to each pre-edge feature, its origin in terms of electronic tran-

sitions. PDOS calculation can be seen on Fig. 3.11. The top panel of Fig. 3.11 is a comparison

of the pre-edge regions of the equilibrium calculation (no vibrations) and the measurement of

Ti K edge un rutile TiO2, for T = 6 K. Once again, the E1 and E2 contributions are shown,

but not shifted vertically. On the panels below, the density of states projected on the empty

3d and p states of the excited and one of the first neighbour Ti are shown. For the 3d states, a

decomposition of the states is also shown, and according to the D2h symmetry of the Ti site(98).

The 3d states, in that symmetry, are decomposed into non-degenerate states Ag, B2g B3g and

the Ag and B1g states. The first are referred to as ”t2g-like” orbitals and the last two as ”eg-

like” orbitals, by reference to the well-known decomposition in the Oh symmetry. We used

this reference because, for convenience, we approximate the Ti site symmetry (corresponding

to a distorted centrosymmetric octahedron) to the Oh symmetry (perfect octahedron), as the

t2g-eg splitting of the 3d states, theoretically valid for the Oh symmetry, is very well known and

common. The coordinate system used for the decomposition is shown in the inset of Fig. 3.11.

This figure confirms how at equilibrium, the only contribution to the A1 pre-edge feature stems

from quadrupole electronic transitions, as only the excited Ti t2g-like states are present in this

energy range. This is in agreement with most previous studies of the XAS Ti K pre-edge of

TiO2 (43; 83; 84; 85; 86; 87; 88; 89; 90). Fig. 3.11 also confirms the mixed nature of the A2

pre-edge feature. Indeed, the figure shows that at equilibrium, only the excited Ti atom 3d

eg-like states and the neighbour Ti 3d t2g-like states are present in the A2 peak energy range,

making it the result of both those E2 transitions and non-local E1 transitions For the A3 peak,
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Peak labels Probed states Electronic transitions
A1 absorbing Ti 3d (t2g-like) E2: 1s→ 3d

absorbing Ti 3d (t2g-like) E1 local: 1s → 4p mixed with 3d of absorbing Ti

A2 absorbing Ti 3d (eg-like) E2: 1s→ 3d
absorbing Ti 3d (eg-like) E1 local: 1s → 4p mixed with 3d of absorbing Ti

neighboring Ti 3d (t2g-like) E1 non-local: 1s → 4p mixed with 3d of neighboring Ti

A3 neighboring Ti 3d (eg-like) E1 non-local: 1s→ 4p mixed with 3d of neighboring Ti

Table 3.1: Nature of the electronic transitions at the origin of the Ti K pre-edge structures in
rutile TiO2. Transitions induced by nuclear thermal fluctuations are indicated in bold.

since only the neighbour Ti 3d eg-like states are present in its energy range, it is confirmed to

be purely a purely dipole feature, with a non-local E1 transition at its origin. The effects of the

thermal vibrations on the dipole and quadrupole transition channels, which we described earlier,

allow to complete the inventory of the empty states represented in each pre-edge features, by

adding the symmetry-forbidden local E1 contribution to both the A1 and A2 pre-edge peaks,

which also increases as temperature increases. Table 3.1 summarises the precise origin of each

pre-edge peak in terms of electronic transitions, and also details which empty states are in-

volved in the transitions, as well as the nature of each electronic transitions (local or non local).

The temperature-induced local E1 contributions to the spectrum are added to the contributions

already present at equilibrium, and emphasised by using a bold format.

The temperature-induced local E1 contribution to the A1 peak, caused by the mixing of

the excited atom empty p states with its t2g-like states, has often been overlooked by previous

studies of the pre-edge region of the XAS Ti Kedge of rutile. This can be explained both by

how its intensity is low compared to the already present E2 contribution to the A1 peak, and

the fact that the temperature-induced p − d mixing is not reproduced vy standard calculation

processes. It should be noted however that some studies (91; 92) assign a dipole contribution

to the A1 pre-edge peak; however this could be caused by artifacts introduced by the muffin-tin

approximation (87). Moreover, a recent in-depth study (93) of the linear dichroism of this edge

however, based on high-energy-resolution measurements, confirms the presence of a weak E1

contribution to the A1 peak, although the authors did not relate it explicitly to finite temperature

effects.
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The most visible temperature-induced local E1 contribution is the one present on the A2 pre-

edge peak, this time caused by the mixing of the absorber empty p states with its eg-like states.

It is indeed the A2 peak that shows the most variation in intensity as temperature increases. It

should be noted that the the strong temperature dependence variations to states related to the

excited e− g like states has also been observed for other Ti compounds, such as SrTiO3 (94) or

PbTiO3 (10). Concerning the A2 peak, as mentioned earlier, calculations in the modified QHA

model do not manage to reproduce the redshift affecting the measured A2 peak as temperature

increases. A qualitative explanation can be given by considering the core-hole treatment in

DFT. Indeed, as can be seen in Fig. 3.11, the excited atom bearing the core-hole, compared to

the neighbour Ti atom which does not bear one, sees its empty d states placed at lower energies.

This is explained by a potential that is more attractive for the 3d states because of the core-hole.

However, DFT is known to often overestimate the screening of the core-hole by the valence

electrons, as was already reported for different transition metals K edges (like the K edge of

scandium for example), and appears as the main drawback of the method (43; 95). Because of

this problem, the empty 3d states of the absorbing atom are not pulled at low enough energies,

and thus, the local E1 contribution to the A1 and A2 peaks, caused by the thermal vibrations,

and are dependent on the empty 3d states of the absorbing atom, end up at higher energies than

expected. In particular, for the A2 peak, this causes the E1 local contribution to the A2 peak

to be at about the same energies as the non-local E1 contribution to the A2 peak, linked to the

energy position of the empty 3s t2g-like states of the neighbour Ti atom (cf Fig. 3.11 and the

placement of the absorbing atom 3d eg-like states and the neighbour Ti atom 3d t2g-like states).

The temperature-induced E1 local contribution, which grows as temperature increases, thus

grows at higher energies than if the core-hole was a little more attractive, and at the same energy

location as the non-local E1 contribution, which does not increase as temperature increases.

This is what causes the redshift observed on the A2 peak for the experiment not to be reproduced

by calculations in the modified QHA model, even though the other temperature variations of

the spectrum are well reproduced. A slightly more attractive core-hole would lower the energy

position of the local E1 contribution, which in turn would increase in intensity as temperature

increases at slightly lower energies than the non-local E1 contribution, which would allow to

restore the redshift as temperature increases.
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3.3.4 Angular dependence signal

As mentioned earlier, in the case of the Ti K edge of the rutile phase of TiO2, the measurement

was performed in a very specific set-up that allowed to measure both an in-plane mean signal

and the anisotropy of the 3d states of the excited Ti atom by measuring an in-plane dichroic sig-

nal. In this part, a comparison between the measured in-plane dichroic signal and the calculation

performed using the modified QHA model and aiming to reproduce the signal. Additionally, we

discuss the fact that the use of atomic configurations to model thermal vibrations effect, while

allowing to correctly reproduce temperature variations for the in-plane mean signal, also causes

unexpected problems when looking at the angular dependence of the pre-edge region of the Ti

K edge.

3.3.4.1 Comparison between first calculations and experiment

We are reminded here that both the in-plane mean and dichroic signals are obtained thanks to the

final spectra obtained by using the modified QHA model described earlier. The in-plane dichroic

signal, more specifically, is obtained by subtracting the spectrum obtained using the (ε̂0,k0)

couple to the spectrum obtained using the (ε̂1,k1) couple. A comparison of the measured in-

plane dichroic signal and the one calculated using the modified QHA model, using 40 atomic

configurations of the supercell (20 for each of the two Ti sites) can be seen on Fig. 3.12, and

for reference regarding the dichroic signal energy localisation, the in-plane mean signals are

shown in dotted lines using a 1/10 scale. The measured in plane dichroic signal is non zero only

for the A1 and A2 peaks, which are the only quadrupole peaks (even if only partly in the case

of the A2 peak). This is, of course, expected because the experiment was designed so that the

measured in plane dichroic signal would represent the anisotropy of the 3d states of the excited

Ti atom (see section 3.3.1). As a matter of fact, taking into account the crystal symmetry (D4h)

and the experimental set-up, the E1 contribution of the in plane dichroic signal is theoretically

expected to be zero. This signal is positive for the first peak (by construction) but negative for

the second peak; it means that the intensity of the second peak varied in an opposite way to that

of the first peak as the sample was rotated by 90°. In other words, while the intensity of the A1

peak decreased, the intensity of the A2 peak increased. The measurement also shows that, as
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temperature increases, this angular dependence signal slightly decreases.

These results are well reproduced by the calculations in the modified QHA model, when

only looking at the E2 component of the calculated in-plane dichroic signal. Indeed, save for

a slight shift towards higher energy which is consistent with the slight shift also observed for

the calculated in-plane mean signal, the shape of the signal is well reproduced. It is non zero

only for the A1 and A2 peaks as measured, and positive for the A1 peak and negative for the A2

peak. The variation of the signal when temperature increases is also well reproduced. However,

an unexpected E1 contribution to the signal is also present. It is non zero, and in particular,

presents a non negligible feature at the A3 peak energy, where the measurement and the E2

calculated signal are both zero. This signal is both unexpected theoretically according to the

symmetry, and not measured by experiment. Thus, it is related to a calculation problem, not yet

identified.

First, the hypothesis of a convergence problem was tested. Indeed, as was shown earlier

when discussing the in-plane mean signal, individual contributions mainly show variations for

the E1 contribution and not the E2 contribution. Thus, at this point, it was possible that for

subtle effects (the in-plane mean and dichroic signals are shown simultaneously in Fig. 3.12 but

the in-plane mean signal is at a 1/10 scale) to be properly reproduced, and not just the global

temperature dependence of the in-plane mean spectrum, more configurations were needed.

3.3.4.2 Convergence of the in-plane dichroic signal

Thus, more configurations were used to generate the in-plane dichroic signal. The goal was to

check if the convergence of the E1 contribution to the in-plane dichroic signal to zero was at-

tainable with a reasonable number of atomic configurations, and thus confirming our non-zero

E1 contribution problem as a convergence problem. To create more different configurations

of the material, the absorbing Ti was placed on the two possible sites, equivalent but oriented

differently, in the 2×2×3 supercell of TiO2. This amounted to 480 possible different configura-

tions of the material (240 per different oriented Ti site). The results of these calculations can be

seen on Fig. 3.13. The E1 and E2 contributions as well as their sum is shown in blue and shifted

vertically from each other, in shades of blue; The darker the color, the more configurations were
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Figure 3.12: Experimental and calculated in-plane dichroic signal (from the spectra calculated
using the modified QHA model) of the Ti-K pre-edge region in rutile TiO2 for three different
temperatures. The intensity of the dichroic signal is in the same units as those used for the XAS
spectra in Fig. 3.8. As for previous figures, calculations (and its separated contributions) as well
as the experiment were shifted vertically for clarity. Zero lines (in black) have been added for
measured and calculated dichroism, which have been vertically shifted for clarity. For reference
purposes, the XANES spectra are also displayed in dotted lines, but using a factor 1/10.
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used for the modified QHA model calculation process described earlier.

This figure shows that taking too few configurations, for this kind of subtle effect related to

the angular dependence of the pre-edge region, leads to a non converged signal. As expected, the

figure also confirms once again the very low effect of thermal vibrations on the E2 contribution,

as all the configuration numbers tested yield the same E2 in-plane dichroic signal. Strikingly,

the figure also shows that even after using a significant amount of configurations (given the fact

that for each of those an SCF calculation as well as an E1 and E2 spectrum calculation, for

each orientation, is needed to get in-plane mean and dichroic signals) seemingly does not lead

to a convergence to zero of the E1 contribution, and that is expected theoretically. This leads

to a worse agreement with the measured in-plane dichroic signal because the E1 contribution

has to be taken into account in the comparison. More precisely, the unexpected non zero E1

contribution creates equally unexpected contributions around the energies of the A2, and more

visibly, A3 peaks. Thus, simply reproducing the in-plane dichroic signal using the spectra

calculated using the modified QHA model, and more precisely by subtracting the final spectrum

obtained using the (ε̂0,k0) couple to the final spectrum obtained using the (ε̂1,k1) couple, does

not allow in our case reproduction of the measured in-plane dichroic signal, using a reasonable

number of atomic configurations to average the spectrum.

Consequently, the modified QHA model, when using a reasonable number of configura-

tions to average the final spectrum, does not allow to simultaneously reproduce the correct

signal, and the correct temperature dependence of the signal. The breaking of symmetry caused

by the modified QHA model allows local p− d mixing to occur on the absorbing Ti atom. This

enabled new dipole contributions in the pre-edge region of the in-plane mean spectrum of the

Ti K edge, which allowed reproducing the measured data and its temperature dependence with

good accuracy. However, this breaking of symmetry also affects the crystal symmetry, and the

measured angular dependence of the Ti K edge of rutile TiO2 is not reproduced by calcula-

tion, even when using even a high and beyond reasonable number of configurations. Thus, the

problem caused by the use of atomic configurations of the material to model quantum thermal

vibration effects goes beyond a simple convergence problem. However, even in temperature

experiment, the expected angular dependence of K edges spectra is always observed. Thus, the

problem must be solved. To that end, we devised a method to recover the crystal symmetry that
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and the signal itself were all shifted for more clarity. The darker the color of the signal, the
more configurations were used.
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has been lost by the use of atomic configurations, based on group theory. We justify and detail

this method in the next section, and use it to correct the angular dependence signal problem,

while keeping all previous results and conclusions.

3.3.4.3 Average cross section symmetry properties

In this section, the method used to recover the crystal symmetry lost because of the atomic

configurations is justified, then explained in practice. First, we show that the x-ray absorption

cross section calculated with the modified QHA model, as an average of configuration cross

sections and noted σaverage, must have the same properties as that of the crystal, even when

taking into account thermal vibration effects. More precisely, we prove that the average cross

section has symmetry properties imposed by the point group of the crystal. This justifies recov-

ering the symmetry of the crystal for the averaged cross section, which seemingly can not be

done using a reasonable number of configurations when using the modified QHA model. Then,

the procedure followed to actually recover symmetry is explained in details.

First, we recall the necessary theoretical ingredients of the QHA model used to calculate

the average cross section (see also section 3.1.2). The crystal is seen as N nuclei of mass MI

and charge qI and Ne electrons of mass m. The position vectors of the nuclei and electrons are

noted, respectively, RI and ri (I = 1, ..., N and i = 1, ..., Ne). In what follows, to lighten

notations, collective coordinates R̄ = (R1, ...,RN ) and r̄ = (r1, ..., rNe) were used. The

system is described by wave functions Ψ(R̄, r̄) of energy E.

The XAS cross section including thermal vibrations at temperature T can be written as, for

incoming x-ray photons of energy ~ω:

(3.23) σ(~ω) = 4π2α0 ~ω
1

Z

∑
m,n,i,j

e−E
i
m/kBT |〈Ψj

n|O(r̄)|Ψi
m〉|2 δ(Ejn − Eim − ~ω)

where α0 and kB are the fine structure and Boltzmann constants, respectively, and where the

partition function Z reads:

(3.24) Z =
∑
m,i

e−E
i
m/kBT .
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In Eq. 3.23, O(r̄) is the XAS transition operator, that reads

(3.25) O(r̄) =
∑
j

eik·rj

(
~ε̂ · ∇j −

g

2
sj · (k × ε̂)

)

which, when expanded, gives the electric dipole (E1) and electric quadrupole (E2) terms. The

wave functions Ψi
m(R̄, r̄) are described using the Born-Oppenheimer and harmonic approxi-

mations.

In the Born-Oppenheimer approximation, we assume that wave functions Ψ(R̄, r̄) can be

factorized as, by considering the nuclei and electron coordinates independent:

Ψi
m(r̄, R̄) = χim(R̄)ψm(r̄; R̄).(3.26)

In this equation (Eq. 3.26), the electronic wavefunction ψm(r̄; R̄) is the solution of Schrödinger

equation with nuclei clamped at position R̄

He(r̄; R̄)ψm(r̄; R̄) = εm(R̄)ψm(r̄; R̄).

The electronic Hamiltonian He(r̄; R̄) is written as

He(r̄; R̄)=−~2

2m

Ne∑
i=1

∆i + Ve(r̄) + VeN (r̄, R̄) + VN (R̄),(3.27)

Ve being the Coulomb potential between the different electrons, VeN the Coulomb potential

between nuclei and electrons and VN the Coulomb potential between the different nuclei.

In the harmonic approximation, the vibrational wavefunctions χim(R̄) (Eq. 3.26) are the

solutions of

(3.28) Hm(R̄, R̄
0
)χim(R̄) =

(
Eim − εm(R̄

0
)
)
χim(R̄),

where R̄
0 are the equilibrium positions of the nuclei for quantum states ψm. The hamiltonian
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Hm(R̄, R̄
0
) reads

(3.29) Hm(R̄, R̄
0
) = −

N∑
I=1

~2

2MI
∆RI

+
1

2

∑
I,J

(RI −R0
I) ·

∂2εm(R̄)

∂RI∂RJ

∣∣∣
R̄=R̄

0
(RJ−R0

J).

If we assume that the experimental resolution is much larger than the vibrational energies (31),

then the final states vibrations can be neglected, and we can focus on the ground state vibrational

energies given by solving Eq. 3.28 form=0 only. In this framework, the cross section including

vibration effects at finite temperature, σ(~ω) (Eq. 3.23) becomes an average over individual

cross sections σR̄(~ω) calculated for individual configurations of the material (see section 3.1.2

for details):

(3.30) σav(~ω) = Z−1
∑
i

e−E
i
0/kBT

∫
dR̄ |χi0(R̄)|2 σR̄(~ω),

with

(3.31) σR̄(~ω) = 4π2α0 ~ω
∑
f

|〈ψf |O(r̄)|ψ0〉|2 δ(εf−ε0−~ω).

Now, let us consider the effect of applying an isometry D on the collective coordinates R̄

on the average cross section σav(~ω). The isometry D can always be written as Dr = Sr + t

for any r, and where t is a translation vector and S a rotation or a roto-inversion. Applying D

to R̄ in Eq. 3.30 gives:

σav(~ω) = Z−1
∑
i

e−E
i
0/kBT

×
∫
dR̄ |χi0(DR̄)|2 σDR̄(~ω),(3.32)

where we used dDR̄ = dR̄ because isometries conserve volume. As we can see, both the con-

figuration cross section σDR̄(~ω) as well as the ground state vibrational wavefunction χi0(DR̄)

are affected. We investigate separately both cases.

First, let us investigate what applying D to R̄ changes for the configuration cross section
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σDR̄(~ω). Since isometries do not change length and scalar product and since the VeN (r̄, R̄)

and VN (R̄) Coulomb terms of Eq. 3.27 are functions of length of type |ri−RI | and |RI−RJ |,

respectively, we can easily show that

(3.33) He(r̄;DR̄) = He(D
−1r̄; R̄).

The electronic wavefunctions ψm satisfy both

He(r̄;DR̄)ψm(r̄;DR̄) = εm(DR̄)ψm(r̄;DR̄)

and

He(D
−1r̄; R̄)ψm(D−1r̄; R̄) = εm(R̄)ψm(D−1r̄; R̄).

Since the two hamiltonians in those equations are identical (cf Eq. 3.33), then we can always

order the eigenvalues (as long as they are not degenerate (99)) so that we have

(3.34) εm(DR̄) = εm(R̄),

and ψm(r̄;DR̄) equal to ψm(D−1r̄; R̄) up to a phase. Using these symmetry properties of the

electronic states and eingenvalues, we can now calculate σDR̄(~ω) starting from Eq. 3.31. We

have:

∣∣〈ψf (r̄;DR̄)|O(r̄)|ψ0(r̄;DR̄)〉
∣∣2δ(εf (DR̄)−ε0(DR̄)−~ω

)
=

∣∣〈ψf (D−1r̄; R̄)|O(r̄)|ψ0(D−1r̄; R̄)〉
∣∣2 δ(εf (R̄)− ε0(R̄)− ~ω)

=
∣∣〈ψf (r̄; R̄)|O(Dr̄)|ψ0(r̄; R̄)〉

∣∣2 δ(εf (R̄)− ε0(R̄)− ~ω).

(3.35)

To calculate O(Dr̄) in Eq. 3.35, we use Eq. 3.25 for the XAS transition operator. In

Eq. 3.25, gradient ∇ is translation invariant and t applied on term eik·r only brings a phase

eik·t, which disappears in the modulus in Eq. 3.35.
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Then, using the identity

(3.36) q · (Sr̄) = (S−1q) · r̄,

and considering both cases q = ε̂ and q = k, we obtain the following symmetry property of

the configuration cross section:

(3.37) σDR̄(~ω, ε̂,k) = σR̄(~ω,S−1ε̂,S−1k).

In a second time, we investigate the effect of applyingD onto R̄ in theH0(R̄, R̄0) harmonic

nuclear Hamiltonian, defined by Eq. 3.29 for m = 0 (vibrations of the ground state only). The

invariance of r ·∇ under invertible linear transformations, the translation invariance of RI−R0
I

and ∇, and Eq. 3.34 imply

(3.38) H0(DR̄, DR̄0) = H0(R̄, R̄0),

for any isometry D. If, moreover, D is a symmetry element of the space group of the crystal,

then we have DR̄0 = R̄0 and, as a consequence, Eq. 3.38 becomes:

(3.39) H0(DR̄, R̄0) = H0(R̄, R̄0).

This means that χi0(R̄) and χi0(DR̄) are eigenstates of the same Hamiltonian and, if they

are non-degenerate, χi0(DR̄) and χi(R̄) are equal up to a phase:(101)

(3.40)
∣∣χi0(DR̄)

∣∣2 =
∣∣χi0(R̄)

∣∣2 .
Besides, χi0(DR̄) and χi0(R̄) have the same energy Ei0, which also means that they have the

same Boltzmann weight in Eq. 3.23.

We can now draw a conclusion regarding the average XAS cross section σav(~ω) calculated

using the (modified) QHA model, and defined in Eq. 3.30, when D is applied to R̄ and if D is

a symmetry operation of the crystal space group. Using the symmetry properties described in
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equations 3.40 and 3.37, we can now see that

(3.41)
∫
dR̄ |χi0(DR̄)|2 σDR̄(~ω, ε̂,k) =

∫
dR̄ |χi0(R̄)|2 σR̄(~ω,S−1ε̂,S−1k),

where S is the rotation or roto-inversion part of D, that is to say, a symmetry operation of the

crystal point group.

Using the new Eq. 3.41, in Eq. 3.32 we finally obtain

(3.42) σav(~ω, ε̂,k) = σav(~ω,S−1ε̂,S−1k).

In other words, the average cross section, which takes quantum thermal effects of the nu-

clei into account in the (modified) QHA model framework, has the same angular dependence

(i.e same symmetry properties) as the cross section calculated with nuclei at their equilibrium

positions. That is to say that we managed to prove that even though quantum thermal vibrations

are into play, the average cross section calculated using the (modified) QHA model must keep

the angular dependence of the equilibrium cross section. This justifies the method described

thereafter aiming to recover the equilibrium cross section angular dependence, that cannot be

obtained using a reasonable number of atomic configurations.

3.3.4.4 Recovering the cross section symmetry

In the previous section, we justified how the average cross section σav(~ω) calculated using the

(modified) QHA model, should have the same symmetry properties as the cross section calcu-

lated with atoms at their equilibrium positions, which is dictated by the crystal symmetry. As a

reminder, σav(~ω) is calculated by averaging a number of cross sections, each calculated for a

configuration of the material generated for a finite temperature, and where atoms were moved

from their equilibrium positions according to both the finite temperature and vibrational prop-

erties of the material calculated beforehand. We also showed earlier that, using a reasonable

number of atomic configurations, whereas temperature effects could be reproduced, accurately

reproducing expected angular dependence, especially for the dipole contribution to the signal,

seemed out of reach. We now explain the method used to manually recover the symmetry prop-
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erties expected for the average cross section σav(~ω), and thus the correct angular dependence.

To recover the angular dependence, we used a method based on group theory. To sum it up,

calculations using the modified QHA model calculations for the (ε̂0,k0) and (ε̂1,k1) couples

are replaced by a linear combination calculations in the modified QHA model, for well chosen

new (ε̂,k) couples, which yield the expected expressions of the absorption cross section for the

(ε̂0,k0) and (ε̂1,k1) couples under the D4h symmetry of the TiO2 crystal in the rutile phase. The

method uses the formalism based on spherical tensors operators developped by C. Brouder (53).

To explain the method, we will first consider the simpler case of the electric dipole (E1) part

of the absorption cross section. According to ref (53) (Eq. 4.4), in our experimental set up, the

cross section calculated for the crystal with atoms at their equilibrium positions, that is to say,

with the D4h symmetry, can be expressed as:

(3.43) σE1
D4h,⊥ = σD(0, 0) + 1/

√
2 σD(2, 0).

Note that to get this result from Eq. 4.4 from (53), we used pieces of information taken from

the experimental set up the measurement was performed in. In ref. (53), ε̂ is given as, in a

orthonormal frame bound to the crystal:

(3.44) ε̂ =


sin θ cosϕ

cos θ sinϕ

cos θ

 ,

where θ and ϕ are the spherical coordinates of ε̂: θ is the angle between ε̂ and the z axis, which

corresponds to the [001] four-fold axis of the TiO2 crystal, and ϕ the azimuthal angle. In our

case, since the polarisation vector is always in the scattering plane and thus perpendicular to the

[001] axis (around which the sample is rotating), we used θ = π
2 to naturally get Eq. 3.43 from

Eq. 4.4 from (53).

In comparison, in the general case of a crystal with no symmetry (corresponding to the

situation of each atomic configuration used in QHA calculations (either the modified model or

not) where atoms are moved from their equilibrium positions), the cross section instead reads,
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with θ kept as π
2 to respect the experimental set up (Eq. 4.7 of ref. (53))

(3.45) σE1
⊥ (ϕ) = σD(0, 0) + 1/

√
2σD(2, 0)−

√
3
[
cos 2ϕ σDr(2, 2) + sin 2ϕσDi(2, 2)

]
.

As we can see, the difference between the two cases (Eqs. 3.43 and 3.45) are the terms

in brackets. These terms are the ones responsible for the difference between the expected and

calculated E1 contributions to the angular dependence signal. Indeed, according to Eq. 3.43,

and with the experimental set up taken into account, the E1 contribution to the Ti K edge in the

rutile phase of TiO2 does not change as the angle ϕ varies (i.e when the sample rotates around

the [001] axis). It follows that E1 contribution to both the measured in-plane dichroic signal,

and the calculated in-plane dichroic signal obtained by standard calculation process (single

equilibrium supercell), must be zero (see section 3.3.1 for more details). On the contrary, in

the general case corresponding to the atomic configurations, calculating the in-plane dichroic

signal does not yield a 0 signal:

σE1
⊥ (ε̂1)− σE1

⊥ (ε̂0) = σE1
⊥ (ϕε̂1)− σE1

⊥ (ϕε̂0)

=
√

3
[
σDi(2, 2)− σDr(2, 2))

]
.(3.46)

The goal here, is to obtain the symmetry properties (i.e the angular dependence) for the av-

erage cross section σav(~ω) (the general case) corresponding to the ones expected for a D4h

symmetry. To do so, instead of performing calculations for the polarisation vectors used in the

experimental set up, a little change is needed. This change is of course justified because we

proved in the previous section (section 3.3.4.3) that even with the thermal vibrations taken into

account in the Quasi Harmonic Approximation, the average cross section must keep the sym-

metry properties given by the crystal. In the case of the dipole contribution, instead of just ε̂0

and ε̂1 used before (and defined in section 3.3.1), we use two other orientations for the polari-

sation vector, noted ε̂2 and ε̂3. They were obtained by a π
2 rotation of ε̂0 and ε̂1, respectively,

in the plane perpendicular to the z-axis. This corresponds, in terms of θ and ϕ, to keep θ = π
2

for both ε̂2 and ε̂3, and getting the ϕ values of ε̂2 and ε̂3 by adding π
2 to the ϕ values of ε̂0 and

ε̂1, respectively. Using the new polarisation vectors, we manage to recover the expected dipole

cross section for a D4h symmetry, using calculation performed with atomic configurations (no
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symmetry):

1/2
[
σE1
⊥ (ε̂0) + σE1

⊥ (ε̂2)
]

= 1/2
[
σE1
⊥ (ϕε̂0) + σE1

⊥ (ϕε̂2)
]

= σD(0, 0) + 1/
√

2 σD(2, 0)

= σE1
D4h,⊥(ε̂0)

= σE1
D4h,⊥,(3.47)

and

1/2
[
σE1
⊥ (ε̂1) + σE1

⊥ (ε̂3)
]

= 1/2
[
σE1
⊥ (ϕε̂1) + σE1

⊥ (ϕε̂3)
]

= σD(0, 0) + 1/
√

2 σD(2, 0)

= σE1
D4h,⊥(ε̂1)

= σE1
D4h,⊥,(3.48)

In other words, to recover D4h symmetry properties of the average cross section calculated with

the (modified) QHA model, we must replace calculations performed for the ε̂0 polarisation vec-

tor by the average of the calculations performed on the ε̂0 and ε̂2 polarisation vectors. Similarly,

we must replace calculations performed for the ε̂1 polarisation vector by the average of the cal-

culations performed on the ε̂1 and ε̂3 polarisation vectors. Using these changes, the calculated

dichroic signal becomes:

1/2
[
σE1
⊥ (ε̂1) + σE1

⊥ (ε̂3)
]
− 1/2

[
σE1
⊥ (ε̂0) + σE1

⊥ (ε̂2)
]

= 1/2
[
σE1
⊥ (ϕε̂1) + σE1

⊥ (ϕε̂3)
]
− 1/2

[
σE1
⊥ (ϕε̂0) + σE1

⊥ (ϕε̂2)
]

= 0,(3.49)

and yields a zero signal as expected theoretically.

For the E2 (electric quadrupole) contribution, it is a bit more complicated but the principle

stays the same. For a crystal with the D4h point group symmetry, the absorption cross section
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is defined by (Eq. 5.7 of Ref. (53) with θ = π/2)

σE2
D4h,⊥(ϕ,ψ) = σQ(0, 0) +

√
5/14

(
3 sin2 ψ − 1

)
σQ(2, 0)

+1/
√

14
(
5 sin2 ψ − 4

)
σQ(4, 0)

−
√

5 sin2 ψ cos 4ϕ σQr(4, 4).(3.50)

In Eq. 3.50, the angle ψ, which was not involved in the electric dipole E1 equations, represents

the direction of the wave vector k in the plane perpendicular to the polarisation vector. In other

words, ψ represents the orientation of the wave vector k in the scattering plane and represents

the 10° incidence of k to the crystal surface (see section 3.3.1). It should be noted that since

the wave vector keeps the same incidence to the crystal during the sample rotation, ψ stays the

same during all the experiment.

The in-plane dichroic signal, observed experimentally and obtained as the difference be-

tween σE2
D4h,⊥(ϕε̂1 , ψ) and σE2

D4h,⊥(ϕε̂0 , ψ), yields in this case:

σE2,dic
D4h,⊥ = σE2

D4h,⊥(ε̂1,k1)− σE2
D4h,⊥(ε̂0,k0)

= σE2
D4h,⊥(ϕε̂1 , ψ)− σE2

D4h,⊥(ϕε̂0 , ψ)

= 2
√

5 sin2 ψ σQr(4, 4).(3.51)

In comparison, for a crystal with no symmetry (case of the atomic configurations), the

E2 absorption cross section, given the experimental set up, reads (Eq. A.38 of Ref. (53) with

θ = π/2):
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σE2
⊥ (ϕ,ψ) = σQ(0, 0) +

√
5/14 (3 sin2 ψ − 1)σQ(2, 0) + 1/

√
14 (5 sin2 ψ − 4)σQ(4, 0)

+2
√

15/7 sinψ cosψ
[
sinϕ σQr(2, 1)− cosϕ σQi(2, 1)

]
−
√

15/7 cos2 ψ
[
cos 2ϕ σQr(2, 2) + sin 2ϕ σQi(2, 2)

]
+
√

10/7 sinψ cosψ
[
sinϕ σQr(4, 1)− cosϕ σQi(4, 1)

]
+2
√

5/7 cos2 ψ
[
cos 2ϕ σQr(4, 2) + sin 2ϕ σQi(4, 2)

]
−
√

10 sinψ cosψ
[
sin 3ϕ σQr(4, 3)− cos 3ϕ σQi(4, 3)

]
−
√

5 sin2 ψ
[
cos 4ϕ σQr(4, 4) + sin 4ϕ σQi(4, 4)

]
.(3.52)

In this case, the in-plane dicroic signal, if calculated as the difference signal between σE2
⊥ (ϕε̂1 , ψ)

and σE2
⊥ (ϕε̂0 , ψ), yields:

σE2
⊥ (ϕε̂1 , ψ)− σE2

⊥ (ϕε̂0 , ψ) = 2
√

15/7 sinψ cosψ
[
(1−

√
2/2)σQr(2, 1)−

√
2/2 σQi(2, 1)

]
−
√

15/7 cos2 ψ
[
−σQr(2, 2) + σQi(2, 2)

]
+
√

10/7 sinψ cosψ
[
(1−

√
2/2)σQr(4, 1)−

√
2/2 σQi(4, 1)

]
+2
√

5/7 cos2 ψ
[
−σQr(4, 2) + σQi(4, 2)

]
−
√

10 sinψ cosψ
[
−(1 +

√
2/2)σQr(4, 3) +

√
2/2 σQi(4, 3)

]
+2/
√

5 sin2 ψ σQr(4, 4).(3.53)

As we can see, in the case of an atomic configuration with no symmetries, both the ab-

sorption cross section for a specific polarisation (Eq. 3.52) and the in-plane dichroic signal

calculated the same way it was measured (Eq. 3.53) are very different from what the are ex-

pected to be in the D4h symmetry. Looking closely at the equations, these differences consist in

additional terms, that appear when symmetry is lost. To recover the symmetry, the same process

we used to recover symmetry for the E1 contribution of the signal is used: a linear combination

of calculations performed for well chosen polarisation vectors replaces calculations performed

only for ε̂0 and ε̂1. Using a total of eight polarisation vectors (including ε̂0 and ε̂1, and noted ε̂i

(i = 0 .. 7)) we manage to recover the expression of the E2 absorption cross section expected
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Index i ε̂ k

0 [01̄0] (sinψ, 0,− cosψ)

1 [11̄0]
(
−1√

2
sinψ, 1√

2
sinψ,− cosψ

)
2 [100] (0, sinψ,− cosψ)

3 [1̄1̄0]
(

1√
2

sinψ, −1√
2

sinψ,− cosψ
)

4 [010] (− sinψ, 0,− cosψ)

5 [1̄10]
(
−1√

2
sinψ, −1√

2
sinψ,− cosψ

)
6 [1̄00] (0,− sinψ,− cosψ)

7 [110]
(
−1√

2
sinψ, 1√

2
sinψ,− cosψ

)
Table 3.2: The eight different (ε̂, k) couples employed in the present calculations to extract the
D4h in-plane mean and dichroic components of the Ti K edge in rutile TiO2 from calculations
performed using the modified QHA model, i.e with no crystal symmetry. The angle ψ specifies
the direction of the wavevector k in the plane perpendicular to ε̂.

in the D4h symmetry, for the ε̂0 and ε̂1 polarisation vectors, as

σE2
D4h,⊥(ε̂0,k0) = σE2

D4h,⊥(ϕε̂0 , ψ)

= 1/4
[
σE2
⊥ (ε̂0,k0) + σE2

⊥ (ε̂2,k2) + σE2
⊥ (ε̂4,k4) + σE2

⊥ (ε̂6,k6)
]

= 1/4
[
σE2
⊥ (ϕε̂0 , ψ) + σE2

⊥ (ϕε̂2 , ψ) + σE2
⊥ (ϕε̂4 , ψ) + σE2

⊥ (ϕε̂6 , ψ)
]

(3.54)

and

σE2
D4h,⊥(ε̂1,k1) = σE2

D4h,⊥(ϕε̂1 , ψ)

= 1/4
[
σE2
⊥ (ε̂1,k1) + σE2

⊥ (ε̂3,k3) + σE2
⊥ (ε̂5,k5) + σE2

⊥ (ε̂7,k7)
]

= 1/4
[
σE2
⊥ (ϕε̂1 , ψ) + σE2

⊥ (ϕε̂3 , ψ) + σE2
⊥ (ϕε̂5 , ψ) + σE2

⊥ (ϕε̂7 , ψ)
]

(3.55)

for ε̂0 and ε̂1, respectively. These linear combinations allow to cancel all the additional terms

added when symmetry was lost. As was the case for the E1 contribution, the new polarisation

vectors ε̂2, ε̂4, ε̂6 and ε̂3, ε̂5, ε̂7 are obtained from successive π
2 rotations of ε̂0 and ε̂1, respec-

tively, in the plane perpendicular to the z-axis of the crystal. All the (ε̂,k) couples used to

recover the crystal symmetry, for both the E1 and E2 contributions, are presented in Table 3.2.

Finally, the in-plane dichroic signal is simply calculated as the difference between Eq. 3.55
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and Eq. 3.54, calculations using the modified QHA model and performed for the eight (ε̂i,ki)

couples (i = 0 .. 7).

Using this method, we theoretically are able to obtain a calculated spectrum that both in-

cludes thermal vibrations of the nuclei, but also respects the angular dependence dictated by the

rutile TiO2 crystal symmetry which is lost because of the use of atomic configurations. This is

true for both the in-plane mean and dicroic signals. It should be noted that the method is already

applied to obtain the in-plane mean spectra shown in section 3.3.3 to recover the correct angu-

lar dependence. The measured in-plane mean signal was obtained as the average of the signal

measured for the (ε̂0,k0) and (ε̂1,k1) couples. Eq. 3.47 and Eq. 3.48, which both describe how

to recover the D4h angular dependence of the dipole contribution (that is to say, no variations

as the ϕ angle varies), show that both 1/2
[
σE1
⊥ (ε̂0) + σE1

⊥ (ε̂2)
]

and 1/2
[
σE1
⊥ (ε̂1) + σE1

⊥ (ε̂3)
]

can be used to get the correct angular dependence for the E1 contribution of the in-plane mean

signal. The E2 contribution of the in-plane mean signal is calculated as the average of Eq. 3.55

and Eq. 3.54, using the calculations from the modified QHA model for the eight (ε̂i, ki) couples

(i = 0 .. 7).

The in-plane dichroic signal obtained after applying the crystal symmetry recovery method

can be seen in Fig. 3.14, decomposed in its E1 and E2 contributions, in the same way the

dichroic signal obtained with the modified QHA model before applying to method to recover

symmetry was applied is shown in Fig. 3.12. As can be seen by comparing the two figures,

the E2 signal obtained after recovering angular dependence is still in very good agreement

with the measured signal. Moreover, the temperature effect on the E2 contribution is still a

slight decrease of the signal intensity as temperature increases, which is still consistent with

the experiment results. The method had very little effect on the E2 contribution, which is

not surprising given how it was barely affected by taking into account thermal vibrations (see

section 3.3.3.2, Fig. 3.10). On the contrary, the E1 contribution sees a big change after angular

dependence is recoverd, as it becomes a zero signal, as expected according to the D4h symmetry

of the crystal. This result confirms that the method we used is able to keep the thermal vibration

effects included in calculated spectra, while also recovering the expected angular dependence

of both the in-plane mean and in-plane dichroic signals, which allows better modelling of the

measured spectra.
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Figure 3.14: Same figure as Fig. 3.12, but using signals obtained after recovering crystal
symmetries. As before, contributions are shown separately and calculation and experiment
are shifted vertically for clarity. For reference purposes, zero lines (black) and in-plane mean
measured and calculated signals (dotted lines) are shown at a 1/10 scale.
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3.4 Conclusion

In this chapter, the effects of the quantum thermal vibrations of the nuclei on the multipole

contributions to XAS and XRSK edge spectra were studied. The study relies on the comparison

between measured K edge XAS or XRS spectra of well known materials, the rutile phase

of TiO2 and corundum α-Al2O3, at finite temperature, and calculated spectra using the QHA

model. A slightly modified QHA model was used in the case of TiO2, where thermal expansion

effects are not taken into account. The need to slightly modify the QHA model was caused

by a problem when calculating phonons on the rutile TiO2 at finite temperature. The QHA

model (both the regular QQHA model and and the modified QHA model using in the case of

rutile) allows to explicitly account for these thermal vibrations, by calculating the spectrum as

an average of individual spectra, each calculated for an out of equilibrium configuration of the

material. In these configurations, atoms are moved away from their equilibrium positions using

both previously calculated phonons in the material, and a specific finite temperature. Spectra

and phonon calculations were performed using Quantum ESPRESSO, a DFT based open source

suite of codes. In both the cases of TiO2 and α-Al2O3, taking quantum thermal vibrations of the

nuclei into account greatly improve the agreement between theory and experiment. Additionally

to the overall slight shift towards lower energies, and a slight broadening of the spectra features

visible on the whole calculated spectra, the study also highlights how the quantum thermal

vibrations mainly affect the dipole contribution to the K edge XRS or XAS spectra that were

studied, and in contrast only have minor effects on the monopole or quadrupole contributions.

Indeed, the temperature is observed to have a strong effect on the dipole contribution by either

greatly modifying the intensity of spectral features already present in calculations performed

for the equilibrium cell (case of α-Al2O3) and/or by adding new spectral features to the dipole

contribution, which contribute to a better reproduction of the measured variation of the spectra

with varying temperatures (case of rutile TiO2, and in a lesser extent of corundum). While the

modification of spectral weight is predominantly visible on the main edge of the studied spectra,

the latter effects essentially arise from on-site hybridisation between the absorber p and s or d

states. This leads to the appearance of spectral features, invisible for a standard calculation

performed using the equilibrium cell even when taking into account thermal expansion. The
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affected regions of the spectra are thus the regions dominated by those states, i.e, for example,

in the pre-edge region of the Ti K spectrum of rutile TiO2. In comparison, the monopole

and quadrupole contributions to the Al K edge spectra of corundum and to the Ti K edge or

rutile TiO2, respectively, were barely affected and only suffered a slight broadening effect. In

addition the inspection of Projected Density Of States (PDOS) allowed to highlight the effects

of the presence of a core hole on the absorbing atom in DFT. In the presence of a core hole,

the states of the absorbing atom are indeed pulled to lower energies in the conduction band, as

well as concentrated on a smaller energy interval. These effects of presence of a core hole on

the absober atom, in the case of the Ti K edge spectrum of TiO2, were explained as a possible

reason for not being able to reproduce the slight shift of one of the pre-edge peak as temperature

increased, when the measured temperature variation of the spectrum was otherwise correctly

reproduced. Finally, in the case of TiO2, the study allowed to highlight how using this method

based on averaging atomic configurations, while allowing better reproduction of temperature

dependent Ti K data, also lead to the loss of the expected angular dependence according to the

crystal symmetry of TiO2. This problem was made visible when trying to reproduce a signal

measured during the experiment, designed to represent the anisotropy of the 3d states of Ti

and thus, tighly related to the angular dependence properties of the spectrum. We justified and

developed a method that can be used to recover the symmetry properties of the average cross

section calculated using the (modified) QHA protocol, and used it to correctly reproduce the

angular dependence of the experimental signal.
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4 Implementation of XRS calculation at the

L2,3 edge in QUANTUM Espresso

X-Ray Raman Scattering (XRS) is a core-level spectroscopy (that is to say, which relies on the

excitation of a core-level electron), much like XAS. It has recently been increasingly popular

to investigate light element edges in diverse materials. The fact that highly energetic ’hard’

x-rays are used, whereas in XAS ’soft’ x-rays are used to measure theK edge of light elements,

makes for easier experimental conditions, for instance making in situ measurements possible

or making measurement possible without needing any sort of vacuum. This section is dedi-

cated to presenting the implementation of XRS calculation of the L2,3 edges in the Quantum

ESPRESSO suite of codes, more precisely in the XSpectra module of quantum ESPRESSO, as

well as exploring its capacity to reproduce experimental data at the L2,3 edge of various sulphur

compounds. Indeed, one of the objectives is to evaluate how well XSpectra can reproduce XRS

L2,3 edge spectra, at various values of q, where the monopole and dipole contribution to the

spectrum do not have the same relative weight. This work follows, and completes, the previous

implementation of the XRS K edge calculations in Quantum ESPRESSO by Emmanuelle de

Clermont Gallerande during her PhD thesis. In ref. (47), the implementation is briefly explained

and the XRS K edge of various light elements in lithium compounds are modelled and found

in good agreement with experiment. Moreover, not only XRSK edge spectra calculations were

already made possible for XSpectra, but the XSpectra module was also able to properly re-

produce measured XAS L2,3 edge spectra, for example in the case of diverse Cu compounds,

though it should be kept in mind that DFT suffers from inherent limitations when treating the

case of the L2,3 edges of the other transition metals. Thus, expanding XRS calculations in
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Quantum ESPRESSO by implementing calculations of XRS L2,3 edge spectra would provide

a potentially interesting additional theoretical tool to help analyse measured XRS L2,3 edges

spectrum data, at least for cases outside the limitations imposed by DFT. After reminding of

important theoretical aspects regarding L2,3 edges in XRS, some details will be given regarding

the implementation. Finally, performed calculations, including validation tests, will be shown

and discussed.

4.1 Theoretical details

In this section, the theoretical elements needed to properly implement the calculation of XRS

L2,3 edges are reminded, developed and/or introduced.

4.1.1 Double differential cross section and dynamic structure factor

As we already discussed in an earlier section (see section 3.1.1.2) to model an XRS spectrum,

we need to calculate its intensity, which is proportional to the dynamic structure factor S(q, ω).

We start by reminding of some elements regarding the dynamic structure factor. The intensity

of a spectrum measured using XRS is in fact proportional to the double differential cross section

per solid angle and frequency (pulsation), which can be written as (15; 14)

(4.1)
d2σ

dΩdω
=

(
dσ

dΩ

)
Th

S(q, ω).

In Eq. 4.1, the double differential cross section involves two different terms,
(
dσ
dΩ

)
Th

and

S(q, ω). The first term is the Thomson scattering cross section, which depends on the char-

acteristics of the incident and scattered X-ray photons.
(
dσ
dΩ

)
Th

is written as

(4.2)
(
dσ

dΩ

)
Th

= r2
e (ε̂in · ε̂out)2 ωout

ωin
,

where re the classical radius of the electron, expressed as re = e2

4πε0mec2
, with e the elementary

charge, ε0 the vacuum permittivity, me the mass of the electron and c the speed of light in

vacuum. In eq. 4.2, the incident and scattered x-ray photon polarisation vectors are noted ε̂in
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ε̂out respectively. ~ωin and ~ωout are the incident and scattered photon energy, respectively. The

second term of eq. 4.1 is the dynamic structure factor S(q, ω). For an x-ray photon scattering

causing an excitation from an initial state |i〉 of energy Ei to a final state |f〉 of energy Ef , the

dynamic structure factor can be expressed using Fermi’s golden rule as (14)

(4.3) S(q, ω) =
∑
f

∣∣〈f |eiq·r|i〉∣∣2 δ(Ef − Ei − ~ω).

We remind here that since we are in a DFT single particle framework, |i〉 is the atomic orbital

of a core level state (in the case of an L2,3 edge, a 2p state) and |f〉 is any of the unoccupied

electronic state orbitals calculated with a core hole on the excited core level. In eq. 4.3, q is

the scattering vector defined by q = kin − kout, with kin and kout the incident and scattered

x-ray photon wave vectors, respectively. ~ω = ~ωin − ~ωout is the energy transfer occurring

during the scattering of the x-ray photon. eiq·r is the XRS transition operator discussed in

section 3.1.1.2, where it is noted OXRS.

This factorisation into two terms of the double differential cross section (eq. 4.1) is useful

because it allows to separate the terms depending on the incident and scattered beam charac-

teristics only (included in the Thomson scattering cross section
(
dσ
dΩ

)
Th

) from those dictating

the light matter interactions (dynamic structure factor S(q, ω)). Moreover, describing these two

terms also allows to explain more easily why the Thomson scattering term is neglected in the

spectra calculation. In a scattering experiment, the polarisation of the incident beam is constant

and the polarisation of the scattered beam can be chosen as constant, and thus the scalar product

between ε̂in and ε̂out is a constant term. re is also, obviously, a constant term. The only non

constant term is ωout
ωin

. Indeed, as the energy transfer ~ω = ~ωin − ~ωout probed to measure

the edge increases, then ωout decreases since ωin is constant. However, the edges are usually

measured on a small enough energy range (around some tens of eV), that ωout
ωin

can also be con-

sidered constant in the case of non resonant scattering, i.e where the measured edge energy is

far from in incident energy. For instance, for the L2,3 edges of sulphur at around 163 eV, and

an incident beam energy of 10 keV, the relative difference between ωout
ωin

at the beginning of the

S L2,3 energy range (ωout ' (10000− 163) eV = 9837 eV ) and at the end of the energy range

(ωout ' 9787 eV) is approximately 0.5 %. For the same spectrum, but measured instead on a
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100 eV energy range, the difference would still only amount to approximately 1%.

On a final note, we can already notice that the differences between K and L2,3 edges lie in

the initial and final states |i〉 and |f〉 involved in the excitation of the core-level electron. For K

edges, |i〉 is a 1s state while it is a 2p state for L2,3 edges.

4.1.2 Expansion of the XRS transition operator

For our purpose of implementing calculations at the L2,3 edges into the XSpectra module of

Quantum ESPRESSO, it is however more useful to develop the transition operator OXRS =

eiq·r using Bessel spherical functions and spherical harmonics. This decomposition allows

to separate the XRS transition operator into several terms, associated to different transition

channels. The decomposition will thus allow the implementation of each transition channel

separately, the same way it is already done for the calculation of XAS K and L2,3 edges spectra

and XRS K edge spectra in the XSpectra module of Quantum ESPRESSO.

In order to take into account each different multipole contribution to the XRS L2,3 edge

spectrum separately (i.e calculate separately the monopole and dipole contributions to the spec-

trum), the general expansion of eiq·r on spherical harmonics Y µ
λ must first be considered. The

general expression for this expansion is

(4.4) eiq·r = 4π

+∞∑
λ=0

λ∑
µ=−λ

iλY µ ∗
λ (q̂)Y µ

λ (r̂)jλ(qr),

where q̂ and r̂ are the unit vectors of q and r, respectively, such that q = qq̂ and r = rr̂. We

also remind here that Y µ ∗
λ = (−1)µY −µλ . The spherical Bessel functions jλ are defined by their

Taylor series expansion (in terms of qr):

(4.5) jλ(qr) =

∞∑
k=0

(−1)k

2kk!(2k + 2λ+ 1)!!
(qr)2k+λ.

To get a useful expression for the implementation of L2,3 edges (and of K edge beforehand),

only the terms obtained for λ = 0, λ = 1 and λ = 2 are kept in eq. 4.4. However, the λ = 2

term was only kept for the implementation of K edge calculation in XRS in XSpectra by E. De

Clermont Gallerande (47), where it corresponds to a contribution stemming from quadrupole
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electronic transitions (∆l = 2 where l is the orbital quantum number, i.e 1s → d electronic

transitions). The λ = 2 term has not yet been implemented in XSpectra for XRS L2,3 edge

calculations, though it also leads to monopole transitions in the case of XRS L2,3 edges. The

implementation of the λ = 2 term was scheduled to come after the first implementation of XRS

L2,3 edge calculation was done and first calculations by the modified XSpectra module were

performed. For an L2,3 edge, keeping the λ = 0 and λ = 1 terms means only keeping contribu-

tions stemming from 2p→ p (∆l = 0), and 2p→ s and/or d transitions (∆l ± 1), respectively.

Writing the XRS transition operator up the λ = 2 yields to the following expression, useful for

our implementation purposes

(4.6) eiq·r ≈ j0(qr) + 4iπj1(qr)
1∑

µ=−1

Y µ
1 (q̂)∗Y µ

1 (r̂)− 4πj2(qr)
2∑

µ′=−2

Y µ′

2 (q̂)∗Y µ′

2 (r̂).

4.1.3 Particular case of low angular scattering vector values

The specific case of low values for the norm of the scattering vector is of particular interest to

us. Indeed, we can show that in the qr � 1 limit, then the XRS transition operator and the XAS

transition operator are equivalent when interchanging q and ε̂, the only difference between the

two being a multiplicative constant.

First, in the Bessel Taylor series expansions, if only the first terms for each contribution are

kept (i.e only qr terms up to the second order), then the spherical Bessel functions, for up to

λ = 2, are expressed as

(4.7) j0(qr) ≈ 1− (qr)2

6
,

(4.8) j1(qr) ≈ 1

3
qr,

and

(4.9) j2(qr) ≈ (qr)2

15
.
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Figure 4.1: Comparison of the spherical Bessel functions with the expression of their develop-
ment into Taylor expansion series up until the second order in qr terms. Courtesy of G. Radtke.

Fig.4.1 shows the comparison between these expressions and the complete spherical Bessel

functions.

Injecting these expressions in eq. 4.4, and only keeping terms up to λ = 2, yields the

following expression for the XRS transition operator:

(4.10) eiq·r ≈ 1− (qr)2

6
+ i

4π

3
qr

1∑
µ=−1

Y µ
1 (q̂)∗Y µ

1 (r̂)− 4π

15
(qr)2

2∑
µ′=−2

Y µ′

2 (q̂)∗Y µ′

2 (r̂).

In the qr � 1 limit, we can keep only the zeroth and first order (in qr) terms, such that only

the monopole and dipole contributions are non zero. Indeed, the (qr)2 terms are now negligible,

and the Bessel functions Taylor expansion now yield

(4.11) j0(qr) ≈ 1,
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(4.12) j1(qr) ≈ 1

3
qr,

and

(4.13) j2(qr) ≈ 0,

which leads to the XRS transition operator being expressed as a sum of the monopole and dipole

terms:

(4.14) OXRS(q) = eiq·r ≈ 1 + iqr
4π

3

1∑
µ=−1

Y µ
1 (q̂)∗Y µ

1 (r̂).

However, since the spectrum intensity is proportional to a squared matrix element
∣∣〈f |OXRS(q)|i〉

∣∣2
(see eq. 2.5, where |i〉 and |f〉 the initial and final states, respectively, involved in the core exci-

tation, are orthogonal (i.e 〈f |i〉 = 0), then the monopole term doesn’t contribute to the spectrum

intensity and thus, in the qr � 1 limit the XRS spectrum is expected to mainly stem from dipole

transitions.

The XAS operator is the sum of a dipole and quadrupole term, defined in equations 3.1

and 3.2:

(4.15) OXAS = OXASdip +OXASquad = ε̂ · r +
i

2
ε̂ · r k · r.

The scalar products of equation 4.15 can be expressed in terms of spherical harmonics, which

leads to the following expressions for the dipole and quadrupole parts of the XAS transition

operator:
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OXAS
dip = r

4π

3

∑
λ

(−1)λY −λ1 (ε̂)Y λ
1 (r̂)(4.16)

OXAS
quad = ir2k

4π
√

2π

3
√

15

∑
λ,µ

Y −λ1 (ε̂)Y −µ1 (k̂)(4.17)

×
∑
ν

(−1)ν(1λ1µ|2ν)Y ν
2 (r̂),

where we used k = kk̂ and r = rr̂. The quadrupole contribution, however, is often negligible

in terms of intensity compared to the dipole contribution. By comparing equations 4.14 (re-

membering that the 1 term does not contribute to the spectrum intensity) and 4.16, we can see

that the XRS and dipole part of the XAS operator are indeed equivalent, if we interchange ε̂

and q̂, the only difference being the iq factor appearing in the XRS transition operator. Thus,

provided that the dipole contribution dominates the spectrum, any XAS spectrum measured at

any edge should be equivalent, to a multiplicative constant, to the XRS spectrum measured at

the same edge in the qr � 1 limit.

This fact was very useful in the implementation of XRS L2,3 edge calculation in XSpectra

because the calculation of XAS L2,3 edge spectra is already implemented in XSpectra. Thus,

we were able to verify, once the implementation of XRS L2,3 edge calculation in XSpectra

was finished, that the XRS L2,3 edge and the XAS dipole contribution to the L2,3 edge spectra,

calculated by XSpectra and at low q values in the case of the XRS spectrum, were indeed

equivalent, save for an intensity factor.

4.1.4 Differences between the K and L2,3 edges

In this section, we briefly explain the main differences between K edges, which the previous

chapter of this thesis focuses on and whose calculation for XRS were already implemented in

XSpectra, and L2,3 edges from a theoretical point of view. This allows to evaluate consequences

of those differences for the implementation of XRS L2,3 edge calculation in XSpectra, as an

introduction to the next section which focuses, in more details, on the implementation.
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4.1.4.1 Specificities of the L2,3 compared to the K edge

In this section, the differences (as obvious as they may seem) between K and L2,3 edges are

explained, and their different consequences, as well as the different choices they lead to make,

for the implementation of L2,3 edge spectra calculations in XSpectra are briefly presented. The

main differences between a K edge and an L2,3 edge (for both XAS and XRS) essentially

stem from the fact that they stem from the excitation of different core levels. A K edge, as

seen earlier, stems from the transition of a 1s to the available empty states. The L2,3 edges

instead stem from the transitions of 2p electrons to available empty states. The first glaringly

obvious differences between XRS K and L2,3 edges spectra are a direct consequence of their

respective origin. Firstly, Since the K and L2,3 edges stem from the transitions of electrons

from different core levels, then the same multipole contributions (defined by specific selection

rules) to the XRS K and L2,3 edge spectra do not allow to probe the same empty states. While,

for instance, the dipole contribution (∆l = ±1, with l the orbital quantum number) to XRS K

edge spectra allows to probe empty p states, the same contribution to XRS L2,3 edge spectra

allows to probe empty s and d states instead (of course, for clarity here we do not consider

possible local or non-local p − d or p − s mixing discussed in Chapter three). The monopole

and quadrupole contributions (respectively, governed by selection rules ∆l = 0 and ∆l = 2)

to the XRS L2,3 edge spectra allow to probe empty p and empty f states. This difference in

the empty states probed by each contribution is interesting to note because the relative weight

of each contribution is related to the norm q of the scattering vector q. Secondly, for the same

element, the 1s and 2p core levels have very different energies. Thus, the energy loss at which

these edges are found are usually very different from each other. These first differences mainly

explain the potentially very different energy positions and shapes of the XRS K and L2,3 edge

spectra for the same element.

Another less obvious difference was illustrated by the dipole contribution example devel-

oped earlier. Indeed, for K edges, the monopole, dipole and quadrupole (though the latter was

completely neglected in XRS K edge calculations presented in the previous chapter, see sec-

tion 3.2) contributions only allow direct probing of empty states defined by one specific l : s

states for the monopole, p states for the dipole, etc. In the case of L2,3 edges however, the sole
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dipole contribution allows to probe both empty s and empty d states. That is to say, a single

contribution can lead to probing states defined by different l. This possibly leads, when calcu-

lating the squared transition matrix element needed to obtain spectrum intensity, to cross terms,

for instance in the case of the dipole contribution, between the l = 0 and l = 2 terms.

The last, but not the least difference between the K and L2,3 edges, is that the L2,3 edge

is in fact two separate edges, the L2 and L3 edges while the K edge is one single edge. This

stems from the fact that for L2,3 edges, the excited core level state is the 2p state, defined by

l = 1. Thus, the spin-orbit interaction, describing the interaction between the angular momen-

tum of the electron and its spin, is responsible for a splitting of the 2p states. The spin-orbit

Hamiltonian, noted HSO, can be written as

(4.18) HSO = ξ(r)L · S

where ξ(r) is a constant depending on r only, and L and S are the orbital angular and spin

angular momenta of the electron. By introducing the total angular momentum, J, and defined

as J = S + L, then we can rewrite Eq. 4.18 as

(4.19) HSO =
ξ(r)

2
(J2 − L2 − S2)

The eigenstates are no longer defined by the usual quantum numbers n, l, s,ml andms. Instead,

they are defined by n, l, s, j and mj , given that H0, L2, S2, J2 and Jz all commute with each

other, and noted |n, l, s, j,mj〉. j and mj are the quantum numbers associated to the total

angular momentum J and its projection along the z axis Jz . j is either 1/2 or 3/2 in the case of

2p states (j = |l + s|), leading to the 2p1/2 and 2p3/2 states giving rise respectively to the L2

and L3 edges, with the possible values of mj going from −j to j. Thus, for j = 3/2, then mj

can be −3/2,−1/2, 1/2 and 3/2. for j = 1/2, then mj can be −1/2 and 1/2. Applying the
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spin-orbit Hamiltonian to the 2p1/2 and 2p3/2 states yields, respectively

〈2, 1, 1/2, 1/2,mj | HSO |2, 1, 1/2, 1/2,mj〉

= 〈2, 1, 1/2, 1/2,mj |
ξ(r)

2
(J2 − L2 − S2) |2, 1, 1/2, 1/2,mj〉

= ~2 ξ(r)

2
((1/2)(1/2 + 1)− 1(1 + 1)− (1/2)(1/2 + 1))

= −~2 ξ(r)(4.20)

and

〈2, 1, 1/2, 3/2,mj | HSO |2, 1, 1/2, 3/2,mj〉

= 〈2, 1, 1/2, 3/2,mj |
ξ(r)

2
(J2 − L2 − S2) |2, 1, 1/2, 1/2,mj〉

= ~2 ξ(r)

2
((3/2)(3/2 + 1)− 1(1 + 1)− (1/2)(1/2 + 1))

= ~2 ξ(r)

2
(4.21)

leading to an energy difference between the 2p1/2 and 2p3/2 states of ∆E = (3/2) ~2 ξ(r).

In equations 4.20 and 4.21, the quantum number mj is left as is because it does not affect

the spin-orbit coupling energy calculation. The multiplicity of the 2p1/2 and 2p3/2 is 4 and 2,

respectively (2j + 1). Thus, in our single electron scheme, the L2,3 edges are calculated as two

times the same edge, but shifted from one another by the energy difference (3/2) ~2 ξ(r) and

with a relative intensity ratio of 1:2. The lower energy level is the 2p1/2 level, and thus the L2

edge is the edge placed at higher energies than the L3 edge. See Fig.4.2 for a illustration of the

spin-orbit coupling at the 2p level.

4.1.4.2 Consequences for the implementation in the XSpectra module

All the differences between the K and L2,3 described earlier have consequences, of varying de-

grees, in the implementation of XRS L2,3 edge calculation in XSpectra. While the next section

explains in more detail the implementation, we begin discussing here the general implications

of those differences. In a general way, the implementation was done so the calculations of the

different contributions was done is the most separate way possible.
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Figure 4.2: Diagram recapitulating the splitting of the 2p states into the 2p1/2 and 2p3/2 states,
giving rise respectively to the L2 and L3 states.

The most impacting difference is that the L2,3 edge is in fact the sum of two edges, the

L2 and L3 edges, whereas the K edge is only one edge. Since these two edges stem from the

excitation of the 2p1/2 and 2p3/2 states, the calculation of the total L2,3 edge is necessarily done

by calculating both the L2 and L3 edges they give rise to. In XSpectra, two different squared

matrix elements
∣∣〈f |eiq·r|i〉∣∣2 thus need to be calculated, as |i〉 can be either the 2p1/2 or 2p3/2

state. The implementation was done so the two edges can be calculated, in separate calcula-

tions. It should be noted that one Lanczos (see section 2.2 and more particularly section 2.2.3)

algorithm is performed for each possible mj value (mj = −j, .., j). Thus, technically, there is

twice the number of Lanczos recursions performed for the calculation of an L3 edge than that of

an L2 edge. This is why, when testing the implementation, mainly L2 calculations were used.

Only the monopole and dipole contributions to the XRS spectrum at the L2,3 edge were

implemented. Calculations of the monopole and dipole contributions were implemented in

separate subroutines, which means that a different calculation needs to be ran to obtain both

the dipole and monopole contribution. This also means that cross terms between the monopole

and dipole contributions are neglected, which was not very important at the first step of the

implementation (and testing) since they cancel for powder samples, and our available data used

to compare calculations and experiment were measured on powder samples. However, this is

an important point to keep in mind. For the dipole contribution, that stems from transitions to

both empty s and d states, it was decided in a first time to implement the calculation of dipole
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transitions to the empty s and d states in two separate cases, and calculate the dipole contribution

as the sum of these two separate cases (it is equivalent to say we ’divided’ the selection rule

∆l = ±1 in the cases ∆l = 1 and ∆l = −1). Though these two cases are calculated separately,

they are however both calculated each time a dipole contribution is calculated, and it is not (yet)

possible to obtain the separate contributions from the 2p→ s and 2p→ d transitions. Moreover,

this also suggests neglecting eventual s/d cross terms that may arise when calculating the whole

dipole contribution directly, but those were not the priority, as the most important goal at the

time was to get XRS L2,3 edges calculations properly implemented in the modified XSpectra

module.

Finally, it is important to note that while the calculation of L2,3 edges spectra technically

requires to calculate both the L2 and L3 edges, the theoretical framework Quantum ESPRESSO

relies on should lead to the L2 edge being exactly half the L3 edge, and thus, only the L2 edge

calculation (which is faster, as seen earlier) is really needed to obtain the L2,3 edges. This

suggests however needing to perform basic data manipulation of the L2 edge to obtain the L2,3

edge. More explicitly, the L3 edge must be obtained by multiplying the L2 edge by two and

shifted by the energy difference ∆ mentioned earlier, and then summed to theL2 edge spectrum.

These operations for now have to be ’handmade’.

Now that all the theoretical details and generalities have been explained, the implementation

of XRS L2,3 edges calculations in the modified XSpectra module can be properly presented in

the next section.

4.2 Implementation details

In this section, based on the discussions developed in section 4.1, the implementation of XRS

L2,3 edge calculation in the XSpectra module of Quantum ESPRESSO is detailed. First, we de-

velop the expression of the pseudo wave function used to calculate an XRS L2,3 edge spectrum

intensity, resulting from the pseudopotential framework and PAW formalism, on which Quan-

tum ESPRESSO and XSpectra are based (the pseudopotential framework and PAW formalism

are described in subsection 2.2.2). Then, more technical details are given on how this expres-

sion is used to calculate the spectrum intensity. In other words, the objective of this section
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is to explain how the XRS L2,3 spectrum is calculated, using both the theoretical framework

explained in the second chapter (2.2), and the theoretical details relevant to XRS L2,3 edges

given in section 4.1.

4.2.1 Expression of the pseudo wave function for an L2,3 edge in XRS

In the previous section, the expression of the XRS dynamic structure factor S(q, ω) was given

in equation 4.3. It involves the transition matrix element 〈f |eiq·r|i〉. in our DFT single electron

framework, |i〉 is the atomic orbital of the core level state which is excited during the electronic

transition. For clarity, we remind that |i〉 is noted |φi〉 in section 2.2. |f〉 is any of the unoccupied

electronic state orbitals, usually calculated with a hole on the excited core level. It is noted |φf 〉

in section 2.2. In the pseudopotential framework used by Quantum ESPRESSO, we only have

access to pseudised wave functions (noted for instance, for the final state, |φ̃f 〉 instead of |φf 〉),

where only valence or semi-core electrons are taken into account explicitly, while the cores of

the atoms are frozen, instead of the all electron wave functions (calculated with all the electrons

taken into account explicitly). A priori, the calculation of the transition matrix element requires

the all electron wave functions |φf 〉 instead of the pseudised wave functions |φ̃f 〉. However,

in subsection 2.2.2, we described how, using the PAW formalism, the transition matrix element

can be rewritten (see equations 2.50 to 2.52 in the said subsection) in terms of the pseudised

final state wave functions, as 〈φ̃f |φ̃0〉, where |φ̃0〉 is defined in equation 2.51, and reminded

here

(4.22) |φ̃0〉 =
∑
n

|p̃R0,n〉〈ϕR0,n|O|φi〉.

In this equation, |p̃R0,n〉 are called projectors, |ϕR0,n〉 are called partial wave functions and

chosen as the atomic orbitals of the isolated absorbing atom, indicated by R0, and the index

n contains the quantum orbital numbers l and m as well as a quantum spin number σ, and

an additional index p if there is more than one projector per l channel. In order to properly

implement calculation of XRS L2,3 edges in XSpectra, it is necessary to properly rewrite |φ̃0〉.

We start by rewriting the different wave functions appearing in the expression of |φ̃0〉, and by

expressing |φ̃0〉 in the most general way possible. The atomic orbitals of the isolated atom at
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position R0 (the ”partial wave functions” of section 2.2.2), are defined by

(4.23) 〈r|ϕR0,p,l,m,σ〉 = Rp,l,σ(r)Y m
l (r̂)χsσ(sz),

where the first, second and third terms are respectively the radial, angular and spin parts (χsσ(sz) =

δσ,sz ) of the wave function. Similarly, we define the initial state wave function

(4.24) 〈r|φi〉 =

li∑
mi=−li

1/2∑
ms=−1/2

(li,mi, s,ms|j,mj)Rni,li,ms(r)Y
mi
li

(r̂)χsms
(sz),

once again defined by a radial, angular and spin term. In this expression, (li,mi, s,ms|j,mj)

is a Clebsch-Gordan coefficient. In this case, the wave function, because it represents the initial

state involved in the core electron transition, is also defined by quantum numbers ni and li, as

well as the couple of quantum numbers (j,mj), resulting from the spin orbit coupling in the

general case where li can be non zero (which is in fact the case for a L2,3 edge as discussed

earlier). By injecting those two expressions into equation 4.22, we get a new expression for

|φ̃0〉, indexed by the quantum numbers ni, li, j,mj

|φ̃ni,li,j,mj

0 〉 =
∑
p,l,m,σ

|p̃R0,p,l,m,σ〉(li,mj − σ, s, σ|j,mj)

×
∫
Rp,l,σ(r)Y m ∗

l (r̂)OXRS(r)Rni,li,σ(r)Y
mj−σ
li

(r̂) dr.(4.25)

To obtain this expression, we used χsσ(sz) = δσ,sz and χsms
(sz) = δms,sz which impose ms =

σ, which in turn yields mj = mi +ms = mi +σ and thus mj −σ = mi. From there, to obtain

the final general expression for |φ̃ni,li,j,mj

0 〉, the expansion of OXRS(r) = eiq·r described in

equation 4.4 can be injected into equation 4.25, which yields the following expression

|φ̃ni,li,j,mj

0 〉 = 4π

∞∑
λ=0

λ∑
µ=−λ

iλY µ ∗
λ

1/2∑
σ=−1/2

(li,mj − σ, s, σ|j,mj)

×
∑
p,l

J λp,l,ni,li,σ

l∑
m=−l

Gl,mλ,µ,li,mj−σ|p̃R0,p,l,m,σ〉.(4.26)
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In equation 4.26, Gl,mλ,µ,li,mj−σ is a Gaunt coefficient, defined as the integral over three spherical

harmonics:

(4.27) Gl,mλ,µ,li,mj−σ =

∫
Y m ∗
l (r̂)Y λ

µ (r̂)Y
mj−σ
li

(r̂) dr̂.

The term J λp,l,ni,li,σ
is a radial integral, including the terms depending on r, and expressed as

(4.28) J λp,l,ni,li,σ
=

∫
Rp,l,σ(r)Rni,li,σ(r)jλ(qr)r2dr.

Interestingly, it is also the term that includes the dependence on the norm q of the scattering

vector q. The value of q directly impacts this term via the spherical Bessel functions jλ(qr), and

has an effect on the relative weight of the various multipole contributions to XRS L2,3 spectra.

To get a clearer idea of this effect, in the particular case of sulphur compounds studied later in

this chapter, the radial integral defined in Eq.4.28 was calculated for the case of 2p→ 4s, 2p→

3p and 2p→ 3d transitions. The needed all electron core (2p) and atomic orbitals were obtained

using the ld1.x code included in Quantum ESPRESSO with the pseudopotential describing the

sulphur atom, and used as input for XRS L2,3 edges spectrum calculations shown this chapter.

The radial integral was calculated for several values of q, ranging from 2 Å−1 to 12 Å−1,

corresponding to the range of values of q used later in the chapter. The calculations are shown

in Fig.4.3. The figure allows to expect a dipole-dominated spectrum at low q values and, for

higher values of q, a rapid increase of the monopole contribution weight, leading to a monopole-

dominated spectrum at higher q values. Interestingly, the variation of the radial integral term

is not linear with q, and for very high q values, the weight of the monopole contribution starts

rapidly decreasing again. On another note, the radial integral of the monopole contribution in

the λ = 2 term, not yet implemented in XSpectra, was also calculated. The radial term of the

monopole contribution from the λ = 2 term does not follow the exact same evolution as the

value of q increase. Indeed, it reaches its maximum before the monopole contribution from

the λ = 1 does, and also starts decreasing at lower values of q. It is moreover shown to be

negligible compared to the monopole contribution from the λ = 1 term at the values of q where

the monopole contribution from the λ = 1 term dominates the XRS spectrum.

Of course, this is the most general expression for |φ̃ni,li,j,mj

0 〉 and as explained in sec-
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Figure 4.3: Calculation of the radial integral term for different electronic transitions, from a 2p
core level, at several values of q. The core and atomic orbitals were taken from the pseudopo-
tential describing a sulphur atom, and which is later used for XRS L2,3 edge spectra calculations
in this chapter.
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tion 4.1.2, we only need the terms λ = 0 and λ = 1 in order to calculate the monopole and

dipole contributions to the spectrum, respectively.

The expression of |φ̃ni,li,j,mj

0 〉 obtained for λ = 0 is detailed in the following equation, after

removing terms cancelled by a null Gaunt coefficient:

|φ̃ni,li,j,mj

0 〉λ=0 =
√

4π

1/2∑
σ=−1/2

(li,mj − σ, s, σ|j,mj)

×
∑
p

J 0
p,l,ni,li,σ

Gli,mj−σ
0,0,li,mj−σ|p̃R0,p,li,mj−σ,σ〉.(4.29)

In the slightly more complicated case of λ = 1, then we get the following expression for

|φ̃ni,li,j,mj

0 〉 instead, again after removing terms cancelled by a null Gaunt coefficient:

|φ̃ni,li,j,mj

0 〉λ=1 = 4πi

1∑
µ=−1

Y µ ∗
1 (q̂)

1/2∑
σ=−1/2

(li,mj − σ, s, σ|j,mj)

×
∑
p

li+1∑
l=|li−1|

[l+li+1even]

J 1
p,l,ni,li,σ

l∑
m=−l

[m=µ+mj−σ]

Gl,m1,µ,li,mj−σ|p̃R0,p,l,m,σ〉.(4.30)

These two expressions were implemented in XSpectra for the calculation of XRS L2,3

edges, using ni = 1 and li = 1, to represent the initial 2p core state. Then, both cases of

the 2p3/2 (L3 edge) and 2p1/2 (L2 edge) initial states must be considered. In the first case, we

use j = 3/2 and mj = {−3/2,−1/2, 1/2, 3/2} and in the second case we use j = 1/2 and

mj = {−1/2, 1/2}. As explained earlier, the calculation of both these edges is separated in

the code. On another note, we can see that these terms can be seen as the product of a radial

term (mainly, the radial integral) and angular term. The angular dependence of |φ̃ni,li,j,mj

0 〉,

and thus, of the calculated spectrum, is included in the spherical harmonics depending on q̂.

We can note that the monopole contribution shows no angular dependence, unlike the dipole

contribution (equations 4.29 and 4.30, respectively). The details regarding the implementation

of this expression in XSpectra are given in the next section.
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4.2.2 Technical details of the implementation in XSpectra

In the previous section, the expression of |φ̃ni,li,j,mj

0 〉 in both the monopole and dipole case,

was given. This expression was used to implement calculation of XRS L2,3 edges in XSpectra.

In this section, we first give a brief overview of the L2,3 edge calculation process performed by

the XSpectra module. Then, for each important part of the process, more details are given and

discussed.

As an introduction, and from the most global point of view, the L2,3 edge calculation was

implemented so that either the dipole or the monopole contribution to the spectrum is calculated

from one run of XSpectra. Additionally, one XSpectra calculation currently provides either

the L2 or L3 edge, separately. Finally, each calculation is made, specifically, for a specified

orientation of the scattering vector q (i.e, for one specific q̂) and for one specified value of its

norm q. The calculation of K edges is done in the same way, ignoring the separation of the

calculation of L2 and L3 edges. In that sense, because (as explained in section 4.1.4) the L2,3

edge can be obtained from either the L2 or L3 edge, the calculation protocol is the same for

XRS K or L2,3 edges when using using XSpectra.

On another note, and as a reminder (see chapter 3 and more precisely sections 3.2.2 and 3.3.2),

a XAS or XRS spectrum calculation using XSpectra always follows a Self-Consistent Field

(SCF) calculation of the charge density in the material, performed by the PW code of Quantum

ESPRESSO. It is from this SCF calculation that the different physical properties of the material

like, for instance, the charge density, and needed for the spectrum calculation, are obtained. The

only requirements for this SCF calculation are the positions of the atoms in the material super-

cell, as well as the pseudopotentials describing each atom, including in our case, the absorbing

or scattering atom. Once this calculation has been performed, it can then be used to perform

as many XSpectra calculations as needed, for instance, for different orientations or norm of the

scattering vector q.

From a more technical point of view, the calculation of the L2 or L3 edge is a multi-step

process. The steps are briefly described in what follows. These steps can be performed in the

main program of the XSpectra code, or by specialised parts in the code called subroutines. A

lot of those steps are common for all spectra calculations, such as reading the input file or the
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output file from the SCF calculation, writing the beginning of the output file of XSpectra, etc.

However, for the calculation of a specific edge, namely the L2 or L3 edge in our case, there

are mainly two steps that are particularly important. A set of subroutines were thus created to

perform those two steps in the case of an XRS L2 or L3 edge calculation.

The first step of the process is the calculation of the pseudo wave function |φ̃ni,li,j,mj

0 〉 de-

tailed in the previous subsection, which is then used to initialise the Lanczos algorithm used to

calculated the spectrum intensity as a continued fraction. The first step is the the calculation of

|φ̃ni,li,j,mj

0 〉, and is divided into two parts. First, the radial part of |φ̃ni,li,j,mj

0 〉, which contains

the radial integral defined in equation 4.28, is calculated. In a second step, the angular part

of |φ̃ni,li,j,mj

0 〉, which contains all the terms not included in the radial integral, is calculated.

|φ̃ni,li,j,mj

0 〉 is then computed as the product of these two terms, according to the expression de-

scribed in equations 4.29 and 4.30 for the monopole and dipole case, respectively. The pseudo

wave function |φ̃ni,li,j,mj

0 〉 has to be calculated for all j and mj indices, according to the cal-

culated edge (j = 3/2 and mj = {−3/2,−1/2, 1/2, 3/2} for the L3 edge and j = 1/2 and

mj = {−1/2, 1/2} for the L2 edge) to account for the spin-orbit coupling occurring in our

case. This is why the calculation of the radial part is done before the calculation of the angular

part: since it does not depend on the indices j andmj , then it does not need to be included in the

loop incrementing the mj index in the program, which would result in needlessly calculating

the same radial integral several times. Once |φ̃ni,li,j,mj

0 〉 is calculated, for each possible mj , it

is used to initialise a Lanczos algorithm in order to be able to calculate the spectrum intensity.

Indeed, we remind here that, as explained in the second chapter (2.2), it is possible to calcu-

late the spectrum intensity (that is to say, the sum over the final states of the squared transition

matrix element, according to the expression of the dynamic structure factor S(q, ω)) using the

Green operator of the system:

(4.31)
∑
f

|〈φ̃f |φ̃0〉|2δ(Ef − Ei − ~ω) = − 1

π
Im[〈φ̃0|G̃(E)|φ̃0〉].
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From there, the spectrum intensity can then be rewritten as a continued fraction,

(4.32) 〈φ̃0|G̃(E)|φ̃0〉 =
〈φ̃0|φ̃0〉

a0 − E − iγ −
b21

a1−E−iγ−
b22
...

,

where the coefficients ai and bi are the diagonal and non diagonal coefficients of the matrix

representing the pseudohamiltonian H̃ , using a specific Lanczos basis. In this Lanczos basis,

the matrix of H̃ is tridiagonal, and the Lanczos vectors are obtained by successive application

of H̃ on the Lanczos vectors, using a recurrence relation (equation 2.58). The first Lanczos

vector used to initialise the recurrence is defined using |φ̃ni,li,j,mj

0 〉. For more details, see sec-

tion 2.2.3. Consequently, because in our case, |φ̃ni,li,j,mj

0 〉 is calculated for each possible mj ,

then a specific set of coefficients ai and bi is calculated for each possible mj using a Lanczos

subroutine, and stored in their own variable. The broadening parameter of the spectrum calcu-

lation, representing the lifetime of the core hole created during the electronic transition, plays

a direct role in the expression of the spectrum intensity as a continued fraction and has a large

impact on the convergence of the Lanczos algorithm.

From there, the much simpler second step, performed by another subroutine, is to compute

the spectrum intensity as a continued fraction for each possible mj and to obtain the total spec-

trum intensity. It should be noted that the energy range over which the spectrum is calculated

is specified in the XSpectra input file. It is specified in reference to an energy 0 that can be

chosen in the input file. By default, XSpectra sets the energy 0 of the spectrum as the energy

of the Fermi level. The Fermi energy, calculated during the SCF calculation, is the energy of

the highest occupied level found during the calculation. The energy range is then defined in the

input file by choosing its upper and lower bounds, in reference to the energy 0. For instance,

to obtain a spectrum calculated over a 70 eV energy range, and starting from 10 eV before the

energy origin, then the lower bound should be set to -10 eV and the upper bound to 60 eV. The

step between each energy point of the range can also be specified, and determines, with the

energy range width, how many energy points the spectrum is calculated for. For each of energy

point, each spectrum intensity calculated as a continued fraction for each possible mj , is then

summed to obtained the spectrum intensity at this energy. The calculated spectrum is finally

written in its own file, named ’nrixs.dat’, in a two column format, one for the energy and one



114

for the spectrum intensity at that energy value.

4.3 Calculations at the L2,3 edge

In this section, XRS calculations at the L2,3 edge, performed using the modified XSpectra mod-

ule, are presented. For clarity’s sake, it should be kept in mind that calculations performed using

two different XSpectra modules will be shown in this section. The ’modified XSpectra module’

refers to the XSpectra module that was previously modified to include XRS calculations at the

K edge by E. De Clermont Gallerande, and which was modified during this thesis to include

XRS calculations at the L2,3 edge. XAS calculations at the L2,3 edge, on the other hand, are

performed using the XSpectra module from the current version of Quantum ESPRESSO. It will

be referred to as the ’regular version’ of the XSpectra module. First, the modified XSpectra

module is tested by performing diverse calculations. In the first subsection (4.3.1), calculations

on a simple test case are presented. These calculations were performed to check that XRS cal-

culations at the L2,3 edge worked properly after implementation. More precisely, the XRS L2,3

calculations were compared to XAS L2,3 calculations at the L2,3 edge performed on the same

test case using the regular version of the XSpectra module, for the case of low q norm (i.e q)

values. This is because we know that the XRS and XAS transition operators are equivalent for

low q values (see section 4.1.3). Thus, the calculated XRS (for low q values) and XAS spec-

tra should also be equivalent if XRS L2,3 edges calculation was implemented correctly, which

makes this comparison a good first validation test. In this section, the same test case is also used

to verify that the 1:2 branching ratio between the L2 and L3 edge, which is expected in a single

electron framework such as DFT, is obtained. In the following sections, XRS calculations per-

formed at the S L2,3 edge of Li2SO4 and pure sulphur (alpha structure of S8) are shown. These

calculations are compared to available measured data and used to assess the capacity of the

modified XSpectra module to properly reproduce XRS L2,3 edges, for various values of q. In-

deed, compared to the calculation of XAS L2,3 edge spectra, the variation of the norm of q have

an impact on the relative weight of the monopole and dipole contribution. Finally, calculations

performed for several other sulphur compounds (realgar, pyrite, orpiment and arsenopyrite).
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4.3.1 First Verification tests: Cu L2,3 edge in Cu

After (and during !) the implementation of XRS L2,3 edge calculations, one of the test case

suggested in the Quantum ESPRESSO suite for the XSpectra module, and whose function is

usually to perform first calculations and get more familiar with the XSpectra module, was used

to verify that the modified XSpectra ran properly and gave reasonable results. The final results

of these very first calculations performed using the modified XSpectra are shown in this section.

The test case consists in calculating the XRS L2,3 edge of Cu in pure copper. It should

be noted that as this is a test case, the parameters of the calculation are not optimised to get

realistic results, like they were in the Work of Bunau et al. (60). Instead, this test case focuses on

efficiency (i.e a short calculation time), allowing us to quickly verify that the modified XSpectra

module runs properly. Thus, comparison with experiment would not, in that case, make much

sense, as the calculation is optimised for calculation efficiency at the cost of reliability of the

results. However, this test case can still serve as a first validation test for the implementation of

XRS L2,3 calculations in the modified XSpectra module.

Indeed, as explained before, the XRS transition operator for small q norm value (more pre-

cisely, in the qr � 1 limit) is equivalent to the dipole part of the XAS transition operator, save

for a constant factor. This result stems partly from the fact that in this limit, the monopole con-

tribution to the XRS spectrum is expected to be negligible (see section 4.1.3 for more details).

Thus, calculation of the XRS Cu L2,3 edge as described in this test case will not only allow to

quickly check that the modified XSpectra module runs properly, but also that it calculates the

expected spectrum, at least for low q values. In practice, this check consists in comparing the

XRS Cu L2,3 edge, calculated by the modified XSpectra module, to the XAS Cu L2,3 edge,

calculated by the XSpectra module of the current official version of Quantum ESPRESSO, in

which the XAS L2,3 edge calculation is already implemented, and detailed in Bunau et al. (60).

Moreover, this test case also allows checking that the calculated L2 and L3 edges are equiva-

lent, and the branching ratio value, that is to say the ratio of the intensity of the L2 edge over the

intensity of the L3 edge. Indeed, we remind about the fact that for our calculation relying on a

DFT framework, i.e a single particle approach, where the electrons are not explicitly interacting

with each other, the L2 and L3 edges should be equivalent and that the branching ratio should
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be 1:2, according to the degeneracy of the 2p1/2 and 2p3/2 states. Thus, while this test case

(because it is no converged) does not yield reliable results for a physical study of solid Cu, it

instead makes for an efficient first test to partly validate the implementation of XRS L2,3 edge

calculations in XSpectra.

The necessary SCF charge density calculation was performed for a unit cell of the material

with no core hole, containing two atoms, as pure Cu crystallises in the face-centered cubic sys-

tem. The energy cut-offs were set to 20 Ry and 200 Ry for the electronic wave functions and

charge density, respectively. The Brillouin zone was sampled using a 3×3×3 k-points grid, as

suggested by the test case. The XRS (or XAS, when needed) calculations were then performed,

to calculate both the L2 and L3 edges separately. The calculations were performed for a small

value of the norm of q, in order to be compared with the XAS calculation performed using the

same SCF calculation. More precisely, the q value was set to 0.5 Å−1. The broadening pa-

rameter was set to 0.5 eV, for both XAS and XRS calculations. Both the monopole and dipole

contributions were calculated for each edge. The isotropic dipole contribution is usually cal-

culated as the average of three spectra, calculated in the dipole approximation, for q oriented

respectively along the x, y and z axes. However, because of the fcc symmetry of the unit cell

of Cu, calculation for one of those orientation was enough (chosen arbitrarily as the orienta-

tion along the x axis). Moreover, since the monopole contribution does not show any angular

dependence as seen earlier (see section 4.2.1, eq. 4.29), it was only calculated for q oriented

arbitrarily along the x axis. the total spectrum is calculated as the sum of the average dipole and

monopole contributions. For XAS spectrum calculations, the L2 and L3 edges were calculated

following the same process, replacing the indicated orientation of the scattering vector q by the

same orientation of the polarisation vector ε̂. Only the dipole contribution to the XAS L2,3 edge

was calculated.

The results of the calculations performed for this test case, using both the modified XSpectra

module for the XRS spectrum calculations and the regular version of the XSpectra module for

the XAS spectrum calculations, are shown in figures 4.4 and 4.5.

Figure 4.4 shows a comparison between the calculated XRS Cu L2 and L3 edge in solid Cu,

calculated using the modified XSpectra module. The comparison clearly shows that the L2 and

L3 edges are equivalent, and display 1:2 branching ratio. This confirms that after implementa-
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Figure 4.4: Comparison between the XRS spectra of solid Cu calculated at the Cu L2 and L3

edges. This figure illustrates how the test case calculations performed by the modified version
verify the expected branching ratio between the L2 and L3 edges, i.e an intensity ratio between
the L2 and L3 edges of 1:2. To clearly show this result, both the L2 and L3 edge spectra are
shown separately, in red and black respectively, the L3 edge spectrum having been slightly
shifted vertically. The L2 edge is also shown, after being multiplied by two, and in the same
colour, as a dashed line spectrum over the L3 edge spectrum.
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tion of XRS L2,3 edge calculation, the modified XSpectra module calculates L2 and L3 edges

properly related to each other according to the expected branching ratio.

To obtain the complete L2,3 edge, calculation of only one of the two edges, preferably the

L2 edge since it is computationally cheaper (less Lanczos algorithm loops needed), is needed.

Indeed, the other edge can then be obtained from the calculated edge, which then allows to ob-

tain the complete L2,3 edge by performing elementary operations on the L2 edge, as explained

in section 4.1.4.2. After calculating the XRS Cu L2 edge, the Cu L3 edge was obtained by mul-

tiplying its intensity by two, and shifting it by -19.6 eV, which is the tabulated energy difference

between the Cu L3 and L2 edges. Indeed, since in DFT the L2 and L3 edges are calculated at

the same energy, this shift must be applied before summing the two edges, which is the final

step to obtain the L2,3 edge. The same process was used to obtained the XAS Cu L2,3 edge

from the calculated XAS Cu L2 edge. The energies of the different edges were found in the

Quantum ESPRESSO and compiled by Gwyn P. Williams using several references (65; 66; 67).

Figure 4.5 shows the comparison of the XAS and XRS spectra calculated at the Cu L2,3 edge.

The XAS spectrum intensity was multiplied by a constant to match the intensity of the XRS

spectrum. Since the L3 edge is shifted by -19.6 eV compared to the L2 edge, the energy range

shown in figure 4.5 is also shifted by -19.6 eV compared to the energy range shown in figure 4.4.

In other words, the L2 edge energy zero would be at 19.6 eV in figure 4.5. This comparison thus

clearly shows that for a low q value, the XAS and XRS spectra are equal, save for a constant

intensity factor.

To summarise, the Cu test case allowed checking that two important and expected properties

of L2,3 edges were indeed verified for the calculated XRS spectra obtained using the modified

version of XSpectra. First, the calculated XRS L2 and L3 are equivalent, and the intensity

ratio between the L3 and L2 edges is 2:1. This is expected for calculations in a single particle

framework. In a second time, we could also check that the XRS Cu L2,3 edge calculated by

the modified version of XSpectra for low q values is equal, save for an intensity factor, to the

XAS Cu L2,3 edge calculated by the regular version of the XSpectra module. This was also

expected because of the equivalence of the dipole part of the XAS transition operator to the

XRS transition operator in the small q value (qr � 1) limit. This allows partial validation of

the implementation of XRS L2,3 edge calculation in XSpectra. However, results also need to be
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compared to experimental data for a complete validation. Indeed, for instance, comparison with

XAS L2,3 edge spectra cannot validate the implementation in the case of calculation at higher

q values, for which the XAS and XRS transition operators are no longer equivalent.

Thus, the two next sections are dedicated to studying the ability of the modified XSpectra

module to calculate the XRS spectrum, at the S L2,3 edge of Li2SO4, and of pure sulphur in the

α structure, respectively. More precisely, it is the ability of the modified XSpectra module to

accurately reproduce measured XRS L2,3 edge data, for different values of q and using different

core hole approximations for the SCF charge density calculation preceding the spectrum calcu-

lation, that is studied in the next two sections. To do so, the spectra calculated by the modified

version of the XSpectra module are compared to available experimental data, measured at the

ID20 beamline of the European Synchrotron Radiation Facility (ESRF) for different values of

q, as well as experimental XAS data found in literature.

4.3.2 Calculation at the S L2,3 edge of Li2SO4

In this section, the calculation of the S L2,3 edge of Li2SO4 performed using the modified

version of the XSpectra module, for different q values, are detailed and then compared to the

measured XRS S L2,3 edge spectrum of Li2SO4. Li2SO4 crystallises in the the monoclinic sys-

tem, with the studied structure in the P21/a (n. 14) space group. The XRS spectrum of Li2SO4

at the S L2,3 edge was measured on a powder sample at the ID20 beamline of the European

Synchrotron Radiation Facility (ESRF). Since the spectrum was measured for different values

of the scattering vector q, the measured data was very interesting to assess the capability of the

freshly modified XSpectra module to reproduce the q dependence of XRS L2,3 edges.

4.3.2.1 Computational details

Though DFT does not allow to explicitly treat core hole electron interactions, several approx-

imations were tested for the SCF calculations performed with a core hole on the absorbing S

atom. More specifically, spectra were calculated using SCF charge density calculations per-

formed in the FCH (Full Core Hole) and XCH (eXcited Core Hole) approximations, as well as

SCF calculations with no core hole present on the absorbing S atom, referred to as GS calcula-
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Figure 4.6: Image of the 1×2×1 supercell of Li2SO4 used to perform the SCF charge density
calculation. The sulfur atoms, in yellow, are in tetragonal coordination with the surrounding
oxygen atoms, in red. The image was obtained using Vesta.

tions. In so doing, the effect of these different core hole ’modelling’ in DFT on the calculated

XRS L2,3 edge spectrum could be studied. In the FCH approximation, the excited 2p electron

is promoted to the continuum and the missing charge is compensated by a background negative

charge. In the XCH approximation, the material is still neutrally charged because the excited

2p electron is instead promoted to the lowest unoccupied level. The core hole present on the

absorbing S atom needed to be isolated during the SCF calculations, so that it did not interact

with its periodic replications. To do so, a supercell was created from the unit cell of the material.

Thus, SCF calculations were performed, at the Γ point of the Brillouin zone, on a 1×2×1

supercell of the material, containing 56 atoms. The cell parameters were as follow: a = 8.25 Å,

b = 9.90 Å, c = 8.44 Åand β = 107.9 °. The pseudopotentials used for the different atoms

were taken from the PSLIBRARY, and generated following the RRKJ (Rappe, Rabe, Kaxiras

and Joannopoulos) formalism. In the case where the absorbing atom had a 2p core hole, the

occupancy of the 2p shell was reduced by one. The energy cut-offs were set to 60 Ry and

720 Ry for the electronic wave functions and charge density, respectively. Fig. 4.6 shows an

image of the Li2SO4 supercell.

The spectrum calculations were performed using a 4×4×4 k-points grid sampling the Bril-

louin zone. The total dipole contribution was calculated as the average between three individual

dipole contributions, calculated for q oriented along the x, y and z axis respectively, while the
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monopole contribution was calculated for q oriented along the arbitrarily chosen x axis, since

the monopole contribution does not show any angular dependence. The final spectrum was then

calculated as the sum of the total dipole and monopole contributions. To reproduce the different

values of q at which the XRS S L2,3 edge of Li2SO4 was measured (equal to, according to the

experimenters, approximately 3.5, 6.3 and 8.1 Å−1), the spectrum was calculated for q values of

2, 6 and 9 Å−1, and are referred to as calculated at ’low’, ’medium’ and ’high’ q values in what

follows. Calculations were performed for the L2 edge, and then used to obtain the L3 edge by

multiplying its intensity by two, and shifting its energy by -1.1 eV, which is the tabulated value

of the energy difference between the L2 and L3 edges found in Quantum ESPRESSO. The L2,3

edge was then obtained as the sum of the L2 and L3 edges, after interpolating the energy values

of the L2 edge on those of the L3 edge to make the sum possible. To be compared with ex-

periment, spectrum calculations using FCH SCF calculations were performed using a varying

broadening parameter over the spectrum energy range. The broadening parameter starts at a

value of 0.5 eV in the first 20 eV of the spectrum, then ramps up linearly to 3 eV for the next

10 eV, before staying constant at 3 eV for the rest of the spectrum energy range. When studying

the effects of the core hole approximation on the calculated spectrum, a constant broadening pa-

rameter of 0.5 eV, which was found to properly reproduce the A feature broadness (see Fig. 4.7,

was used instead.

Finally, to compare the total spectra obtained for the different q values and the experimental

spectra whose areas were normalised in the measured energy range, the calculated spectra areas

were also normalised, using the area of a reference spectrum, over the same energy range.

The reference spectrum was arbitrarily chosen as the experimental spectrum measured for the

lowest q value. The measured spectra were also shifted in energy, to match the first peak of the

measured spectrum, located at around 174 eV. The results obtained after the calculations are

presented in the rest of this section.

4.3.2.2 Comparison between calculations and experiment

Figure 4.7 shows a comparison of the measured and calculated XRS SL2,3 edge of Li2SO4. The

spectra calculated using the FCH approximation for the core hole were chosen since they best

reproduce the measured data, especially at low q values. The measured spectra mainly contains
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two spectral features in the measured energy range, named A and B, respectively located at

roughly 174 and 182 eV. The A feature contains two distinct peaks, noted A1 and A2 separated

by about 1.5 eV, while the B feature is formed by a single and slightly broader peak. The A

and B features show a clear variation as the value of q increases, far more pronounced than

the variation of the spectra in the rest of the measured energy range. This is especially true

for the A feature. Measured data shows that the A feature becomes more intense at higher q

values. Moreover, the relative intensities of the two peaks in the A feature change so that the

A2 peak, lower than the A1 peak at low q value, becomes more intense for higher q values.

On the contrary, as the q value increases, the intensity of the B feature as well as the tail of the

spectrum gets lower. This causes the B feature intensity, higher than the A feature intensity for

the lowest q value, to become lower for the two higher q values. The calculation manages to

reproduce the measured spectra with good accuracy regarding several points. The general shape

of the spectrum, that is to say, the energy placement of the A and B features, as well as the shape

of the tail of the spectrum, is accurately reproduced. The separation of the A feature into two

separate peaks is also well reproduced. The low q spectrum, especially, is reproduced with a

very good accuracy, the only problem being that the relative intensity of the A and B features.

While measurement at low q values show that the A feature is slightly higher in intensity than the

B feature, the calculated spectrum reproduce for the lowest q value a B feature slightly higher

in intensity than the A feature. Regarding the q value variation of the spectrum, though the

variation is more intense than for the measured spectra, the calculation manages to reproduce

the decrease of the B feature intensity as q increases. The slight decrease of intensity of the

tail of the spectrum is also reproduced. However, the q variation of A feature is not accurately

reproduced. Indeed, the reproduced intensity variation of the A feature is far greater than the

measured one. Moreover, the fact that the first peak of the A feature is first more intense than

the second peak, which is then reversed as q increases with the second peak of the A feature

becoming more intense is not reproduced at all. The reproduced A feature always shows the

first peak higher in intensity than the second peak, with a roughly constant relative intensity.
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4.3.2.3 Decomposition of the calculated spectra

Fig. 4.8 and Fig. 4.9 show the decomposition of the calculated XRS spectra shown in Fig. 4.7,

into the separate L2 and L3 edges, and into the monopole and dipole contributions to the L2,3

edge, respectively. Fig. 4.8 allows to highlight that the A1 and A2 peaks of the A feature in

the calculated L2,3 spectrum stem from the L3 and L2 edges, respectively, in the case of the

spectra calculated in the FCH approximation. This is true for all q values used to calculated

the S L2,3 edge spectrum. Moreover, it allows to understand why only the A feature is split

in two peaks while the B feature consists in a broader peak. Indeed, the B peaks of the L3

and L2 edges are broader than the A feature of the individual L3 and L2 edges. Moreover, the

energy difference between the S L2 and L3 edges is only 1.1 eV. Thus, the sum of the L2 and

L3 edges yields a seemingly non-split and broader B feature while it yields a split A feature, for

which clear separation of the individual A peaks from the L2 and L3 edges, which are narrower

than the B peaks, is made easier. Fig. 4.9 shows the variation of the dipole and monopole

contributions to the S L2,3 edge spectrum as the value of q increases. It allows to highlight how,

at low q values, the spectrum is largely dominated by the dipole contribution (i.e by p→ s and

p→ d) electronic transitions, shown in blue, while the monopole (p→ p electronic transitions)

contribution is virtually zero. This is part of the reason why the XRS S L2,3 edge spectrum

equivalent to the XAS S L2,3 edge spectrum for low q values. It also highlights how, in contrast,

the calculated XRS spectrum quickly becomes dominated by the monopole contribution (i.e by

p→ p electronic transitions). Indeed, as the q value increases, the figure clearly shows how the

red contribution to the total spectrum becomes predominant compared to the blue contribution to

the total spectrum. More precisely, the shape of the A feature, entirely stemming from the dipole

contribution at low q values, becomes largely dominated by the monopole contributions for the

medium and high q values. The A feature is the part of the spectrum that changes the most as the

value of q increases. It can thus be argued that the monopole contribution, thanks to its increase

in intensity relatively to the dipole contribution intensity, is the main factor behind the variation

of the XRS S L2,3 edge spectrum of Li2SO4 as the value of q increases. Additionally, while

the B feature and the tail of the spectrum are not as dominated by the monopole contribution

at medium and high q values as the A feature, they still correspond to an equal mixing of

the monopole and dipole contributions, instead of just stemming from the dipole contribution.
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To summarise, Fig. 4.9 thus highlights that the variations of the calculated XRS S L2,3 edge

spectrum with an increase in the q value mainly stems from the varying relative weights of

the monopole and dipole contributions to the spectrum. While the spectrum calculated for the

low q value is largely dominated by the dipole contribution, the monopole contribution rapidly

becomes the dominant contribution to the spectrum, and especially to the A feature, at high q

values. This strong variation of the relative weights of the dipole and monopole contributions

to the calculated spectrum with the value of q was also observed for calculations based on

solving the Bethe-Salpeter equations, in the case of the Na and Si XRS L2,3 edge spectrum of a

polycrystalline sample of Na and pure Si, respectively (64).

In summary, this section shows that calculations performed by the modified XSpectra mod-

ule and using the FCH approximation manage to reproduce the measured XRS S L2,3 edge

spectra at low q values (where it is equivalent to the XAS S L2,3 edge spectrum), as well as

its variations, with increasing values of q, of the spectrum for the B feature energy range and

higher. In contrast, the variation of the A feature as the value of q increases is not reproduced

accurately. More precisely, for low q values, calculations show the A feature to be the sum

of two separate contributions from the L3 and L2 edges, only slightly overlapping each other.

The A1 peak is indeed shown to stem mainly from the L3 edge and the A2 peak from the L2

edge. The measured A1 and A2 peaks are separated by approximately the same energy as the

calculated A1 and A2 peaks, which is the tabulated energy difference of the L3 and L2 edges.

Moreover, the relative intensity ratio of the measured A1 and A2 peak is approximately the

same as the relative intensity ratio of the calculated A1 and A2 peaks. Thus, the measured A

feature can be considered as the sum of the L3 and L2 edge contributions, slightly overlapping

each other, which give rise respectively to the A1 and A2 peaks, with the expected branching

ratio of 2:1 between the L3 and L2 edge contributions (i.e the L3 edge contribution is two times

more intense as the L2 contribution). However, for higher q values, this description of the A

feature which still applies to the calculated A feature, does not allow to reproduce the measured

A feature accurately. Indeed, though the energy separation of the A1 and A2 peaks is still con-

sistent with the energy difference between the L3 and L2 edges, the relative intensities of the

A1 and A2 peaks, which is reversed as the value of q increases, no longer allow the measured A

feature to be simply described as the sum of the L3 and L2 edge contributions, each contributing
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to only to the A1 and A2 peak respectively. That does necessarily mean, however, that the 2:1

branching ratio, yielding good results for low q values, changed for high q values. Indeed, while

this would mean that DFT, always yielding a 2:1 branching ratio, could not properly describe

the measured spectrum at high q values, there is little reason the increase of the value of q could

change the branching ratio, which only changes from the 2:1 value when many electrons effect

come into play. Instead, since the A feature becomes dominated by the monopole contribution

as the value of q increases, the inability to reproduce the variations of the A feature measured

as q increases are more likely related to not properly reproducing the monopole contribution, at

least for high values of q.

To complete the analysis provided by the separation of the calculated XRS spectrum into the

separate L2 and L3 edges as well as into its dipole and monopole contributions, the effect of the

core hole approximation used in the SCF charge density calculation previous to the spectrum

calculation is explored. This allows to assess the effect of each possible core hole approximation

on the ability of the modified XSpectra module to reproduce the measured signal, for different

values of q. Moreover, PDOS (Projected Density Of States, where the partial density of states is

projected on the absorbing atom) calculations were performed on the supercell of the material,

using a 4×4×4 k-points grid to sample the Brillouin zone, and using a 0.5 eV broadening

parameter. This allows to identify each feature in terms of electronic transitions, especially for

the A peak, for which calculation apparently cannot accurately reproduce the variations for an

increasing value of q.

4.3.2.4 Effects of the different core hole approximations on the calculated spectrum

The effects of the different core hole approximations on the calculated spectrum is shown in

Fig.4.10. From top to bottom, respectively, the calculated XRS S L2,3 edge spectrum using

the GS, XCH and FCH core hole approximations are shown, for the same three q values used

to calculate the spectra shown in the previous comparison to the measured XRS data. The

broadening parameter was kept at a constant 0.5 eV for these calculations. Fig. 4.10 shows

that the FCH and XCH approximations yield virtually identical spectra, save for the fact that

the B feature seems to split more clearly in two peaks in the XCH approximation, while for

the FCH approximation the B feature still appears as a single wide peak. This stems from
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the fact that while using the XCH approximation, the calculated B peaks of the L2 and L3

edges are slightly less broad than those calculated using the FCH approximation, which leads

to the L2 and L3 edge contributions to the L2,3 B feature to be more clearly separated. The

GS approximation, in contrast, leads to the A feature resembling more a single peak, while in

calculations performed using the FCH and XCH approximations, as well as in the measured

data, the A feature clearly is split in two different peaks. This stems from the GS approximation

yielding broader A peaks in the individual L2 and L3 edges. The GS approximation also yields

a less intense and broader B feature in the calculated spectrum, than the B features in the spectra

obtained using the FCH and XCH approximations. Looking at the variations of the spectrum

as q increases, for all core hole approximations, the same changes to the calculated spectrum as

q increases are observed. With an increasing q value, the A feature intensity greatly increases

while the intensity of the B feature, and of the spectrum at higher energies, decrease. This is

consistent with the previous comparison between calculated and measured data. Astudying the

core hole approximation effects on the calculated spectrum shows that the FCH approximation

proves a better approximation for comparison with the experiment at lows q values. However,

though the variation of the B feature and of the high energy range spectrum is well reproduced

using the FCH approximation, none of the core hole approximations allows reproducing the

inversion of the relative intensity of the A1 and A2 peaks of the A feature as q increases, and

which was described earlier.

4.3.2.5 Projected density of states calculations

Fig. 4.11 shows a display of PDOS, shown with the XRS S L2,3 spectra calculated for the three

q values, and using the FCH approximation for the core hole modelling, as a reference for the

energy placement of the A and B features. PDOS calculations allow to see the energy distri-

bution of partial density of states, projected on the absorbing atom, on the energy range of the

calculated spectrum. This figure thus provides the origin of the A and B features in terms of

electronic transitions. It can also help explain the differences between the spectral features A

and B in the spectra calculated using the FCH, XCH and GS approximations. For all core hole

approximations adopted for the SCF charge density calculation, the figure shows that the A

feature stems mainly from electronic transitions to p states, and in a less pronounced manner on
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transitions to s and d states. In contrast, the B feature mainly stems from electronic transitions

to d states and, in an even less pronounced manner, transitions to s and p states. In the case of

calculations performed using the GS approximation, it should be noted that the energy range

of the B feature is almost devoid of s and p states. The described energy distribution of the

s, p and d states suggests that the high variation of the A feature is correlated with a strong

density of p states, which is consistent with the previous discussion, where we showed how the

variation of the spectrum with the increase of the value of q was mainly caused by the rapidly

changing relative weights of the monopole (p → p transition channel contribution) and dipole

(p → s and p → d transition channel contribution) contributions to the total spectrum. The

strong density of d states in the B feature energy range explains why, even when the monopole

contribution dominates the spectrum at high q values, the dipole contribution still contributes to

the B feature in a non-negligible way. Overall, SCF charge density calculations performed in

the GS approximation lead to states being located on larger energy intervals, which in turns lead

to the broader spectral features of the spectrum compared to the spectral features of spectrum

calculated using the FCH or XCH approximation. This in turn leads, as discussed earlier, to a

single peak A feature for the S L2,3 edge spectrum calculated using the GS approximation, as

opposed to the S L2,3 edge spectra calculated using the FCH or XCH approximations, where the

A feature is split in the A1 and A2 peaks, each peak stemming from the L3 and L2 edge, respec-

tively. The density of the s p and d states, at the energies of the A feature, are virtually identical

for the FCH and XCH approximations, which explains the identical A feature calculated using

both these approximations, and displayed in Fig 4.10. In contrast, the d states occupy a broader

energy range around the B feature energies in the case of the FCH approximation than in the

case of the XCH approximation. This leads, as discussed earlier, to the B feature appearing

split in the spectrum calculated using the XCH approximation while it appears as a single peak

in the spectrum calculated using the FCH approximation. The differences between the PDOS

calculated in the FCH and XCH approximations and the PDOS calculated in the GS approx-

imation can be attributed to the attractive effect of the presence of a core hole on the excited

atom. Indeed, as seen in the previous chapter, the presence of a core hole on the excited atom

attracts the empty states at lower energies and localises them in a sharper energy distribution.

We would like to note that since the spectra calculated using different core hole approximations
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were shifted independently in energy to best match the measured spectra, the relative place-

ment of empty states calculated with different core hole approximations should not be taken

into account, as the PDOS were subjected to the same energy shift. This is why, though the

core hole should attract empty states at lower energies, all the PDOS appear at similar energy

ranges. Only the change of shape of the energy distribution of the empty states, or the relative

placement of different empty states calculated for the same core hole approximations, should

be considered here.

Thus, PDOS calculations allows not only to confirm the previous discussion regarding the

origin of the variation of the XRS S L2,3 edge of Li2SO4 with the increase of the value of

the norm of the scattering vector, q, but also to explain the origin of the A and B features

in terms of electronic transitions. More importantly however, they also allow to explain the

differences between the shapes of the calculated spectra obtained using the different core hole

approximations (GS, FCH and XCH). More specifically, the differences between the calculated

PDOS for each approximation can be studied in the energy range of the A feature, to try and

understand the precise reasons behind the change of shape of the A feature when using the

XCH or FCH approximation, rather than the GS approximation. Indeed, while the A features

of the spectra obtained using the FCH and XCH approximations are virtually identical, they are

however very different from the A feature obtained using the GS approximation as discussed

earlier. PDOS calculations show that the XCH and FCH approximation lead to the same energy

distribution of the density of s, p and d states in the A feature energy range, but in contrast

very different from the density of s p and d states energy distribution obtained using the GS

approximation. More precisely, the s states are placed at slightly lower energies (0.5 to 1 eV)

than the p states in the FCH and XCH approximations. In the GS approximation, on the contrary,

the s and p states occupy the same range, and are distributed on a larger energy interval. Thus,

the difference between the shapes of the A feature of the spectra obtained using the XCH or

FCH approximation and the A feature of the spectrum obtained using the GS approximation

is caused by both a different relative energy placement of the s and p states, as well as the s

and p states occupying a larger energy interval in the case of the GS approximation than in

the case of the XCH or FCH approximation. In other words, calculations failing to reproduce

the correct relative energy placement of the monopole and dipole contributions, as well as the
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correct broadness of these contributions to the A feature, may be responsible for failing to

reproduce the evolution of the A feature as the value of q increases. The results suggest that

the energy placement and the energy size of the monopole contribution, more specifically, are

of paramount importance to properly reproduce the evolution of the A feature as q increases.

Indeed, it was shown in previous discussions that the monopole contribution to the A feature

quickly dominates the dipole contribution to the A feature when the value of q increases.

4.3.2.6 Conclusion

To summarise, using the FCH approximation for the core hole, calculations by the modified

XSpectra module allow to reproduce accurately the XRS S L2,3 edge spectrum of Li2SO4 for

low q values. The variation of the B feature as well as of the high energy range of the spectrum

as the value of q increases is also reproduced. However, calculations performed using any of the

core hole approximation fail to accurately reproduce the evolution of the A feature as the value

of q increases. Indeed, at low q values, calculations show that the separation of the measured

A feature into the A1 and A2 peaks stem from the clear separation between the L3 and L2

edges contributions to the L2,3 edge, respectively, and that their relative intensities is consistent

with the 2:1 branching ratio expected theoretically in a single electron scheme such as DFT.

With the increase of the value of q however, the relative intensities of the A1 and A2 peak is

reversed, which means that the scheme where the A1 and A2 peaks stem from separated L3 and

L2 contributions, with a 1:2 branching ratio, and which yields good results for low q values,

does not hold anymore for higher q values. Calculations showed that the monopole contribution

becomes the dominant contribution to the A feature at higher q values.

PDOS calculations and spectrum decompositions showed that it is likely that the inability

to reproduce the measured evolution of the A feature as the value of q increases is caused by

the inability of the XCH, GS or FCH approximation to properly reproduce the correct energy

placement of the monopole contribution to the A feature, relatively to the dipole contribution,

as well as the broadness of the monopole contribution to the A feature. Indeed, the dipole

contribution of the XRS S L2,3 edge spectrum is well reproduced at low q values when using

the FCH and XCH approximations, which indicate that the presence of a core hole lead to

accurate reproduction of the empty s and d energy distribution in the A feature energy range.
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In other words, the failure to reproduce the correct energy distribution of the empty p states,

specifically, in the presence of a core hole. It is thus possible that this problem is more closely

related to the limitations imposed by the theoretical framework Quantum ESPRESSO is based

on. Since, however, no satisfactory agreement was obtained at high q values, it is difficult at

this stage to draw definitive conclusions. To continue exploring the capacity of the modified

XSpectra module to reproduce XRS measured data at the S L2,3 edge, and more specifically the

measured change of these data as the value of q increases, calculations were also performed for

pure sulphur in the alpha structure, and compared to experimental data measured at the ID20

beamline of ESRF.

4.3.3 Calculation at the S L2,3 edge of S8 in the α structure

The modified XSpectra module was also used to calculate the XRS S L2,3 edges of α-sulphur

(chemical formula S8), as measured data was also available for different values of the norm of

the scattering vector q. This also meant that the ability of the modified XSpectra module to

reproduce the variations of the measured spectrum with an increase of the value of q could be

further tested. The XRS spectrum of α-sulphur was measured at the S L2,3 edge at the ID20

beamline at the ESRF different values of q: 2.1, 4.0, 5,3, 8.0 and 12.0 Å−1.

4.3.3.1 computational details

To calculate the XRS S L2,3 edge of α-sulphur, a similar calculation process as the one used to

calculate the XRS S L2,3 edge of Li2SO4 was used. The SCF calculations needed for spectrum

calculation were performed on the unit cell containing 128 atoms, at the Γ point of the Brillouin

zone. α-sulphur, which is the most common form of S8 found in nature, crystallises in the

orthorombic system, in the space group 70 (Fddd). The cell parameters of the unit cell are as

follow : a = 10.46460Å−1, b = 12.86600 Å−1, c = 24.48600 Å−1. The SCF calculations

were once again performed using the GS, XCH and FCH approximations to model the core

hole, so that the effect of those different approximations on the calculated XRS L2,3 edges

could be assessed. However, given the size of the unit cell, no supercell was needed to isolate

the core hole from its periodic replications, as they were separated by at least 10 Å−1. The
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Figure 4.12: Image of the unit cell of α-sulphur used to perform the SCF charge density calcu-
lation, obtained using the XCrysden program. The sulphur atoms form cycles of 8 atoms.

pseudopotential used to describe the S atom was taken from the PSLIBRARY and generated

using the RRKJ formalism (same pseudopotential as the one used in the previous section).

When a core hole was included on the absorbing atom, the pseudopotential was generated with

an occupancy on the 2p shell reduced by one. The energy cut-offs for the electronic wave

functions and charge density were once again set to 60 Ry and 720 Ry, respectively. However,

unlike the structure of Li2SO4, the α-structure of pure sulphur presents four non-equivalent

possible sites for the S atoms, and thus SCF calculations were performed independently for

each of these possible sites. Fig. 4.12 shows an image of the unit cell of α-sulphur.

Spectrum calculations were then performed using the modified XSpectra module, using the

SCF calculations performed for each non-equivalent site. They were performed using a 4×4×4

k-points grid to sample the Brillouin zone, and a constant broadening parameter of 0.5 eV,

which yielded good results in the previous case of Li2SO4. The monopole contribution was
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calculated for an arbitrary orientation of the scattering vector q while the dipole contribution

was obtained as the average of the spectra calculated for q oriented along the x, y and z axis,

respectively.

For each non-equivalent site, the total spectrum was then obtained by summing the monopole

and dipole contributions. The final spectrum was then obtained by a weighted sum of the total

spectra obtained for each non-equivalent site. Since all the non-equivalent sites have the same

multiplicity in the unit cell (i.e there are 32 S atoms in each type of non-equivalent sites in

the unit cell), then the spectra calculated for each of the sites were given the same weight and

the final spectra was simply obtained as an average of the total spectra calculated for each of

the sites. Before averaging, because the SCF calculation does not calculate absolute energies,

the spectra calculated for each inequivalent site must be shifted in energy, with respect to an

arbitrary spectrum (chosen as spectra obtained for the first inequivalent site), using the ∆SCF

procedure for compounds with multiple inequivalent sites, already described in section 3.3.2.2.

To match the different values of the norm of the scattering vector q for which the spectrum

was measured, the S L2,3 edge spectrum was calculated for q values of 2.1, 4.0, 5,3, 8.0 and

12.0 Å−1 when using the GS approximation, as preliminary calculations for a ’low’ and ’high’

q value (q = 4.0Å−1 and q = 12.0Å−1, respectively) suggested a better general agreement with

experiment when using this approximation rather than the others. When using the FCH and GS

approximation, the spectrum was only calculated for q = 4.0 Å−1 and q = 12.0 Å−1, so that a

spectrum was available at a ’low’ and ’high’ value of q, making the study of the effects of the

different core hole approximations on the calculated spectrum possible at these two values of

q..

Only the XRS S L2 edge spectrum of α-sulphur was calculated following the above in-

dications. Indeed, once it was also verified for this compound that the expected relation was

obtained between the calculated L2 and L3 edges, the L3 edge was from this point obtained

from the L2 edge by multiplying its intensity by two and shifting its energy towards lower en-

ergies by 1.1 eV, which is the energy difference between the S L2 and L3 edges tabulated in

Quantum ESPRESSO. The L2,3 edge spectrum was then obtained as the sum of the L2 and L3

edges, after interpolating the L2 edge values on the energy range of the L3 edge.

The calculated spectra are shown in the rest of this section. More precisely, the calculated
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XRS S L2,3 edge of α-sulphur is compared with the measured data, as well as the XAS S

L2,3 edge of α-sulphur found in the literature (79). It should be kept in mind however, that

the comparison with XAS data is only relevant for the XRS spectrum measured or calculated

at low q values, as the XAS and XRS cross sections are only equivalent in the qr � 1 limit

(see section 4.1.3). Additionally, the effect of the core hole approximation on the calculated

spectrum is once again studied, by comparing the different spectra obtained using the FCH,

XCH and GS approximations during the SCF calculations. PDOS calculations, performed using

a 4×4×4 k-points grid to sample the Brillouin zone of the unit cell of the material, and a 0.5 eV

broadening parameter, are also used to help complete the analysis of the results. Indeed, as

the partial density of states were projected on the absorbing S atom, it is possible to assess the

effects of each core hole approximation on the relative energy placement of the density of the

different states.

4.3.3.2 Comparison between calculation and experiment

Fig. 4.13 shows the comparison between the calculated XRS S L2,3 edge spectrum of α-sulphur

and the measured data, for all q values at which the spectrum was measured, as well as the XAS

data found in literature (79). All the XRS spectra (calculated and measured) were normalised

using their area on the energy range of the measured XRS spectrum, using a common reference

spectrum, arbitrarily chosen. The XAS spectrum, since its energy range is different from the

measured XRS data, was simply scaled using a constant intensity factor to best match the XRS

experiment data. The general shape of the measured XRS S L2,3 edge spectrum of α-sulphur

is similar to the XRS S L2,3 of Li2SO4 discussed in the previous section (see section 4.3.2).

Indeed, the XRS S L2,3 of α-sulphur can be described as featuring two distinct spectral features

separated by approximately 8 eV, which are located respectively at around 165 and 177 eV.

In contrast to the XRS S L2,3 edge spectrum of Li2SO4 however, the second spectral feature

referred to as the B feature, is less intense than the rest of the spectrum at a higher energy range,

and it varies very little as the value of q increases. Indeed, in the case of Li2SO4 (see Fig. 4.7),

the second spectral feature B showed a clear decrease in intensity as q increased and was its

intensity was higher than the high energy range spectrum intensity. The first feature, referred to

as the A feature, varies greatly with the value of q, and is split in two distinct peaks (similarly
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to the case of Li2SO4) noted A1 and A2. For the lower q values, the separation between the A1

and A2 peaks is harder to see due to noise and experimental energy resolution. However, the

split between the A1 and A2 peaks seem to increase, from approximately 1 eV for the lowest

value of q to approximately 2 eV for the highest value of q. As the value of q increases, the

intensity of the A feature also sees a large increase. For the q values of 5.3 and 8.0 Å−1, the

A feature of the measured XRS spectrum seem to have the same intensity, but this could very

well be attributed to experiment noise. Indeed, from a global point of view, the evolution of the

intensity of the A feature is otherwise very gradual for all the other q values. In comparison, the

B feature remains mainly unaffected, while the intensity of the higher energy range spectrum

slightly decreases, as the value of q increases. The equivalence of XAS and XRS, at low values

of q, make the comparison between the XRS spectrum measured at q = 2.1ÃA−1, and the

XAS data found in the literature, pertinent. Save for a broadening parameter caused by the

lower energy resolution of the XRS experiment, the two spectra are indeed in good agreement.

In more details, the overall shape of the XAS spectrum is very close to the shape of the XRS

spectrum. Moreover, the A feature of both those spectra is comparable in intensity and the XAS

A feature is also split in two peaks, spaced by approximately 1 eV. Strikingly, the modified

XSpectra module best manages to reproduce experimental data by using the GS approximation

for the SCF calculations. Indeed, the general shape of the spectrum is very well reproduced by

calculations, with the A and B feature reproduced at the correct energies, and a correct relative

intensity for all q values. The general change of the shape of the spectrum with the increase of q

is also well reproduced, when looking at both the large increase of the A feature intensity and the

slight decrease of the high energy range spectrum. The fact that the B feature is unaffected by

the increase of the q value is also reproduced. It is very surprising because, as explained earlier,

the GS approximation consists in calculating the spectrum with no core hole on the excited core

level shell of the absorbing atom. However, XRS (as well as XAS) is based on the excitation of

a core level electron and thus, better agreement with experiment is expected when taking into

account the presence of a core hole rather than not. Moreover, when the modified XSpectra

module was first modified in order to include XRS K edge calculation (47), better agreement

was obtained by taking into account a core hole (or half core hole) on the excited core level.

While very surprising, this is, however, not entirely unheard of, as the XSpectra module, for



142

instance, better reproduces the Cu L2,3 edges spectra of metallic Cu without introducing a core

hole on the absorbing Cu atom (60). The agreement between calculation and experiment is

especially good at high q values, in contrast with the previous case of Li2SO4 (where no matter

which core hole approximation was used, calculations could never reproduce accurately the

data measured at high q values).

However, looking more closely at the calculated and measured XRS spectra for the low q

values (2.1 and 4.0 Å−1), as well as the XAS spectrum), a similar problem as the one high-

lighted in the case of Li2SO4 arises. Indeed, while it shows that the overall agreement between

calculation (in the GS approximation) and experiment is good for all q values, Fig 4.13 also

shows a specific evolution of the A feature with the increase of the q value, and more specifi-

cally of the A1 and A2 peaks relative intensity. More precisely, for the XRS spectrum measured

at the lowest q value and for the XAS measured spectrum, the A1 peak intensity is equal to,

or slightly higher than, the A2 peak intensity. As the value of q increases, experiment shows

that the A1 peak intensity becomes smaller than the A2 peak intensity. The A feature of the

measured XRS S L2,3 edge of α-sulphur thus behaves similarly to the the A feature of the XRS

S L2,3 edge of Li2SO4 as the value of q increases. Unfortunately, for the calculated XRS S L2,3

edge spectra of α-sulphur, the A1 peak is less intense than the A2 peak for all q values.

Thus, though in the case of α-sulphur the agreement between measured data and calcula-

tion (in the GS approximation) is far better than in the case of Li2SO4, especially at high q

values, the relative intensity of the A1 and A2 peaks is not correctly reproduced by the modified

XSpectra module for lower q values. This is similar to the problem encountered in the previous

section, where the agreement between calculated and measured XRS SL2,3 edge of Li2SO4 was

good for lower q values, whereas calculation at higher q values reproduced inaccurate relative

intensity of the two A1 and A2 peaks. To continue investigating this issue, the effect of the core

hole approximation on the calculated spectrum is then studied, for a low and high value of q (4.0

and 12.0 Å−1, respectively). The spectra will also be decomposed into the individual L2 and

L3 edges, as well as into their monopole and dipole contributions, to try and gain more insight

regarding the A feature, part of whose evolution as the q value increases is not reproduced by

calculation.
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4.3.3.3 Effect of the different core hole approximations on the calculated spectrum

Fig. 4.10 shows a comparison between the calculations of the XRS S L2,3 edge spectrum of

α-sulphur performed using, from top to bottom, the GS, XCH and FCH approximations. Calcu-

lations performed using each approximations were shifted vertically for easier comparison. For

each core hole approximation, both calculations performed at q = 4.0 Å−1 and q = 12.0 Å−1

are shown, also shifted vertically from one another. The XRS SL2,3 edge spectrum of α-sulphur

measured at these two values of q are also shown, in dotted line, in each case, for comparison

purposes. Fig. 4.10 shows how, as indicated earlier, the GS approximation yield the best overall

agreement with experiment.

Indeed, for the higher q value, the spectrum calculated using the GS approximation yields

almost perfect agreement with the measured A feature, while spectra calculated with a core hole

on the excited atom (i.e using the FCH and XCH approximations) do not show the correct shape

for the A feature. Indeed, for the spectra calculated with a core hole, the A1 and A2 peaks of the

A feature are slightly too close to each other compared to experiment (about 0.5 eV closer than

the A1 and A2 peaks of the experiment), especially for the high value of q. Moreover, spectra

calculated with a core hole on the excited atom for the higher q values do not show the correct

relative intensities of the A1 and A2 peaks. The A features calculated using the XCH and FCH

approximations, however, closely resemble each other, the only difference being a slightly more

intense A1 peak in the case of the FCH approximation than the XCH approximation. For the

higher q value, finally, calculated spectra show a similar agreement to the measured spectra in

the B feature energy range, as well as in the higher energy range, no matter which core hole

approximation is used.

As for the spectra calculated for the lower q value, once again the better overall agreement

is obtained using the GS approximation rather than the FCH and XCH approximations. This

result is however more nuanced for the lower q value than for the higher q value. Indeed, for the

lower q value, the intensity of the A feature obtained using the GS approximation is far closer

to the measured A feature than the A features obtained using the FCH or XCH approximations,

which are only approximately half as intense as the measured A feature. Moreover, the A1

and A2 peaks are once again, in the case of the FCH and XCH approximations, slightly closer
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to each other than the measured A1 and A2 peaks. However, as we have seen previously, for

the lower q value, calculations performed with no core hole (GS approximation) do not yield

the accurate shape of the A feature, because they yield incorrect relative intensities of the A1

and A2 peaks compared to the measured A feature. More precisely, the calculated A1 peak is

too low in intensity and the A2 peak too high in intensity compared to the measured A feature

for which the A1 and A2 peaks have a similar intensity. In comparison, the overall shape of

the A feature, and more precisely the relative intensities of the A1 and A2 peaks, regardless

of the overall intensity of the calculated A feature, is better reproduced using the XCH and

FCH approximations approximation, as they both lead to the A1 and A2 peaks having similar

intensities. Additionally, it should be noted that the A features calculated using the FCH and

XCH approximations are also closer in shape to the measured A feature of the XAS data shown

in Fig. 4.13, which we know to be equivalent to the XRS spectra in the low q value limit.

Finally, the agreement with measured data in the B feature energy range, as well as in the

higher energy range, is slightly better for calculations performed with a core hole (FCH and

XCH approximations) rather than no core hole (GS approximation) in the case of the lower q

value.

To summarise, Fig. 4.10 shows that calculations performed using the GS approximation

lead to a better overall agreement with the measured data, with a especially good agreement

in the case of the higher q value between the measured and calculated A feature. Calculations

performed with a core hole on the excited atom (i.e using the FCH and XCH approximations)

on the other hand lead to an overall worse agreement with experiment, as they are not able to

reproduce the shape of the A feature for the higher q value. However, for the lower q value,

they reproduce a shape of the A feature more closely related to the measured A feature than

the A feature reproduced by calculations with no core hole (GS approximation), though its

intensity is far lower than the measured A feature for the same q value. This is however, not

entirely unexpected as in the case of Li2SO4 discussed in the previous section, calculations with

a core hole indeed lead to a good agreement with the measured spectrum for the lowest q value.

Moreover, calculations performed in the FCH approximation also failed reproducing the change

in the shape of the A feature of the S L2,3 edge spectrum of Li2SO4 at higher q values.
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4.3.3.4 Decomposition of the calculated spectra

The spectra shown in Fig. 4.10 were also decomposed into their individual monopole and dipole

contributions, as well as into contributions from the individual L3 and L2 edges, as shown,

respectively, in Fig. 4.9 and in Fig. 4.16. These two new figures follow the same organisation

as Fig. 4.10, with only the new decomposition of the calculated spectra appearing on the new

figures.

The decomposition into the monopole and dipole contributions shows the origin of the evo-

lution of the XRS S L2,3 edge spectrum of α-sulphur as the value of q increases to be the same

as the origin of the evolution discussed in the case of the XRS S L2,3 edge spectrum of Li2SO4.

Indeed, for each different core hole approximation, the calculated spectra is mainly dominated

by the dipole contribution for the low q value. This is especially true for the B feature and the

high energy range of the spectra. The A feature is a mix between the dipole and the monopole

contribution, but not especially dominated by either of the two in the case of calculations per-

formed using the FCH and XCH approximations. For the spectrum calculated using the GS

approximation however, the monopole contribution to the A feature is already dominating the

dipole contribution to the A feature. It can be argued that this is because the ’low’ value of q,

chosen here as 4.0 Å−1, is already high enough to allow a significant growth of the monopole

contribution to the spectrum compared to the dipole contribution (102). In contrast, for the

higher value of q, the spectrum becomes mainly dominated by the monopole contribution to the

spectrum. This is especially true for the A feature, which, for the calculated spectra with or with-

out a core hole on the excited atom, clearly has the same shape as the monopole contribution,

and get most of its intensity from the said contribution. At most, the dipole contribution consti-

tutes approximately one fourth of the A feature intensity of the total (i.e sum of the monopole

and dipole contributions) spectrum. This indicates that the failure to reproduce the A feature at

higher q values when using the XCH and FCH approximations is directly correlated to a failure

to properly reproduce the monopole contribution in these approximations. Indeed, as the value

of q increases, and the monopole contribution to the A feature becomes dominant, the failure

to properly reproduce the monopole contribution naturally translates to the wrong shape and/or

intensity for the A feature.
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Decomposing the calculated spectra in the separateL3 andL2 edges is especially interesting

in the case of α-sulphur. Indeed, unlike case of Li2SO4, XAS data found in the literature (79)

was available for the L2,3 edge of sulphur, and in this reference, the A1 and A2 peaks (which are

noted 1 and 2 in the reference) are explicitly interpreted as signature contributions from the L2

and L3 edge. This interpretation is consistent with the decomposition of the XRS S L2,3 spec-

trum of Li2SO4 calculated using the FCH (and XCH) approximation(s) into the separate L3 and

L2 edges shown in Fig. 4.8 (see previous section). This is also consistent for the decomposition

of the S L2,3 spectrum of α-sulphur, calculated in the FCH and XCH approximations, into the

separate L3 and L2 edges shown in Fig. 4.16. Indeed, the aforementioned decompositions of

the calculated spectra clearly show that their A1 and A2 peaks stem respectively from separate

contributions from the L3 and L2 edges, with only a slight overlapping of both contributions.

However, in the case of the S L2,3 edge spectra of α-sulphur calculated using the GS approx-

imation instead (see top of figure Fig. 4.16), the decomposition into the separate L3 and L2

edges show that the contributions of each edge to the A feature cannot simply be reduced to the

A1 and A2 peaks, respectively. Indeed, instead of the L3 edge creating the A1 peak and the L2

edge creating the A2 peak of the A feature, the L3 edge mainly contributes to both the A1 and

A2 peaks while the L2 edge contributes only to the A2 peak. Thus, for calculation using the GS

approximation and at any q values, the simple description of the L2 and L3 edge contributing

to the A feature respectively in the form of the A1 peak and the A2 peak, and which is valid

for low q values in the cases of the measured XRS (and XAS !) S L2,3 edge of α-sulfur is no

longer valid. Given the overall agreement between the measured XRS data and the calculations

performed using the GS approximation, especially at high q values, it is safe to argue that this

also holds for the measured A feature for the high values of q.

To summarise, calculations performed with a core hole and yielding two clearly separated

L3 and L2 edge contributions to the A1 and A2 peaks of the A feature, respectively, lead to re-

producing an accurate shape of the A feature at low q values, for the XRS S L2,3 edge spectrum

of α-sulphur (though it should also be noted that the intensity of the reproduced A feature is

too small compared to the measured A feature). This, on a side note, also holds for the XRS

L2,3 edge spectrum of Li2SO4. In contrast, the same calculations lead to a poor agreement

with experiment at higher q values, and instead, calculations performed with no core hole and
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yielding L3 and L2 edge contributions to the L2,3 edge spectrum that are broader and no longer

clearly separate into the A1 and A2 peaks, respectively, yield a better agreement with the mea-

sured data. Since the decomposition shows that the monopole contribution dominates the A

feature of the calculated spectra, the inability of either core hole approximation to accurately

reproduce the measured spectra at all possible values of q is very likely related to the energy

distribution of the density of p states. This is consistent with the previous analysis made for

the case of Li2SO4, which suggested that that inability to reproduce the correct shape of the A

feature for high values of q was related to the inaccurate reproduction of the energy placement,

and energy size, of the monopole contribution to the A feature. PDOS calculations were thus

used to help understanding the shape of the A feature, in terms of electronic transitions to the

different available s, p or d states.

4.3.3.5 Projected density of states calculations

Fig. 4.17 shows a display of the partial density of states projected on the excited S atom, for

each different core hole approximations, as well as the S L2,3 edge XRS spectrum of α-sulphur

as a reference for the energy placement of the A feature. The figure allows to assess the origin

of each spectral feature in terms of electronic transitions of the excited core level electron to

the empty s, p or d states of the excited atom in the conduction band. Before describing and

discussing the results, we remind of the fact that the featured spectrum contains the contributions

from both the L2 and L3 edges. In contrast, the shown PDOS should be seen as the origin of the

individual L2 and L3 edges, which explain why the PDOS shown on the figure may look like

they are only present on half the A feature. We are particularly interested in the origin of the A

feature here, because as we have discussed earlier, the B feature of the measured or calculated

S L2,3 edge XRS spectrum does not show significant changes as the value of q increases, and

the calculated B feature is in an overall good agreement (it is also true for the higher energy

range spectrum) with the measured one for all core hole approximations tested. In contrast,

we have seen that the accuracy of the reproduction of the A feature is very dependent on the

chosen core hole approximation, in addition to its evolution with increasing q values being

of paramount importance to accurately reproduce the measured data. Fig. 4.17 shows similar

results as the ones obtained when studying the origin of the A feature of the calculated XRS
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S L2,3 spectrum of Li2SO4. More precisely, empty s, p and d states of the excited S atom are

all present in the energy range of the A feature, though empty p states seem to dominate the

A feature energy range. This is consistent with the A feature quickly becoming dominated by

the monopole transition as the value of q increases. In the energy range of the A feature, the

FCH and XCH core hole approximations lead to very similar empty states energy distributions,

with sharp s and p density of states located on the A1 peak of the A feature, with the s states

located at slightly lower energies than the empty p states. In contrast, in the energy range of the

A feature, the GS approximation leads to broader energy distribution of empty p and d states,

located on both peaks of the A feature. Moreover, the empty s states are not placed at slightly

lower energies than the p states, and occupy roughly the same energies as the p states, unlike

what is observed in the FCH and XCH approximations. The sharper energy distributions of the

empty states when a core hole is present on the excited atom are attributed to the attractive effect

of the core hole, which also localises the empty states on smaller energy ranges. This effect of

the core hole was already discussed in the previous chapter, and is consistent with the results of

PDOS calculations in the case of the S L2,3 edge XRS spectrum of Li2SO4. For all core hole

approximations, the energy distribution of the empty d states in the A feature energy range is

similar, and thus does not explain the drastic change of the shape of the A features when using

different core hole approximations.

The study of PDOS allows to understand that the clear separation, for the spectra calculated

in the FCH and XCH approximations, of the A feature into the A1 and A2 peaks, stemming re-

spectively from theL3 andL2 edges. Indeed, it is the presence of a core hole on the excited atom

which localises the empty s and p states on a smaller energy range, which causes sharper dipole

and monopole contributions to the A feature for both the L2 and L3 edges. This ultimately

ends up creating, for all values of q, two L3 and L2 edge contributions to the A feature of the

S L2,3 edge, sharp enough for the energy difference between the S L2 and L3 edge (1.1 eV) to

separate the two contributions into two distinct peaks, A1 and A2. In contrast, the GS approxi-

mation leads to a broader energy distribution of the empty s and p states, which lead to broader

monopole and dipole contributions to L2 and L3 edges, which in turns lead to broader L2 and

L3 edge contributions to the S L2,3 edge, at all values of q. The energy difference between S L2

and L3 is thus too small to separate those broad contributions into independent contributions to
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the A1 and A2 peaks of the A feature of the S L2,3 edge.

4.3.3.6 Conclusion

To summarise the results obtained on the XRS S L2,3 edges spectra of α-sulphur, we saw that

the main difference between the spectra calculated using different core hole approximations was

the A feature and the relative intensities of its two peaks, A1 and A2. The rest of the spectrum,

i.e the B feature and the spectrum at higher energies, is relatively unaffected by the chosen core

hole approximation and in good agreement with the measured data. We also discussed how, in

the case of the S L2,3 edge spectrum of α-sulphur, the FCH and XCH approximations produce a

better agreement between theory (calculations) and experiment, at low q values only, regarding

the shape of the A feature. At higher values of q however, the FCH and XCH approximations

failed to reproduce the correct A feature. In comparison, GS calculations provided an overall

better agreement with experiment, and especially at high values of q, where the agreement

between calculation and experiment is very good. However, the GS approximation does not

allow to accurately reproduce the shape of the A feature for the lower q values.

Study of PDOS, as well as all those previous elements, suggest that at low q, the A feature

of the XRS S L2,3 edge spectrum of α-sulphur, just like its XAS counterpart, is best explained

as the sum of two separate A1 and A2 peaks, only slightly overlapping, each a respective sig-

nature of the individual L3 and L2 edges contributions. The relative intensity of the A1 and A2

peaks not being 2:1 as expected stems from this slight overlapping. As the value of q increases

however, the relative intensity of the A1 and A2 peaks gets reversed and the previous descrip-

tion does not explain the shape of the A feature anymore. Indeed, the theoretical branching ratio

of 2:1 between the calculated L3 and L2 edge makes it impossible for the A2 peak to be more

intense than the A1 peak. This makes the interpretation, which is done for the low q spectra, of

the A1 and A2 peaks as signature peaks of the L3 and L2 edges, respectively, invalid at high q

values. Instead, GS calculations showed that the A feature at high values of q is best explained

as two broader contributions from the L3 and L2 edges, with the A1 and A2 peaks no longer

being signature peaks of the L3 and L2 edges, respectively. Instead, the L3 edge contributes to

both the A1 and A2 peaks and the L2 edge contributes mainly to the A2 peak. In this new de-

scription, the broad L3 and L2 edge contributions at low and high q values stem from a broader
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energy distribution of the empty s and p empty states in the conduction band than the energy

distribution of the empty s and p states obtained in the presence of a core hole on the excited

atom (FCH and XCH).

Thus, the A feature of the calculated XRS S L2,3 edge spectrum of α-sulphur was identi-

fied as the most sensitive feature to the core hole approximation. Since this feature is the most

glaring difference between accurate or inaccurate reproductions of the experimental data, un-

derstanding this sensitivity is of paramount importance to accurately reproduce the measured

XRS S L2,3 edge spectrum of α-sulphur at all values of q. The sensitivity of the A feature shape

to the chosen core hole approximation was directly explained by the effect of the core hole, in

particular, on the density of empty p states in the A feature energy range. This is consistent

with conclusions drawn in the previous section in the case of the XRS S L2,3 edge of Li2SO4,

where the effect of the core hole on the energy distribution of the s and p states, and thus on the

monopole and dipole contribution (but more specifically on the monopole contribution), had a

clear effect on the shape of the A feature of the spectrum.

Finally, the fact that the FCH and XCH approximations yield the better agreement at low q

values where the dipole contribution dominates while the GS approximation yields better agree-

ment at high q values where the monopole contribution dominates might indicate that the core

hole presence might have too much effect on the p states in the FCH and XCH approximations

available to DFT. Indeed, since at high q values, the delocalised empty p states in the A feature

energy range yields better agreement with experiment, the core hole presence in the FCH and

XCH approximations might localise the empty p states too much in the A feature energy range.

The FCH and XCH yielding good agreement between the calculated and measured A features

for low q values on the other hand suggest that the effect of the presence of the core hole has

the correct effect on the empty s states in the A feature energy range.

To continue exploring this question, as well as the capacity of the modified XSpectra module

to reproduced measured XRS L2,3 edge spectra, preliminary calculations were performed on

other sulphur compounds, and it was intended to obtain XRS S L2,3 edge spectra measured

for different values of q at the ID20 beamline of ESRF for comparison. These calculations are

briefly shown in the next section.
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4.3.4 Calculations at the S L2,3 edge of several other sulphur compounds

This section is dedicated to preliminary calculations performed at the XRS S L2,3 edge of di-

verse sulphur compounds, namely realgar (chemical formula As4S4), pyrite (FeS2), arsenopy-

rite (FeAsS) and orpiment (As2S3). These calculations were motivated because the L2,3 edges

are more rarely studied in the literature (except of course in the specific case of transition metals,

since these edges then allows to easily have access to the empty 3d states of those elements) than

K edges. Our primary goal was therefore to evaluate to which extent edges could bring infor-

mation complimentary to K edges in the broad context of environmental mineralogy. However,

a problem pertaining to dilution during the samples preparation caused the obtained signal to be

too weak to properly acquire the XRS spectra, as the XRS signal is far weaker and thus harder

to measure than the XAS signal. Nevertheless, these preliminary calculations are still shown as

they can be compared to some data found in the literature (XAS S L2,3 edge of pyrite, (79)) and

discussed in light of the results from the previous sections.

4.3.4.1 Computational details

The calculation process followed to obtain the XRS S L2,3 edge spectra of the mentioned com-

pounds is similar to the process followed for both α-sulphur as well as Li2SO4.

First, the charge density in the material was calculated by SCF calculations, for each su-

percell of the material. The supercells used to described each compound were fully relaxed

beforehand. As we consider four different materials here, it is more convenient to summarise

the calculation and structure parameters in a table (see Table 4.1). Fig. 4.18 shows illustrations

of the supercells of the different compounds. The calculations were performed using the FCH

approximation, with a core hole on the excited S atom. The supercell of realgar and orpiment

contain respectively four and three inequivalent S sites. Thus, for these compounds, a charge

density calculation was performed for each inequivalent site. The pseudopotentials used to de-

scribe the different atoms (S, As, Fe) were taken from the PS Library, and generated following

the RRKJ formalism mentioned earlier. In the case of the excited S atom, a core hole was gen-

erated by reducing the occupancy of the 2p shell by one. These calculations were then used to

perform the XRS S L2 edge calculations.
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Figure 4.18: Images produced from the XCrysden program of the supercells used to calculate
the XRS L2,3 edges spectra presented in this section. On top, supercells of orpiment (left) and
realgar (right). Below, supercells of arsenopyrite (left) and pyrite (rigth). Sulphur atoms are in
pale yellow, iron atoms in red and arsenic atoms in yellow.
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Compound Crystal system, SCF super cell, unit cell parameters k-points grid,
Space group number of atoms, Ecutwfc

Inequivalent S sites Ecutrho
Orpiment Monoclinic 1× 1× 2 a = 11.61 Å, b = 9.64 Å, c = 8.48 Å 2× 2× 2
(As2S3) P21/n 40 atoms β = 90.4 ° 60 Ry

3 480 Ry
Realgar Monoclinic 1× 1× 2 a = 9.35 Å, b = 13.66 Å, c = 13.15 Å 3× 2× 2
(As4S4) P21/n 64 atoms β = 106.1 ° 60 Ry

4 480 Ry
Arsenopyrite Monoclinic 2× 2× 2 a = 9.35 Å, b = 13.66 Å, c = 13.15 Å 1× 1× 2

(FeAsS) P21/c 96 atoms β = 112 ° 80 Ry
none 640 Ry

Pyrite Cubic 2× 2× 2 a = 10.81 Å, 4× 4× 4
(FeS2) Pa3̄ 96 atoms 60 Ry

none 480 Ry

Table 4.1: Table presenting the different structure and calculation parameters used for SCF
charge density calculations. Ecutwfc and Ecutrho are the energy cut-offs for wave functions
and charge density, respectively

The L2 edge calculation parameters were similar for all compounds. A 4 × 4 × 4 k-point

grid was used to sample the Brillouin zone, and the broadening parameter was set of 0.5 eV,

as this value was found adequate for the previous sulphur compounds. For all compounds, the

monopole and dipole contribution were calculated separately, and for two different values of

q, representing a ’low’ and ’high’ value of q, chosen as 2.0 and 9.0 Å−1. The isotropic dipole

contribution was obtained as the sum of dipole spectra calculated for the scattering vector q

oriented along the x, y and z axes. The monopole contribution, insensitive to the orientation of

q, was obtained by arbitrarily orienting q along the x axis. The total L2 edge was obtained by

summing the monopole and dipole contributions. For realgar and orpiment supercells, four and

three spectra were respectively calculated were calculated for each norm value and orientation

of q, for each multipole contributions, because of inequivalent sites of S in these materials. The

total spectra was in these cases obtained as an average of the total spectra obtained for each

inequivalent site, after shifting each individual site spectrum in energy following the ∆SCF

procedure in the case of multiple inequivalent sites, and already described in section 3.3.2.2.

The obtained L2 spectra were then used to obtain the L3 edge spectra by multiplying their

intensity by two and shifting their energy by -1.1 eV. The L2,3 spectrum is then calculated as
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the sum of the L2 and L3 edge spectra.

To compare the XRS S L2,3 edge spectra calculated for the four different compounds, each

of them had to be shifted in energy, with respect to a chosen spectrum (chosen as the spec-

trum calculated for arsenopyrite), following the ∆SCF procedure described precisely in sec-

tion 3.2.2.2. Each spectrum was normalised using its on its energy range up to 30 eV, with

respect to a reference spectrum (chosen as the XRS S L2,3 edge spectrum of arsenopyrite cal-

culated at q = 9.0 Å−1).

Finally, to help understand the results, PDOS calculations were performed, on the supercells

describing each compounds, using 4×4×4 k-points grid to sample the brillouin zone and a

broadening parameter of 0.5 eV. Partial density of states projected on the s p and d states of the

excited S atom can thus later be shown.

4.3.4.2 Comparison of the calculated spectrum

Fig. 4.19 shows the comparison between the XRS S L2,3 edge spectra of orpiment, realgar,

arsenopyrite and pyrite calculated at q = 2.0 Å−1 and q = 9.0 Å−1. The general shape of the

spectra is similar to the S L2,3 (calculated or measured) edge spectra of Li2SO4 and α-sulphur

shown in the two different sections, with at the lower energies an A feature which is closely

followed by an intensity increase and, at higher energies, a relatively flat spectrum. Unlike the

spectra shown in the previous sections, no feature (at the time noted B) is discernible in the

spectra at around 7-8 eV after the A feature. The main change in the spectra as the value of

q increases is the large increase of the A feature intensity. The spectrum at high energies only

changes slightly as q increases, in comparison. The XRS S L2,3 edge spectra of orpiment and

realgar are very similar to each other, but very different from the XRS S L2,3 edge spectra of

arsenopyrite and pyrite, who are also similar to each other. This is true for both values of q

for which the spectra were calculated. Indeed, the A feature of the L2,3 edges of orpiment and

realgar are split in two peaks noted once again A1 and A2, though this is more easily seen for

the spectra calculated at the higher value of q. In comparison, the A feature of the L2,3 edges of

arsenopyrite and pyrite more closely resemble a single peak. The red arrow on the figure shows

that the splitting of the A1 and A2 peaks is of approximately 1.1 eV, indicating that each peak,
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ferent values of q were first shifted vertically by 10 a.u., and each compound is shifted from
each other by 2 a.u. The XAS S L2,3 edge of pyrite, found in the literature (79), is also shown
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of pyrite calculated at q = 2.0 Å−1.
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when visible, is probably a signature of the individual L3 and L2 edges respectively. Moreover,

the A features of the calculated spectra of orpiment and realgar are shifted by about 1.2 eV

(for both values of q) from the A features of the calculated spectra of arsenopyrite and pyrite,

shown by the black arrow on the figure. In refs. (80; 79), the XAS S L2,3 and K edge spectra

of diverse sulphur compounds are showcased and the shift of the absorption edge in energy is

directly related to the oxidation state of the sulphur absorbing atom, with the absorption edge

shifting to higher energies as the oxidation state increases. Though DFT technically cannot cal-

culate absolute energies, this shift is reproduced by calculation, and coherent given the expected

oxidation states of sulphur in the different compounds (-2 for realgar and orpiment and -1 for

arsenopyrite and pyrite).

We know (see section 4.1.3) that the XAS L2,3 and the XRS L2,3 edge spectra are equiv-

alent for low q values. Thus, the XAS S L2,3 edge spectrum of pyrite can be compared to the

XRS S L2,3 edge spectrum of pyrite calculated for a low q values. Fig. 4.19 shows that calcula-

tion and measured data are in relatively good agreement when looking at the global spectrum.

However, the A feature is not very accurately reproduced when compared to the A feature of the

experimental XAS data. The calculated A feature more closely resemble a single peak when the

measured A feature is clearly separated in the A1 and A2 peaks, and the calculated A feature

is reproduced at sightly higher energies than the measured A feature. Moreover, the intensity

of the calculated A feature is almost half that of the measured feature. Interestingly, the same

problem was observed in the case of the calculation of the XRS S L2,3 edge of α-sulphur (see

section 4.3.3.3. Indeed, for the lower q value, calculations performed in the XCH and FCH

approximation (the FCH approximation is used here) lead to reproducing an A feature too low

in intensity compared to the measured A feature from the XRS data.

The separation of the calculated spectra into the monopole and dipole contribution, as well

as the individual L2 and L3 edge spectra, are shown in the next section, and the result compared

with the previous results.
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Figure 4.20: Decomposition of the XRS S L2,3 edge spectrum of orpiment (left) and realgar
(right). The decomposition figures are composed by three panels. Top panel shows the compar-
ison between the calculated S L2,3 at q = 2.0 Å−1 (blue) and q = 9.0 Å−1 (red) edge. Middle
panel shows the decomposition of the calculated S L2,3 edge spectrum into the monopole (red)
and dipole (blue) contributions. Bottom panel shows the decomposition of the calculated S L2,3

edge into the individual L2 (blue) and L3 (red) edges. In the middle and bottom panels, spectra
calculated for different values of q were shifted vertically for clarity.
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4.3.4.3 Decomposition of the calculated spectra

Figs.4.20 and 4.21 show the decomposition of the calculated XRS L2,3 edge of orpiment and

realgar, and arsenopyrite and pyrite, respectively. On the top panels of each figure, the calculated

spectrum is shown for q = 2.0Å−1 (blue) and q = 9.0Å−1 (red). The middle panel of each

figures shows the corresponding calculated XRS SL2,3 edge spectrum (black line), decomposed

into the monopole (red) and dipole (blue) contributions, for both values of q. The bottom panel

of each figure finally shows the decomposition of the calculated XRS S L2,3 edge spectrum

(black line) into the individual L2 and L3 edges.

The top panels of each figure shows the global variations of the calculated XRS S L2,3 edge

spectra of orpiment, realgar, arsenopyrite and pyrite as the value of q increases. More precisely,

they show, for all compounds (more easily than Fig. 4.19), how the A feature, located at the

lower energies of the spectra, is the part of the spectra that is the most affected by the increase

of the value of q, seeing its intensity multiplied by a factor of five (or more) as the value of q

goes from 2.0 Å−1 to 9.0 Å−1. In contrast, they also show how the spectra at higher energies

are either almost unaffected by the increase of the value of q, or see their intensity slightly

decrease (at most by a factor of 1/6) as q increases. These global variations are very similar to

those observed for the XRS S L2,3 edge spectra of Li2SO4 and α-sulphur shown in the previous

sections (sections 4.3.2 and 4.3.3, respectively).

The middle panels of the figures show the change of the relative weights of the monopole

and dipole contributions for the different values of q. They show how while at the low q value,

the spectra are largely dominated by the dipole contribution, with the monopole contribution

barely visible on the figures, the spectra at the higher q value are in contrast dominated by the

monopole contribution. They confirm how, just like the case of the XRS S L2,3 edge spectra of

Li2SO4 and α-sulphur shown in previous sections (sections 4.3.2 and 4.3.3, respectively), the

variations of the calculated spectra as the value of q increases mainly stems from the drastic

change of relative intensity between the monopole and dipole contributions. The A feature in

particular, is the most changing part of the spectrum as the value of q increases because the

monopole contribution, as the value of q increases, goes from not contributing to the A feature

at low q to being the major contribution to the A feature at higher q values. The spectra at higher



164

energies in contrast, goes from stemming mainly from the dipole contribution to becoming a

mix of more or less equal weights, of the dipole and monopole contributions. The monopole

contribution becoming a more dominant part of the A feature than of the spectrum at higher

energies explains why these two parts of the spectrum behave in an opposite way, albeit in a

less pronounced way for the spectrum at higher energies than the A feature, as the value of q

increases.

Finally, the bottom panels of the figures showing the decomposition of the calculated XRS

S L2,3 edge spectra into the individual L2 and L3 edges are also very interesting. Indeed, the

figures show different types of contributions from the L3 and L2 edges to the A feature of

the calculated XRS S L2,3 edge spectra, for the different sulphur compounds, which lead to it

clearly separating into the A1 and A2 peaks or not. For orpiment and realgar, the compounds

for which the calculated XRS spectra A feature clearly splits into two peaks, the figure clearly

shows a sharp and well defined peak located at the A1 and A2 peaks of the A feature, in the

contribution from the L3 and L2 edges, respectively. In contrast, for arsenopyrite and pyrite, the

for which the A feature in the calculated spectra does not clearly split into two peaks and more

closely resemble a single, broader peak, the contributions from the individual L3 and L2 edges

to the A feature are broader, defined by a clearly larger FWHM (Full Width at Half Maximum)

than the individual contributions from the L2 and L3 edges in the case of orpiment and realgar

(approximately 1.5 and 2.0 eV for orpiment and realgar, against approximately 4.0 and 3.0 eV

for arsenopyrite and pyrite). It is interesting and surprising to see that in the case of arsenopyrite

and pyrite, calculations performed in the FCH approximation lead to a seemingly non split A

feature. Indeed, in comparison, in the previous cases of Li2SO4 and α-sulphur, calculations

performed in the FCH approximation, consistently with the observed results for orpiment and

realgar, systematically lead to a split A feature into the A1 and A2 peaks, which could then

be interpreted as signature of the individual L3 and L2 edges, respectively. Moreover, the A

feature of the experimental data of the XAS S L2,3 spectrum of pyrite shown in Fig 4.19 is also

clearly split in the A1 and A2 peaks. The sensitivity of the shape of the A feature, and more

precisely its splitting into the A1 and A2 peaks, was already shown to stem from the sharpness

of the contribution from the individual L2 and L3 contributions to the A feature in the case of

L2SO4 and α-sulphur. This sensitivity was ultimately shown to stem, in these cases, from the
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Figure 4.22: Calculation of the Projected Density of States performed on the supercell describ-
ing orpiment (left) and realgar (right). For reference, the calculated XRS S L2,3 edge spectrum
is shown for both q values of 2.0 (blue) and 9.0 Å−1 (red) on the top panel. Then, from top to
bottom, the partial density of s, p and d states, projected on the excited S atom are shown. The
density of s states was multiplied by 5 to be able to compare all densities of states on the same
intensity scale.

reproduced energy distribution of the empty p states energy distribution in the A feature energy

range, i.e of the monopole contribution to the A feature. PDOS calculations, performed for all

this compounds, confirm this result.

4.3.4.4 Projected density of states calculations

Figures 4.22 and 4.23 show the partial density of s, p and d states projected on excited S atom

respectively on the top, middle and bottom last three panels of the figures, respectively for

orpiment and realgar, and arsenopyrite and pyrite. On the first panel, the calculated XRS S L2,3

edge spectrum of the corresponding compound is shown, for both values of q (2.0 Å−1 in blue
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and 9.0 Å−1 in red). The density of states were shifted by the energy shift of the difference

between the L2 and L3 edges, which explains why the empty states seem to occupy only half

the energy range of the A feature. PDOS calculations allow to highlight how the sensitivity of

the A feature, for the calculated spectrum of the different compounds, is related to the empty

p states energy distribution. This was also already observed when studying the sensitivity of

the XRS S L2,3 edges spectra of α-sulphur and Li2SO4, whose A feature was very sensitive to

the chosen core hole approximation, which was related to the effect of the presence of the core

hole on the excited atom on the energy distribution of its empty p states. Indeed, Fig. 4.22 show

how for orpiment and realgar, whose A feature split into the A1 and A2 peaks, the empty p (and

s) states in the A feature energy range are far more localised on the A1 peak. In comparison,

Fig. 4.23 shows how the empty p (and s) states are delocalised more evenly on almost the whole

A feature energy range. This is why the monopole (and dipole) contributions to the A feature

are sharp and lead to a clearly split A feature, in the case of orpiment and realgar, and why in the

case of arsenopyrite and pyrite, theL2,3 edges spectra show an A feature in the shape of a single,

broader peak, stemming from broader monopole and dipole contributions. Similarly to results

observed for the previous compounds (Li2SO4 and α-sulphur), the density of d states has little

effect on the sensitivity of the A feature shape to the different tested compounds. Indeed, though

the intensity of the density of d states is slightly higher in the case of orpiment and realgar in the

A feature energy range, than in the case of arsenopyrite and pyrite, the energy placement of the

d states in this energy range is very similar for all the compounds. To summarise, the failure to

clearly split the A feature of the XRS S L2,3 edge spectrum of pyrite into the A1 and A2 peaks,

for the low q value, compared to the experimental XAS L2,3 edge data, likely stems from bad

reproduction of the empty s state energy distribution by DFT. Unfortunately, given the lack of

experimental data, we can not know if the evolution of the A feature, as q increases, is properly

reproduced, and for which compounds. It could also be interesting to study the effects of the

core hole on the calculated spectra, and see what approximation leads to the better agreement,

and in which case. Nevertheless, the sensitivity of the calculated A feature in the spectrum of

the different compounds, which is the part of the spectrum that varies the most with the increase

of the value of q, by comparing the decomposition of spectrum calculated for each compound as

well as PDOS calculations performed for each compounds, was shown to stem from the energy
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placement of the s and p states.

4.3.4.5 Conclusion

The results observed and discussed in this section, dedicated to the presentation and analysis of

the preliminary calculation of the XRS S L2,3 edge spectrum of orpiment, realgar, arsenopyrite

and pyrite, performed in the FCH approximation, are mostly consistent with results that were

found in the sections dedicated to calculations at the S L2,3 edge of Li2SO4 and α-sulphur.

More precisely, calculations once again showed that the most important factor in the change of

the spectrum shape, as the value of q increases, is the rapid change of the relative weights of the

monopole (stemming from 2p → p electronic transitions) and dipole (stemming from 2p → s

and 2p → d electronic transitions) contributions, with the dipole contribution dominating at

low q values and the monopole contribution dominating at high q values, especially in the early

region (A feature) of the spectrum. The shape of the A feature was shown to be very sensitive

to the studied compound, going from a feature clearly split into two peaks for orpiment and

realgar to being a seemingly unsplit feature, consisting in a seemingly broader single peak.

This sensitivity was shown to stem from different energy placement of the empty p and s states,

which are more localised in the A energy range for orpiment and realgar than for arsenopyrite

and pyrite. This leads to sharper monopole and dipole contributions to the A feature of the

individual L3 and L2 edges, which in turn creates sharper contributions from those edges to

the A feature of L2,3 edge, ultimately leading to a split A feature for orpiment and realgar and

not for arsenopyrite and pyrite. This is consistent to results observed for the individual cases of

Li2SO4 and α-sulphur where the placement of the empty p states had a tremendous effect on

the shape of the A feature of these spectra. On a side note, it should be noted that calculations

reproduce an energy shift towards high energy of the arsenopyrite and pyrite spectra, compared

to the orpiment and realgar spectra. Literature (80; 79) has shown the oxidation state of sulphur

in diverse compounds to be responsible for an energy shift towards higher energies of the S L2,3

and K absorption edges (The higher the oxidation level of the absorbing sulphur, the larger the

shift of the absorption edge). Though DFT technically cannot calculate absolute energies, once

shifted using the ∆SCF procedure, the calculated spectra of the different compounds exhibit

the same shift, for the spectra calculated for both the lower q (and equivalent to the measured
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XAS S L2,3 shown to exhibit this shift in litterature) and higher q values. Due to the lack of

experimental data, however, the shift for high q values, as well as the global evolution of the

calculated spectra as the value of q increases, cannot yet be verified.

4.4 Summary and conclusion

This chapter was dedicated to the implementation of XRS L2,3 edge calculation in a modified

XSpectra module of quantum ESPRESSO, and inspired by both the implementation of XRS K

edge calculation, already implemented in the modified XSpectra module (47), and of XAS L2,3

edge calculation in XSpectra.

After reminding or introducing theoretical elements relevant to the implementation in the

modified XSpectra module, the description of the implementation was made. The theoretical

elements presented included the expression of the XRS dynamic structure factor and the expan-

sion of the XRS transition operator. The description of the implementation included developing

the expression of the pseudo wave function |φ̃0〉 in the pseudopotential framework and PAW

formalism, and needed to calculate the initial vector allowing the Lanczos algorithm to calcu-

late the spectrum as a continued fraction. The importance of the norm and orientation of q

was highlighted. This description also included more technical details more relative to the code

itself, and relevant to understand which parts of the spectrum can be calculated separately, or

when they are calculated and how. The final spectrum is calculated as a continued fraction, to

avoid explicit calculations of all the possible final states involved in the electronic transition.

The modified XSpectra module calculates separately, and one by one, the monopole and dipole

contribution calculation, stemming respectively from 2p → p, and 2p → s and 2p → d elec-

tronic transitions. Because of spin-orbit coupling, the 2p states split into the 2p1/2 and 2p3/2

states, giving rise, respectively, to the L2 and L3 edges, whose sum is the L2,3 edge. The

modified XSpectra module currently calculates the two edges, but separately and one by one.

Then, the modified XSpectra module was tested, to verify it was operational and gave the

expected results in specific cases, on a simple test case included in Quantum ESPRESSO. It

allowed to verify that the XRS L2,3 edge spectrum calculated by the modified XSpectra module,

for low q values, was equivalent to the XAS L2,3 spectrum calculated by the regular version of
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XSpectra, as this is theoretically expected. Moreover, though the L3 and L2 edge calculations

are possible using the modified XSpectra module, in DFT which is a single electron scheme,

the calculated L2 and L3 edge spectra are expected to be equivalent, save for an intensity factor

of 2, stemming for the the multiplicity of the 2p1/2 states being half the multiplicity of the 2p3/2

states. Moreover, the L2 and L3 edges are calculated at the same energy in DFT. This first test

case thus serves as an efficient first validation test of the implementation.

After using the test case presented in section 4.3.1 to verify that the calculation of the XRS

L2 and L3 edge spectra were yielding the expected results, the modified XSpectra module was

further tested by calculating the XRS S L2,3 edge of Li2SO4 and of α-sulphur, and compar-

ing the results to available experimental data, measured for similar values of the norm q of the

scattering factor q at the ID20 beamline of the ESRF thanks to a collaboration with E. de Cler-

mont Gallerande and C. Sahle. The effect of the presence, or lack thereof, of a core hole on the

excited shell was also studied by comparing the spectra obtained using the different cole hole

approximations available in DFT, and used during the SCF charge density calculation preceding

the spectrum calculation between themselves. In the case of Li2SO4, a good agreement between

theory and experiment was obtained at low q values, especially for calculation performed in the

presence of a core hole on the excited shell of the excited S atom (FCH and XCH approxima-

tions). The GS calculation did not lead to a good agreement between theory and experiment

at low q values, as the shape of the different calculated spectral features were found too broad

to properly match the measured ones. In contrast, though the global evolution of the spectrum

with the increasing values q is satisfyingly reproduced overall, for higher q values, no core hole

approximations allowed to accurately reproduce the A feature. In comparison, in the case of

α-sulphur, a better overall agreement was obtained by using the GS approximation, especially

for high q values, for which the agreement was impressive. This was surprising, considering

the calculation was done without taking into account the core hole, even though XRS is a spec-

troscopy based on core level excitations. However, by comparing the calculation to both XAS

(found in the literature) and XRS (measured at ID20) data at low q values, the shape of the

calculated A feature is once again not accurately reproduced, and is closer to the measured A

shape when including a core hole on the excited atom (FCH and XCH approximations), though

the intensity of the reproduced A shape is lower than the intensity of the measured on in that
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case. Thus, the A shape of the XRS L2,3 edge spectrum of both Li2SO4 and α-sulphur was

found to be very sensitive to the adopted core hole approximation, and the main factor to good

or bad agreement between calculation and experiment, as the A feature is subjected to the most

changes when changing the core hole approximation. Decomposition of the calculated spectra

into the monopole and dipole contributions as well as into the separate L3 and L2 edge spectra

allowed to highlight interesting key results. First, the major factor behind the evolution of the

spectrum as the value of q increased was identified as the relative weights of the monopole and

dipole contributions to the spectrum, with the dipole contribution dominating the whole spec-

trum at low q values, and the monopole dominating the early energy range of the calculated

spectra (A feature), and contributing in roughly equal parts with the dipole contribution to the

spectrum at higher energies (B feature and after). Secondly, at low q values, the two peaks

A1 and A2 of the A feature in the S L2,3 edges of both Li2SO4 and α-sulphur can be inter-

preted as signature contributions from the L3 and L2 edges, respectively, which is consistent

with the attribution of those peaks in the A feature of the XAS S L2,3 edge of α-sulphur in

the literature (79). At higher q values however, this interpretation is no longer valid, and the

decomposition of the XRS S L2,3 edge spectrum of α-sulphur calculated for high q values and

using the GS approximation, as well as the impressive agreement between this calculation and

the XRS spectrum measured at low q values, support instead another interpretation. In this other

interpretation, for high values of q where the L3 and L2 edge contributions to the A feature are

broader than at low q values, the A1 and A2 peaks are no longer only a signature of the L3 and

L2 edges, respectively. Finally PDOS calculations allowed to make a link between the sensi-

tivity of the shape of the A feature of the calculated XRS S L2,3 edge spectrum of α-sulphur to

the chosen core hole approximation, and the energy distribution of the empty s and p states of

the excited atom. Indeed, in the presence of a 2p core hole on the excited atom (FCH and XCH

approximations), the empty p and s states in the A feature energy range are more localised,

leading to sharp monopole and dipole contributions to the A feature of the individual L3 and

L2 edges. This in turn leads to sharp L3 and L2 contributions to the A1 and A2 peak of the A

feature of the L2,3 edge, respectively, which are thus signatures of these two respective edge.

This ultimately leads to better agreement between calculation and experiment at low q values.

In contrast, with no core hole on the excited atom (GS approximation), the empty p and s state
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in the A feature energy range are more delocalised, spread evenly in the whole A feature. This

leads to broader monopole and dipole contributions to the A feature of the L2 and L2 edges,

and then to broader L2 and L3 edge contributions to the A feature of the L2,3 edges, ultimately

leading to the correct shape of the A feature at higher values of q. The failure to reproduce the

correct shape of the A feature by calculations performed with a core hole at high q values can

thus be a consequence of DFT not being able to properly model the core hole. Indeed, a correct

shape is obtained for the spectrum calculated using the GS approximation, at high q values,

with delocalised p states spread on the whole energy range of the A feature. It is thus possible

that the core hole creates a stronger attraction and localisation of the empty p to low energies,

which prevents accurate reproduction of the spectrum at high q values.

Finally, the preliminary calculations of the XRS S L2,3 edge spectra of orpiment, realgar,

arsenopyrite, performed using the FCH approximation, were discussed. As no measured data

was available for these compounds, because of a dilution problem during sample preparation

leading to a too small signal for proper measurement, it was not possible to further assess the

capacity of the modified XSpectra module to reproduce measured spectra for various values

of q. However, the obtained results could still be discussed in light of the previous ones. The

global shape of the calculated spectra, as well as its evolution with an increase of the value of

q, were similar to what was observed for the calculated XRS S L2,3 edge spectra of Li2SO4

and α-sulphur. Interestingly, the modified XSpectra module was able to produce a shift towards

lower energies, of about 1.2 eV, of the XRS S L2,3 edges of orpiment and realgar compared to

that of the arsenopyrite and pyrite. In the literature, (80; 79) the shift of the absorption edge

of S K and L2,3 edge spectra towards higher energies was shown to stem from the increasing

oxidation state of the absorbing S atom. In our case, given the expected oxidation states of S in

the different studied compounds (-2 for realgar and orpiment and -1 for arsenopyrite and pyrite),

the produced shift is thus expected for the low q spectra. Calculations also produced this same

shift for the high q spectra. Additionally, most of the previous results were confirmed by these

new calculations. The major factor behind the variation in the XRS S L2,3 edge spectra of these

four compounds was once again shown to be the change of the relative weights of the monopole

and dipole contributions, with the dipole contribution dominating the low q spectra and the

monopole dominating the early energy range of the spectra, and contributing, in roughly equal
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parts, to the spectra at higher energies. The shape of the A feature of these calculated spectra of

different compounds was once again very sensitive, this time to the studied compounds rather

than the chosen core hole approximation. The calculated A feature either appeared split into

A1 and A2 peaks in the case of realgar and orpiment, or appear as a broader single peak in

the case of arsenopyrite and pyrite. The sensitivity of the A feature of the different XRS S

L2,3 edge spectra was shown to once again be linked to the reproduced energy distribution of

the empty p and s states of the excited S atom. In the A feature energy range, for realgar and

orpiment, more localised p and s states lead to a split A feature, while for arsenopyrite and

pyrite, more delocalised p and s states lead to a broader A feature, appearing as a single peak.

The comparison of the experiment XAS data of the S L2,3 (found in (79)) edge spectrum with

the XRS S L2,3 edge spectrum calculated at a low q value however, suggests that at least for

low q values, the pyrite A feature should be more clearly split, and follow the interpretation of

the A1 and A2 peak being signatures of the L3 and L2 edges, respectively, indicating that once

again the presence of the core hole is possible not well modelled, this time not attracting and

localising the p states enough, leading to a non split A feature in the calculated pyrite L2,3 low

q edge spectrum instead of a split one, as featured in the XAS data.
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5 General conclusion

5.1 Conclusion

This thesis work was focused on two core level spectroscopy techniques, X-Ray Absorption

Spectroscopy (XAS) and X-ray Raman Scattering (XRS), which rely on the excitation of a core

level electron to study the electronic or structural properties of materials. More specifically, it

was focused on their computational modelling using the Quantum ESPRESSO suite of codes,

based on Density Functional Theory (DFT) and the use of periodic boundary conditions, pseu-

dopotentials and plane wave basis sets to expand the wave functions, to reproduce data that can

be measured using these two spectroscopy techniques. More specifically, this thesis work was

divided in two distinct objectives.

The first objective was to assess the effects of the quantum thermal vibrations of nuclei

on the multipole contributions, stemming from different channels of electronic transitions of

the excited core level electron to the available states, to XRS and XAS spectra. To take these

thermal effects into account, the spectrum cannot be calculated using the Quantum ESPRESSO

suit of codes in a standard way, i.e with only the equilibrium structure of the material as in-

put. The thermal vibrations were taken into account according to the work developed during a

previous thesis work and summarised in two articles (41; 42). The method elaborated during

the thesis work of R. Nemausat and allowing to take vibrations into account, referred to as the

QHA model, consists in calculating the spectrum as an average of individual spectra calculated

for different atomic configurations of the supercell of the studied material. In these atomic

configurations, atoms are moved from their equilibrium positions according to both vibrational
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properties (phonon) of the material, as well as finite temperature. This study was completed

using two well known reference materials for which experimental data at different temperatures

were available. For XRS, the Al K edge spectrum of α-Al2O3 was measured on a powder sam-

ple, at room temperature. For XAS, the Ti K edge spectrum of rutile TiO2 was measured, for

temperatures ranging from 6 to 698 K, on a single crystal sample and a specific experimental

set-up allowing to also study the temperature dependence of the empty 3d states of Ti. While

the method had already been used to study thermal effects on XAS spectra of light element

oxides, it was never applied to XRS spectra, for which the monopole transition channel, for-

bidden in XAS, is available. The study concluded that taking into account thermal vibrations

of the nuclei systematically improved agreement between theory and experiment. Moreover,

save for a slight shift towards lower energies of the whole spectra, temperature was shown to

affect the different multipole contributions very differently. While the monopole (in XRS) and

quadrupole (XAS) contributions were left mainly unchanged save from a slight broadening of

the feature in the case of the monopole contribution, the dipole contribution was greatly af-

fected, in the form of both modified intensity for some already present spectral features as well

as completely new features, adding intensity to spectral features otherwise signature of d or

s empty states, and thus expected to only contribute to the quadrupole (XAS or XRS, though

in this study the quadrupole contribution was only probed in XAS) and monopole (XRS only)

contributions in the equilibrium symmetry. This was especially pronounced in the case of the

pre-edge region of the Ti K edge of TiO2. These effects were shown to essentially stem from

on-site hybridisation between empty p and s or d states of the excited atom. It should be noted

that thermal expansion effects, in principle included in the QHA model, were not taken into

account in the case of rutile TiO2 because phonon calculations, if not performed on the fully

relaxed supercell of rutile TiO2 at 0 K, lead to imaginary phonon modes, which has already

been documented in the literature. Nevertheless, temperature is still taken into account in the

modified QHA model used for calculation of XAS Ti K edge spectra of rutile TiO2, when the

different configurations of the fully relaxed supercell of rutile TiO2 are generated. The modified

QHA model thus could lead to the accurate reproduction of the variations of the measured in-

plane mean signal of the XAS Ti K edge spectrum of rutile TiO2, as temperature increased. In

the case of TiO2, the study nevertheless highlighted a problem never before encountered when
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using the modified QHA model. Indeed, the subtle signal related to the angular dependence of

the quadrupole (E2) signal of the spectra was not properly reproduced. While the E2 signal was

properly reproduced, the modified QHA model lead to adding a spurious and theoretically un-

expected (according to the symmetry of TiO2) dipole (E1) contribution to the calculated signal.

Using the QHA model, while granting better understanding of the temperature variations of the

XAS Ti K edge of TiO2, also led to lose the symmetry properties of the spectrum expected

according to the symmetry of the rutile TiO2 crystal. A method based on group theory, and

justified using theoretical arguments, was then developed to recover the symmetry property of

the average spectra, thus recovering the correct angular dependence of the calculated spectrum.

It should be noted that this method, used to recover the symmetry properties can be used for

any calculation methods that includes the use of atomic configurations, and is not limited to

calculations performed using Quantum ESPRESSO only.

The second objective of the thesis was to implement, in Quantum ESPRESSO (and more

precisely in XSpectra, the module used to calculated XRS and XAS spectra), XRS spectrum

calculations at the L2,3 edge. This objective followed the recent thesis work of E. De Clermont

Gallerande, who implemented XRS calculations at the K edge (47). XRS provides similar in-

formation to XAS when measured at low values of the norm q of the scattering vector q, but

relies on highly energetic incident x-rays and thus, in some cases when XAS has to rely on ’soft’

(less energetic) x-rays, can provide an alternative to XAS. Indeed, this allows XRS measure-

ments in less demanding experimental set-up, making even in situ measurement of light element

edges possible. Compared to XAS, the specificity of XRS is that as the value of q increases, the

relative weights of the different multipole contributions also change. The implementation was

inspired on the implementation of K edge in XSpectra by E. de Clermont Gallerande as well as

the implementation of the XAS L2,3 edge in XSpectra. XRS L2,3 edge calculations were im-

plemented is the same version of the module in which the previous implementation of XRS K

edge calculations was done. Consequently, the XRS L2,3 edge calculation was implemented so

that the different multipole contributions to the spectrum are calculated separately. Moreover,

the calculation of the individual L3 and L2 were also implemented to be calculated separately.

The implementation was first tested on a test case included in the Quantum ESPRESSO suite,

to verify that XRS L2,3 edge calculations were running correctly, and to verify that the expected
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properties of XRS L2,3 edges in a single particle scheme were reproduced. More precisely,

the branching ratio of the L3 and L2 edge is expected to be 1:2 in a single particle scheme,

meaning that the L3 edge is equal to twice the L2 edge in intensity. Moreover, the XRS L2,3

edge spectrum, for low values of q (more precisely, in the qr � 1 limit) is expected to be

equivalent (save for an intensity factor) to the XAS L2,3 spectrum, because of the XAS and

XRS transition operators being equivalent for small q values, when replacing the orientation

of the polarisation vector in XAS by the orientation of the scattering vector in XRS. After it

was verified the XSpectra module yielded the expected result for the test case regarding these

basic properties, calculations were performed on various sulphur compounds and compared to

available measured data, and for various values of q, to further validate the implementation. At

low q values, we managed to accurately reproduce the XRS S L2,3 edge spectrum of Li2SO4 by

including a core hole on the excited S atom. At higher q values however, no core hole approx-

imations allowed to properly reproduce the A feature of the spectrum. The global variation of

the spectrum, as q increases, is however otherwise satisfyingly reproduced. Strikingly, the XRS

S L2,2 edge spectrum of α-sulphur is reproduced with overall very good agreement by not in-

cluding any core hole on the excited atom 2p shell. The variation of the spectrum as q increases

is also well reproduced. However, for the lowest q values, though the intensity of the A fea-

ture is lower than the experiment data, the shape is more accurately reproduced by calculations

performed using the FCH or XCH approximation. The shape of the A feature is nevertheless

reproduced far more accurately when using the GS approximation rather than the FCH or XCH

approximations for the higher values of q. Thus, in both cases, though overall a good agreement

between calculation and experiment can be reproduced using various core hole approximations,

the evolution of the shape of the A feature is not accurately reproduced for the whole range of

variation of the value of q. The ability to separate the calculated spectra into the monopole and

dipole contributions as well as into the separate L2 and L3 edges allowed to highlight several

key points. First, the variation of the calculated S L2,3 spectrum, as q increases, is caused by the

relative weight of the monopole and dipole contributions also changing when q increases. While

the spectrum is mainly dominated by the dipole contribution at low q values, the monopole con-

tribution rapidly becomes dominant in the A feature energy range and contributes in equal part

with the dipole contribution at higher energies. Secondly, at low q values, the interpretation
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of the A feature of the XRS S L2,3 edge spectra is that the A1 and less intense A2 peaks are a

signature of the individual L3 and L2 edges. At higher q values however, the interpretation is no

longer valid, and the A1 and now more intense A2 peaks, are not only a signature of the L3 and

L2 edges, respectively. Finally, this change of the shape of the A feature of the calculated XRS

S L2,3 spectra when different core hole approximations are used, and which is responsible for

obtaining, or not, good agreement between calculation and experiment, is related to the energy

distribution of the empty p (and s) states of the excited S atom, as shown by PDOS calculations.

Indeed, calculations performed using the FCH or XCH approximation generally lead to, in the

A feature range of the various calculated L2,3 edge spectra, localised empty p (and s) states,

mainly located on the first half of the A feature energy range. This leads to sharper monopole

contributions, and, ultimately, sharper contributions from the individual L3 and L2 edge con-

tributions to the A feature of the calculated L2,3 spectra, which become signature contributions

of the A1 and A2 peaks of the A feature. This leads to good agreement between calculated and

measured XRS and XAS spectra at low q values, with the XAS data found in literature. This

interpretation is also consistent with what is explained in the reference (79) in which the XAS

data was found regarding the origin of the A1 and A2 peaks (noted 1 and 2, respectively, in the

reference). In contrast, calculations performed using the GS approximation usually lead, in the

A feature energy range of the calculated XRS L2,3 edge spectra, to delocalised empty p (and s !)

states, spread on almost the whole A feature energy range. This leads to broader monopole and

dipole contribution, and, ultimately, to broad L3 and L2 edge contributions to the A feature of

the L2,3 edge, which is in good agreement with the measured data in the case of the XRS S L2,3

edge spectrum of α-sulphur measured at high values of q. Finally, the preliminary calculations

performed using the FCH approximation of the XRS S L2,3 edge spectra of orpiment, realgar,

arsenopyrite and pyrite were shown and discussed in light of the previous results. These cal-

culations, though they could not be compared to measured data due to a dilution problem that

occurred during sample preparation, allowed to confirm most of the previous results. The main

factor behind the variation of the calculated spectra with an increasing value of q was indeed

shown to be the change of the relative weights of the monopole and dipole contributions, for

these calculations as well, with the monopole contribution being more dominant at high val-

ues of q, and the dipole contribution dominating the whole spectra at low q values. Moreover,
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though the shape of the A feature was also shown to be sensitive to the studied compound, and

not just the core approximation chosen, and to produce A features appearing as a single peak in

the case of arsenopyrite and pyrite, unlike all other FCH calculations, these change of shapes

were once again related to the energy distribution of the empty p (and s, of course) states of the

excited atom in the A feature energy range.

5.2 Perspectives

To complete this thesis work, some work still needs to be done in a more or less short time

frame. This short section is dedicated to perspectives related to the completion or improvement

of this work.

The short term perspectives, and that I would personally would like to pursue, after this

thesis are mainly related to the technical part of the second part of this thesis work. Indeed,

though the modified XSpectra module has indeed been modified to include XRS L2,3 edge

calculation, some work remains to be done in that regard. First, the code was modified using

the XSpectra module of a previous version of Quantum ESPRESSO, and the format of the

XSpectra module has since changed. This means that the modified XSpectra module could not

be integrated, as is, into the current distribution of Quantum ESPRESSO. Thus, work should

be done in that direction to make the modified XSpectra module and the regular version of the

XSpectra module more compatible. A second part of this work would be to further modify

the subroutines responsible for calculating the dipole part of the L2 and L3 edges. Indeed,

as of now, when calculating one of these two edge in the dipole approximation, the modified

XSpectra module does not allow selection between the ’plus’ or ’minus’ part of the selection

rule (∆l = ±1) and calculates the dipole contribution as the sum of these two contributions.

It would be nice to be able to choose between the minus or plus part of the selection rule.

Moreover, the calculation of these two dipole transition channels (2p → s and 2p → d) are

done separately, and the dipole contribution is then obtained as the sum of squared transition

matrix element. This neglects eventual cross terms arising if between these two transition matrix

elements for the dipole contribution, and now that the first implementation has been tested, it

would be interesting to investigate those cross terms. The same could be said for the monopole-
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dipole cross terms. The term corresponding to λ = 2 in the expansion of the transition operator

using Bessel functions should also be implemented next. Finally, it would be useful to add

more explicit messages in the output file when some specific error occur. For example, when

the pseudopotential of the absorbing atom has no d projectors, since the dipole contribution of

the XRS L2,3 spectrum is calculated as the sum of contributions stemming from the plus and

minus selection rules, but the plus selection rule cannot be calculated without d projectors, the

code simply crashes, but no indications as to why is present in the output file. To summarise,

the code still needs some measure of optimisation.

On a longer term perspective, the assessment of the capacity of the modified XSpectra

module to provide additional information to K edges by accurately reproducing experimental

data is an ongoing work. First, it would be interesting to finally get experimental data for the

XRS S L2,3 edge spectrum of orpiment, realgar, arsenopyrite and pyrite, for various values of

q. Indeed, the lack of those data prevents final conclusions from being drawn for the spectra

calculated at high q values. For example, calculations predict a different shape of the A feature,

at high q, for those different compounds, with a split A feature in the case of orpiment and

realgar and a non split feature in the case of arsenopyrite and pyrite. Though this shape was

shown to be accurate at low q values, by comparison with XAS data of this spectrum, and

experimental data is needed to verify if this is still the case at high q values, and if it is, would

help confirm or infirm the reason being related the energy placement of empty p states of the

excited S atom, like it was the case for the other compounds. In short, the variations of those

spectra as the value of q increases could be studied to complete the results already obtained for

the other sulphur compounds (Li2SO4 and α-sulphur). Moreover, since the A feature of those

calculated spectra was shown to be sensitive to the studied compounds, assessing the core hole

effects on those spectra would also be very interesting, for different values of q. On another

note, calculations were mainly performed for sulphur compounds, but it would be interesting

to perform calculations and obtain data, for various values of q, for other light elements, while

keeping in mind that XAS data can always be used to analyse calculations at low q values.
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[15] K. Hämäläinen and S. Manninen J. Phys.: Condens. Matter 13 7539 (2001)

[16] U. Bergmann, P. Glatzel and S.P. Cramer, Microchemical Journal 71, 221 (2002).

[17] C. Sternemann and M. Wilke, High Press. Res. 36, 275 (2016).

[18] S. K. Lee, P. J. Eng, H.-K. Mao, Y. Meng, M. Newville, M. Y. Hu, and J. Shu, Nat. Mater.

4, 851 (2005).

[19] J.-F. Lin, H. Fukui, D. Prendergast, T. Okuchi, Y. Q. Cai, N. Hiraoka, C.-S. Yoo, A. Trave,

P. Eng, M. Y. Hu, and P. Chow, Phys. Rev. B 75, 012201 (2007).

[20] G. Lelong, L. Cormier, G. Ferlat, V. Giordano, G. S. Henderson, A. Shukla, and G. Calas,

Phys. Rev. B 85, 134202 (2012).

[21] J.S. Tse, M. Hanfland, R. Flacau, S. Desgreniers, Z. Li, K. Mende, K. Gilmore, A. Nyrow,

M. Moretti Sala, and C. Sternemann, J. Phys. Chem. C 118, 1161 (2014).

[22] H. Conrad, F. Lehmkühler, C. Sternemann, A. Sakko, D. Paschek, L. Simonelli, S. Huotari,
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and M. Tolan1, Phy. Rev. B 72, 035104 (2005)



186

[65] J. A. Bearden and A. F. Burr, Rev. Mod. Phys. 39, 125 (1967).

[66] M. Cardona and L. Ley, Eds., Photoemission in Solids I: General Principles (Springer-

Verlag, Berlin, 1978).
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