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Chapter 1

Introduction

1.1 Context and inspiration

1.1.1 Metallic and electrified interfaces

The present thesis deals with phenomena occurring at interfaces, or that are influenced by the latter,
with a focus on interfaces between a solid wall and a vapor, liquid or solid phase. The competition of
interactions between molecules and with the solid wall leads to changes of the properties with respect
to the bulk phases, or results in new phenomena. From the thermodynamic point of view, interfaces
and confinement between walls bring additional interfacial free energy contributions, which generally
shift the phase diagram as discussed in section 1.1.2. From the structural point of view, the finite size
of atoms and molecules results in layering, while the presence of an electric charge on the wall leads
to the depletion or accumulation of charged species. From the dynamical point of view, the walls not
only change the diffusion or hydrodynamics near the fluid, but may also lead e.g. to electrokinetic
couplings.

More specifically, we focus on metallic surfaces, i.e. solid conducting walls (electrodes) which allow the
transport of electrons, as opposed to insulating surfaces, where electrons are localized on the atoms.
These surfaces are crucial for many electrochemical processes, as energy production and storage1 (in
batteries and capacitors) or electrocatalysis2. A schematic view of a capacitor device is shown in
figure 1.1a, where two electrodes are separated by a liquid that can transport ionic charges, called
an electrolyte. Different sorts of electrolytes can be put in contact with metallic electrodes: aqueous
salts, water in salts3;4, polymer electrolytes5 or room temperature ionic liquids (see section 1.1.3).
The latter are promising electrolytes for battery and capacitor devices, because of their low vapor
pressure, high thermal stability and wide electrochemical window.
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Figure 1.1: Schematic illustration of a capacitor: two electrodes (red and blue) of area A at a distance
L, held at a potential difference ∆ψ by an external generator are separated by an electrolyte, i.e. an
ionic solution illustrated as ions embedded in an implicit solvent (a) or by an homogeneous dielectric
medium of dielectric constant εr (b). The total accumulated charge on the positive (red) electrode is
Qtot, which then gives the integral capacitance as C = Qtot/∆ψ.
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CHAPTER 1. INTRODUCTION

Using a generator, one can further impose an electric potential difference, or voltage ∆ψ, between
two electrodes. This in turn creates a net accumulation of charge on the electrodes, as schematized
in figure 1.1a. The additional coupling between electronic charges on the metallic surface and ionic
charges in the interfacial fluid and the finite size of ions yields a characteristic structure of the molecular
charges, known as the electric double layer (EDL)6. This term refers to a region in the vicinity of
the electrode where molecular charges and ions accumulate to screen the electrode’s charge, which
results in a polarization of the interface. In a battery, the applied potential additionally triggers redox
chemical reactions, while in capacitors the energy is stored exclusively in the EDL. The accumulated
charge Qtot is of great interest for energy storage applications and depends on the characteristics of the
device. The performances are then characterized by the capacitance, i.e. the total accumulated charge
divided by the applied voltage C = Qtot/∆ψ. In the case of a perfect metal, the electric field within
the material vanishes. This implies that in the presence of an external perturbation (external charge
or finite voltage), a surfacic charge σ is induced at the surface of the material. In the simplest case of
an ideal parallel plate capacitor, composed of two planar metallic electrodes of area A separated by a
slab of homogeneous dielectric medium of length L, as shown in figure 1.1b, the capacitance is

C =
ε0εrA
L

, (1.1)

where ε0 is the vacuum permittivity and εr the dielectric constant of the medium (εr = 1 in vac-
uum). Simple theoretical models (illustrated in figure 1.2) have been since introduced to predict the
capacitance of electrochemical cells by solving the mean-field Poisson equation in the direction per-
pendicular to the electrodes dψ2/dz2 = −ρc(z)/ε0, with ψ the Poisson potential and ρc the charge
density, for the different regions of the capacitor. Each region can then be analyzed in terms of single
capacitors and the overall cell corresponds to a circuit of capacitors in series. Helmholtz7 first intro-
duced a simple picture of the EDL as a compact layer of ions of opposite charge at the surface, of
thickness l, as shown in figure 1.2a, that corresponds to a capacitance CH = ε0A/l and to a linear
potential drop at the interface. Later, Gouy and Chapman8;9 considered instead a diffuse layer of
both co-ions and counterions, assuming a Boltzmann distribution at the interface, and solved the lin-
earized Poisson-Boltzmann equation (also known as Debye-Hückel theory). In this case, the Poisson
potential decreases exponentially towards the bulk potential value, as sketched in figure 1.2b, with a

characteristic length λD =
√
ε0εrkBT/

∑
i z

2
i c
b
i , the Debye length, which depends on the charges of

ions zi and their bulk concentration cbi . Finally Stern10 (see figure 1.2c) combined both models, a
Helmholtz layer (also called Stern layer) and a diffuse layer, as two capacitors in series, yielding an
overall EDL capacitance 1

CEDL
= 1

CH
+ 1

CGC
. The EDL is then composed of the accumulated charges

in the metal, an immobile layer of dense ions compensating the metal’s charge, where packing and
finite ion size effects play a dominant role, and a diffuse layer in which the ions concentration profiles
are exponentially decaying, with an excess of co-ions and a depletion of counterions.
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Figure 1.2: Simple models of the electric double layer: the Helmholtz model (a), the Gouy-Chapman
model (b) and the Stern model (c). The bold blue lines are sketches of the Poisson potential profile
within the electrochemical cell.

These continuum theories however are limited to dilute electrolytes and fail to account for the role
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1.1. CONTEXT AND INSPIRATION

of the solvent, e.g. the orientation of water molecules at the interface. Phenomena such as layering
at the interface due to the finite size of ions, or the behavior of purely ionic compounds such as
ionic liquids or molten salts cannot be predicted. Kornyshev11 proposed a mean-field expression
for the EDL capacitance extended to concentrated electrolytes. Although the approximations to
obtain an analytical prediction are crude, they predict “bell” and “camel” shapes for the differential
capacitances, defined as Cdiff = ∂Qtot/∂∆ψ, as a function of the applied voltage depending on the
concentration of the electrolyte, which have been observed experimentally. Other extensions of the
mean-field Poisson-Boltzmann theory have been proposed that capture the effects of excluded volume
or solvent polarization and electrostatic correlations12–14 on the structure and capacitance of the EDL
in ionic liquids or water-in-salts, as well as on the dynamics of charging15;16. These studies however
cannot include all the molecular details of the solvent dynamics and ionic correlations, and this calls
for more extensive and systematic studies of concentrated electrolytes in capacitors, such as molten
salts, ionic liquids or water-in-salts. As such, molecular simulation is a means to take into account the
molecular nature of these interfaces and to extract capacitance values and Poisson potential profiles,
which present an oscillatory behavior.

The electronic conduction within the electrode material plays an important role in electrochemical
devices. Typical materials for battery electrodes are e.g. metals (lead Pb, gold Au, copper Cu, zinc
Zn, platinum Pt. . . ). In capacitor devices, other carbon-based electrode materials such as graphite,
that are non-ideal conductors, are now being used. In particular, the diversity of different microscopic
structures accessible, such as carbon nanotubes, activated carbon, carbide-derived carbons (CDC)
or graphene sheets, allows to tune its properties and increase its specific surface area, widening the
range of applications17. Graphite surfaces have for example been investigated for electrowetting
applications18–20, electro-tunable friction21–28 or as anode materials in batteries. The nanoporous
CDC structure further provides specific highly confined environments (nanotubes, nanospheres...)
that radically modify the solvation properties of ions thus yielding a very large capacitance29;30. They
are employed in supercapacitor devices and recent applications include the extraction of “blue energy”
from mixing pure and salty water31–33.

1.1.2 Confinement and phase transitions

A particularly interesting aspect of confinement is its effect on phase transitions. A hint that the
presence of the interface modifies the phase behavior of a fluid is for example the formation on certain
surfaces of prewetting (liquid-like or solid-like) layers that cover the surface. These layers can come
from chemical reactions at the surface, which we do not consider in the following, or specific physical
interactions with the fluid molecules. Under very high confinement (smaller than 10− 20 molecular
sizes), the perturbations due to the interface, e.g. the modification of the density profiles with a
strong layering at the surface, extend over the whole confined volume, giving rise to disjoining pressure
effects34–39. These effects result from the fact that the different interfaces “feel” each other and cannot
be considered as independent, which becomes even more dramatic for stronger confinement. Interfacial
properties then depend on the characteristic length of confinement. In the case of crystallization, the
commensurability of the crystal phase and the confining length also yield a rich behavior, e.g. the
most stable crystal face on a surface, usually determined by the lowest surface energy, can change with
the confinement length36;37;39 if it allows to better adjust crystal planes in the confined geometry.

Aside from these specific aspects due to very small confining lengths, the interface has an energetic
cost, characterized by the interfacial free energy per unit surface or the surface tension γ, which
plays a role in the thermodynamics of a confined fluid. In most cases, the interactions of a surface
with different phases of a compound (gas G, liquid L, solid S, or other crystalline phases) differ,
which results in a stabilization of certain phases with respect to others because of a less unfavorable
interaction with the surface wall. This in turn translates into a shift of coexistence properties, such
as pressure or temperature of transition40. The theoretical aspect of this phenomenon is discussed in
chapter 5 and no details are given here.
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CHAPTER 1. INTRODUCTION

Phase transitions under confinement were studied extensively both using experiments and simula-
tions41;42. In the case of the vapor-liquid transition, the gas phase condensates in a pore at a pressure
lower than the saturation pressure corresponding to the bulk equilibrium. This is known as capillary
condensation and described by the Kelvin equation, which predicts an effect inversely proportional
to the characteristic confinement length confirmed by experiments43. Capillary condensation impacts
for example nanoscale probes such as Atomic Force Microscope (AFM) or Surface Force Apparatus
(SFA) measurements, depending on the ambient humidity, by the creation of liquid bridges between
the tip of the microscope and the nanoscale-rough considered surface44–46.

In the case of the liquid-solid transition47;48, the melting temperature either increases or decreases in
confinement with respect to the bulk. The sign depends on the relative (de)stabilization of the liquid
with respect to the solid due to the interface, and is computed from the sign of the difference in surface
tension between the liquid and the wall on the one hand, and the solid and the wall on the other hand.
The shift is given by the Gibbs-Thomson equation, which we discuss at length in chapter 5, for large
enough pores that can be treated by continuum thermodynamics. Understanding the crystallization
under confinement is important from a fundamental point of view, and because it allows to probe states
of matter that are not accessible otherwise (such as supercooled liquids)49. It also has a significant
impact on industrial processes, which widely use micro- and meso-porous materials (such as zeolithes
or activated carbons) for catalysis, extraction and separation of compounds, removal of pollution and
contaminants. A majority of rocks are also porous materials, and many geophysical phenomena related
to temperature variations and the crystallization of water in rocks, such as freeze-thaw weathering or
frost heaving, are not fully understood50. This in turn impacts the civil engineering constructions and
is particularly important for the preservation of the architectural cultural heritage. Other impacts are
in lubrication applications and for flow and diffusion in porous structures at temperatures close to the
freezing temperature.

1.1.3 Interfaces, ionic liquids and metallicity

Figure 1.3: Illustration of ionic liquids in various confined geometries at the nanoscale. Red and blue
dots represent the ionic liquid’s cations and anions. Reproduced from Ref. 51.

In light of the previous sections, combining confinement effects on phase behavior and metallic in-
terfaces promises interesting phenomena. This has been in particular studied for ionic liquids in
contact with different interfaces. They have the peculiarity of being solvent-free, i.e. they are only
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composed of ions. They are separated into molten salts, i.e. standard salts such as NaCl that are
liquid at very high temperatures (thousands of Kelvin), and room temperature ionic liquids (RTIL),
with a melting temperature below 100◦C. RTILs are usually composed of large asymmetric organic
cations (e.g. imidazolium-based cations) and inorganic or organic anions (such as PF−6 , BF−4 or
bis(perfluoromethyl-sulfonyl)imide (CF3SO2)2N−). Their purely ionic nature sparks interest both
fundamentally to understand the liquid state52 and in various applications as solvents for synthesis,
catalysis or extraction, as electrolyte in capacitors or as lubricants because of their low vapor pressure,
high thermal stability, wide electrochemical window and good conductivity53. Additionally, choosing
the chemical composition of the anion and cation allows to tune the properties of the RTIL to match
a given application.

Although in principle their bulk behavior makes them excellent candidates for industrial applications,
some applications such as lubrication or heterogeneous catalysis crucially depend on the behavior of
IL at interfaces, illustrated in figure 1.3. These fluids are thus extensively investigated to understand
their structure and dynamics in order to improve their properties54;55. There is now strong evidence
that supports the existence of a pronounced layering at the interface, that extends for several molecular
layers within the electrolyte, and of a specific organization at the surface, as shown e.g. by scanning
tunneling microscopy (STM)56, surface force balance (SFB)57;58 or molecular simulations59. Using
atomic force microscopy (AFM), profiles of force vs separation from the surface, such as in figure 1.4b,
were measured and showed up to 9 indentations due to squeezed out molecular layers of ∼ 0.5−0.7 nm,
consistent with the size of an ion pair60–62. Such behavior was observed for various IL, with different
deposition techniques, on a variety of surfaces from mica and amorphous silica to graphite, gold
and sapphire. Upon application of voltage, potential-driven structural transitions in the interfacial
layer at the interface with metallic electrodes were also observed63–66 and addressed with theoretical
models67;68. Interfaces and voltage also affect the dynamics of IL69;70 at the interfaces or their wetting
properties.

Figure 1.4: Irreversible liquid to solid transition induced by the nanoconfinement, using an extended
surface force apparatus (SFA), of an ionic liquid. (a) 2D profile of the contact interface at the largest
compression of the ionic liquid film. (b) Force-separation profiles measured by atomic force miscroscopy
(AFM) for dry [HMIM][EtSO4] on mica in dry nitrogen during different approaches. Adapted from
Ref. 71 with permission from the PCCP Owner Societies.

A growing number of studies (for a recent review see Ref. 51 and references therein) also evidence
the presence of solid-like layers at the surface, on distances of the order of several nanometers up
to thousands of nanometers from the surface71–76. An example of such experiments performed by
Jurado et al. is given in figure 1.4, which measured force-position profiles (setup in figure 1.4a)
that show solid-like behavior on several tens of nanometers (see figure 1.4b). These solid-like layers
have in general an insulating character and a Young’s modulus measured by AFM indentation of a few
GPa77;78. These experiments were all carried out with some driving force, e.g. their deposition process
by evaporation of a volatile solvent, their introduction in microporous matrices or their confinement
under a micrometric tip. In some cases, this nanoconfinement resulted in a shift in the freezing-
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melting behavior of the RTIL, either decreasing the melting temperature79–82 or increasing it71;83–85.
The data and interpretations however do not always agree and it seems that the phase behavior of
ILs at interfaces and under confinement remains to be fully characterized.

Figure 1.5: (a) Experimental setup of Ref. 84: a tungsten tip of curvature radius R between 50 nm
and 2.5 µm glued to a tuning fork is immersed in an ionic liquid drop and excited by a piezo dither
in a vacuum chamber. (b) Real (Z ′, black) and complex (Z ′′, red) parts of the mechanical impedance
during a typical approach curve of the tungsten tip on a graphite substrate, as a function of the
tip-substrate separation D. (c) Experimental setup of Ref. 86: the prongs of the tuning fork oscillate
along a shear (red) and normal (blue) mode simultaneously under the excitation by a piezo dither. A
spherical gold probe is glued at the end of one prong and is immersed in a [BMIM][BF4] drop on a
gold substrate. (d) Variation of the average confinement length λS at which solidification occurs (red
dots) for four different sunstrates as a function of the normalized Thomas-Fermi wavevector aκTF ,
with a half of the ionic crystal lattice. Blue dots are the height of pre-existing prewetting solid-like
layers. Panel c was adapted from Ref 86. Panels a-b-d are adapted from Ref. 84, Copyright c©2017,
Nature Publishing Group.

In particular, the group of Prof. Lydéric Bocquet at École Normale Supérieure performed pioneering
experiments using an atomic force spectrometer84 and later using a dynamic surface force tribometer86,
to investigate ionic liquids under confinement by the tip of the device. These devices are based on a
tuning fork attached to a tip or sphere, of the order of R ∼ 0.5−2.5µm for the former (see figure 1.5a)
and R ∼ 1.5 mm for the latter (see figure 1.5c). Although on two different scales, both devices are able
to probe the rheological response of the IL by exciting the tuning fork, and the MicroMegascope87;88

has the possibility to excite and monitor both the normal and shear modes as shown in figure 1.5c.

As shown in figure 1.5b, these experiments84 exhibit a divergence in the measured mechanical impedance
under a characteristic distance λS , which the authors interpret as nanoscale capillary freezing. Later
measurements with the MicroMegascope86 revealed rather a glass transition instead of a purely crys-
talline structure. Using a sharp AFM tungsten tip (of radius R ∼ 10− 50 nm) to sample directly the
surface and to not reproduce a slit-like pore, they confirmed that this effect is not related to prewetting
layers, present on the surface (purple dots on figure 1.5d) but on much smaller widths. This inter-
pretation is not universally accepted, and Garcia et al. in Ref. 89 using dynamic SFA measurements
instead conclude that this is a hydrodynamic effect that probes the solid-like layers at the interface
from far away, as depicted in figure 1.6.
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Figure 1.6: Schematical representation of a RTIL (represented by blue and grey dots)-Pyrex interface,
with an ordered solid-like layer of about 3 nm from the surface. The steady state velocity vanishes at
this interface while the oscillatory flow extends further within the solid-like layer. Reproduced from
Ref. 89 with permission from The Royal Society of Chemistry.

Explanations to these various solid-like layers include the varying surface charge of the different sur-
faces90, but Comtet et al. in Ref. 84 suggested parametrizing the problem using the metallicity of the
material. Indeed, the authors investigated a range of surfaces including mica, graphene, doped silicon
and platinum and observed a different response in each case, which is consistent with the dynamic
SFA experiments of Garcia et al.89 on pyrex and platinum. Most interestingly, Comtet et al. used the
framework of the Thomas-Fermi model, introducing the concept of electronic screening of the material,
to explain the effect of the substrate on the confinement-induced freezing of the ionic liquid, shown
in figure 1.5d. This effect is not negligible as the confinement length at which solidification appears
varies from ∼ 10 nm for mica to ∼ 180 nm for platinum. The authors also developped a simplified
model84;91 based on a periodic chain of point charges to model the crystal, obtaining an analytical
expression for the dependence of the surface tension with respect to the “metallicity” of the substrate,
which agrees remarkably with the data. This metallic character quantifies the ability of the material
to conduct electricity, and is computed in this study as the inverse Thomas-Fermi length l−1

TF times
the typical interplanar distance in the crystal structure of the material. The Thomas-Fermi model is
discussed in chapter 4 but in short this length lTF corresponds to the characteristic length over which
an external perturbation (a charge or an external field) is screened, thereby resulting in a vanishing
electric field in the bulk of the material, far from the perturbation.

The present thesis is inspired from this study and its parametrization as a function of the metallicity of
the substrate. All these phenomena occur at length scales of a few tens of nanometers, and are probably
governed by the behavior at the interface on these small lengthscales. Therefore they are system
perfectly suited to be studied by numerical simulations at the molecular scale: such simulations not
only allow to predict macroscopic observables such as the surface tension γ if parametrized correctly,
but they have the advantage that they can be very well controlled. In particular, it is possible to
separately investigate the effect of a single parameter, in our case the metallicity of the surface,
without changing many other variables such as the whole structure of the substrate. It thus offer a
unique tool to test hypotheses in a controlled fashion, which is not always possible in real-life (and
not computer) experiments.
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1.2 Metals in molecular simulations

1.2.1 The challenge of metallic interfaces

Modeling metallic interfaces in contact with electrolytes is a challenge for numerical simulations be-
cause it requires both a good description of a large amount of ions and solvent molecules and of the
electrons in the solid, on timescales of several nanoseconds to explore diffusion, charge and discharge
dynamics or adsorption at the interface. These systems are therefore a place where quantum chemistry
meets statistical physics, i.e. where we need an accurate description of the electronic distribution and
a large sampling of phase space. These concepts are developed in chapter 2, and they impose the use
of a classical level of theory to treat the electrolyte, to have a reasonable computational cost.

The modeling of metallic electrodes in classical molecular simulations then brings up the more general
question of the electrostatic response of a medium to an electric charge (ion, or partial charges from
molecules), which is faced not only in electrochemistry, but in all systems involving interfaces, as
in biological macromolecules. In an insulator, the existence of a band gap prevents the conduction
of electrons in the material, which are then localized on the nuclei and are modeled using Coulomb
interactions between effective charges. Electric conduction in metals however allows the delocalization
of electrons in the conduction band over the whole material, which rearrange in response to external
perturbations as an electric charge.

In a classical continuum approach, these interfaces are characterized by a contrast in the polarization
response of the different media, quantified by their dielectric constant εr, ranging from 1 for vacuum to
∼ 80 for liquid water and ∞ for a perfect metal. This dielectric contrast is usually expressed in terms
of “image charges”, and strongly impacts the charge distribution close to the interface. Consider a
sharp planar interface between two media 1 (polar solvent) and 2 (solid wall) with dielectric constants
ε1 and ε2, and a set of charges qext = {qext

1 , . . . , qext
N } embedded in medium 1. Within this medium,

the electrostatic potential created by this set of charges is identical to that created by a fictitious
system in which the dielectric constant discontinuity is suppressed, i.e. medium 2 is given a dielectric
constant ε1, and a set of image charges are placed symmetrically with respect to the boundary, as in
figure 1.8b, with magnitudes

qim =
ε1 − ε2
ε1 + ε2

qext . (1.2)

This yields two opposing responses: for an insulating interface, such as water-vacuum (ε1 � ε2), the
image charges are close to the source charges qim ≈ qext, while for a perfect metallic interface (ε2 →
∞), the images have opposite charges qim = −qext. This results in radically different electrostatic
interactions of the charge distribution with its image, which is attractive for metals and repulsive for
insulators.

1.2.2 Electrodes in classical molecular simulations

To capture the effect of image charges in simulations, alternative approaches have been developed
to avoid performing quantum calculations to compute the electronic density, which would prevent
a correct sampling of phase space needed in our large electrochemical cells. It should be stressed
that these models do not aim at providing a truthful description of the metal and its properties, but
rather at reproducing the appropriate boundary conditions for the electrolyte. In this context, there
are two key features that need to be addressed to describe electrochemical interfaces: the possibility
to accumulate a net charge on the interface, e.g. in the presence of an applied voltage between two
electrodes and the polarization of the metal by the electrolyte.
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Figure 1.7: Electrodes bearing a net charge can be modeled with opposite constant surface charges
(a), by applying an external field on the electrolyte (b) or by maintaining the two electrodes at a
constant potential difference (c).

1.2.2.1 Electrodes with a net charge

The accumulation of a net charge on the surface can be achieved by different methods, illustrated
in figure 1.7. The simplest method consists in explicitly assigning a constant net charge on the
electrode, using a surface charge on a wall92–97 or discrete point charges98–100 (see figure 1.8a). The
electroneutrality of the system can be respected by an excess of ions in the electrolyte or by an opposite
charge on a second electrode. This setup corresponds e.g. to a charged pore or an isolated charged
capacitor, as shown in figure 1.7a.

Two oppositely and homogeneously charged wall induce a uniform electric field between them, so that
a second method to describe the effect of charged electrodes on an electrolyte is to apply an external
electric field (see figure 1.7b) on the liquid confined in the electrochemical cell19;101–107.

Lastly, to simulate a capacitor connected to a voltage generator that maintains a constant electric
potential difference between the electrodes and allows the exchange of charge between them94;95;108–114

(see figure 1.7c), specific constant potential simulations have been devised in the literature, which are
extensively used in this work and are discussed in chapter 3.

1.2.2.2 Accounting for the electronic polarization of the metal

Whether charged or neutral, due to the mobility of electrons in a conductor, a metallic surface becomes
polarized in response to an external perturbation. This important phenomenon is also known as
screening. The description of the charge distribution within the electrode is therefore an important
but complex aspect to capture. Simplistic charge distributions, in particular used in conjunction
with simulations with a net surface charge, display homogeneous surface charges or charged walls
with discrete static point charges92–100 (see figure 1.8a). In some cases, such as the typical planar
slab geometry of capacitors, a number of simplifications are possible, including analytical expressions
of the electrostatic energy and forces acting on the charges. For example, a simple description of
the electronic charge distribution at a flat interface and its “spilling” outside the electrode, based
on a quantum chemical treatment of the interface, is the use of the Jellium model. It represents
an electronic plasma that smoothly decays a few angströms away from the interface within a sharp
homogeneous positively charged background representing the nuclei and core electrons96;116.

However such descriptions lack the lateral charge inhomogeneities due to the local dynamic structure
of the electrolyte. To tackle this aspect and take into account the many-body effects due to the
coupling with the electrolyte, an efficient strategy is to use the concept of image charges discussed
in section 1.2.1. It can only be applied in the case of planar interfaces but this includes a wide
range of systems. They can be included explicitly, as in figure 1.8b, or accounted for implicitly
in modified Green functions106;114;117–122. For explicit image charges, the implementation is rather
straightforward as it simply includes additional charges that mirror the corresponding source charges of
the electrolyte and bear a charge given by Eq. 1.2. Computing electrostatic interactions using periodic
boundary conditions (see section 2.1.3.1) also requires special care, and efficient algorithms have been
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Figure 1.8: Accounting for the polarization of the metal by the electrolyte in molecular simuations:
using a homogeneous distribution (a), introducing image charges qim, given by Eq. 1.2, inside the solid
with permittivity ε2, mirroring the electrolyte charges qext in a medium of permittivity ε1 (b), solving
the Poisson equation on a grid to compute the induced charges (c), describing the electronic response
with mobile charges, as in the Drude model (d) or with fixed sites with fluctuating charges (e). In panel
d, gold atoms are modeled with negative shells (pink) tethered to the positive fixed nuclei (yellow),
adapting to the presence of a sodium ion (purple). In panel e), the inhomogeneous distribution of
charge in response to the presence of a cation such as Li+ (blue) on an atomistic graphite electrode
is shown (darker red means more negative). Panel b is reproduced from Ref. 115 with the permission
of AIP Publishing, panel c is reproduced from Ref. 100 with permission of Springer Nature.

developed that deal with the image charges in simulations123;124. The image charges method is rooted
in continuum electrostatic theory – it has also been improved to include a Thomas-Fermi screening
term to account for non-ideality of the material125 – and thus breaks down close to the interface.
Combined with atomistic non-electrostatic interactions, this method also raises the question of the
placement of the sharp interface with respect to an atomistic description of matter.

To model more complex systems, e.g. including porous structures, methods that solve the Poisson
equation have been proposed. The Induced Charge Computation (ICC) treats the charge density as
a dynamical variable discretized on a grid, as shown in figure 1.8c and solves the Poisson equation to
obtain the induced charge. The dielectric medium is then characterized by a space-dependent dielec-
tric constant ε(r) which can in principle describe arbitrarily shaped interfaces and non-homogeneous
media, but are in practice limited to sharp interfaces (no ε gradient) and smooth shapes (no atomistic
representation). Introduced using a variational procedure by Allen et al. for solid-electrolyte inter-
faces126, it was then extended by using a matrix formulation127 or an iterative algorithm (ICC∗)115;128.

To include the molecular shape and atomistic details of the interface, descriptions based on the elec-
trode atoms have been developed, treating the metal with dedicated force fields. This allows to get
rid of the restriction to slab geometries and to deal with disordered porous electrodes. A first attempt
consisted in creating a corrugated potential for platinum, in order to avoid the calculation of pair terms
while reproducing the local roughness of the substrate129. These potentials were fitted on ab-initio
calculations, both for the intramolecular and the electrostatic part, to include implicitly a mean effect
of the polarization of the metal.

Aside from this mean-field technique, one can introduce mobile charges that rearrange in response
to the configuration of the electrolyte. This is the case of core-shell models, that introduce a mobile
negative charge representing the electrons, attached to a positive nucleus. The effective charges are
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constant in time and the motion of the negative charge allows to model the response of the electronic
distribution. The Drude oscillator tethers the charge using a spring100 (see figure 1.8d), but another
option is the rod model130–132, where the negative charge can only rotate at a fixed distance around
the positive nucleus. These models are easily implemented in standard molecular simulation codes,
but they usually require short timesteps and a great care when choosing the mass of the auxiliary
charge and the spring strength or rod length to ensure a correct adiabatic separation of the charge
dynamics and avoid instabilities and/or energy transfers. A recent study also introduces light mobile
charges and models the metal as a “virtual Thomas-Fermi fluid”133 by analogy to the Debye-Hückel
equation for electrolytes.

Another class of models considers instead charges that are fixed on atomic sites but that are allowed
to fluctuate in magnitude, as illustrated in figure 1.8e. Early models in fact included both fluctuating
charges and induced dipoles at the atomic sites as additional degrees of freedom134;135, but this
approach has not been explored further. A detailed description of the constant-potential method with
fluctuating charges is given in chapter 3 and we only briefly describe here the variety of similar methods
that exist in the literature. In these models, the charges q on the electrode atoms are determined
at each time step according to an equation of motion, or by imposing the value of the electric or
electrochemical potential of electrode atoms. Fluctuating charge models were first used for molecules,
with the charge equilibration (QE) method or the electronegativity equalization method (EEM)136–138,
and were then extended to electrochemical systems109;111;139–144. The various implementations differ
in the enforced constraint (electronegativity equalization, constant potential difference . . . ) and in the
expressions of the energy, which come from a purely electrostatic picture or can involve terms such
as electronegativities and chemical hardnesses. The split charge equilibration approach additionally
includes bond-specific terms in the energy145.

Pastewka et al. went further in the concept of fluctuating charges, by parametrizing the band-structure
energy at the tight-binding level146. They were able to take into account the different band structures,
and e.g. differentiate between graphene and carbon nanotubes, using a classical description of various
carbon electrodes. Similar simplified quantum mechanical treatments of the interface in classical
simulations have also been developed such as the “direct dynamics”147;148.

To conclude, a variety of methods have been employed in the literature that mix the way of treating
(or not) the polarization of the electrode and how to assign a net charge to it. Many combinations,
although not all, are possible and have been implemented in the literature. However, these models
mostly treat the material as an ideal metal, including the specificities of the metal only in the non-
electrostatic interactions, instead of accounting for the electronic response of electrodes (e.g. graphite,
carbone nanotubes or platinum) which differ considerably as shown e.g. analytically149;150 and in
density functional theory-based studies151;152. This limits the applications to real systems and the
ability of simulations to predict the properties of electrochemical devices.

1.2.2.3 A molecular simulation code for electrochemistry: MetalWalls

In the PHENIX laboratory, we develop a molecular dynamics simulation code tailored to electrochem-
istry, in particular the simulation of capacitors, called MetalWalls 153. This software has been used
throughout this PhD to run most of the simulations and has also been expanded significantly during
these 3 years. It is based on the model introduced by Siepmann and Sprik109 and later extended by
Reed et al.111, as detailed in chapter 3. More information on this code can be found in appendix B.

1.2.3 Influence of electronic polarization: should we take it into account?

While being less computationally expensive than ab initio simulations, all the methods presented
previously add a significant cost with respect to standard classical molecular simulations. Indeed, they
require an additional step, e.g. a minimization procedure or a matrix multiplication, to determine
the new value of the charge density at each timestep. Similarly, polarizable force fields have been
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introduced in the literature, that add atomic dipoles self-consistently determined throughout the
simulation, in order to improve the accuracy of simulations. However, the larger computational cost
hinders the wider use of this class of force fields, despite their increased accuracy compared to non-
polarizable force fields.

In the case of metallic electrified interfaces, a large majority of studies disregards this aspect and
uses constant surface charges on the electrodes, homogeneously distributed on the surface154. For
example, charging dynamics can be studied by turning on charges on the electrodes and values of
the capacitance are obtained by computing the potential difference across the cell from the charge
density. Therefore the question arises of the necessity of these refinements in the simulation of metals,
and what is the impact of electronic polarization on the results of simulations. Indeed, capturing the
leading effect of accumulating a net charge on the electrodes could be sufficient and the impact of
charge fluctuations on the properties of the neighbouring electrolyte are not clear yet. Clarifying this
issue is one of the objectives of this thesis.

Figure 1.9: Single electrode differential capacitance of a [EMIM][BF4]/graphite capacitor obtained
from constant potential (dashed blue lines) or constant surface charge (solid red line) simulations.
Reproduced from Ref. 155 with the permission of AIP Publishing.

With the explanation of a “superionic” state in nanoporous electrodes due to the exponential screening
of electrostatic interactions and image charge effects156;157, a few studies have compared the results
obtained from constant surface charge simulations with more rigourous constant potential simulations.
These studies mostly focus on graphite/ionic liquid capacitors, in which electrostatic effects are more
stricking. At low voltages, there seems to be no quantitative change in the capacitance curves nor in
the structure of the first solvation layer at the surface of the electrode128. This result is confirmed
by Ref. 158 on a graphite capacitor containing LiClO4 in acetonitrile. For larger voltages however,
∆ψ > 4 V, a change in structure is observed with the appearance of an “inner-sphere” complex in
the constant potential simulations, with Li+ ions coming extremely close to the surface, stabilized by
image charge effects. Similarly, Merlet et al.159 showed small changes in the ionic density profiles at a
planar graphite surface and more strickingly highlighted large difference in the charging kinetics, with
unrealistically large temperatures reached in constant charge simulations, while constant potential
simulation yielded the temperature raise predicted by the Joule effect. Differences in charging kinetics
were also reported by Vatamanu et al.160, which measured relaxation times of a few ps for constant
charge simulations versus hundreds of ps for constant potential ones. Finally, Haskins and Lawson155

carried a detailed comparison of the electrode models and showed in figure 1.9 a similar average value
for the single electrode differential capacitance but a shape much more defined in the case of constant
charge simulations with respect to a smoother shape for the constant potential model. This was
explained by denser ion layers at the surface of constant potential simulations and changes in the ionic
liquid orientations.
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1.3 Objectives and organization of the thesis

This introduction presented a wide range of phenomena occuring at interfaces or under confinement,
that make the nanoscale an intense field of research. The effect of interfaces goes from changing the
structure and the dynamics of the system, to modifying its whole phase behavior, by introducing
specific interactions with the molecules and ions. When adding charged species between metallic
interfaces, the electrostatic couplings present throughout the cell make them difficult to apprehend
by analytical theories. However, such interfaces are widely common, in particular in electrochemical
devices such as batteries and capacitors, and an understanding of these systems is necessary to improve
the properties of such devices. From extensive experiments, it also results that the presence of ionic
liquids at interfaces yields a strong layering, and even solid-like layers on the surface, that are still not
well understood. The results of Comtet et al. on the nanoscale capillary freezing of RTILs as a function
of the metallic character of the confining substrate further suggest that the electronic polarization of
the substrate plays a determining role in these phenomena.

In this context, molecular simulations are a useful tool to investigate these electrochemical systems
and analyze the influence of electronic polarization on the electrolyte. A wide panel of models are
available to simulate metallic interfaces, but the impact of accounting for the electronic polarization in
simulations has not received a lot of interest yet, and a systematic study of the influence of increasing
or reducing this effect has not been carried out. Therefore this PhD thesis has the general objective
to investigate the influence of the metallicity of a substrate on the properties of electrolytes at the
interface or confined by it. We aim in particular at the effect of metallicty on the freezing transition
under confinement, and thus on the interfacial free energies, which has been a guideline for the different
developments of this work.

In chapter 2, we first broadly introduce molecular simulations and the specific electrochemical systems
studied in this work. We particularly detail the link between microscopic simulations and macroscopic
observables and give a theoretical background on statistical mechanics necessary for later develop-
ments. We also introduce advanced techniques of enhanced sampling, based on the manipulation of
the simulations to drive the system, that have been useful in the course of the PhD.

Chapter 3 is dedicated to the simulation of metals using fluctuating charges subjected to a constant
potential constraint. Studying the simulation method in detail and noting recent contradictions in the
literature155;161, we write the statistical mechanics of the constant potential ensemble and investigate
the impact of the sampling scheme on the final ensemble averages. This allows in particular to correct
the calculation of the differential capacitance found in the literature. A first set of comparisons between
insulating and metallic models is given.

In chapter 4, we go beyond the state-of-the-art constant potential simulations by introducing the
Thomas-Fermi model. We then study the impact of the screening length, characteristic of the metal-
licity of a material, on the structure and dynamics of different capacitors.

We then set to investigate the interfacial free energies and first take a look back at the Gibbs-Thomson
equation. In chapter 5, we propose a detailed derivation using thermodynamics and verify the various
assumptions by presenting numerical results on a Lennard-Jones model system. In particular, we
devise a thermodynamic integration method that yields the difference in surface tension ∆γ involved
in the prediction of the confinement-induced temperature shift.

Because of the computational cost of this method, we then develop another thermodynamic integration
technique in chapter 6 that explicitly results in the free energy difference as a function of the Thomas-
Fermi length. This allows to obtain a microscopic interpretation of the change in surface tension due
to the metallicity of the substrate.

Finally, we give an overview of the work accomplished and open on future perspectives and questions
raised by this PhD work.
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Chapter 2

Molecular simulations of
electrochemical systems

2.1 Models at the molecular scale

Molecular simulations are a set of numerical tools that eventually allow to predict the properties of a
system using a computer. They are based on models which contain the characteristics of the system
and the laws of Physics or Chemistry used to describe it. This model is fundamental since the computer
simulation will only predict reliable data if it is accurate and robust. Different levels of theory can be
used, starting from very precise quantum calculations that solve the Schrödinger equation with the
least amount of approximations, also called first principle or ab initio calculations, for a small number
of nuclei and electrons. A less expensive level of theory is the Density Functional Theory (DFT),
based on the Hohenberg-Kohn theorems162, that aims at computing the electronic density (instead
of the electronic wavefunction): it needs however the definition of the functional dependence of the
energy on the electronic density, which is only partially known and has to be approximated. It is
then possible to zoom out and use an atomic description of the system: these are the classical models.
The electronic degrees of freedom are integrated out and included in an effective potential energy, also
called force field, which describes the effective interaction between atoms. The reduction of the degrees
of freedom can go further by uniting groups of atoms into beads using a coarse-graining procedure
and by computing the effective interactions between these larger beads. Further models can focus on
solutes and replace solvent molecules by an effective dielectric constant as in implicit solvent models
or by introducing a friction term and random forces as in Brownian or Langevin dynamics. Overall,
gathering informations from different levels of theory – from very accurate quantum calculations to
mesoscopic or macroscopic models – to parametrize larger simulations and obtain accurate models at
each scale of matter is the essence of multiscale modeling.

The choice of the level of theory needed to describe a system is a compromise between accuracy and
computational cost – although it should be noted that a well parametrized classical force field can
yield better results than a poorly chosen functional in DFT – and will be mainly determined by the
system’s size and the length of simulation to observe the studied phenomenon. Because this PhD
work focuses on large electrochemical devices presented in section 2.1.1, we will use classical molecular
simulations, with different force fields detailed in section 2.1.2, that allow simulations of large systems
(several tens of thousands of atoms) for “long” times of several nanoseconds with respect to what can
be achieved with DFT. However, because these systems deal with charged electrolytes and metallic
interfaces, the electronic description of the interface is adapted to partly reintroduce electronic degrees
of freedom. This will be discussed at length in chapter 3.

Given a reliable model, different simulation methods are possible, depending also on the computa-
tional resources available. Higher levels of theory will typically only allow for single point energy
calculations or geometry optimization while many more energy calculations are possible when using
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less expensive models. Two different classes of simulations methods can then be applied: Molecular
Dynamics (MD) relies on the propagation of trajectories in time whereas Monte Carlo (MC) simula-
tions aims at producing a representative pool of configurations of a given thermodynamic ensemble.
Although it may seem that these simulation methods are disconnected, they are in fact both rooted in
statistical mechanics and thermodynamics, making the connection between microscopic simulations
and macroscopic observables. These aspects will be discussed in section 2.2. This work will mainly
use Classical Molecular Dynamics simulations, discussed in 2.3. Typical properties that are extracted
from these simulations are shown in section 2.4. Some Monte Carlo simulations were also employed
to investigate liquid-solid coexistence and will therefore be discussed in section 2.2.3.

With the knowledge of the models and simulation methods, as well as their cost and limitations, it is
then possible to go beyond the simple observation of phenomena and take advantage of the computers
to start meddling with Hamiltonians to drive the system and overcome these limitations. This will be
the subject of section 2.5.

2.1.1 Systems investigated

Before going into the details of the models used in section 2.1.2, we introduce the different systems
investigated in this work. Most are electrochemical cells, either in a capacitor setup with an electrolyte
between two parallel electrodes or in a drop configuration with a single electrode and a nanometric
drop of electrolyte on top, for which snapshots and codenames are summarized in table 2.1. Another
project on the fundamentals of crystallization (see chapter 5) is based on the study of a model systems
of Lennard-Jones particles with no charges involved, described in table 2.2.

2.1.1.1 Electrolytes

Different electrolytes were used in these studies starting from pure water, adding a single ion pair then
going to a concentrated aqueous sodium chloride solution at 1 mol/L. Finally we considered two ionic
liquids: molten sodium chloride NaCl and 1-butyl-3-methylimidazolium hexafluorophosphate (BMI-
PF6 ). Lastly, we also investigated a model system involving a Lennard-Jones fluid. The description
of the interactions in all these systems will be discussed later in section 2.1.2 and we only define here
the different geometries and interaction sites for molecules and molecular ions.

Figure 2.1: SPC/E water molecule
geometry163 (see also table 2.9). Figure 2.2: BMI+ and PF−6 geometries and corre-

sponding coarse grained model59 (see also table 2.10).
Reprinted with permission from Ref 59. Copyright 2011
American Chemical Society.

Water molecules can be simulated using a variety of models available in the literature, which can
be more or less sophisticated, expensive to run and accurate to describe the microscopic structure,
dynamics or macroscopic properties of water. We use the Extended Single Point Charge (SPC/E)
model introduced in Ref. 163 which is a good compromise – a snapshot is given in figure 2.1. It is a
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rigid three site model with an oxygen and two hydrogen atoms, with a partial negative charge on the
oxygen and partial positive charges on the hydrogens (see table 2.4) and one van der Waals center on
the oxygen (see discussion in section 2.1.2.2).

BMI-PF6 is a commonly used ionic liquid composed of a large cation BMI+ and a smaller spherical
anion PF−6 . Because of the size mismatch of BMI+ with respect to PF−6 , it is liquid at room tem-
perature, which makes it a good candidate for supercapacitor electrolytes. The model we use for this
molecule was developed in Ref. 164. Instead of implementing an atomistic description of the molecule,
several atoms are grouped into a larger bead to form a so-called coarse-grained model, as shown in
figure 2.2. This coarse-graining allows to reduce the number of degrees of freedom and simulate larger
systems for longer times, which is needed for ionic liquids because of their viscosity and long correla-
tion times. The interaction parameters developed to describe the beads (see table 2.5) are designed
to reproduce macroscopic quantities such as diffusion coefficients or viscosities.

2.1.1.2 Electrodes and confining surfaces

The electrolytes mentioned in the previous section were first studied in bulk conditions (with no
interfaces) or with an interface with vacuum to compute their liquid-vapour surface tension. To study
interfacial and confinement effects however, several surfaces were introduced, both structured (i.e.
atomically resolved) and unstructured (depending only on the distance of the atom to the surface).
Unless specified otherwise, we will set the surface perpendicularly to the z-axis. All surfaces were
treated as rigid bodies, they were either fixed during the simulation or only allowed to translate along
z.

We started chronologically to study a model unstructured surface using the Steele formula and param-
eters corresponding to a mica surface (see Eq. 2.9 and table 2.8) along with a model Lennard-Jones
fluid. This system was studied both in the crystal phase and the liquid phase to investigate the
melting/freezing transition under confinement. We then went to more realistic, atomically resolved
surfaces of gold and graphite. Graphite was considered because of its use in batteries as an electrode
material, while gold was interesting because a variety of studies and a good force field were available
and its standard crystal structure made it a good model system. Gold crystallizes in the face centered
cubic crystal structure, with a lattice parameter a = 4.07 Å. Its cubic unit cell is drawn in figure 2.3a
(black lines) where two facets are shown: the (100) plane in green and the (111) plane in red.

(a) Face centered cubic crystal structure. (b) Hexagonal crystal structure.

Figure 2.3: Crystal structures encountered in this work. The axes a (red), b (green) and c (blue) refer
to the orientation of the lattice vectors.

The graphite crystal structure is an hexagonal one, shown in figure 2.3b (black lines show one unit
cell), with lattice parameters a = b = 2.461 Å and c = 6.708 Å and the (~a,~b) angle equal to 2π/3.
It is a layered structure, a single layer being a graphene sheet, and the only investigated surface
corresponds to these sheets (red plane).
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electrolyte
electrode

Gold (100) Au1 Graphite G1

Vacuum

SPC/E Water

G2

SPC/E Water
+ ”Cl+” +

Cl−

G3

SPC/E Water
NaCl (1
mol/L)

Au4

G4

D4

B4

Molten NaCl

G5

D5
B5

BMI+-PF−6

G6

Table 2.1: Snapshots of the main electrochemical systems investigated. Each row corresponds to a
different electrolyte while each column is a different boundary condition (electrode surface or vacuum).
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Steele walls Bulk

Lennard-Jones fluid

S7 / S7b

B7

Table 2.2: Snapshots of the Lennard-Jones model systems under confinement or bulk.

From the surface, these materials both appear as atomic planes stacked to each other, characterized
by their interplane distance d, with dgold = 2.035 Å and dgraphite = 3.354 Å. This interplane distance
will be an important parameter when constructing mean field models (see for example section 4.2.1)
because it acts as a characteristic atomic length.

2.1.1.3 Simulation details

Simulation details for the main molecular dynamics simulations studied are given in table 2.3. Some
quantities such as the potential difference will be detailed in the following sections.

2.1.2 The interaction potential

An essential ingredient of classical molecular simulations is the force field, which defines the interactions
between any species in the system. While one should in principle solve the time-dependent Schrödinger
equation for both the nuclei and electrons, it is possible to construct classical force fields where most of
the degrees of freedom except the nuclear coordinates have been integrated out and which accurately
reproduce the effective potential energy of interaction between atoms.

There exist different ways of constructing such force fields: a first solution is to obtain the potential
energy profile from higher level calculations, which depending on the method (DFT, post-Hartree
Fock methods165) can be computationally very expensive. The obtained profile can then be tabulated
or fitted using different functions. A significant research effort has also recently been put into using
machine learning and neural network techniques166;167 to fit force fields which will not be limited by
the definition of an energy functional, trained on ab initio molecular dynamics. Another way of fitting
force fields can be on the contrary from experimental data such as density, thermodynamic quantities
or spectroscopy data, using empirical energy functionals of the literature. The latter will be more
performant at reproducing macroscopic quantities but the transferability of the parameters will be
poorer: e.g. using interaction parameters for oxygen-hydrogen fitted on water properties will yield
the good water density or structure but will not be so accurate if transfered to different systems with
alcohol or aldehyde functions.

In general, any potential energy functional used in classical force fields is somewhat arbitrarily divided
into different energy contributions: the electrostatic energy Uel, the intramolecular energy Uintra and
the intermolecular energy Uinter, which contains repulsion and dispersion terms. Each term will be
detailed in the following sections.

We consider a system made of M electrode atoms and N electrolyte atoms, which can form molecules
defined by Nb bonds and Na angles. The position of an atom i is ri so that the distance between two
atoms i and j is rij = |rj − ri|, and the angle formed by three atoms i, j and k is θijk. The total
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T (K)
∆t
(fs)

∆ψ (V) Nelectrolyte Nelec Npl Nelec/pl Box lengths Force field

Au1 298 1, 2 0 2 ≤ 50 162 Au
Lx = 36.630Å
Ly = 36.630Å
Lz = 10−300Å

Tab. 2.6

Au4 298 1 0, 1, 2
2160 H2O

39 (Na+, Cl−)
2 10 162 Au

Lx = 36.630Å
Ly = 36.630Å
Lz = 50.669Å

Tab. 2.4& 2.6

G1 298 1, 2 0 2 ≤ 50 480 CAQ

Lx = 34.101Å
Ly = 36.915Å
Lz = 10−300Å

Tab. 2.6

G2 298 1 0, 2 2160 H2O 2 3 to 5 480 CAQ

Lx = 34.101Å
Ly = 36.915Å
Lz = 55.11Å

Tab. 2.4&2.6

G3 298 1 0

2071 H2O
1 (”Cl+GR”,

Cl−GR)
2 3 480 CGR

Lx = 34.101Å
Ly = 36.915Å
Lz = 55.11Å

Tab. 2.4&2.6

G4 298 1 0, 2
2160 H2O

39 (Na+, Cl−)
2 3 to 5 480 CAQ

Lx = 34.101Å
Ly = 36.915Å
Lz = 56.2Å

Tab. 2.4&2.6

D4 298 1 0
2160 H2O

39 (Na+, Cl−)
1 3 4320 CAQ

Lx = 102.302Å
Ly = 110.745Å

Tab. 2.4&2.6

G5

800
900
1200
1300

2 0
2000 (Na+,

Cl−)
2 5 336 CAQ

Lx = 29.838Å
Ly = 29.532Å
Lz = [125.814,
127.278, 192.364,

200.117]Å

Tab. 2.7&2.6

D5 1300 2 0
2000 (Na+,

Cl−)
1 3 5376 CAQ

Lx = 119.352Å
Ly = 118.128Å

Tab. 2.7&2.6

G6 400 2 0, 2
240 (BMI+,

PF−6 )
2 3 to 5 480 CIL

Lx = 34.101Å
Ly = 36.915Å
Lz = 74.11Å

Tab. 2.5&2.6

B4 298 1
2160 H2O

39 (Na+, Cl−)
0

Lx = 34.101Å
Ly = 36.915Å

Tab. 2.4

B5 1300 2
2000 (Na+,

Cl−)
0

Lx = 29.838Å
Ly = 29.532Å

Tab. 2.7

S7 79 2 4116 LJ 2 2 Steele
L∗x = 16.4
L∗y = 14.2
H∗ = var.

Tab. 2.8

S7b var. var. 2 2 Steele

L∗x = 21.1
L∗y = 20.3

H∗ = [8.7, 11.6,
14.5, 17.3, 20.2,
23.1, 26.0, 28.8]

Tab. 2.8

B7 var. 2 4000 LJ 0 Lx = Ly = Lz = var. Tab. 2.8

Table 2.3: Simulation details for each system: temperature T , timestep ∆t, potential difference ∆ψ if any,
number of electrolyte atoms or molecules Nelectrolyte, number of electrodes Nelec, number of electrode planes
per electrode Npl and number of electrode atoms per plane Nelec/pl, box dimensions Lx, Ly and Lz and
corresponding force field used. For confined systems, Lz or H is the separation between the first atomic
planes or Steele surfaces. Please refer to tables 2.1 and 2.2 for codenames and table 2.6 for a definition of
the different carbon atoms CX.
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potential energy is then written as

Upot = Uel + Uinter + Uintra (2.1)

and the total energy of the system is then Utot = Upot +K where K =
N+M∑
i=1

1
2miv

2
i is the kinetic energy

of the system, with mi the atomic mass and vi the velocity of atom i.

2.1.2.1 Electrostatic energy

The electrostatic energy spawns from the distribution of charges of the system. Because the electronic
degrees of freedom are integrated out in classical simulations, the charge distribution is constructed
to reflect the effective potential created by other atoms. Usual classical descriptions assign effective
point charges on atoms ρpc(r) = qpc

i δ(r − ri) (with δ the Dirac function) where qpc
i is the charge on

atom i.

In the force field used in this work, the electrode atoms are given instead a Gaussian charge distribution
centered on each atom, with width η−1, to better account for the electronic cloud and the delocalization
of the charge in metals

ρgc(r) = qjη
3
jπ
−3/2 exp

[
−η2

j (r− rj)
2
]

(2.2)

where qj is the magnitude of the distribution on the electrode atom j. The overall electrostatic energy
is then given by

Uel =
1

2

∫∫
ρc(r)ρc(r

′)

4πε0|r− r′|
dr dr′ (2.3)

with ε0 the vacuum permittivity and ρc(r) =
N∑
i=1

ρpc(r) +
M∑
j=1

ρgc(r) the total charge distribution.

The total electrostatic energy can be separated into different contributions and written as a matrix
multiplication by introducing a vector of electrode charges q = (q1, . . . , qM ) and its transposed vector
qT as follows

Uel =
qTAq

2
− qTB(rN ) + C(rN ) (2.4)

where the symmetric M×M matrix A = ∇q∇qUel depends on the positions of the electrode atoms and
the Gaussian width describing the charge distribution on each atom but not on the charge amplitudes
q, while the components of the vector B(rN ) are the electrostatic potential due to the electrolyte on
each electrode atom. C(rN ) is the electrolyte-electrolyte contribution. Explicit expressions for A and
B(rN ) for the particular case of Gaussian charge distributions, taking into account two-dimensional
Ewald summation for electrostatic interactions, are derived in Refs. 111 and 168 and will partly be
discussed later in section 2.1.3.3.

The effective charges used in this work are reported in table 2.4 for aqueous solutions and in table 2.5
for ionic liquid electrolytes. For electrode atoms, the Gaussian width was fixed as η−1 = 0.56 Å as
done in the literature109, and the value of q is either zero or determined using a constant electric
potential condition, which will be discussed in detail in chapter 3.

2.1.2.2 Intermolecular energy: dispersion and repulsion

The intermolecular terms reflect the interactions between a pair of non-bonded atoms, also known as
van der Waals forces, as a function of the distance between them. A repulsive term, which comes from
the repulsion of electrons and the Pauli exclusion principle, prevents atoms from collapsing onto one
another, while attractive terms arise from interactions between electronic clouds, which are deformed
by the environment and fluctuate accordingly. Different analytical functions exist in the literature
and only two were used in this work.

30



2.1. MODELS AT THE MOLECULAR SCALE

The Lennard-Jones (LJ) potential is widely used throughout the literature – in part because of
its practical and efficient form – and is pair-wise additive as

ULJinter =
N+M∑
i=1

∑
j>i

4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(2.5)

with εij and σij the LJ energy and diameter. To reduce the number of force field parameters, the εij
and σij can be obtained for cross-type interactions from the same type ii parameters using combination
rules, such as the Lorentz-Berthelot mixing rule

εij =
√
εii × εjj (2.6)

σij =
σii + σjj

2
. (2.7)

The necessary parameters used in this work are reported in table 2.4 for aqueous solutions, in table 2.5
for ionic liquid electrolytes and in table 2.6 for interaction parameters with structured surfaces. Several
force fields were used and combined together depending on the different systems simulated.

OSPC/E HSPC/E Na+ Cl− Cl−GR “Cl+GR”

m(u) 15.9994 1.008 22.9898 35.453 35.453 35.453

qpc(e) -0.8476 +0.4238 +1.0 -1.0 -1.0 +1.0

εii(kJ/mol) 0.6502 0.0 0.4184 0.4184 0.4186 0.4186

σii(Å) 3.166 2.587 4.401 4.52 4.52

Table 2.4: Effective point charges, atomic masses and Lennard-Jones parameters for aqueous systems,
with water – modeled using the SPC/E water model described in Ref. 163– and ions (Ref. 169 for
Na+ and Cl− and Ref. 170 for Cl−GR and “Cl+GR”).

BMI+

PF−6C1 C2 C3

m(u) 67.07 15.04 57.12 144.96

qpc(e) +0.4374 +0.1578 +0.1848 -0.78

εii(kJ/mol) 2.56 0.36 1.83 4.71

σii(Å) 4.38 3.41 5.04 5.06

Table 2.5: Effective point charges, atomic masses and Lennard-Jones parameters for BMI-PF6 systems
in the coarse grained model of Ref. 164.

CAQ
171 CGR

† 172 CIL
173 Au174

m(u) 12.0 12.0 12.0 196.97

εii(kJ/mol) 0.236 εCO: 0.42469 0.23 22.13336

σii(Å) 3.211 σCO: 3.367 3.37 2.951

Table 2.6: Atomic masses and Lennard-Jones parameters for electrolyte-electrode interactions. The
subscripts CX indicate different force field parameters for the carbon atom.
†The parameters given for the GROMOS force field172 are εCO and σCO (instead of εCC and σCC)
because these have not been obtained using Lorentz-Berthelot rules.

The Fumi-Tosi (FT) potential is another potential energy function175 given by

UFT =
N∑
i=1

∑
j>i

[
Aije

Bij(rij−σij) − Cij
r6
ij

− Dij

r8
ij

]
(2.8)

where Aij , Bij , Cij , Dij , σij are the FT parameters and the sum runs over all pairs. We used the
force field described in Ref. 176 for molten sodium chloride because it describes accurately the melting
temperature of this salt. Parameters are given in table 2.7.
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Na+-Na+ Na+-Cl− Cl−-Cl−

A(kJ/mol) 25.4435 20.3548 15.2661

B(Å−1) 3.1546 3.1546 3.1546

C(Å6.kJ/mol) 101.1719 674.4793 6985.6786

D(Å8.kJ/mol) 48.1771 837.0770 14031.5785

σ(Å) 2.340 2.755 3.170

Table 2.7: Fumi-Tosi parameters for molten sodium chloride176.

The Steele potential was used in chapter 5 in combination with a Lennard-Jones fluid to construct
a model system. In this part of the thesis, most quantities will be given in reduced LJ units, indicated
by a ∗ superscript, i.e. r∗ = r/σ for distances, E∗ = E/ε for energies, T ∗ = kBT/ε for temperatures,
P ∗ = Pσ3/ε for pressures and γ∗ = γσ2/ε for surface tensions.

The Steele potential energy177;178 is designed to mimic the interaction of a fluid with a material surface
by modeling it as an unstructured wall, i.e. which only depends on the distance zi of an atom i to
the surface

U∗Steele =
N∑
i=1

2πρ∗W ε
∗
WFσ

∗2
WF∆∗

[
2

5

(
σ∗WF

z∗i

)10

−
(
σ∗WF

z∗i

)4

−
σ∗4WF

3∆∗(z∗i + 0.61∆∗)3

]
(2.9)

where ρ∗W is the atomic density of the material, ε∗WF =
√
ε∗W and σ∗WF = (1 + σ∗W )/2 are obtained by

combining LJ parameters with surface parameters ε∗W and σ∗W , and ∆∗ corresponds to the distance
between atomic crystal planes. The parameters of this study are given in table 2.8 where we set
the parameters of the LJ fluid to those of argon179 and the Steele parameters correspond to a mica
surface180.

σ(Å) ε(K) r∗cut σ∗W ε∗W ρ∗W ∆∗

3.405 119.8 2.5 1.28 7.85 1.0 0.84

Table 2.8: Lennard-Jones and Steele parameters for the model system studied in chapter 5 using
typical values for argon179 and mica surfaces180. r∗cut is the cutoff value for the force calculations,
introduced later in section 2.1.3.

2.1.2.3 Intramolecular energy and constraints in the molecular geometry

The intramolecular energy concerns interactions between atoms within a molecule. It is usually sep-
arated into bonds, angles, dihedrals and impropers contributions depending on the complexity of the
molecules. Commonly used potentials for bonds and angles are harmonic

Uintra =

Nb∑
b=1

Ubond(rb) +

Na∑
a=1

Uangle(θa) =

Nb∑
b=1

κb(rb − r0)2 +

Na∑
a=1

κa(θa − θ0)2 , (2.10)

where κb and κa are the spring constants for bonds and angles respectively, r0 and θ0 the equilibrium
bond length and angle. Note that because the interaction between atoms is taken into account in
the intramolecular energy, the intermolecular terms concerning atoms connected by bonds or angles
should be excluded. More complex exclusion rules exist for atoms further than 3 bonds.

The molecules encountered in this work, i.e. water molecules and BMI-PF6 molecules, are however
treated as rigid bodies. This means that some geometrical degrees of freedom are kept fixed during
the simulation. This is typically done for bonds with a large vibration frequency – such as O-H bonds
because of the light mass of hydrogen – so that their fast motion can be suppressed and a larger
integration timestep can be chosen. The geometrical constraints imposed to SPC/E water molecules
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are given in table 2.9 along with a snapshot of a water molecule in figure 2.1 and for BMI-PF6 ionic
liquid in table 2.10 and figure 2.2.

rOH θHOH
1.0 Å 109.47◦

Table 2.9: Geometrical constraints for the
SPC/E water molecule163.

x(Å) y(Å) z(Å)

C1 0.0 -0.527 1.365

C2 0.0 1.641 2.987

C3 0.0 0.187 -2.389

Table 2.10: Constrained relative position of
coarse-grained beads in the BMI+ molecular
ion164.

Different algorithms are known in the literature to impose this geometry along the trajectory: con-
straining algorithms that modify the forces on the individual atoms to keep the geometry frozen
or rigid-body algorithms that compute the total force and torque acting of the molecule. Because
the molecules have only 3 components, we used the SHAKE/RATTLE algorithms described later in
section 2.3.2.2.

2.1.3 Calculation of interactions

The implementation of the previously detailed models into a computer program suffers mainly from
limitations due to finite computational resources and less frequently from memory. To reduce the
computational cost, the straightforward way is to reduce the number of interactions to compute per
step, i.e. the number of atoms. However to avoid boundary effects we need a very large number
of atoms (of the order of ∼ 1023 atoms). The most popular solution is to use periodic boundary
conditions, which define a finite size simulation box and replicate it infinitely in space to simulate an
infinite material. This then has different consequences in the calculation of interactions.

2.1.3.1 Periodic boundary conditions

Periodic boundary conditions (PBC) may be used to simulate a pseudo-infinite system by replicating
a finite size cell in one, two or three directions. In practice, when an atom moves beyond a periodic
box boundary, it goes into the neighboring replica and, because the system is periodic, comes back
on the other side of the “main” box. The energy calculations, based on distances between atoms,
therefore require some caution and the use of the minimum-image convention, i.e. taking the distance
between closest replicas. This can be written for two atoms i and j in each of the periodic directions
as

xij = (xj − xi)− Lx
⌊

(xj − xi)
Lx

+ 0.5

⌋
yij = (yj − yi)− Ly

⌊
(yj − yi)
Ly

+ 0.5

⌋
(2.11)

zij = (zj − zi)− Lz
⌊

(zj − zi)
Lz

+ 0.5

⌋
where xj − xi is the distance in the x direction (and similar for the y and z directions) within the
central replica and bxc is the floor function.

Usually 3D-PBC allow to simulate bulk materials since no interface is present in the system (see
figure 2.4a), but when considering interfaces and confined systems the choice is not straightforward.
Indeed this configuration is in principle 2-dimensional and would require 2D-PBC as shown in fig-
ure 2.4b. This in turn changes the calculation of the interactions and most implementations of MD
softwares prefer using the configuration in figure 2.4c where a finite vacuum buffer is added in the
non-periodic dimension z and 3D-PBC are applied. It is then necessary to correct for the interaction
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between replicas in the z direction using the slab correction introduced by Yeh and Berkowitz181. In
this work however, specific analytical formulas to compute interactions with 2D-PBC are used and we
are able to run rigorous simulations of confined systems.

Figure 2.4: Different periodic boundary conditions depending on the modeled system (see text). Black
solid lines indicate a periodic boundary. In the case of 3D-PBC (a), the system is replicated in all three
dimensions while in 2D-PBC (b) it is replicated only in two dimensions, the system being infinite in
the third dimension (indicated by the dashed line). The same system as (b) can be approximated by
using 3D-PBC on a simulation box including vacuum slabs in the non-periodic dimension and adding
a slab correction (c).

2.1.3.2 Short range interactions: cutoff radius and truncation

With periodic boundary conditions, the calculation of interactions between atoms needs to take into
account the different replicas of the box, which are in principle infinite. For interactions that decay
rapidly with distance (faster than ∼ r−3), only the nearest neighbours contribute significantly to the
sum and interactions with further atoms are neglected, i.e. the potential is truncated at some cutoff
value rcut. To minimise the errors arising from the truncation, the cutoff was taken to be half of the
smaller box length if not stated otherwise. The main exception is the study of the Lennard-Jones
fluid phase diagram which is very sensitive on the truncation of the LJ potential and where we used
a cutoff rcut = 2.5σ (see table 2.8).

The truncation is typically how van der Waals interactions are treated (Lennard-Jones or Fumi-Tosi
potentials in ∼ r−6). It can however be treated in different ways giving rise to different flavors of
the potential. A large majority of studies perform a truncation of the potential and add a long-
range correction by assuming an homogeneous density for distances larger than rcut, which results
in additional terms in the energy and the pressure calculations. In this work however, most systems
present one or more interfaces and are thus not isotropic. This prevents us from using these long-range
corrections. We choose instead truncated shifted potentials, defined for a pair of atoms i and j as

uTSij (rij) =

{
uij(rij)− uij(rcut) if rij < rcut

0 otherwise,
(2.12)

where uij is the original potential form (see Eq. 2.5 or Eq. 2.8). The potentials being pairwise additive,
we obtain the truncated shifted energy as

UTSinter =

N∑
i=1

∑
j>i

uTSij (rij) . (2.13)
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2.1.3.3 Long range interactions: Ewald summation

For long-range potentials, especially the Coulomb potential, simply truncating the interactions is not
a viable option because the error in the sum over the atoms is not negligible: other methods that
explicitely compute the contribution of the periodic replicas need to be used, the most famous being
the Ewald summation.

Given the charge distribution ρc in Eq. 2.3, the potential energy for a set of N point charges qpc and
M Gaussian charges q is

Uel =
1

2

N∑
i=1

N∑
j=1

∑′

n

qpc
i q

pc
j

4πε0|rij + n|

+

N∑
i=1

M∑
j=1

∑
n

∫
dr′′

(
η2
j

π

)−3/2
qpc
i qje

−η2j r′′2

4πε0|rij + r′′ + n|

+
1

2

M∑
i=1

M∑
j=1

∑′

n

∫∫
dr′dr′′

(ηiηj
π

)3 qie
−η2i r′2qje

−η2j r′′2

4πε0|rij − r′ + r′′ + n|
(2.14)

where we separated the point charge-point charge term, the cross term and the gaussian charge-
gaussian charge term. The sum

∑
n

indicates a sum over all periodic replicas with n = nxa+nyb+nzc

a linear combination of lattice vectors (a,b, c), with nx, ny, nz integers. For a 2D-periodic system, we

have similarly n = nxa + nyb. The
∑′

signifies that the sum should not include the self term n = 0

if i = j.

We give here a sense of the method for 2D-PBC point charges only and expressions for terms in-
cluding gaussians are given in appendix C and can be found in Refs. 111 and 168. The challenge to
perform the above sum over all atom pairs including the infinite replicas is its slow convergence. The
Ewald summation method splits the sum into two parts by introducing, within the charge density ρc,
oppositely charged atom-centered gaussian charge distributions

ρc(r) =

[
ρc(r)−

N∑
i=1

qi

(α
π

)3/2
e−α

2|r−ri|2
]

+

[
N∑
i=1

qi

(α
π

)3/2
e−α

2|r−ri|2
]

(2.15)

where α−1 is the width of the Ewald gaussian. This manipulation results in a superposition of charge
distributions: the electrostatic energy of the first is rapidly decaying in real space, while the second
term is easily computed in reciprocal space. Following this, one can show that the potential energy
can be written as

Upc−pc
el =

1

2

N∑
i=1

N∑
j=1

qpc
i q

pc
j

4πε0

∑′

n

erfc(α|rij + n|)
|rij + n|

+
1

LxLy

N∑
i=1

N∑
j=1

qpc
i q

pc
j

4πε0

∑
k 6=0

+∞∫
−∞

du
cos(k.ξij + uzij)

|k|2 + u2
e−
|k|2+u2

4α2

−
√
π

LxLy

N∑
i=1

N∑
j=1

qpc
i q

pc
j

4πε0

(
e−z

2
ijα

2

α
+
√
π|zij |erf(α|zij |)

)

− α√
π

N∑
i=1

qpc
i

2

4πε0
(2.16)

where ξij = (xj − xi)ex + (yj − yi)ey is the radial in-plane vector and zij = zj − zi (so that rij =
ξij + zijez). This expression is mathematically exact, however the infinite sums over n and k need
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to be truncated in practice depending on a given tolerance. The first term comes from the short-
range charge distribution: it is a sum involving complementary error functions erfc(x) = 1− erf(x) =
(2/
√
π)
∫∞
x exp[−t2]dt, which decay rapidly and can be safely computed using a truncation method in

real space, as explained earlier, with a cutoff value that encompasses the first images only (typically half
of the smaller box length). The second and third terms correspond to the Ewald gaussian contribution
in Fourier space, where the sums are over the 2D reciprocal vectors k = kx

2π
a ex+ky

2π
b ey. In reciprocal

space, the sum converges with a reasonable number of k vectors and allows to reach the desired
accuracy. The third term is the case where k = 0, which does not appear with 3D-PBC. Lastly, the
fourth term is the self interaction term corresponding to the interaction of a point charge with the
associated Ewald gaussian distribution that needs to be subtracted to avoid a double count.

Other formulations using fast Fourier transforms on a grid (PPPM, PME182;183) further improve the
speed of this method for computing long-range potentials, but are rarely used for 2D-PBC.

2.2 Statistical mechanics: from the microscopic to the macroscopic

The power of molecular simulations relies on the possibility to not only have a microscopic vision of
matter but also to be able to predict macroscopic properties from microscopic measurements. The
framework that allows this is called Statistical Mechanics. In this section, we give an overview of this
topic but for more informations the reader is referred to Refs 184 and 185.

2.2.1 Thermodynamic ensembles and sampling

Statistical mechanics is based on the idea that a given macroscopic property that can be measured
in experiments (as the internal energy E, the pressure P ...) results from an average over many
configurations of the same system. These configurations live in the 6N-dimensional phase space,
made of the coordinates rN and momenta pN (with p = mv) of the particles considered in the
system, and are characterized by several control variables. All these configurations create a so-called
statistical ensemble defined by the chosen control variables: the microcanical ensemble is an ensemble
of configurations with fixed N , V and E. The canonical ensemble groups all configurations with fixed
N , V and temperature T ; fixing N , the pressure P and T gives the isobaric-isothermal ensemble
and finally having fixed the chemical potential µ, V and T gives the grand-canonical ensemble. To
obtain the value of an observable A in a given ensemble, we perform an ensemble average over all
configurations

〈A〉 =
∑
n

AnP(n) (2.17)

where An is the value of the observable for configuration n, P(n) is the probability of observing this
configuration n in the ensemble and 〈A〉 is the macroscopic observable. We will see in section 2.2.3
that Monte Carlo (MC) simulations directly compute this ensemble average.

To compute Eq. 2.17, the knowledge of the probability P(n) = P(rN ,pN ) of a given configuration
in the ensemble is crucial and it depends on the considered ensemble. In the microcanonical NV E
ensemble, all configurations have the same probabilty

P(rN ,pN ;N,V,E) =
1

Ω(N,V,E)
(2.18)

where Ω is the number of degenerate states characterized by N ,V and E. This simple relation is the
basis for the construction of statistical mechanics. Real experiments rather correspond to the canonical
NV T ensemble, or the isobaric-isothermal NPT ensemble. By dividing a large NV E system into the
system of interest at NV T and the rest, which acts as a heat bath at constant temperature, one can
obtain the canonical probability

P(rN ,pN ;N,V, T ) =
e−βH(rN ,pN )∫∫

drN dpN e−βH(rN ,pN )
(2.19)
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where β = 1/(kBT ) is the inverse thermal energy with kB the Boltzmann constant, H is the Hamil-
tonian of the system and the denominator is a sum over all configurations so that the probability
is normalized. The exponential factor exp[−βH] is called a Boltzmann factor: it gives a measure of
the system’s energy with respect to the thermal energy kBT . The (classical) ensemble average in the
canonical ensemble can therefore be expressed as

〈A〉 =

∫∫
drN dpN A(rN ,pN )e−βH(rN ,pN )∫∫

drN dpN e−βH(rN ,pN )
. (2.20)

In classical mechanics, the Hamiltonian is separated in potential and kinetic energy H(rN ,pN ) =
U(rN )+K(pN ) so that, if computing holonomic observables, i.e. that only depend on the coordinates,
we can separate the integrals and integrate out the contribution of momenta

〈A〉 =

∫
drN A(rN )e−βU(rN )∫

drN e−βU(rN )
. (2.21)

For structural properties, we can therefore look exclusively at the 3N-dimensional configuration space
and disregard the momenta. We introduce here the partition function of the canonical ensemble
Q(N,V, T ), which gives a measure of the size of the ensemble of relevant configurations

Q(N,V, T ) =
1

Λ3NN !

∫
drN e−βU(rN ) (2.22)

where Λ =
√
h2/(2πmkBT ) is the thermal de Broglie wavelength with h Planck’s constant. The

prefactor comes from the integration of the momenta; we note the configurational part of the partition
function Z(N,V, T ) =

∫
drN exp[−βU(rN )], which is the denominator in Eq. 2.21. The partition

function is a crucial element of the statistical ensemble, and we can extract most thermodynamic
quantities from it. The most important example is the thermodynamic potential: for the canonical
NV T ensemble, the free energy F is given by

F (N,V, T ) = −kBT ln[Q(N,V, T )] . (2.23)

Similarly one can show that in the isobaric-isothermal ensemble NPT , the partition function is

∆(N,P, T ) =
βP

Λ3NN !

∫
dV

∫
drN e−β(U(rN )+PV ) . (2.24)

The Gibbs free energy is then given by G(N,P, T ) = −kBT ln[∆(N,P, T )].

Changing ensemble amounts to substituting a control variable by another, say E → T , N → µ or
V → P . Standard thermodynamics textbooks first introduce the internal energy E as a function of
the entropy S, N and V but because the entropy is not practical to control in real experiments, we
substitute it by its conjugate variable, the temperature, by introducing the free energy F (N,V, T ) =
E(N,V, S) − S × T . The change in control variables is clearly seen when looking at the differential
expressions for energy

dE = TdS − PdV + µdN (2.25)

dF = dE − TdS − SdT = −SdT − PdV + µdN . (2.26)

Introducing the pressure is then done by defining G(N,P, T ) = F (N,V, T ) + V × P , which gives

dG = dF + PdV + V dP = −SdT + V dP + µdN . (2.27)

Mathematically, the change from E(N,V, S) to F (N,V, T ) or from F (N,V, T ) to G(N,P, T ) is a
Legendre transformation. No information has been lost – we can go backwards and retrieve the
internal energy for example without loss – because we simply exchanged conjugate variables: S ↔ T ,
V ↔ P or N ↔ µ.
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If we now consider that the system is in contact with a chemical reservoir, i.e. which maintains
the chemical potential µ, we obtain the grand-canonical µV T ensemble by the Legendre transform
Ω(µ, V, T ) = F (N,V, T )−µ×N , named the grand potential. The associated grand-canonical partition
function is given by

Ξ(µ, V, T ) =
∞∑
N=0

1

Λ3NN !

∫
drN e−β(U(rN )−µN) (2.28)

where again we retrieve the grand potential from the partition function by Ω(µ, V, T ) = −kBT ln[Ξ(µ, V, T )].

We will show in chapter 3 how to introduce new control variables – the amplitude of electrode charges
– and their conjugate variable – the electric potential – and how to compute averages using the
associated partition function.

2.2.2 Fluctuations and linear response theory

The statistical mechanics framework allows to extract information by sampling microscopic observables
from simulations and performing ensemble averages. These observables can simply be the average
value of a microscopic property A but the fluctuations of this property about its average also contain
information. These fluctuations are indeed spontaneous and characteristic of a system and of the
ensemble. For example, in the NPT ensemble the volume V , which is the conjugate variable of
P , fluctuates around its mean value; the amplitude of the fluctuations are related to the isothermal
compressibility.

If we consider a perturbation corresponding to the Hamiltonian H = H0 − fA, where H0 is the
unperturbed Hamiltonian and f is the external perturbation that couples with the property A, the
average value 〈A〉 is then modified according to

〈A〉f = 〈A〉0 + 〈∆A〉f =

∫∫
dpN drN A e−βH0+βfA∫∫
dpN drN e−βH0+βfA

. (2.29)

By computing explicitly the derivative with respect to the perturbation f , one obtains

∂ 〈A〉f
∂f

= β
〈
δA2

〉
f
, (2.30)

where we introduced the variance of the distribution of A defined as〈
δA2

〉
f

=
〈

(A− 〈A〉f )2
〉
f

=
〈
A2
〉
f
− 〈A〉2f . (2.31)

The modification of the average value of A due to the perturbation f is thus related to the fluctuations
of A, where the average is done in the perturbed ensemble. For f → 0, we obtain

∂ 〈A〉f
∂f

∣∣∣∣
f=0

= β
〈
δA2

〉
0
, (2.32)

where the average is now done in the unperturbed ensemble (with f = 0), i.e. at equilibrium.

Studying the fluctuations in an ensemble can therefore give information on the response of the system
to an external perturbation or to a spontaneous fluctuation in the limit of vanishing perturbation.
Eq. 2.32 states that for small perturbations the relaxation towards equilibrium when the perturbation
is suppressed can be studied from the fluctuations that spontaneously occur in equilibrium: this is
known as Linear Response Theory. It can further be developed for time-dependent perturbations by
studying correlation functions, introduced in section 2.4.3.

Typical perturbations can be e.g. an electric field (such as in spectroscopy measurements), a magnetic
field (as in NMR experiments) or a piston. Similar considerations and mathematical manipulations
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will be used in chapter 3 to develop the response of the total charge to the application of an external
potential difference.

Finally, let’s note that the above equations can also be expressed using the perturbed partition function
Qf =

∫∫
dpN drN e−βH0+βfA, in particular the following equations are useful

∂ lnQf
∂f

= β 〈A〉f (2.33)

∂2 lnQf
∂f2

= β2
〈
δA2

〉
f
. (2.34)

2.2.3 Monte Carlo simulations

Monte Carlo simulations are simulation methods (not restricted to molecular simulations) that com-
pute ensemble averages using the expression in Eq. 2.21 for the canonical average, or its equivalent for
other ensembles. We will show in section 2.3 that another widely used simulation method is Molecular
Dynamics, which instead computes time averages.

The problem of Eq. 2.21 however is that calculating the configurational partition function Z by
performing the integral over all configurations is intractable for systems of more than a few atoms.
To solve this, the Monte Carlo method instead computes directly the ratio of integrals by averaging
over a representative subset of configurations. The idea is that, because of the exponential factor
exp[−βU(rN )], high energy configurations will have a negligible contribution to the integrals. We
thus only need to sample low energy configurations, that have a large probability and weight in the
integral, to have a good estimate of the ratio. In Monte Carlo simulations, we therefore generate an
ensemble of snapshots according to the probability distribution, P = exp[−βU ]/Z for the canonical
ensemble, by only knowing the relative probability of each configuration, exp[−βU ], instead of the
absolute probability. We then perform (unweigthed) ensemble averages on this set of representative
configurations.

The challenge is to go from a uniform (pseudo-)random number generator, that can be coded in a
computer, to a complex probability distribution P(rN ). This is done by generating an importance-
weighted random walk in configuration space. The Monte Carlo simulation starts from an initial
configuration rN and proceeds as follows

1. The configuration i ≡ rNi is known

2. Propose a trial configuration j ≡ rNj by choosing from pre-defined moves, depending on the
ensemble

• translational move: pick an atom randomly and translate it by a random small displacement
rNj = rNi + ∆

• volume change move (in NPT ): expand or contract the cell by a random small factor

• insertion move (in µV T ): add an atom at a randomly chosen position

• deletion move (in µV T ): delete a randomly chosen atom

• ... other tailored moves can be derived

3. Decide whether to accept or reject the trial configuration

• if accepted, the new configuration rNi+1 is rNj

• if rejected, the new configuration rNi+1 is rNi

4. Accumulate the ensemble average with Ai+1 and repeat from step 1 with i→ i+ 1
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Step 3 is a fundamental step which can be done in several ways, the most famous one being the
Metropolis criterion. The idea stems from the fact that once the equilibrium distribution is reached,
it should not be destroyed by additional moves. This is achieved by imposing (although it is not
required) a detailed balance condition, which states that the average number of accepted moves from
a configuration i to j is exactly balanced by the average number of reverse moves, i.e.

P(i)× π(i→ j) = P(j)× π(j→ i) (2.35)

where π(i → j) = α(i → j) × acc(i → j) is the transition probability of proposing and accepting the
move i→ j, α is the probability of attempting such move and acc of accepting it. Because the moves
are usually symmetric, the attempt probability is symmetric α(i→ j) = α(j→ i), so that

acc(i→ j)

acc(j→ i)
=
P(j)

P(i)

NV T
= e−β[U(j)−U(i)] , (2.36)

where the last equation holds for the NV T probability distribution. Finally, different options are
available for acc but the Metropolis criterion is

acc(i→ j) = min

{
1,
P(j)

P(i)

}
NV T
= min

{
1, e−β[U(j)−U(i)]

}
. (2.37)

In the canonical ensemble, this amounts to always accepting moves that decrease the energy of the
system and accepting those increasing it with a probability that exponentially decreases with the
energy difference.

2.3 Molecular dynamics simulations

2.3.1 The ergodic principle

We showed in section 2.2.3 how ensemble averages could be computed using Monte Carlo (MC)
simulations to evaluate the ratio of configurational integrals in Eq. 2.21 by generating a series of
relevant configurations describing the statistical ensemble. Molecular Dynamics (MD) also explore
phase space and generates a series of configurations, also called trajectory, but does so by propagating
in time the initial configuration. The averages computed along this trajectory are then time averages,
written Ā here, defined as

Ā =
1

t

t∫
0

A(t′)dt′ (2.38)

where t is the duration of the trajectory. The link with statistical mechanics is granted by the ergodic
principle: it states that for sufficiently long trajectories, the time average tends to the ensemble average

lim
t→∞

1

t

t∫
0

A(t′)dt′ = 〈A〉 . (2.39)

This is equivalent to saying that an MD simulation would sample the entire phase space in an infinite
time. Although this is known to be false for a few pathological systems and only an approximation in
practice, this is a generally accepted principle which allows to extract meaningful averages from MD
simulations and use statistical mechanics tools in MD.

2.3.2 Propagating the equations of motion

In practice, the system is characterized at a given time by the positions rN and the velocities vN of
the atoms. Knowing the interaction potential, which is common for both MD and MC simulations,
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the force Fi = −∇riUpot acting on each atom i at time t is computed. The following configuration
is generated by integrating the equations of motion: time is discretized using a timestep δt small
enough to describe atomic displacements, typically 1 femtosecond, and new positions and velocities
are computed for time t+δt. These steps are detailed in next sections. Repeating the force calculation
and propagation of equations of motion for a large number of steps (1.000.000 steps of 1 fs to obtain
a nanosecond-long simulation) results in a so-called trajectory describing the evolution of the system
in time.

2.3.2.1 Time integration and the velocity Verlet algorithm

Hamilton’s equations of motion for a system of N interacting atoms are given for each atom i with
position ri and momentum pi = mivi as

ṙi =
∂H
∂pi

(2.40)

ṗi = −∂H
∂ri

(2.41)

where H = Utot = Upot + K is the classical Hamiltonian, with Upot the potential energy and K =
N∑
i=1

1
2miv

2
i is the kinetic energy of the system (values for the atomic masses mi are given in tables 2.4,

2.5 and 2.6). These equations can be rewritten into Newton’s equations of motion

ṙi = vi (2.42)

miv̇i = −∂Upot

∂ri
= Fi (2.43)

where Fi is the total force acting on atom i due to all other atoms j derived from the interaction
potential Upot detailed in section 2.1.2. Because, the force depends on the positions rN , these are
6N coupled differential equations. There are different ways to discretize and integrate these equa-
tions, mostly based on the Verlet algorithm186, and we will use its extension of the Velocity-Verlet
algorithm187. This algorithm works as follows:

0. ri(t), vi(t) are known at time t and the forces Fi(t) are calculated

1. The new positions at t+ δt are computed using

ri(t+ δt) = ri(t) + vi(t)δt+
Fi(t)

mi

δt2

2
(2.44)

2. The new forces Fi(t+ δt) at t+ δt are computed.

3. The new velocities at t+ δt are given by

vi(t+ δt) = vi(t) +

(
Fi(t) + Fi(t+ δt)

mi

)
δt

2
(2.45)

4. ri(t+ δt), vi(t+ δt) and Fi(t+ δt) are known. Reiterate from step 1 with t→ t+ δt.

This algorithm has several advantages: it is fast and easy to implement and requires a single force
calculation by step, the error on the positions is small (of the order of δt4), which makes it a stable
algorithm, it is time-reversible and conserves energy rather well. It is therefore one of the best
compromises for propagating the equations of motion.

Of course the choice of the timestep δt is crucial and should be done carefully. It should result in similar
trajectories (at least for small times) than for a smaller timestep, and have a good conservation of the
total energy Utot. Indeed, Hamilton’s equations of motion conserve energy and therefore correspond
to a microcanonical ensemble. We will see later in this section how to modify the Velocity Verlet
algorithm to impose a constant temperature (canonical ensemble) and pressure (isothermal-isobaric
ensemble).
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2.3.2.2 Constraining the geometry: SHAKE/RATTLE algorithms

For molecules with high frequency vibrations, such as water molecules, describing accurately the fast
motions of these atoms requires a small timestep of about a tenth of the smaller characteristic time. If
too large a timestep is chosen, the light atom’s movement no longer follows the correct dynamics and
energy conservation could be violated. Simulating these degrees of freedom is thus computationally
expensive and slows down the calculation, but frequently they are not a crucial feature of the system.
In these cases, one can freeze the fast degrees of freedom (e.g. the O-H bond length or the H-O-H
angle) in order to use a larger timestep.

Several algorithms are available and we will use the RATTLE algorithm188, which is the equivalent
for the Velocity Verlet integrator of the SHAKE algorithm189 for the Verlet integrator; these are
algorithms for enforcing holonomic constraints (i.e. that only depend on the positions of atoms, not
on velocities). Instead of the Hamiltonian equations of motion, these algorithms are based on the
Lagrangian equations of motion, which are equivalent and use the Lagrangian L = K − Upot in

∂

∂t

∂L
∂ṙ

=
∂L
∂r

. (2.46)

This framework is convenient to impose constraints written in general as σk(r
N ) = 0. For example,

to impose a fixed distance r0 between atoms i and j, we can write

σ1(ri, rj) = r2
ij − r2

0 = 0 . (2.47)

Constrained dynamics then correspond to a new Lagrangian L′ = L −
∑

k λkσk(r
N ) with λk a set of

to-be-determined Lagrange multipliers. Equation 2.46 for L′ is rewritten as

mir̈i = −∂Upot

∂ri
−
∑
k

λk
∂σk
∂ri

= Fi +
∑
k

Gi(k) (2.48)

where Gi(k) is the force corresponding to the k-th constraint. In constrained MD, the set of λk
Lagrange multipliers is determined so that the constraints σk are rigorously satisfied at the next
timestep. The SHAKE algorithm solves for the λk by an iterative procedure over all constraints, one
by one, until all constraints have converged to the required tolerance.

2.3.2.3 Fixing the temperature and/or pressure: thermostats and barostats

As mentionned earlier, the equations of motion conserve the Hamiltonian so that the integration
scheme samples the microcanical ensemble, with constant number of particles N , volume V and
energy E. The temperature of the system can be computed from the equipartition principle as

NdofkBT

2
=

1

2

N∑
i=1

miv
2
i (2.49)

where Ndof is the number of degrees of freedom in the system, typically 3N translational degrees of
freedom minus the number of constraints. The initial temperature in the system can be controlled by
setting the initial velocities from a Maxwell-Boltzmann distribution

P(v;T ) =

(
mi

2πkBT

)3/2

exp

[
−miv

2
i

2kBT

]
. (2.50)

This will however not guarantee a constant temperature all along the simulation. Imposing the
temperature requires changing the equations of motion using a thermostat: this can be done in several
ways but the algorithm should produce the correct Boltzmann distribution of the temperature.
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Nosé-Hoover thermostat and barostat A widely used category of thermostats is the family of
Nosé-Hoover thermostats190;191. They are based on an extended-Lagrangian formulation as detailed
above in section 2.3.2.2, where an additional coordinate s is introduced such that

L =

N∑
i=1

1

2
mis

2ṙ2
i − Upot(r

N ) +
Q

2
ṡ2 − 3N

β
ln[s] (2.51)

with Q an effective mass associated with s. This formulation reproduces the ensemble averages of the
canonical (fixed N , V , T ) ensemble by expanding the number of degrees of freedom. These equations
are deterministic and the dynamics of s are integrated along with the real degrees of freedom. In
practice, we use Nosé-Hoover chains introduced by Martyna et al.192, where several thermostats are
coupled to one another in chains (we generally set a chain of 5 thermostats).

The same scheme of Nosé-Hoover chains can be extended to simulate a isothermal-isobaric ensemble,
with fixed N , pressure P and temperature T , by adding additional variables sk associated to the
thermostats and additional variables εk corresponding to chained barostats.

The parameter Q characterizes the strength of the thermostat or barostat and it will determine the
inertia of the additional variables. We usually set instead an equivalent characteristic time of relaxation
of the fluctuations in temperature and/or pressure.

Rigid electrodes and pistons The above-mentionned NPT simulations are useful for equilibrating
bulk systems, can be applied in a single dimension or handle non-isotropic and non-orthorhombic
boxes. However, in the confined setups used in this work, we consider rigid electrodes that cannot
be deformed. This is mainly because the computational cost is considerably reduced and the force
fields to account for their flexibility are not yet available for our simulation method. The easiest
way of treating these electrodes is to freeze them during the whole simulation. Equilibrating e.g. the
electrolyte density (see section 2.4) to a known bulk value prior to the simulation then required several
iterations by trial and error.

Instead, we introduced within this work the treatment of the electrodes as rigid pistons by adding
an external pressure force FP = ±P × Aez, with P the external pressure and ±Aez the electrode
area oriented towards the electrolyte. The total force on each electrode FL and FR, for the left and
right electrode respectively, due to the electrolyte and the other electrode, are computed. Then the
electrode is translated in the z direction under the total force Ftot

X = FP
X + FX (for X = L or R)

according to the Velocity Verlet algorithm (with no thermostatting) for the center of mass of the
electrode with the total electrode mass. This simple procedure allows to run a NPzT simulation at
constant external pressure.

2.4 Extracting molecular properties

A Molecular Dynamics study starts with the definition of the parameters of the model (force fields,
system composition and physical properties), an equilibration phase until some characteristic proper-
ties have reached a steady state (e.g. temperature, energy, density) and oscillate around a mean value.
After this, we can do production runs for the required duration to observe some physical phenomena.
A typical computation time for a nanosecond-long simulation and a few thousands of atoms is between
a few hours to a few days on a standard super-computer node, depending on the implementation and
the type of model used: in our case constant-potential simulations (see chapter 3) are significantly
more expensive than constant charges simulations. After the trajectory is run and different configu-
rations have been accumulated, comes the time of the analysis. Aside from more complex calculation
which will be described in section 2.5, standard properties to extract are structural and dynamical
information on the system. In this work we will also study in detail specific electrochemical properties
and the phase coexistence between vapor, liquid or solid phases.
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2.4.1 Structural properties: density profiles and radial distribution functions

A trajectory is characterized by the positions rN and the velocities vN of the atoms at each step, and
represents a path in phase space. Because it is a 6N-dimensional space too large to be apprehended
directly, we analyse the trajectory by computing ensemble averages and extracting collective observ-
ables that catch the characteristics of the system. For structural properties, only the coordinates are
considered and we work with the probability distribution of finding the system at rN = {r1, r2 . . . rN}.

First, the average density of particles in the system can be computed as ρ = N/V . For an NPT or a
grand-canonical simulation (see section 2.2), the density and its fluctuations are interesting properties
to monitor, at least to check the equilibration or to study its dependence with e.g. temperature. In
NV T simulations however, the mean density is fixed since N and V are.

When interfaces are present, the density is not uniform across the simulation cell. We thus frequently
compute density profiles along z for each atom type

ρ(z) =
1

LxLy

〈
N∑
i=1

δ(zi − z)

〉
. (2.52)

In practice we accumulate a histogram of the positions z along the trajectory. Typical profiles indicate
a layering at the surface with one or more solvation layers and a bulk region far from the interface,
as shown in figure 2.5. In these systems, defining the volume of a phase and the boundary between
the two phases is not straightforward: one definition for the positioning of the interface is the Gibbs
dividing surface (GDS) which is defined as to satisfy

zGDS∫
−∞

(ρ(z)− ρ1)dz =

+∞∫
zGDS

(ρ(z)− ρ2)dz , (2.53)

given two phases 1 and 2 of bulk density ρ1 and ρ2, respectively. The corresponding geometrical
construction is shown in figure 2.5.

Figure 2.5: Typical density profile as a function of z and schematic representation of the Gibbs dividing
surface zGDS . The orange area corresponds to the left hand side of Eq. 2.53 while the red area is the
right hand side.

The average density and the density profiles give information on the absolute spatial organization of
the system but are quite useless for bulk systems for example, where the density is uniform, although
there is a local organization within the system. This is revealed by the so-called pair distribution
function, i.e. the probability of finding an atom at r2 given that there is an atom at r1, normalized by
the ideal gas one. For isotropic fluids, this only depends on the distance r12 between the two atoms.
This radial distribution function gives the spatial correlations between atoms in the system and is
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computed as an average over all pairs

g(r) =
1

4πr2ρ

〈
N∑
i=1

∑
j>i

δ(rij − r)

〉
. (2.54)

The profile typically shows a first large peak indicating an accumulation of atoms at a given distance,
which makes the first coordination shell, and subsequent oscillations that characterize the radial
organization of atoms. Upon integration of the first peak, the radial distribution function yields the
coordination number NC =

∫ r0
0 4πr2g(r)dr (where r0 is an arbitrary cutoff for the coordination shell).

These analysis could also be done in polar coordinates only, in some two-dimensional problems as in
a surface plane for example (see section 6.2.3.3). The radial distribution function can be related to
experiments by Fourier transformation, which gives the structure factor also obtained by diffraction.
These analyses are based on the presence of any atom at given positions but they can be extended to
any property (their charge, orientation, coordination number. . . ) and restricted to given areas (bulk
area, close to the surface. . . ).

A telling property to study interfaces with water is the orientation of the water dipole µ. We studied
the orientation of the water molecule with respect to the surface by using cos θ = n · µ/|µ|, where n
is a unit vector normal to the surface, as shown in figure 2.6. In this case the knowledge of the local
average 〈cos θ〉 is not sufficient to analyse all different orientations so we computed the probability
distribution P(cos θ) in the first water layer – defined as water molecules in the first peak of the water
density profile. When cos θ = +1.0, the water molecule is oriented with its dipole moment pointing
away from the surface whereas for cos θ = −1.0 it is oriented towards it. For cos θ = 0.0, µ lays on
the x, y plane, and for more information about the O-H bond orientation it is possible to compute
probability distributions of the angle using the O-H vector instead of the dipole moment. For examples
of distributions, see section 4.2.3.2.

Figure 2.6: Water orientation at an interface is characterized by θ the angle between the normal to
the surface (black vector) and the dipole moment µ (red vector).

2.4.2 Electrochemical properties: charge and capacitance

For our electrochemical systems, additional specific properties are of importance. We are particularly
interested in the charge density profile, which is a density profile weighted by the species charge as

ρc(z) =

〈
1

LxLy

∫∫
dxdy ρc(x, y, z)

〉
, (2.55)

where ρc(x, y, z) is the 3D charge density defined in Eq. 2.3 (we used the same notation ρc for the 1D
and 3D densities for simplicity). If only point charges are present, this results in

ρc(z) =
1

LxLy

〈
N∑
i=1

qpc
i δ(zi − z)

〉
. (2.56)

From the charge density, the electric potential profile is extracted by integrating twice (from a reference
position zref) the Poisson equation ∂2ψ/∂z2 = −ρc(z)/ε0

ψ(z) = − 1

ε0

z′∫
zref

dz′′
z∫

zref

dz′ρc(z
′) . (2.57)
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From these profiles it is then possible to observe the oscillations of the potential at the surface and
compute potential drops across the interface.

Using our constant potential simulations, that will be discussed in detail in chapter 3, the charge
amplitudes qi on electrode atoms can fluctuate. This allows in particular to compute the total charge
on one electrode, QL =

∑
i∈L

qi for the left and QR =
∑
i∈R

qi for the right electrode, in a capacitor setup.

In general we will impose an electroneutrality constraint, which results in QL = −QR = Qtot. For
industrial applications in energy storage, the charge accumulated on the electrodes depending on the
applied potential difference ∆ψ = ψL−ψR is a crucial characteristic. The first measure is the integral
capacitance that can be directly extracted from simulations and is defined as

Cint(∆ψ) =
〈Qtot〉
∆ψ

(2.58)

where we took the average value of the total charge on the positive electrode. A second measure is
the differential capacitance

Cdiff(∆ψ) =
∂〈Qtot〉
∂∆ψ

. (2.59)

It can be computed by simulating the system at different applied potentials ∆ψ but we will show in
section 3.1.5 that it can also be extracted from the statistical fluctuations of the total charge Qtot. In
the linear regime, the capacitance does not depend on voltage ∆ψ so that Cint is constant and equal
to Cdiff .

More advanced analysis focuses directly on individual charges and their spatial distribution, both as
a function of z or by computing the radial distribution function weighted by the charge. Specific
analysis will be detailed along the manuscript.

2.4.3 Dynamical properties: autocorrelation functions

Previous analyses perform averages over time (and atoms) of a given quantity, losing the time de-
pendence unique to MD simulations (with respect to MC ones). We can extract information on the
dynamics of the system by computing time-dependent quantities and correlating different times in the
same way we studied spatial correlations between atoms with pair distribution functions. A typical
analysis is to compute the normalized autocorrelation function of an observable A(t) as

CAA(t) =
〈A(τ)×A(τ + t)〉

〈A〉2
(2.60)

where the average is over different initial times τ . In practice, we compute time-autocorrelation
functions using the Wiener-Khinchin theorem that uses Fourier transforms to speed up the calculation.
This function measures the memory in the system for the given observable: it decreases starting from
1 because different times t and t + τ start decorrelating. When CAA goes to zero, the system is
uncorrelated i.e. knowing the observable at some time A(t) we cannot predict its value beyond a
characteristic time, named the correlation time tcorr. In this time lapse of tcorr, the system looses the
memory of its previous state. At short times t� tcorr on the contrary, fluctuations are small and the
memory of the system is retained. We define somewhat arbitrarily the time correlation by

τC =

∫ ∞
0

CAA(t)dt , (2.61)

which corresponds to the characteristic time for an exponential decay exp[−t/τC ]. This autocorrelation
function will in particular be applied to the total charge Qtot to investigate the dynamics of charge
and discharge of a capacitor (see section 4.2.3.3).
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2.4.4 Ensemble averages and statistical errors

As highlighted in section 2.2, all previous quantities are ensemble averages, i.e. averages over con-
figurations belonging to the given ensemble. Several statistical tools are used to characterize the
probability distribution of microscopic observables A. In particular, we frequently investigate the
mean value 〈A〉 and the standard deviation σ2 =

〈
δA2

〉
=
〈
(A− 〈A〉)2

〉
.

For a statistically independent set of observations (A1, A2, . . . , An), the standard error on the mean
value of A is given by σE = σ/

√
n, where n is the number of observations. The higher the number of

independent observations n, the closer the average over the set of observations is to the correct mean
value of the distribution. However, if we add observations that are correlated, the distribution will be
smoother but no new information is collected and the standard error is not reduced. For a given set
of correlated microscopic observables, the standard error involves the correlation time τC in Eq. 2.61
and is given by

σE =

√
τC
τS

〈
δA2

〉
, (2.62)

where τS is the total sampling time, so that τS/τC is the number of statistically independent observa-
tions. Similarly, the standard error on the variance of the distribution is given by

σσ
2

E =

√
4τ ′C
τS

〈
δA2

〉
(2.63)

where τ ′C =
∞∫
0

CAA(t)2dt is the correlation time extracted from the squared autocorrelation function193.

2.4.5 Phase coexistence

In this work, we will be interested in determining the phase coexistence points, i.e. the particular
values of the pertinent control variables for which two (or more) phases are thermodynamically stable,
i.e. their thermodynamic potential is equal.

For two bulk phases, the variations in Gibbs free energy are given by Eq. 2.27 so that, for a multi-
component system with n components

µi =
∂G

∂Ni

∣∣∣∣
P,T,Nj 6=i

, (2.64)

where Ni is the number of particles of the i-th components so that N =
∑n

i=1Ni. The chemical
potential is thus defined as the partial molar Gibbs free energy. It follows that

G =
n∑
i=1

µiNi (2.65)

which combined to Eq. 2.27 gives the Gibbs-Duhem relation

V dP − SdT =

n∑
i=1

Nidµi or vdP − sdT =

n∑
i=1

Ni

N
dµi (2.66)

where we introduced the volume per particle v = V/N and entropy per particle s = S/N .

Consider now a system with N1 particles in phase 1 and N2 particles in phase 2. For given T and
P , the system is at coexistence if dG = 0 = µ1dN1 + µ2d(N − N1), i.e. if µ1 = µ2. Thus for two
coexisting phases at fixed T, P , the chemical potentials of the phases are equal.
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Additionally, the Clausius-Clapeyron equation is derived from the Gibbs-Duhem relation written for
each phase separately and subtracting them

(v1 − v2)dP − (s1 − s2)dT = dµ1 − dµ2 (2.67)

At the coexistence, the equality of the chemical potentials gives µ1 = µ2 and for small deviations along
the coexistence line, µ1 + dµ1 = µ2 + dµ2 so that

dP

dT
=
s1 − s2

v1 − v2
=

∆h

T∆v
(2.68)

where we introduced the enthalpy per particle h = H/N = (U+PV )/N and we used that at coexistence
∆s = ∆h/T . ∆h and ∆v are respectively the transition enthalpy and transition volume. These steps
will be retraced in more detail for a confined phase transition in chapter 5.

2.4.5.1 The Gibbs Ensemble

To find the pressure of coexistence at a given temperature by Monte Carlo simulation, an advanced
method has been introduced by Panagiotopoulos et al. in Refs. 194 and 195 by running simulations in
the Gibbs Ensemble (GE). In a nutshell, it consists in simulating a total system in the NV T ensemble
separated into two boxes 1 and 2 with temperatures T1 = T2 = T , volumes V1 and V2 = V − V1 and
numbers of particles N1 and N2 = N − N1. Each box describes a different phase (e.g. liquid and
vapor).

Figure 2.7: Gibbs Ensemble Monte Carlo scheme. Possible moves are shown: the displacement of an
atom, the change in volume or the transfer of atoms between boxes.

The different moves allowed, pictured in figure 2.7, and their acceptance probability are

• displacement of a randomly chosen atom

acc(i→ j) = min
{

1, e−β[U(j)−U(i)]
}

(2.69)

• change of the volume repartition: ln[V1/V2]→ ln[V1/V2] + ∆

acc(i→ j) = min

{
1,

(
V1(j)

V1(i)

)N1+1(V2(j)

V2(i)

)N2+1

e−β[U(j)−U(i)]

}
(2.70)

• transfer of a randomly chosen atom from one box to the other: N1 → N1 − 1 and N2 → N2 + 1
(or vice versa).

acc(i→ j) = min

{
1,

N1V2

(N2 + 1)V1
e−β[U(j)−U(i)]

}
(2.71)

Given a reasonable initial setup, a simulation in the Gibbs Ensemble finds “on its own” the coexistence
between both phases, i.e. where the pressure and chemical potentials of both boxes are equal. It is
then possible to compute the corresponding pressure (using the virial expression for example), the
densities ρ1 and ρ2 and the chemical potential at coexistence.
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2.4.5.2 Widom particle insertion method

To compute the chemical potential, a widely used method is the particle insertion or Widom method.
It stems from the definition of µ = ∂F/∂N |V,T = −kBT (ln[Q(N+1, V, T )]− ln[Q(N,V, T )]) and reads

µ = −kBT ln

[
V

(N + 1)Λ3

]
− kBT ln

[∫
dsN+1

〈
exp[−β(U(sN+1)− U(sN ))]

〉
NV T

]
, (2.72)

where the first term is the ideal gas chemical potential, which can be calculated analytically, and in
the second we introduced the reduced coordinates sN = rN/L, with L the box size. In practice, the
integral is computed by running a canonical MC simulation of N particles and at regular intervals
we select a random position sN+1 (as if we were inserting an additional particle) and sample the
Boltzmann factor that appears in Eq. 2.72.

2.4.5.3 The Gibbs Duhem Integration method

The Gibbs Ensemble simulation computes the equilibrium pressure for a given temperature on the
phase diagram where both phases coexist. However it works well only for liquid-vapor coexistence;
for solid-liquid, the transfer of particles or the change of volume moves are hardly accepted because
these are condensed phases. To compute the whole phase diagram, it is therefore impractical to only
use this method. However, starting from a known point on the coexistence line, one can integrate
numerically the Clausius-Clapeyron equation Eq. 2.68 to obtain the whole curve. This is the Gibbs-
Duhem Integration (GDI) method, introduced by Kokfe et al. in Ref. 196. The quantities involved
in the Clausius-Clapeyron equation, ∆v and ∆h, can be readily computed from simulations and are
used to evaluate the slope of the phase coexistence line dP/dT . This in turn allows to predict the
pressure at coexistence for a different temperature upon integration. It turns out that, for numerical
reasons, it is better to recast the Clausius-Clapeyron Eq. 2.68 into

d lnP

dβ
= − ∆h

βP∆v
. (2.73)

Figure 2.8: The Gibbs Duhem Integration method (see text).

The Gibbs Duhem Integration method is illustrated on figure 2.8: it requires the simulation (using
Monte Carlo or Molecular Dynamics simulations) of two independent NPT boxes, each one being a
different phase 1 and 2 (liquid and vapor for example). It then proceeds as follows

1. Start from a known (Ti, Pi) point on the coexistence line

2. Run NPiTi simulations for the two phases and collect ∆h = h2 − h1 and ∆v = v2 − v1

3. Increment the temperature using increments in β = 1/kBT : βi+1 = βi + δβ and predict the new
pressure P 1

i+1 using Eq. 2.73
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4. Run NP 1
i+1Ti+1 simulations for the two phases and collect ∆h and ∆v

5. Use a predictor-corrector scheme to correct the pressure→ P 2
i+1, P

3
i+1 . . . P

k
i+1 and repeat 4 until

convergence: we obtain the converged pressure Pi+1 at the coexistence at Ti+1

6. Repeat from step 1 with i→ i+ 1.

This method has the advantage of giving the whole coexistence line between two phases, given an
accurate starting point. It should be noted however that any error on the starting point will be
propagated onto the whole line and that the convergence criterion in the predictor-corrector integration
scheme can yield numerical errors that could accumulate when moving away from the starting point.
The details of the predictor-corrector scheme were taken from Ref. 196 and steps in δβ or δ lnP were
used depending on the part of the coexistence line studied.

To conclude on these methods to compute phase coexistence, they were a particularly important
improvement in the simulation of coexistence because they allow to simulate both phases without ex-
plicitly having an interface between them. These aspects will be discussed in more details in chapter 5.

2.4.5.4 Collective variable Q6

A key feature needed in the simulations of phase coexistence developed in this work is the ability
to discriminate between two phases, specifically the solid and liquid phases. This requires to build
a collective variable that depends on the coordinates of all atoms in the system and quantifies the
degree of order of the system. In this work, we consider a collective variable based on the sixth order
Steinhardt parameters, which measures the degree of order in the first coordination shell of a given
atom197–203. The continuous version of the Steinhardt parameters used in this work is a complex
vector given for atom i by

q6m(i) =

∑
j
σ(rij)Y6m(rij)∑
j
σ(rij)

, (2.74)

where the sum is on all other atoms j, Y6m is one of the sixth order spherical harmonics, with
m ∈ J−6, 6K and σ(rij) is a switching function that goes smoothly from 1 to 0 for distances rij
between atoms i and j at a given cutoff distance. This cutoff was chosen so as to select only first-
shell neighbours of atom i, and in chapter 5 we took the value 1.32σ. The collective variable Q6

characterizing the whole system is obtained by taking the norm of the average vector q6 over all
atoms

Q6({ri}) =

√√√√ 6∑
m=−6

|q6m|2 =

√√√√ 6∑
m=−6

∣∣∣∣∣ 1

N

N∑
i=1

q6m(i)

∣∣∣∣∣
2

. (2.75)

A large (resp. low) value of Q6 corresponds to an ordered (resp. disordered) phase. We used the
implementation available in the crystallization module of PLUMED204;205.

2.5 Enhanced sampling methods

What results from the previous section 2.2 is the need for a good sampling of the phase space to ensure
the results from ensemble averages are reliable. Achieving this can be particularly challenging with
limited time and computer resources, for example in systems with large energy barriers compared to the
thermal energy β−1 = kBT and slow kinetics such as adsorption/desorption phenomena onto a surface
or the exchange of a solvent molecule in the first solvation shell of an ion. Complex energy landscapes
with multiple local minima will also be difficult to sample. Another example of rare phenomena that
do not occur enough times in a simulation to obtain significant averages are collective transformations
such as conformational changes of a protein or phase transitions, which need a concerted motion of
atoms.

50



2.5. ENHANCED SAMPLING METHODS

Several enhanced sampling methods have been introduced in the literature to cope with the sampling
of rare events. A first idea is to inject thermal energy for the system to be able to overcome thermo-
dynamic barriers. Different methods based on this idea have been developed and we will present one
used in this work, in section 2.5.1. Other techniques directly force the rare event of interest in order
to compute the free energy profile along a given reaction coordinate. One approach consists in consid-
ering forces, either by adding an external force to drive atoms as in Steering Molecular Dynamics206,
often used to investigate folding and unfolding of proteins, or by computing the force to keep a given
degree of freedom frozen and do a thermodynamic integration to obtain the potential of mean force
(e.g. to develop coarse grained models). An alternative approach directly alters the Hamiltonian and
thus the energy landscape to direct the simulation towards the regions of interest such as the top of a
barrier. Examples of these techniques used in the present work will be discussed in sections 2.5.2 and
2.5.3.

2.5.1 Heating the system up

As mentioned above, an intuitive way to accelerate sampling is to inject energy into the system.
Traditionally thermal energy is added but one could in principle use electric fields or other external
contributions to add energy. This is known as Simulated Annealing207. The system is heated at a
higher temperature, which allows it to cross barriers and explore higher energy configurations, then
cooled down to the original temperature slowly. In particular this allows systems that are stuck in a
metastable state to find the global minimum of the potential energy landscape.

Alternatively, one can harness information from higher energy configurations by running several repli-
cas of the same system at different temperatures. The different replicas are exchanged during the
simulation so as to feed replicas at lower temperatures with configurations at higher temperature,
but have otherwise independent trajectories. This method is known as Parallel Tempering or Replica
Exchange208–210. It was first developed for Monte Carlo simulations but has later been adapted to
Molecular Dynamics and extended to other statistical ensembles, i.e. to thermodynamic parameters
other than the temperature (number of particles, electric potential...). In practice, we run n different
canonical NV Tk Monte Carlo simulations. We then use the usual translational moves plus a swapping
move that exchanges the coordinates of two replicas. For this we consider the extended ensemble
which combines the n replicas; its partition function is the product of the single partition functions

Qn =

n∏
k=1

Q(N,V, Tk) =
n∏
k=1

1

Λ3N
k N !

∫
drNi e−βkU(rNi ) (2.76)

Given that each replica (i, βa) is defined by its configurations i ≡ rNi , and its reciprocal temperature
βa, the detailed balance related to the swapping move gives

P(i, βa)P(j, βb)× α[(i, βa), (j, βb)→ (j, βa), (i, βb)]× acc[(i, βa), (j, βb)→ (j, βa), (i, βb)]

= P(j, βa)P(i, βb)× α[(j, βa), (i, βb)→ (i, βa), (j, βb)]× acc[(j, βa), (i, βb)→ (i, βa), (j, βb)] (2.77)

Assuming the attempt probability α is equal for both the forward and backward transformation, we
obtain

acc[(i, βa), (j, βb)→ (j, βa), (i, βb)]

acc[(j, βa), (i, βb)→ (i, βa), (j, βb)]
=
P(j, βa)P(i, βb)

P(i, βa)P(j, βb)
= e(βb−βa)(U(j)−U(i)) (2.78)

and the acceptance probability is taken from the Metropolis criterion as

acc[(i, βa), (j, βb)→ (j, βa), (i, βb)] = min{1, e(βb−βa)(U(j)−U(i))} (2.79)

In this thesis, we have worked in collaboration with Prof. Benôıt Coasne, a researcher in Université
Grenoble Alpes, on the problem of crystallization under confinement. To explore this phenomenon, he
performed Hyper Parallel Tempering simulations211 where each replica is no longer a canonical but a
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grand canonical µkV Tk simulation with a different [µk, Tk] couple of values for each replica. Figure 2.9
gives a schematic representation of this method.The acceptance probability is then

acc[(i, [µa, βa]), (j, [µb, βb])→ (j, [µa, βa]), (i, [µb, βb])]

= min

{
1,

(
Λa
Λb

)3(Ni−Nj)
e(βb−βa)(U(j)−U(i))+(βaµa−βbµb)(Nj−Ni)

}
(2.80)

If the probability distributions of energy and number of atoms overlap, a significant fraction of swap-
ping moves is accepted, thereby improving the sampling by exploiting configurations from neighbouring
replicas.

Figure 2.9: Hyper Parallel Tempering Grand Canonical Monte Carlo simulation scheme. The hori-
zontal axis represents all different grand-canonical replicas at µkV Tk and horizontal arrows indicate
swapping moves between them. Two replicas are shown (top boxes) at low and high temperature.
Each of them is a (confined) system in equilibrium with a different reservoir (lower boxes) that fixes
[µk, Tk]. After equilibration, the melting temperature Tm can be determined by identifying solid and
liquid replicas.

2.5.2 Biasing the Hamiltonian using Umbrella Sampling

While adding energy to the system helps exploring phase space, it does not allow to direct the energy
into a desired way. For a wide range of systems, one can identify a relevant collective variable to
monitor the various stages of the process of interest. One often refers to such a collective variable as
a “reaction coordinate”, even though other collective variables may be necessary to capture the full
picture. As an example we study in section 3.2.2 the adsorption of an ion onto a surface and consider
the distance from the ion to the surface as a relevant reaction coordinate to investigate.

In these cases, the energy introduced in the system is directed specifically to sample the given reaction
coordinate d. To that end, the Hamiltonian is modified by adding a bias on d, w(d). This bias is
usually a harmonic bias w(d) = k

2 (d − dref)
2, with k the spring constant, centered on the desired

value dref and artificially lowers the relative energy of configurations close to dref and increases the
probability density in this region.

To obtain the free energy profile as a function of the collective variable, and compute activation energies
or rates, we use different bias functions to sample a range of d values: this method is called Umbrella
Sampling212. A complete review of the method is available in Ref. 213 and only an overview is given
here. Similarly to the Parallel Tempering technique, different windows i corresponding to different
biases wi are run separately in parallel. The spring constant k is usually kept fixed, whereas the
minimum dref is shifted so that each biased window explores different d values. ki and diref should be
carefully chosen in order to obtain overlapping probability densities P ibias(d) for neighbouring windows.
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For each window, the biased probability density P ibias(d) of observing a configuration where the col-
lective variable has the value d is converged, converted into the free energy F ibias and unbiased as

F iunbias(d) = F ibias(d)− wi(d) = −kBT ln[P ibias(d)]− wi(d) + F i (2.81)

where F i = −kBT ln[〈exp[−βwi]〉] is a constant to be determined. Each window gives a different
estimate of F iunbias, which is accurate only within the range of sampled d values. The overall unbiased
free energy profile can be obtained using the Weighted Histogram Analysis Method (WHAM)214;215,
which computes the weight of each window that minimizes the statistical error σ2 on the probability
densities

Punbias(d) =
∑
i

pi(d)P iunbias(d) with
∂σ2(Punbias)

∂pi
= 0 and

∑
i

pi = 1 , (2.82)

where Punbias is the unbiased probability density. The corresponding equations on F i are coupled so
that they are solved iteratively until convergence. WHAM results in an unbiased free energy profile
Funbias(d) as a function of the collective variable d.

2.5.3 Manipulating the Hamiltonian with Thermodynamic Integration methods

Using the same idea of directly altering the Hamiltonian to drive the system, another very powerful
and versatile technique, broadly called Thermodynamic Integration, allows to compute free energy
differences between two (initial and final) states. This method will be used to compute free energy
differences in chapter 5 between solid and liquid phases and in sections 6.2 and 6.3 between insulating
and metallic systems.

The general framework requires the construction of a new Hamiltonian with a potential energy U(λ)
where λ is a control parameter, which allows to drive the system from an initial state with energy
Ui(rN ) to a final state with energy Uf (rN ). A usual choice is a linear combination of the two

U(rN ;λ) = (1− λ)Ui(rN ) + λUf (rN ) (2.83)

but any function for which U(λ = 0) = Ui and U(λ = 1) = Uf is eligible.

Assuming the thermodynamic integration is performed in the canonical NV T ensemble, we aim to
compute the free energy difference as

∆Fi→f = Ff − Fi = F (λ = 1)− F (λ = 0) =

λ=1∫
λ=0

∂F

∂λ

∣∣∣∣
NV T ;λ

dλ . (2.84)

Given that the free energy is F (N,V, T ;λ) = −kBT ln[Q(N,V, T ;λ)], we have

∂F

∂λ
= − kBT

Q(λ)

∂Q(λ)

∂λ
=

1

Q(λ)

∫
drN

∂U
∂λ

e−βU(rN ;λ) =

〈
∂U
∂λ

〉
NV T ;λ

. (2.85)

Finally the free energy difference is

∆Fi→f =

λ=1∫
λ=0

〈
∂U
∂λ

〉
NV T ;λ

dλ =

λ=1∫
λ=0

〈Uf − Ui〉NV T ;λ dλ , (2.86)

where the brackets 〈. . . 〉 is an ensemble average at a given λ value, and the second equality is valid
only for the choice of linear combination given in Eq. 2.83. The integration therefore requires running
several simulations at different λ values in [0, 1] to converge the energy derivative ∂U/∂λ.

53
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If the ensemble is the isobaric-isothermal NPT ensemble, the appropriate thermodynamic potential
is the Gibbs free energy G(N,P, T ;λ) = −kBT ln ∆(N,P, T ;λ). The derivative of G with respect to
λ is

∂G

∂λ
= − kBT

∆(λ)

∂∆(λ)

∂λ
=

1

∆(λ)

βP

Λ3NN !

∫
dV

∫
drN

∂U
∂λ

e−β(U(rN ;λ)+PV ) =

〈
∂U
∂λ

〉
NPT ;λ

. (2.87)

The Gibbs free energy difference is then obtained as

∆Gi→f = G(λ = 1)−G(λ = 0) =

λ=1∫
λ=0

〈
∂U
∂λ

〉
NPT ;λ

dλ =

λ=1∫
λ=0

〈Uf − Ui〉NPT ;λ dλ . (2.88)

The strength and great adaptability of this method results from the fact that, contrary to Umbrella
Sampling, the path taken to go from the initial to the final state does not have to be physically
accurate: all alchemical transformations are possible. For example, Thermodynamic Integration is
routinely used to compute hydration free energy differences216 between different ions, say K+ in Cs+,
by transforming the force field parameters as a function of λ.

In chapter 5, we will use Thermodynamic Integration to introduce a harmonic bias, in the spirit of
Umbrella Sampling, and drive a system from the solid state to the liquid state. The details of the bias
will be given in that section but, in a nutshell, the method follows a three-step scheme

Biased solid
2. shift bias−−−−−−−−−→

λ0→1

Biased liquid

1. introduce bias

xα0→1 α1→0

y3. remove bias

Non-biased solid
∆GTI−−−−−→ Non-biased liquid

Using a sensible choice for the driving bias, this allows to build a reversible path from the initial to the
final state. Each step of the scheme is a different thermodynamic integration detailed in the following,
where U0 is the unperturbed Hamiltonian and Ubias the biasing potential.

1. Introduction of the biasing potential: α ∈ [0, 1], λ = 0

U(α) = U0 + αUbias(λ = 0) and
∂U(α)

∂α
= Ubias(λ = 0) (2.89)

2. Shift of the bias: α = 1, λ ∈ [0, 1]

U(λ) = U0 + Ubias(λ) and
∂U(λ)

∂λ
=
∂Ubias(λ)

∂λ
(2.90)

3. Destruction of the biasing potential: α ∈ [1, 0], λ = 1

U(α) = U0 + αUbias(λ = 1) and
∂U(α)

∂α
= Ubias(λ = 1) (2.91)

The choice for the biasing potential Ubias and associated collective variable will be given in section 5.3.2
as well as its derivative with respect to λ. The overall Gibbs free energy difference is obtained as

∆GTI =

α=1∫
α=0

dα

〈
∂U

∂α

〉
NPT ;α,λ=0

+

λ=1∫
λ=0

dλ

〈
∂U

∂λ

〉
NPT ;α=1,λ

−
α=1∫
α=0

dα

〈
∂U

∂α

〉
NPT ;α,λ=1

. (2.92)
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“Forget-me-not”: Molecular simulations of electrochemical systems

• In this work, we study electrochemical cells, made of an electrolyte and one or two solid
electrodes, using molecular simulations.
• The link between simulations and macroscopic properties is given by the framework of

Statistical Mechanics, through the use of ensemble averages.
• We mainly use Molecular Dynamics simulations to investigate our systems and predict

their properties.
• To improve the exploration of phase space or drive the system over barriers, we use and

develop enhanced sampling methods.
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Chapter 3

Simulating metals: the constant
potential ensemble

3.1 Accounting for the electronic polarization

As detailed in chapter 2, the systems studied in this work are mainly electrochemical cells, where an
electrolyte is in contact with one or more electrodes made of conducting materials such as gold or
graphite. These interfaces are particularly important because this is where the reactivity occurs in
batteries and their contribution to the capacitance for capacitors is crucial. Their accurate description
is therefore an active subject of research for energy storage applications.

A fundamental feature of these interfaces is that the metallic electrodes can conduct electricity and be
polarized by the electrolyte, in the sense that the electronic distribution within the metallic material
responds to the external potential created by the electrolyte. Additionally, these electrochemical
systems may be included in an electric circuit and submitted to an applied voltage ∆ψ in order to
accumulate charge on the electrodes or drive redox reactions at the interfaces. This specific interaction
with the surface results in the creation of an electric double layer (EDL), i.e. an accumulation or
depletion of ions at the surface. Several analytical theories, discussed in the introduction (see chapter 1)
have been developed to account for the effects of the EDL on the properties of the electrochemical
systems but they are valid only for low concentrations and do not provide a molecular picture of the
EDL, which can only be provided by molecular simulations. As discussed in section 2.1, describing
the electronic structure of the metal would in principle require ab initio calculations but simulation
techniques such as Density Functional Theory based Molecular Dynamics are limited to small system
sizes and short time scales. However, as shown in section 2.2, a correct sampling of phase space
requires the use of Classical Molecular Dynamics instead. In turn, a dedicated description of the
metal and its polarization should be included in the model. Different methods have been proposed
in the literature217, which are discussed in chapter 1, and we focus here on the method used in this
work: the constant potential molecular simulations.

We first describe the setup of these simulations in section 3.1.1 and study the statistical mechanics of
the corresponding constant potential ensemble in section 3.1.2. We then describe how the ensemble is
sampled by molecular dynamics simulations and the implementation of the method in section 3.1.3.
We show in section 3.1.4 that this sampling method has an impact on the statistical mechanical
framework218 that affects the calculation of quantities such as the differential capacitance, as shown
in section 3.1.5. We finally discuss the importance of taking into account the electronic degrees of
freedom in this model in section 3.2, where we compute the influence of the simulation method on
free energy profiles of ions close to a surface and on the contact angle of a drop of electrolyte on an
electrode.
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3.1. ACCOUNTING FOR THE ELECTRONIC POLARIZATION

3.1.1 Constant potential molecular simulations

In usual classical MD simulations, as discussed in section 2.1.2, atoms are assigned a fixed effective
charge and effective intermolecular interactions such as the Lennard-Jones potential. These come from
averaging the interactions of the electronic clouds so that the electronic degrees of freedom do not
have to be described explicitly. However, instantaneous fluctuations of the electronic cloud can play
a role in the structure and dynamics of the system. With the increase in computational power, new
force fields have been developed that partially reintroduce electronic degrees of freedom by refining
the charge distribution as an effective charge and an additional fluctuating dipole moment. These are
called polarizable force fields and the additional variables are propagated at each step of the trajectory.

In our case, we differentiate electrode and electrolyte atoms and are mainly interested in the charge
distribution of metallic electrode atoms. In the same spirit, we add electronic degrees of freedom but
because we want to describe the delocalization of the charge among the metallic atoms of the electrode,
we treat the charge of each atom as an additional degree of freedom and allow it to fluctuate. The
instantaneous charge is then computed at each timestep in order to maintain the electric potential of
the electrode atom at a constant value, instead of the charge.

This constant potential simulation method was first proposed by Siepmann and Sprik to model the tip
of a scanning tunneling microscope near a planar metal surface109 and later adapted to electrochemical
cells by Reed et al.111. It has a significant impact on the speed of calculations because it needs to
propagate equations of motion for additional degrees of freedom or to determine their value at each
timestep so as to enforce the constant potential constraint. Compared to other methods that take into
account the electronic polarization of the metal and are often applicable only to specific geometries
(e.g. planar interfaces), it naturally captures the atomic details of the surface and can be applied to
any atomic electrode. It can be coupled to any electrolyte and has been used in several studies in the
past years with platinum, gold or carbon electrodes and different liquids including molten salts, pure
water, aqueous or organic solutions or ionic liquids109;160;219–224.

3.1.1.1 System setup

As in chapter 2, we consider N mobile atoms (ions and molecules) in the electrolyte described by their
positions rN and momenta pN with fixed point charges, and M electrode atoms, with atom-centered
charge distributions with fluctuating amplitudes q = (q1, . . . , qM ). In practice we use Gaussian charge
distributions as given in Eq. 2.2 with fixed width η−1 but any distribution centered on the electrode
atom with a fluctuating amplitude could be used. In the following, we consider the electrode atoms to
be immobile so we can freeze the corresponding degrees of freedom but the following framework can
be extended to the case of mobile electrodes.

The Hamiltonian of the system is rewritten as

H(rN ,pN ,q) = K(pN ) + Upot(r
N ,q) = K(pN ) + U0(rN ) + Ufluct(r

N ,q) , (3.1)

where K is the kinetic energy of the electrolyte, and we splitted the potential energy Upot into the
electrostatic interaction involving the fluctuating charges Ufluct and U0(rN ), which contains all other
interactions (see section 2.1). From Eq. 2.3, we have that

Ufluct(r
N ,q) =

qTAq

2
− qTB(rN ) , (3.2)

so that the electrostatic energy is quadratic in the fluctuating charges. The electrostatic potential on
each electrode atom is then equal to the gradient of Ufluct with respect to qT ,

∂Ufluct(r
N ,q)

∂qT
= Aq−B(rN ) , (3.3)
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where A depends exclusively on the (frozen) positions of the electrode atoms and the charge distribu-
tion parameters, and B(rN ) also depends on the electrolyte positions.

We split the M electrode atoms into a left (L) and right (R) electrode, with ML and MR = M −ML

atoms respectively. For convenience, we take them to be ordered so that

q = (q1, . . . , qML︸ ︷︷ ︸
ML atoms

, qML+1, . . . , qML+MR︸ ︷︷ ︸
MR atoms

) . (3.4)

3.1.1.2 Electroneutrality

The aim of the constant potential method is to simulate conducting materials held at a constant
potential difference by an external source of energy, i.e. a generator, the details of which we do
not want to take into account. We therefore study an open system, similarly to the grand-canonical
ensemble, where we exchange charge instead of particles with a charge reservoir. It is useful to
point out however that to properly separate the electric potential generator from the electrochemical
cell, as required in the statistical mechanical derivation, we need to neglect the interactions between
them. This implies that both subsystems are electrically neutral to cancel the long-range electrostatic
interaction. We will consider the case where no electrochemical reactions occur in the electrolyte
system. This leads to the stricter condition that the electrolyte is neutral, and that the total charge
of the electrodes vanishes, i.e

M∑
i=1

qi = QL +QR = 0 or QL = −QR , (3.5)

where we defined QL =
ML∑
i=1

qi and QR =
ML+MR∑
i=ML+1

qi the total charge of the left and right electrode,

respectively. Section 3.1.3.3 will show how the derivation is modified if the electrolyte bears a charge
Qelectrolyte. While this strict condition of electroneutrality is only true on average for a real system, it
needs to be enforced in molecular simulations if the charge reservoir is not included in the description.

3.1.1.3 The constant potential ensemble

We now allow the charge amplitudes q to fluctuate while fixing the electrostatic potential in the
electrodes to a defined value ψL and ψR for the left and right electrodes respectively, yielding a
potential difference or voltage

∆ψ = ψL − ψR . (3.6)

Each atom is assigned a constant potential ψi and we define the vector of constant potentials

ΨT = (ψL, . . . , ψL︸ ︷︷ ︸
ML atoms

, ψR, . . . , ψR︸ ︷︷ ︸
MR atoms

) = ∆ψDT + ψ̄ET , (3.7)

where ψ̄ is the average potential

ψ̄ =
MLψL +MRψR
ML +MR

(3.8)

and we introduced two constant, orthogonal vectors

ET = (1, . . . , 1︸ ︷︷ ︸
M atoms

) and DT = (αL, . . . , αL︸ ︷︷ ︸
ML atoms

, αR, . . . , αR︸ ︷︷ ︸
MR atoms

) , (3.9)
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with

αL =
MR

ML +MR
and αR = αL − 1 = − ML

ML +MR
. (3.10)

For symmetric capacitors, ML = MR so that αL/R = ±1
2 . Using this notation, the total charge on the

electrodes is given by

QL +QR = qTE (3.11)

so that the electroneutrality condition of Eq. 3.5 is written

qTE = ETq = 0 , (3.12)

and the charge per electrode is

QL = −QR = qTD = DTq . (3.13)

In addition, the work exchanged with the charge reservoir when charging the capacitor from q = 0 to
a given charge distribution q under the constant potentials Ψ is equal to

ΨTq = qTΨ = ∆ψDTq = QL∆ψ = −QR∆ψ . (3.14)

3.1.2 Statistical mechanics of the constant potential ensemble

The constant potential ensemble introduces the conjugate variables Ψ to the charge amplitudes q,
thus allowing the charges to fluctuate. This corresponds to a Legendre transform, as introduced in
section 2.2.1,

F (N,V, T,Ψ) = F (N,V, T,q)− qTΨ , (3.15)

where we used the same notation F (N,V, T,Ψ) to name the thermodynamic potential of the con-
stant potential ensemble. This transformation could be applied to any ensemble seen in section 2.2.1
(NPT , µV T 94;95, Gibbs Ensemble225;226) but is more commonly used with the canonical NV T en-
semble109;111, which is the version we develop in the following. Similarly to Eqs. 2.24 and 2.28, the
associated partition function has a modified Boltzmann factor that includes the work qTΨ and inte-
grates over all possible configurations {rN ,q} – we only consider the configurational partition function
here. In addition, we select the configurations that satisfy the electroneutrality constraint Eq. 3.12.
The (configurational) partition function therefore is given by

Z =

∫
drN

∫
dq e−β[Upot(r

N ,q)−qTΨ]δ(βqTE)

=

∫
drN e−βU0(rN )

∫
dq e

−β
[
qTAq

2
−qT (B(rN )+Ψ)

]
δ(βqTE) , (3.16)

where β = 1/kBT , with kB Boltzmann’s constant, and the Dirac δ function enforces the global
electroneutrality constraint. Because the electrostatic energy is quadratic in the charges q, it is
possible to analytically perform the constrained Gaussian integral over q in Eq. 3.16. We first use the
Fourier representation of the Dirac function

δ(βqTE) =
1

2π

∫ +∞

−∞
dk eikβqTE , (3.17)

reverse the order of the integrations over q and k and use the result for a M -dimensional Gaussian
integral with a linear term ∫

dx e−
1
2
xTMx+xTN =

√
(2π)M

det M
e

1
2
NTM−1N (3.18)
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for M a M ×M symmetric positive-definite matrix. The positive-definitiveness of the matrix A of
electrode-electrode interactions has been discussed in Ref. 227. When it is the case, we can perform
the Gaussian integral over q first

Z =

∫
drN e−βU0(rN ) 1

2π

∫ +∞

−∞
dk

∫
dq e

−β
[
qTAq

2
−qT (B(rN )+Ψ+ikE)

]

=
1

2π

√
(2π)M

βM det A

∫
drN e−βU0(rN )e+β

2 [B(rN )+Ψ]
T

A−1[B(rN )+Ψ]
∫ +∞

−∞
dk e−

β
2
k2ETA−1E+iβkETA−1[B(rN )+Ψ] .

(3.19)

We then perform the Gaussian integral over k as∫ +∞

−∞
dk e−αk

2+γk =

√
π

α
exp

[
γ2

4α

]
(3.20)

and finally reorganize the partition function as

Z =
1

2π

√
(2π)M

βM det A

√
2π

βETA−1E

∫
drN e−βU0(rN )e+β

2 [B(rN )+Ψ−χ(rN )E]
T

A−1[B(rN )+Ψ−χ(rN )E]

(3.21)

where the scalar χ depends on the electrode and electrolyte configurations and the constant potentials
as

χ(rN ) =
1

ETA−1E
ETA−1

[
B(rN ) + Ψ

]
. (3.22)

If we had not considered the electroneutrality constraint, i.e. if we had not included the δ(βqTE)
term, the partition function would simply read

Z =

√
(2π)M

βM det A

∫
drN e−βU0(rN )e+β

2 [B(rN )+Ψ]
T

A−1[B(rN )+Ψ] . (3.23)

Comparing Eqs. 3.21 and 3.23, it appears that χE acts as a potential shift, changing all the potentials
Ψ by a constant value to Ψ − χE in order to enforce the electroneutrality constraint. Because it
shifts all potential values by the same amount – which however depends on the specific configuration
– the voltage, which is really the macroscopic quantity that one can control in experiments, remains
unchanged.

3.1.3 Sampling the constant potential ensemble

3.1.3.1 The constant potential constraint

The constant potential ensemble in classical molecular simulations was first introduced by Siepmann
and Sprik in Refs. 108 and 109 to study nickel and platinum surfaces in contact with water. They
proposed to use Car-Parrinello dynamics, i.e. fictitious dynamics of the charge degrees of freedom
q̇ that are propagated along the positions and momenta. In this method, coming from ab initio
molecular dynamics, the electronic degrees of freedom evolve close to the energetic minimum. However,
describing the time evolution of the charges requires a careful choice of the effective mass (to ensure
energy conservation) and of the timestep, which is usually an order of magnitude smaller than classical
MD ones.

Another way of sampling the constant potential ensemble is to use Born-Oppenheimer (BO) dynamics,
as done in usual Density Functional Theory MD, and introduced for electrochemical cells with two
electrodes by Reed et al. in Ref. 111. The BO approximation stems from the very fast electronic
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motion with respect to nuclear motion, allowing to consider that the electrons relax instantaneously
to the fundamental state. In BO dynamics, the charges q are thus determined at each timestep using
the constant potential constraint

∂Ufluct(r
N ,q)

∂qT
= Ψ . (3.24)

Using Eqs. 3.3 and 3.24 without any electroneutrality constraint it follows that the set of charges that
satisfy the constant potential constraint is given by

A−1
[
B(rN ) + Ψ

]
. (3.25)

By comparison of Eq. 3.21 with Eq. 3.23, the set of charges q∗ that satisfies both Eq. 3.24 and the
global electroneutrality constraint Eq. 3.12 for a given configuration is

q∗(rN ) = A−1
[
B(rN ) + Ψ− χ(rN )E

]
= S

[
B(rN ) + Ψ

]
, (3.26)

where we used Eq. 3.22 for the simplification and defined the symmetric matrix

S ≡ A−1 − A−1EETA−1

ETA−1E
. (3.27)

We can easily check that the electroneutrality constraint is satisfied by noticing that SE = 0. This also
implies that shifting all the constant potentials by a fixed value ψref , i.e. changing the reference for
the potentials, yields the same set of charges as expected, since S[B(rN )+Ψ−ψrefE] = S[B(rN )+Ψ].
Using this set of charges in Eq. 3.21, the partition function can be expressed as

Z =
1

2π

√
(2π)M

βM det A

√
2π

βETA−1E

∫
drN e−βU0(rN )+β

2 [B(rN )+Ψ−χ(rN )E]
T

q∗(rN )

=
1

2π

√
(2π)M

βM det A

√
2π

βETA−1E

∫
drN e−βU0(rN )+β

2
[q∗(rN )]TAq∗(rN ) , (3.28)

where we introduced two equivalent expressions of the Boltzmann factor. In the following we use the
notation q∗ but one should bear in mind the explicit dependence on the instantaneous electrolyte
positions.

The result of Eq. 3.26 can also be seen using the mathematical theory of minimization under constraints
and Lagrange multipliers, quickly introduced in section 2.3.2.2 for constrained dynamics. We can
revisit the problem of solving Eq. 3.24 by looking for the extremum of the function

f(q) = Ufluct(r
N ,q)− qTΨ (3.29)

under the constraint of electroneutrality qTE = 0. This is done by finding the stationary points of
another function

L(q) = Ufluct(r
N ,q)− qTΨ + χ(rN )qTE (3.30)

where χ(rN ) is the Lagrange multiplier corresponding to the constraint of global electroneutrality.
The stationary point of L is the solution of

∂L(q)

∂q
= Aq−B(rN )−Ψ + χ(rN )E = 0 , (3.31)

and leads to the set of charges q∗ given in Eq. 3.26. In addition, we recognize that the scalar χ(rN )
we introduced in Eq. 3.22 is the Lagrange multiplier and we have an explicit expression that depends
on the position of the electrode and electrolyte atoms and on the constant potentials applied.
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3.1.3.2 Implementation details

The constant potential method has been implemented in various generic simulation packages such
as LAMMPS 228–230, OpenMM 231–233 or ESPRESSO 234;235. In this work, we used the simulation
code MetalWalls 153, developed in the PHENIX Laboratory, which is dedicated to the simulation of
electrochemical systems using a constant potential ensemble. It was released publicly during this PhD
and is available open-source at https://gitlab.com/ampere2/metalwalls. Many new developments
were realized in the code during this work and some technical details are given in appendix B.

In practice, there are several ways of implementing the BO dynamics described in the previous section.
A first method is to directly perform the matrix inversion A−1 and to compute the set of charges q∗ at
each timestep by performing the matrix multiplication in Eq. 3.26. This method can be very efficient
if the electrodes are immobile because one can compute the matrix S once and use linear algebra
packages to multiply it by the vector B(rN ) + Ψ. However if the electrodes are mobile, or at least
translate rigidly, the matrix inversion has to be done at each timestep, which is not efficient. Another
limitation occurs for very large systems where, depending on the parallelization procedure, storing the
M ×M matrix produces memory errors.

Alternatively, one can use constrained conjugate gradient236 minimization methods to solve the La-
grangian equation Eq. 3.31. This method, because it does not require the matrix inversion, is more
efficient for mobile and even flexible electrodes.

Lastly, a new method based on constrained dynamics similar to the SHAKE algorithm (see sec-
tion 2.3.2.2) was developed recently and introduced in MetalWalls 237.

3.1.3.3 Non-neutral electrolytes

In the previous derivation, we used the electroneutrality constraint introduced in section 3.1.1.2. In
the case of a neutral electrolyte, this implies that the electrodes are neutral, which corresponds to
Eq. 3.12. In order to have electrochemical reactions with the electrodes, we need to be able to exchange
charge between the electrodes and the electrolyte. The global electroneutrality condition then reads

qTE = −Qelectrolyte , (3.32)

where Qelectrolyte is the charge of the electrolyte. The separation between QL and QR (Eqs. 3.13) is
then unknown and we should introduce left and right capacitances of single electrodes. The definition
of the partition function Eq. 3.16 is then slightly modified

Z =

∫
drN e−βU0(rN )

∫
dq e

−β
[
qTAq

2
−qT (B(rN )+Ψ)

]
δ(βqTE + βQelectrolyte)

=
1

2π

√
(2π)M

βM det A

√
2π

βETA−1E

∫
drN e−βU0(rN )e+β

2 [B(rN )+Ψ−χ′(rN )E]
T

A−1[B(rN )+Ψ−χ′(rN )E] ,

(3.33)

which reduces to Eq. 3.21 by defining a modified Lagrange multiplier

χ′(rN ) =
1

ETA−1E

(
ETA−1

[
B(rN ) + Ψ

]
+Qelectrolyte

)
= χ(rN ) +

Qelectrolyte

ETA−1E
. (3.34)

The set of charges that satisfy the constant potential constraint subjected to the global electroneu-
trality constraint is now given by

q∗(rN ) = A−1
[
B(rN ) + Ψ− χ′(rN )E

]
= S

[
B(rN ) + Ψ

]
−

A−1EQelectrolyte

ETA−1E
, (3.35)

where S was defined in Eq. 3.27. Using these charges we obtain again Eq. 3.28.
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3.1.4 Born Oppenheimer sampling

We saw in the previous sections that current implementations of the constant potential ensemble use
BO dynamics to sample the ensemble. We show in the following that this sampling does not reproduce
exactly the constant potential ensemble probability distribution because it suppresses the thermal
fluctuations of the charge around its optimum, so that depending on the observable, a correction may
be needed to obtain the correct ensemble average.

First we modify Eq. 3.16 by restricting the integral over the charges q to the BO charges q∗. This
corresponds to the BO partition function ZBO defined as

ZBO =

∫
drN e

−β
[
U0(rN )+

(q∗)TAq∗
2

−(q∗)T (B(rN )+Ψ)

]
=

∫
drN e−βU0(rN )+β

2
(q∗)TAq∗ , (3.36)

where we simplified the Boltzmann factor using Eq. 3.26 and the electroneutrality (q∗)TE = 0. Using
Eq. 3.28, the probability of finding a given microscopic configuration {rN ,q} is then expressed as

P(rN ,q) =
e
−β

[
U0(rN )+qTAq

2
−qT (B(rN )+Ψ)

]
δ(βqTE)

1
2π

√
(2π)M

βM det A

√
2π

βETA−1E

∫
drN e−βU0(rN )+β

2
(q∗)TAq∗

(3.37)

PBO(rN ) =
e−βU0(rN )+β

2
(q∗)TAq∗∫

drN e−βU0(rN )+β
2

(q∗)TAq∗
(3.38)

for the real and the BO ensembles respectively. We highlight that the probability distribution PBO only
depends on the positions rN and not the charges because the electronic degrees of freedom are entirely
controlled by the electrolyte configuration. From Eqs. 3.37 and 3.38, the probability distributions in
the two ensembles are related through

P(rN ,q) = PBO(rN )× 2π

√
βM det A

(2π)M

√
βETA−1E

2π
δ(βqTE) exp

[
−β

2
(q− q∗)TA(q− q∗)

]
. (3.39)

The full probability distribution is thus different from that in the BO ensemble sampled by stan-
dard molecular simulations schemes from the constant potential ensemble. In principle, the ensemble
averages computed from these BO simulations may not correspond to the correct ensemble, but we
will show this is not so dramatic. To study this in detail, we write the probability distribution of an
observable O given by

p(O) =

∫
drN

∫
dqP(rN ,q) δ(O(rN ,q)−O) (3.40)

p(O) = 2π

√
βM det A

(2π)M

√
βETA−1E

2π

∫
drN PBO(rN )

∫
dq e−

β
2

(q−q∗)TA(q−q∗) δ(βqTE) δ(O(rN ,q)−O) .

(3.41)

In the case of observables that only depend on the positions rN and not the charge degrees of freedom,
i.e. O(rN ,q) = O(rN ), the Dirac function δ(O(rN ) − O) can be removed from the integral over q
which can then be treated as in section 3.1.2. This results into

for O(rN ,q) = O(rN ) : p(O) = pBO(O) , (3.42)

which means that charge-independent quantities, i.e. any structural property, are correctly sampled
by the BO dynamics.

For observables that depend on the charges, we can perform a Taylor expansion

O(rN ,q) = O∗(rN ) + (q− q∗)T∇qO|q∗(rN ) +
1

2
(q− q∗)T∇2

qO|q∗(rN )(q− q∗) + . . . (3.43)
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where O∗(rN ) = O(rN ,q∗) is the observable for the values q = q∗. We consider the case where only
the zeroth and first orders are non zero, i.e.

O(rN ,q) = O∗(rN ) + (q− q∗)TG∗(rN ) , (3.44)

where we define G∗(rN ) = ∇qO|q∗ the gradient of O with respect to the charges taken at q = q∗. This
kind of observable corresponds to any linear combination of the charges or can be an approximation
to first order of a more complex observable. We then express Eq. 3.41 in this linearly dependent case.
We start by introducing the Fourier representations of the Dirac functions (see Eq. 3.17), which is for
the second Dirac function

δ(O(rN ,q)−O) =
1

2π

∫ +∞

−∞
dm eim(O∗(rN )−O+(q−q∗)TG∗(rN )) . (3.45)

As done in section 3.1.2, we then reverse the integrals over k, m and q and carry out the Gaussian
integrals which eventually results in

p(O) =

∫
drN PBO(rN )

√
β

2π[G∗(rN )]TSG∗(rN )
exp

[
−β

2

[O∗(rN )−O]2

[G∗(rN )]TSG∗(rN )

]
. (3.46)

By comparing to Eq. 3.40, the Dirac delta function δ(O(rN ,q)−O) is replaced by a Gaussian distri-
bution centered on O∗(rN ) with a variance β−1[G∗(rN )]TSG∗(rN ). By simply averaging in the BO
ensemble, i.e. using pBO(O) =

∫
drN PBO(rN )δ(O∗(rN )−O), we neglect these Gaussian fluctuations

around O∗(rN ) which correspond to the fluctuations of the charge degrees of freedom suppressed by
relaxing them at each timestep. This result not only has consequences in the calculation of elec-
trochemical properties, as we will show in the next section, but should be taken into consideration
every time one computes ensemble averages using a sampling procedure that alters the statistical
distribution of the given observable.

3.1.5 The calculation of charge and capacitance

3.1.5.1 Average and fluctuations of the total charge

Average charge and integral capacitance An exemple of electrical property that is routinely
computed in constant potential simulations is the total charge on the electrodes, which can be written
in the form of Eq. 3.44 as

QL(rN ) = qTD = Q∗L(rN ) + (q− q∗)TD (3.47)

where the gradient G∗(rN ) = D is independent of the electrolyte positions rN . The integral capac-
itance Cint, defined in Eq. 2.58, is given by the average of the total charge divided by the applied
voltage. Using Eq. 3.46, the average of QL in the constant potential ensemble can be computed by
directly performing the Gaussian integral as

〈QL〉rN ,q =

∫
dQL p(QL) QL

=

∫
drN PBO(rN )

√
β

2πDTSD

∫
dQL QL e

−β
2

(Q∗L−QL)2

DT SD

=

∫
drN PBO(rN )Q∗L(rN )

〈QL〉rN ,q = 〈Q∗L〉
BO
rN . (3.48)

Because the suppressed Gaussian fluctuations are normalized and centered on Q∗L, the averages in
both ensembles coincide so that no correction is needed and correct integral capacitance values are
obtained using BO sampling.
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Charge fluctuations and differential capacitance We now turn to the differential capacitance,
defined in Eq. 2.59, as the derivative of the average total charge with respect to the voltage,

Cdiff =
∂ 〈QL〉rN ,q
∂∆ψ

. (3.49)

This capacitance can be computed by numerically taking the derivative after computing the average
charge at different applied voltages. Alternatively, we use Eqs. 2.33 to evaluate the derivative in
Eq. 3.49 using derivatives of the free energy F = −β−1 lnZ. Indeed, from the definition of the
partition function Eq. 3.16 and with Eq. 3.14 we have

∂F

∂∆ψ
= − 1

β

∂ lnZ
∂∆ψ

= − 1

βZ

∫
drN e−βU0(rN )

∫
dq (βqTD)e

−β
[
qTAq

2
−qT (B(rN )+Ψ)

]
δ(βqTE)

= −
〈
qTD

〉
rN ,q

= −〈QL〉rN ,q , (3.50)

where the average is over all microscopic configurations of the constant-potential ensemble. As a side
note, we find that the free energy difference due to the charge of the capacitor from zero to a finite
voltage ∆ψmax is given by

∆F = −
∫ ∆ψmax

0
〈QL〉rN ,q d∆ψ =

∫ ∆ψmax

0
〈QR〉rN ,q d∆ψ , (3.51)

which is as expected the reversible work exchanged with the charge reservoir.

The differential capacitance is then obtained from the second derivative of the free energy F

Cdiff = − ∂2F

∂∆ψ2
=
∂ 〈QL〉rN ,q
∂∆ψ

= β
〈
Q2
L

〉
rN ,q
− β 〈QL〉2rN ,q = β

〈
δQ2

L

〉
rN ,q

, (3.52)

where we used Eq. 2.30 to introduce the charge fluctuations
〈
δQ2

L

〉
with δQL = QL − 〈QL〉rN ,q. Cdiff

can thus be computed by sampling the fluctuations of the total charge on the positive electrode in
the constant potential ensemble. We have already shown that the average value 〈QL〉rN ,q is correctly
sampled by the BO dynamics. Is this also the case for the second moment of the charge distribution〈
Q2
L

〉
rN ,q

? Using Eq. 3.46 and the fact that for a Gaussian distribution the average of Q2
L is the sum

of the squared mean and the variance of the distribution, we obtain〈
Q2
L

〉
rN ,q

=
〈
Q∗2L

〉BO
rN

+ β−1
〈
DTSD

〉BO
rN

=
〈
Q∗2L

〉BO
rN

+ β−1DTSD , (3.53)

where we noticed that DTSD does not depend on the electrolyte configuration rN . This shows that
although the average value of QL is sampled correctly by BO dynamics, its average squared value,
which is related to the fluctuations of QL, lacks a term coming from the suppressed charge fluctuations
around the set of charges q∗. The present framework highlights this contribution and gives the tools
to compute it analytically. For the differential capacitance, a correction can be derived using Eq. 3.48
and 3.53 as

Cdiff = β
〈
Q2
L

〉
rN ,q
− β 〈QL〉2rN ,q = β

〈
Q∗2L

〉BO
rN

+ DTSD− β
(
〈Q∗L〉

BO
rN

)2

Cdiff = β
〈
δQ∗2L

〉BO
rN

+ DTSD . (3.54)

This result is of practical importance since it allows to compute the correct differential capacitance
as the sum of the contribution from charge fluctuations in the BO sampling and an extra capacitance
term, which arises from the thermal fluctuations that the BO sampling neglects by relaxing the
electronic degrees of freedom at each step.

The fluctuation-dissipation relation Eq. 3.52 had already been identified by Nyquist and Johnson238;239

and applied to constant-potential Monte Carlo simulations94 and constant-potential classical65;155;161

and ab initio 240 molecular dynamics. In the particular case of fluctuating charge simulations, Ref.
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161 pioneered the use of histogram reweighting techniques to sample charge fluctuations at different
voltages, and of Eq. 3.52 to efficiently sample the differential capacitance using simulations at a
single voltage. These studies however did not take into account the impact of the BO sampling and
lacked the correction term in Eq. 3.54. The additional contribution was later pointed out by Haskins
and Lawson155 as 〈∂QL/∂∆ψ〉, and interpreted as “the self-capacitance of the electrodes under the
influence of the electrolyte structure”, which they found to be small (though non-negligible) and
relatively insensitive to the value of voltage for the considered systems.

With the present derivation, we further have an analytical expression for the additional term, which
shows it does not depend on the electrolyte configurations nor on voltage, so that it is no longer an
ensemble average and can be computed directly by performing the matrix multiplication DTSD. We
thus understood that the BO ensemble samples only the fluctuations of the total charge due to the
thermal fluctuations in electrolyte positions rN , from which we define an electrolyte contribution to
the capacitance

Celectrolyte
diff = β

[〈
Q∗2L

〉BO
rN
−
(
〈Q∗L〉

BO
rN

)2
]

= β
〈
δQ∗2L

〉BO
rN

. (3.55)

Because in the absence of an electrolyte these fluctuations vanish, the correction term can further be
interpreted as the capacitance of the empty capacitor

Cempty
diff = DTSD , (3.56)

which combines additively with the electrolyte contribution (this corresponds to an equivalent circuit
of capacitors in parallel).

Alternative derivation Eq. 3.54 can also be obtained starting directly from the BO partition
function Eq. 3.36

Cdiff =
∂ 〈QL〉rN ,q
∂∆ψ

=
∂ 〈Q∗L〉

BO
rN

∂∆ψ
=

∂

∂∆ψ

[
1

ZBO

∫
drN Q∗Le−βU0(rN )+β

2
(q∗)TAq∗

]
(3.57)

Using the definitions Eqs. 3.26, 3.7, 3.13 and the electroneutrality constraint 3.12 we have

∂q∗

∂∆ψ
= SD (3.58)

1

2

∂(q∗)TAq∗

∂∆ψ
= (q∗)TD = Q∗L (3.59)

and performing the derivatives we obtain

Cdiff = β
〈
δQ∗2L

〉BO
rN

+

〈
∂Q∗L
∂∆ψ

〉BO
rN

(3.60)

similarly to Haskins and Lawson in Ref. 155. We recover that the extra capacitance is expressed as〈
∂Q∗L
∂∆ψ

〉BO
rN

=

〈
DT ∂q∗(rN )

∂∆ψ

〉BO
rN

=
〈
DTSD

〉BO
rN

= DTSD , (3.61)

and further interpret this correction term as the average response of the electrode to the voltage for
each microscopic configuration of the electrolyte.

Block decomposition To further analyze the term DTSD, using Eq. 3.27, we develop it as

DTSD = DTA−1D− (ETA−1D)2

ETA−1E
. (3.62)
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and introduce a block decomposition of the inverse matrix A−1 as

A−1 =

(
(A−1)LL (A−1)LR
(A−1)RL (A−1)RR

)
(3.63)

where the diagonal blocks are of size ML ×ML and MR ×MR and the off-diagonal blocks of size
ML ×MR and MR ×ML. Using bij = (A−1)ij the components of A−1 and the definitions of E and
D in Eqs. 3.9, we can express

DTA−1D =
M∑
i=1

M∑
j=1

bijαiαj = α2
L

ML∑
i=1

ML∑
j=1

bij + α2
R

ML+MR∑
i=ML+1

ML+MR∑
j=ML+1

bij + 2αLαR

ML∑
i=1

ML+MR∑
j=ML+1

bij

= α2
LΣLL + α2

RΣRR + 2αLαRΣLR , (3.64)

where we defined ΣLL, ΣRR and ΣLR the sums of the elements of the blocks defined in Eq. 3.63.
Similarly we have

ETA−1D =
M∑
i=1

M∑
j=1

bijαj = αL(ΣLL + ΣLR) + αR(ΣRR + ΣLR) , (3.65)

and

ETA−1E =
M∑
i=1

M∑
j=1

bij = ΣLL + ΣRR + 2ΣLR . (3.66)

Using the definition of αL and αR in Eqs. 3.10 and inserting Eqs. 3.64, 3.65 and 3.66 into Eq. 3.62,
we find that the extra capacitance corresponding to the empty capacitor is given by

Cempty
diff = DTSD =

ΣLLΣRR − Σ2
LR

ΣLL + ΣRR + 2ΣLR
. (3.67)

In the case of symmetric electrodes, αL = −αR = 1/2 and ΣLL = ΣRR, so that we can further simplify
the expression as DTSD = DTA−1D = (ΣLL − ΣLR)/2.

Application to a parallel plate capacitor Computing this matrix multiplication analytically
is impossible for a large number of atoms, such as the systems simulated in this work. However, by
considering two infinitely thin disk-shaped electrodes for which we have an analytical expression of the
electrostatic energy in Ref 241, we can perform the calculation explicitly. Indeed, for two disks of radii
R facing each other at a distance L bearing each a charge Q1 and Q2 respectively, the electrostatic
energy is

Uel =
1

2

(
4Q2

1

3π2ε0R
+

4Q2
2

3π2ε0R
+ 2

Q1Q2

πε0R
f

(
L

R

))
(3.68)

where we introduced the function f(x) as an integral of the Bessel function J1

f(x) =

+∞∫
0

du

(
J1(u)

u

)2

e−xu ≈
x→0

4

3π
− x

2
, (3.69)

where the second equality is the first order Taylor expansion of f . The matrix of electrode-electrode
interactions A = ∇Q∇QUel and its inverse can then simply be computed as

A =

(
4

3π2ε0R
1

πε0R
f
(
L
R

)
1

πε0R
f
(
L
R

)
4

3π2ε0R

)
and A−1 =

1

det A

(
4

3π2ε0R
−1
πε0R

f
(
L
R

)
−1
πε0R

f
(
L
R

)
4

3π2ε0R

)
(3.70)
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This in turn allows to compute the correction term as

Cempty
diff = DTSD =

πR2ε0
8R
3π − 2Rf

(
L
R

) ≈
L
R
→0

πR2ε0
L

. (3.71)

This means that, for L
R → 0, i.e. two disks of infinite radius R, we recover the analytical result for

the capacitance per unit surface of a parallel plate capacitor ε0/L. This supports the interpretation
of the extra capacitance DTSD as the capacitance of the corresponding empty capacitor.

3.1.5.2 Numerical results

Comparison with empty capacitors To further confirm the interpretation of the correction term
being the differential capacitance for an empty capacitor, i.e. without any electrolyte, we computed
Cempty

diff using its definition Eq. 3.49 from several simulations of empty capacitors with applied voltages
∆ψ ranging from 0.0 to 20.0 V. Figure 3.1 shows for graphitic and gold capacitors (systems (G1)
and (Au1) in table 2.1) that the total charge per unit surface QL/A is linearly dependent on ∆ψ, as
expected. We extract the differential capacitance from the slope, which is independent of the voltage
and is equal to the integral capacitance. The prediction for Cempty

diff was also computed from Eq. 3.56
by directly computing the interaction matrix A from the positions of the electrode atoms and the
width of the Gaussian charge distributions and performing the matrix multiplication. It coincides
perfectly with the values extracted from the charges as can be seen from the solid lines in figure 3.1.

Figure 3.1: Charge of the left electrode QL as a function of the applied voltage ∆ψ = ψL − ψR, for
two empty graphite or gold capacitors (systems (G1) and (Au1) in table 2.1). Results are shown for
selected distances L between the first atomic planes of the electrodes, ranging from 10.0 to 200.0 Å.
The symbols (◦ for graphite, + for gold) are the charge per unit surface determined numerically for
various applied voltages between 0.0 and 20.0 V, while the solid lines are the predictions of Eq. 3.56.
Adapted from Ref. 218 with permission from the PCCP Owner Societies.

Different capacitors with a variable distance L between electrodes ranging from 10 to 200 Å were
studied to compare to the continuum prediction of the capacitance per unit area for a parallel plate
capacitor ε0/L. The comparison is shown in figure 3.2a: the numerical results from the slope QL/∆ψ
and from Eq. 3.56 agree within computer precision and are close to the continuum prediction (dashed
line y = x) down to small distances. The relative error with respect to the continuum prediction is
given in figure 3.2b. It is smaller than 1% for most capacitors and decreases with increasing L. For
the smallest distance L = 10 Å, which is not so large with respect to the interplanar distance (around
2 or 3 Å) and the interatomic distances, the molecular details of the surface come into play, as seen
by the deviation between gold and graphite electrodes in figure 3.1. However, the agreement with the
continuum formula ε0/L is surprisingly good since the relative error is smaller than 5% even in this
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case. To compute ε0/L we used the distance L between first atomic planes but in fact the results are
best described using an effective length Leff = L − 2d, with d = 0.2 Å which is comparable to half
the Gaussian width η−1 = 0.55 Å, with relative errors (shown in orange circles and cyan crosses in
figure 3.2b) smaller than 0.1% for all capacitors. This effective intra-electrode distance can be seen as
accounting for the spilling of the electrons within the electrolyte on a characteristic length d. A more
detailed comparison will be discussed in section 4.2.2 by introducing the jellium model.

Figure 3.2: (a) Differential capacitance per unit area, Cdiff/A of an empty capacitor with graphite
electrodes (system (G1) in table 2.1) as a function of the analytical prediction ε0/L for an empty
capacitor with structureless electrodes, with A the area and L the distance between the electrodes
ranging from 10 to 200 Å. The dashed line corresponds to y = x. (b) Relative error in percentage, with
respect to the prediction ε0/Leff , as a function of the capacitor size L. Red circles and blue crosses are
computed for an effective length Leff = L while orange circles and cyan crosses for an effective length
Leff = L − 2d, with d = 0.2 Å. In both figures, we give values computed from the slope of figure 3.1
(open circles) and from the predictions of Eq. 3.56 (crosses). Panel a) was reproduced from Ref. 218
with permission from the PCCP Owner Societies.

Capacitances for electrochemical cells The theoretical developments detailed in this chapter
allow to extract capacitances from molecular simulations of electrochemical cells. We show here the
case of graphitic electrodes with different electrolytes: pure water, a concentrated sodium chloride
aqueous solution and an ionic liquid, corresponding to systems (G2), (G4) and (G6) of table 2.1,
respectively. These systems were simulated for several nanoseconds each (9 ns, 9 ns and 40 ns,
respectively) and the total charge per electrode was sampled every 100 steps. Simulations were carried
for both ∆ψ = 0 V and 2 V.

An overview of results is given in figure 3.3. Panel a) shows the probability distribution in log-scale
of the total charge Q∗tot at ∆ψ = 0 V while panel b) shows the distribution of both Q∗L and Q∗R at
∆ψ = 2 V. The solid lines correspond to a normalized Gaussian probability distribution with mean
and variance extracted from the simulated data. The distributions nicely coincide with the Gaussian
functions in this range of charges.

The integral capacitance per unit area Cint/A is easily extracted for the runs at ∆ψ = 2 V from
the average value of the distribution 〈Q∗tot〉, with a standard error estimated using Eq. 2.62. The
differential capacitance is obtained as a sum of the empty capacitance Cempty

diff from Eq. 3.56 and the

contribution from the electrolyte Celectrolyte
diff computed using Eq. 3.54 from the variance of the total

charge distribution. The uncertainty is evaluated using the standard error on the variance Eq. 2.63.

The differential capacitances at 0 and 2 V and the integral capacitance are given in figure 3.3c. In all
cases the relative contributions in Eq. 3.54 coming from the suppressed thermal contributions Cempty

diff

with respect to the contribution from the electrolyte fluctuations Celectrolyte
diff are small, between 5 and

6%. The correction term is also of the same order of magnitude of the statistical uncertainties on the
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Figure 3.3: Normalized probability distribution of the total charge Q∗tot for three graphitic capacitors
with pure water (blue circles), aqueous sodium chloride (green squares) and BMI-PF6 (purple crosses)
(systems (G2), (G4) and (G6) in table 2.1) for a potential difference of 0 V (a) and 2 V (b). Solid
lines are Gaussian distributions with corresponding mean value and variance. Panel c) shows the
integral capacitance per unit area at 2 V and differential capacitances per unit surface at 0 and
2 V . Contributions to the differential capacitance per unit area Cdiff/A (see Eq. 3.54) are given from
the empty capacitor, Cempty

diff = DTSD, and from the charge fluctuations induced by the electrolyte,

Celectrolyte
diff = β

〈
δQ∗2L

〉BO
rN

. Error bars correspond to standard errors corrected for data correlations
(see section 2.4.4).

evaluation of the variance. There are also differences between Cdiff at 0 and 2 V and Cint which are
due to non-linearities of the capacitance and possibly to an insufficient equilibration of the system.

3.2 Insulating vs metal: the influence of electronic polarization

The main focus of this PhD thesis is to investigate the influence of the electronic polarization (related
to the so-called metallicity) of the surface on the properties of the system. In order to only extract
the influence of the polarization, and not the dominant effect of the net accumulation of charge on the
electrodes when a voltage is applied, most of the following results in the rest of this chapter are done
by short-circuiting the studied devices, i.e. by applying a zero voltage. We first study the energetic
profile for an ion of charge q at a distance z from the surface. For a single ion in vacuum, detailed in
section 3.2.1, we study the electrostatic energy profile while for an ion in water we compute the free
energy profile, discussed in section 3.2.2. We then present in section 3.2.3 the impact of the charge
distribution on surface tension, by measuring contact angles of electrolyte drops on a surface.
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3.2.1 Electric response to a single ion in vacuum

Let us consider a uniformly charged surface perpendicular to the z-axis at z = 0, with surface charge
density σ = −q/A, where A is the surface area. The electric field generated along z is Ez = σ

2ε0
, and

the electric potential energy of an ion of charge q at a distance z from the surface is

UQ(z) = −q σz
2ε0

= +
q2z

2ε0A
. (3.72)

For a metal, the electrostatic energy due to the charge distribution can be obtained by using the
method of image charges and gives242

U∆ψ(z) = − q2

16πε0z
. (3.73)

Aside from the fact that these expressions take as references for the energy the position of the charged
plane z = 0 and z = +∞, respectively, the energy dependence with distance is drastically different
depending on the charge distribution at the interface: linear UQ ∝ z in the insulating case and
inversely proportional U∆ψ ∝ z−1 in the metallic case.

Figure 3.4: Electrostatic energy for an ion at a distance z from an insulator or metallic surface from
simulations (symbols) and from Eqs. 3.72 (blue line) and 3.73 (black line). Predictions are shown for
an effective distance zeff = z − d with d = 0.2 Å. Simulations were run for a single graphitic electrode
taken from system (G1) in table 2.1, with area A1, and an ion of charge q = 1e at a distance z from
the first atomic plane, either with constant charges (blue circles) or a constant potential (red circles).
A metallic system with a larger surface A2 = 4A1 (red crosses) is also reported.

Using MetalWalls 153 we compute for both cases the energy of an ion of charge q = 1e at a distance
z from a single graphitic electrode, taken from system (G1) in table 2.1, with area A1 = 34.101 ×
36.915 Å2 and n = 5 atomic planes (the distance z is taken from the first atomic plane). The insulator
is modelled using constant (Gaussian) charges q′ = −q/M = −e/M , where M is the number of atoms
in the electrode; the metallic case is modelled using the constant potential ensemble described in
section 3.1.1 by imposing a zero potential to all atoms, i.e. Ψ = (0, 0, . . . , 0). The comparison is
shown in figure 3.4, taking an effective distance from the surface zeff = z − d with d = 0.2 Å as
done in section 3.1.5.2 and figure 3.2 for comparison with the ideal capacitance ε0/(L − 2d). Up to
an irrelevant constant, the agreement for the insulating case is perfect. For the metallic case, the
electrostatic energy agrees well with Eq. 3.73 for small distances but resembles the insulating case
at larger distances. This is due to the finite lateral size of the simulation cell: around 5 Å from the
surface, the contribution from the periodic replicas is not negligible and the charge induced on the
surface is perturbed by the neighboring replicas. We thus computed the electrostatic energy for a
system with a larger surface area (A2 = 68.202 × 73.830 Å2 = 4A1). The agreement is much better
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and the linear regime appears later and with a much smaller slope (which is inversely proportional to
the surface area). Let us emphasize that the disagreement for our box size A1 is not worrying when
used in combination with electrolytes because the other species screen the effect of the single charges
so that these long range effects are not visible. This is tested in the following section 3.2.2.

Furthermore, from continuum electrostatics, the surface charge induced on a metallic surface at z = 0
by a charge q at coordinates (0, 0, z) is given by

σind(x, y) = − q

2π

z

(x2 + y2 + z2)3/2
. (3.74)

For the same graphitic systems, we computed charge density maps on a grid by integrating the
Gaussian charge distributions of each electrode atom in the first atomic layer in each voxel of the
grid. These maps are shown in figure 3.5a-b for an ion of charge q = −1e placed on top of a carbon
atom, for two distances z from the surface (2.5 and 10.0 Å). The underlying hexagonal structure of
the graphite sheet is evident, and so is the radial decay of the induced charge.

Figure 3.5: 2D-charge density maps for an ion of charge q = −1e at a distance z = 2.5 Å (a)
and z = 10.0 Å (b) from the first atomic plane, on top of a carbon atom, for a single graphitic
electrode taken from system (G1) in table 2.1, with area A2. Induced charge profile σind

e (r) for a
range of distances z from the surface (c) and its integral

∫ r
0 2πr′ σinde (r′)dr′ (d) as a function of the

radial distance r. Results are shown for a small surface area A1 (dotted lines) and a larger surface area
A2 = 4A1 (dashed lines) and are compared to continuum predictions Eq. 3.74 (solid lines). Predictions
are given for an effective distance zeff = z − d with d = 0.2 Å.

The radial charge density σind(r) is computed as the average of σind(x, y) on a ring of radius r. Results
are given in figure 3.5c for a range of positions of the ion from the surface, for the smaller surface A1

(dotted lines) and for the larger surface A2 (dashed lines) compared to the predictions of Eq. 3.74,
taking an effective distance from the surface zeff = z − d with d = 0.2 Å . For small heights z with
respect to the box size, the agreement is good, although deviations are observed due to the atomic
nature of the surface. At the extreme position with z = 0.5 Å , a negative charge is even induced on
the neighboring atoms to balance the large positive charge on the underlying carbon atom. Differences
between the smaller and larger surface areas at large distance r are observed that are more significant
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for larger heights z, and coincide with larger deviations from the continuum prediction. We interpret
these deviations by observing in figure 3.5d the integrated charge density, which increases to ∼ 1e,
i.e. the total charge of the electrode −q within the box area. Note that curves that do not always rise
to −q because the integration is only on a disk of radius min(Lx, Ly)/2 and not the whole electrode,
and because the charge on the first plane is not strictly −q due to the presence of other planes. The
total charge of the electrode is enforced by the electroneutrality constraint (see section 3.1.1.2), which
explains the steeper rise for a small surface area than for the larger one and with respect to the even
slower behavior of the continuum predictions. On the induced charge profiles of figure 3.5c we thus
understand the appearance of a constant background of homogeneous, non zero charges that enforce
the electroneutrality constraint within the simulation box and deviate from the predictions of Eq. 3.74.
For larger boxes, this upward deviation appears at larger distances and has a smaller value. Therefore,
the local electronic response for an ion close to the surface is well reproduced but deviations arise due
to atomic details when approaching the surface too close or due to finite size effects and the constraint
of electroneutrality. The same conclusions can be drawn for the case of an ion on top of a carbon ring
instead of a carbon atom (not shown).

3.2.2 Electric response to ions in solution

The different behavior for a uniformly charged surface results from the long-range electric field, which
is uniform on either side of the surface and does not decay at large distances. However, if instead of
vacuum the ion is placed in a solvent or is part of an electrolyte, the electric field created by the surface
is screened within a few atomic layers from it, thereby decreasing importantly this effect. This explains
why the influence of electronic polarization is often neglected in earlier and present works, by using
a uniform charge distribution on the metallic material, i.e. treating it as insulating. Several studies
have however highlighted the importance of polarization on the interfacial properties55;128;155;243;244,
as discussed in the introduction.

In this section, following the publication of Ref. 245 presenting the free energy profile for a chloride
ion approaching an insulating graphite surface, we studied the effect of the polarization of the surface
on this free energy profile, in collaboration with the authors Prof. Roland Netz and Philip Loche
at Freie Universität Berlin. We chose a similar graphitic capacitor from the original publication,
corresponding to system (G3) in table 2.1, made of three graphene layers per “electrode” separated by
water molecules. To focus on a single surface, only the left electrode was modified to be either insulating
or metallic, while the right electrode atoms were given a zero charge. The insulating simulation was
made by assigning a zero charge to each atom of the left electrode, while the metallic simulation
was run by keeping all atoms of the left electrode at the same electric potential and imposing the
electroneutrality of the electrode. In order to enforce the electroneutrality of the system, we adopted
the setup of Ref. 245 where a counterion “Cl+” is introduced along with the Cl− ion (with the same
force field parameters but an opposite charge). The counterion is fixed at a position equidistant from
both surfaces.

Contrary to the original publication, which used a thermodynamic integration technique to first in-
troduce the ion (by switching on the Lennard-Jones parameters) and then its charge (thus yielding
both the non-electrostatic and electrostatic contributions), we used Umbrella Sampling as described in
section 2.5.2 to obtain the free energy profile. The reaction coordinate was taken as the distance z be-
tween the chloride ion and the first atomic plane and we imposed harmonic biases w(z) = k

2 (z− zref)
2

using the PLUMED library204;205 interfaced with the molecular simulation code MetalWalls. The
different biasing windows are specified in table 3.1. Each window corresponds to a trajectory of 10
ns and several windows with increasing bias were used for zref = 0.2 nm in order to force the ion to
approach the surface, where we expect the difference of free energy to be larger.

The unbiased free energy profiles are obtained using the WHAM method246, as detailed in section 2.5.2
and error bars are extracted by Monte Carlo bootstrapping error analysis247. Figure 3.6a-b compare
the free energy profiles for the conducting (∆FΨ) and insulating (∆FQ) systems, while figure 3.6c
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zref (nm) k (kJ/mol/nm2)

0.2 500
0.2 5,000
0.2 20,000
0.2 50,000
0.2 100,000
0.2 200,000
0.4 250
0.6 250
0.8 250
1.0 250
1.2 250
1.4 250
1.6 250

Table 3.1: Reference position zref and spring constant k for the various windows used for Umbrella
Sampling.

shows the difference ∆FΨ −∆FQ. The profiles are indistinguishable within the error bars for usual
distances (panel b), i.e. where the free energy difference with respect to the bulk is smaller than a
few kBT . Using very strong biasing potentials, we managed to explore the region of space very close
to the surface (z ≈ 2.5 − 3.5 Å- panel a) and could measure a deviation between the profiles. The
difference between insulating and metallic ∆FΨ −∆FQ is small with respect to the value of ∆F , of
the order of 10 kBT , but significant.

We can explain the difference in free energy in the metallic case with respect to the insulating one by
considering that it is due to the additional electrostatic interaction between the ion at the surface and
its image charge. In the presence of a dielectric medium, this electrostatic interaction is given by

∆FΨ −∆FQ ≈ U∆ψ
el = − q2

16πε0εLz
, (3.75)

with εL the dielectric constant of the medium and we have εL = 70.7 for SPC/E water248. Figure 3.6c
shows this expression gives a poor result if using a constant εL value (green line). One explanation
could be that at the interface a continuum view of electrostatics does not hold and the inhomogeneity
of water at the surface, as shown by the density profile in figure 3.6d, induces an inhomogeneous
dielectric response. The electrostatic interaction would then be given by solving the Poisson equation
with a z-dependent dielectric constant245;249;250. This is outside of the primary scope of this work but
we can instead use an ansatz by assuming a z-dependence of the dielectric constant as

εL(z) =
εL
2

(
tanh

(
z − zO
w

)
+ 1

)
, (3.76)

where zO is the position of the first peak in the oxygen density profile, as shown in figure 3.6d, and w
corresponds to its width, taken as w = 1 Å, and replacing εL directly in Eq. 3.75. With this ansatz,
we obtain a satisfactory prediction for the free energy difference, as seen in figure 3.6c.

These Umbrella Sampling simulations confirm that there is an impact of the charge distribution on
the free energy profile of an ion approaching a surface but it is non negligible only for very short
distances, that are very rarely sampled by the ion. This explains why simulations often do not take
the polarization of the metal into account and why the structure of the electrolyte at the interface is not
greatly influenced by the charge distribution on the surface, as we will see later in section 4.2.3.2. We
can however imagine that in some cases, for small atoms such as Na+, depending on the accumulation
of charge at the interface, inner-sphere adsorption could become favorable, i.e. an equilibrium position
close to the surface, which would exist only in the metallic case, and more clearly modify the free energy
profile at the interface.
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Figure 3.6: Free energy profile for a chloride ion in a graphite-water capacitor (system (G3) in ta-
ble 2.1), as a function of the distance z to the surface, in the insulator (blue line) and metallic case
(red line), for short distances (a) and longer distances (b). Error bars are estimated using Monte Carlo
boostrapping error analysis and are shown using shaded areas. Difference in free energy ∆F∆ψ−∆FQ

(c) from simulations (solid black line and shaded grey area). Continuum predictions Eq. 3.75 are shown
for a constant εL = 70.7 (green line) or an ansatz where εL depends on the distance z as given by
Eq. 3.76 (purple line). Corresponding dependence of εL with respect to distance z (d) superimposed
to the water density profile (grey line).

3.2.3 Impact on surface tension and contact angles

We now indirectly investigate the influence of electronic polarization of the electrode on the surface
tension γ by computing contact angles of drops of sodium chloride aqueous electrolyte on a graphite
surface treated as insulating or metallic. The setup corresponds to the system (D4) in table 2.1
and contains only one electrode, at constant zero potential or at constant zero charges, and a drop
of electrolyte that spontaneously takes a spherical shape. Each simulation was performed for 3 ns
and the equilibration of the drop was checked by monitoring the height of its center of mass and by
comparing the results from 5 different portions of simulation. Typical snapshots of the system are
shown in figure 3.7 for a metallic surface seen from the side (a) and from top (b), where only a quarter
of the drop is shown so to see the individual charge fluctuations on the surface. The 2-dimensional
density ρ(z, r), where z is the height with respect to the first atomic plane and r the radial distance
to the center of mass of the drop, is extracted from the simulations and shown in figure 3.7c for the
metallic case. To better compare the drop shape in the metallic and insulating cases, we plot the
one-dimensional densities ρ(z) =

∫
ρ(z, r)2πr dr shown in figure 3.7d and ρ(r) =

∫
ρ(z, r) dz shown in

figure 3.7e. We observe a small but quantitative difference between insulating and metallic surfaces,
which is exclusively due to the electronic polarization of the surface. Because the contact angle
θ results from the balance between liquid-vapor (LG), liquid-surface (SL) and vapor-surface (SG)
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surface tensions γ, as given by the Young equation

γSG − γSL − γLG cos θ = 0 , (3.77)

this difference in contact angle measures the evolution of surface tensions due to the metallic character
of the surface.

Figure 3.7: Contact angles for a 1M NaCl electrolyte drop on graphite (system (D4) in table 2.1).
Typical snapshots from the side (a) and top (b) of the metallic system. Only a quarter of atoms
are shown in panel (b) to show the charge fluctuations on the surface underneath. Two-dimensional
density maps (c) in the (r, z) plane, with z the height with respect to the first atomic graphite layer
and r the radial distance to the center of mass of the drop. The blue points correspond to the liquid-
vapor interface (see text) and are fitted to a circle (solid black line). One-dimensional density profiles
as a function of z (d) and r (e) for the metallic case (solid orange line) and insulating case (solid cyan
line), and their corresponding predictions Eqs. 3.80 and 3.81 (dashed red and blue lines).

Values of the contact angle are extracted from density maps in the (r, z) plane, as the one shown in
figure 3.7c. The shape is determined by the points (in blue) where the local density is equal to half
of the bulk density ρ0 at the center of the drop, and is fitted using a circle of radius RC and centered
in (r = 0, z = zC). The value of θ is then deduced by the intersection of the spherical fit and the
interface plane. Once again, the choice of the position of the interface is not trivial in an atomistic
system and has a small influence on the final result but does not modifiy the conclusions of the study.
Using the first atomic plane of the electrodes, we find

θQ = 85.0± 0.3◦

θ∆ψ = 79.7± 0.4◦ , (3.78)

while using the plane corresponding to the first water layer z = 3.12 Å, we have

θQ = 79.6± 0.3◦

θ∆ψ = 74.6± 0.4◦ . (3.79)

In both cases, the difference in contact angle is about ∆θ = θQ− θ∆ψ ≈ 5◦, and the metallic surface is
more hydrophilic than the insulating one. To verify these values, we consider the case of a homogeneous
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sphere of density ρ0, radius RC and centered in (r = 0, z = zC), cut by a plane in z = z0. The
corresponding one-dimensional densities are

ρ(z) = ρ0π(R2
C − (z − zC)2) (3.80)

ρ(r) = ρ0

(
zC − z0 +

√
R2
C − r2

)
(3.81)

and, taking empirically z0 = 3.12 Å as the first water layer, we obtain a good agreement with the
measured densities, as shown in figures 3.7d-e, except for the deviations due to the layering of water
molecules at the surface (z ≤ 10 Å).

Note that for a single surface in vacuum at ∆ψ = 0 V the induced charge on each atom is equal to zero
and the difference ∆γSG = γQSG − γ

∆ψ
SG vanishes. Therefore, using Eq. 3.77 and the values of Eq. 3.79,

we obtain the difference in surface tension as

∆γSL = γQSL − γ
∆ψ
SL = −γLV (cos θQ − cos θ∆ψ) = 5.4± 0.6 mN.m−1 , (3.82)

where ∆γSL is the difference in liquid-surface surface tension of the insulating surface with respect to
the metallic one. Using the values of Eq. 3.78, we obtain ∆γSL = 5.7±0.6 mN.m−1. The liquid-vapor
surface tension is obtained from the normal and tangential components of the pressure tensor, pN
and pT , computed in a 10 ns simulation of a slab of electrolyte in vacuum (system (B4) in table 2.1 –
simulated using LAMMPS228;229) with a box length Lz in the direction perpendicular to the interfaces,
as γLG = Lz

2 (pN − pT ) = 62.7± 0.6 mN m−1.

Although the charge distribution has only a small effect on the free energy profile of an ion in solu-
tion, which is significant only in a region of phase space barely explored by the ion, as computed in
section 3.2.2, the change in contact angle shows that electronic polarization has a measurable impact
on surface tension. A more detailed and systematic study of interfacial free energies as a function of
metallicity are presented in chapter 6.

“Forget-me-not”: Simulating metals with the constant potential ensemble

• To model large electrochemical cells, we account for the polarization of the metallic elec-
trodes using simulations sampling the Constant Potential ensemble where we impose a
constant voltage to electrode atoms.
• In these simulations, charges on electrode atoms are Gaussian and their magnitudes fluc-

tuate to satisfy both an electroneutrality and a constant electric potential constraint.
• In practice, these simulations implement a Born-Oppenheimer sampling of the Constant

Potential ensemble.
• This sampling method has an influence on some ensemble averages, in particular for the

calculation of the charge fluctuations, which are related to the differential capacitance.
• Including the polarization of the electrodes has a strong impact on the energy of a single

charge with an electrode, but is almost negligible for the free energy of an ion and an
electrode in the presence of a solvent.
• Due to the charge distribution at the interface, a metallic surface is more hydrophillic

than an insulating one, as shown by contact angle measurements.

77



Chapter 4

Accounting for the metallicity: the
semiclassical Thomas-Fermi model

4.1 Electronic screening and the Thomas-Fermi model

In chapter 3, we treated the electronic polarization in a classical framework by considering a fluctuating
charge distribution under a macroscopic constant voltage constraint. This allowed to simulate two
extreme cases: metallic materials, where the valence (or conduction) electrons are free to move in the
potential energy landscape of positive ions (made of the nuclei and core electrons) and respond to
external electric fields, and insulator materials, where electrons are localized and bound to the nuclei
so that the charge per atom remains constant. One of the objectives of this work was to go further
in the description of the electrode material, by introducing a simple quantum mechanical theory in
the treatment of the electronic degrees of freedom, that is by adding the kinetic energy of the free
electron gas to the classical electrostatic energy. We first introduce in section 4.1.1 standard solid state
concepts related to the free electron gas and the Local Density Approximation251–253. We then present
the theory of screening and in particular the Thomas-Fermi theory in section 4.1.2. Section 4.1.3
describes the implementation of the theory into constant potential simulations and we briefly discuss
other extensions of the constant potential simulations present in the literature. We then study the
impact of the metallicity on different properties for an empty capacitor and for electrochemical cells
in section 4.2.

4.1.1 The free electron gas and the Local Density Approximation

The free electron gas model is the simplest model of energy conduction in metals: it spawns from
the observation that in metals for each atom, with Za protons, only a fraction of its Za electrons are
bound to the nucleus and that Z valence or conducting electrons are “detached” from their nucleus
and can move in the whole material. The free electron gas model thus describes a gas of Ne free
and non-interacting electrons in a volume V , of density ρe = Ne/V . No specific interaction with the
nuclei lattice is taken into account, except for the restriction of the volume in which the electron gas
evolves, which is taken for simplicity to be a parallelepiped V = LxLyLz, using periodic boundary
conditions251. Because the electrons do not interact with each other, nor with the nuclei, they satisfy
the time-independent Schrödinger equation

− ~2

2me
∇2Ψ(r) = EΨ(r) (4.1)

where Ψ is the single electron wavefunction, E its energy, me is the electron mass and ~ = h/2π the
reduced Planck constant. The (plane waves) solutions and corresponding energies are

Ψk(r) =
1√
V

exp[ik · r] and Ek =
~2|k|2

2me
, (4.2)
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where k = (kx, ky, kz) is a vector to be determined. Note that the energy can be cast in the usual

kinetic form E = p2

2m with momenta p = ~k. The boundary conditions introduce a constraint on the k

vectors, which must be of the form kx = 2πnx
Lx

, ky =
2πny
Ly

, kz = 2πnz
Lz

with nx, ny, nz integers (positive,

zero and negative).

To determine the ground state of an Ne electron system, each electronic level is filled by two electrons
(one spin up and one spin down because of the Pauli exclusion principle) starting from the lowest
energy level corresponding to k = 0. Because the energy of each level is proportional to |k|2, the
ground state in k-space resembles a sphere of radius kF, called the Fermi wavevector. The energy of
the highest occupied level is known as the Fermi energy and given by

EF =
~2kF

2

2me
. (4.3)

It separates the occupied from the unoccupied levels and thus corresponds to the chemical potential of
electrons, i.e. the energy required to add or remove an electron from the system252. Knowing that the
number of allowed k-values per unit volume of k-space is V

8π3 , the density of electrons is also related

to the Fermi wavevector ρe = Ne/V = 2
V

4πkF
3

3
V

8π3 so that

ρe =
kF

3

3π2
. (4.4)

This relationship is of practical use to compute the value of the Fermi wavevector knowing the density
of charge carriers from experiments. The total energy of a free electron gas of density ρe is simply the
sum of the occupied energy levels. Performing the integral in spherical coordinates yields

E =
∑
|k|<kF

Ek =

∫
|k|<kF

2
V

8π3

~2|k|2

2me
dk =

kF∫
k=0

2V

8π3

~2k2

2me
4πk2dk , (4.5)

where we used Eq. 4.3 and Eq. 4.4, and an energy density

E

V
=

~2kF
5

10π2me
=

3~2

10me
(3π2)2/3ρ5/3

e =
3

5
EFρe . (4.6)

The energy per electron is then given by

E

Ne
=

3~2k2
F

10me
=

3~2

10me
(3π2)2/3ρ2/3

e =
3

5
EF . (4.7)

The free electron gas is not a good approximation for metals because the electronic density is not
homogeneous throughout the material. However, Thomas254 and Fermi255 made the bold approxi-
mation that the properties of matter could be deduced by applying locally the properties of the free
electron gas. This is also known as Local Density Approximation and requires a spacially slowly
varying electronic density. Within this approximation, the kinetic energy is written from Eq. 4.6 as

T [ρe] =

∫
3~2

10me
(3π2)2/3ρe(r)5/3dr , (4.8)

for a spatially-dependent electron density ρe(r). The Thomas-Fermi energy functional for an atom
can be defined by neglecting exchange-correlation terms as252

ETF[ρe(r)] = T [ρe(r)]− Z
∫

ρc(r)

4πε0|r|
dr +

1

2

∫∫
ρc(r1)ρc(r2)

4πε0|r1 − r2|
dr1dr2 , (4.9)

where ρc(r) = −eρe(r) is the charge density, i.e. the electronic density times the elementary charge
of an electron −e. The two last terms are the Coulomb interactions with the ion of charge Z (nucleus
plus core electrons) and with all other electrons. In classical simulations, these terms are computed
using known charge distributions ρc as detailed in section 2.1.2.1. Therefore we only need to introduce
the kinetic energy term in the classical model.
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4.1.2 Theory of screening and the Thomas-Fermi model

Before going into the details of the implementation of this semi-classical theory in constant poten-
tial simulations, we briefly present the phenomenon of screening251;253, an important consequence of
electron-electron interactions. Consider introducing an external charge ρext, which creates an electric
field, in a free electron gas. Because they are free to move, the electrons rearrange to exactly cancel the
electric field far from the source so that on average we measure an excess charge around the external
perturbation. The induced charge is expressed as the difference between the charge density and the
free electron gas one, ρind(r) = −e(ρe(r) − ρe). Within the Thomas-Fermi local approximation, in
the presence of the perturbation, the effective Fermi energy is equal to EF(r) = EF − eψ(r), i.e. it is
raised or lowered, with respect to the homogeneous electron gas, by the local electric potential. Using
Eq. 4.4, these equations give ρind(r) = −e(ρe[1 − eψ(r)/EF]3/2 − ρe). Linearizing this expression,
writing the Poisson equation for the total charge distribution and using Eqs. 4.3 and 4.4 gives

∇2ψ =
ρext(r)

ε0
+ κ2

TFψ(r) , (4.10)

where we defined the Thomas-Fermi screening wavevector κTF as

κTF =

√
mee2kF

ε0π2~2
, (4.11)

or equivalently the Thomas-Fermi screening length lTF as

lTF =

√
ε0π2~2

mee2kF
. (4.12)

In the limit of vanishing perturbation, the Poisson equation reads

∇2ψ = κ2
TFψ(r) , (4.13)

which is similar to the Debye-Hückel theory for screening in solutions. For a point charge ρext(r) =
qextδ(r), the electric potential decays exponentially as253

ψ(r) =
qext

4πε0|r|
e−κTF |r| . (4.14)

The effect of the surrounding electron gas is thus to “screen” the electric potential of the external
charge and this screening occurs on a characteristic length equal to the Thomas-Fermi length lTF .

4.1.2.1 Orders of magnitude

From the definition of lTF in Eq. 4.12 and the relationship between the Fermi wavevector and the
electron density Eq. 4.4, we obtain

lTF =

(
π

192

a3
0

ρe

)1/6

≈ 0.5

(
a3

0

ρe

)1/6

, (4.15)

where we introduced the Bohr radius a0 = 4πε0~2
mee2

. The Thomas-Fermi length can then be estimated
from experimental values of the charge carrier density. Typical values for lTF can be found in the
Supplementary Information of Ref. 84 and are reproduced in table 4.1. Good metals such as platinum
or gold have a small screening length of ∼ 0.5 Å while for non-ideal metals it is of the order of a few
angströms. For insulating materials, ρe → 0 so that lTF →∞.
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Material lTF
Mica ∞

Highly oriented pyrolytic graphite (HOPG) 3.6 Å
Doped (100) Silicon 1.5 Å

Platinum 0.5 Å

Table 4.1: Thomas-Fermi length for different materials, taken from Supplementary Information of
Ref. 84.

4.1.3 Implementation of the Thomas-Fermi model in constant potential simula-
tions

The constant potential simulations discussed in chapter 3 only account for the potential energy of the
electrons, through the calculation of electrostatic interactions. Adding the kinetic energy contribution
of electrons would allow to improve the description of the metallic material by tuning the screening
through the introduction of varying Thomas-Fermi screening lengths. The following section is dedi-
cated to the implementation of the Thomas-Fermi model in classical constant potential simulations,
developed in collaboration with Dr. Thomas Dufils and Prof. Mathieu Salanne256.

4.1.3.1 Homogeneous voxel approximation

We consider a system of M identical electrode atoms in a volume V . In the constant potential
simulations introduced in chapter 3, the local electronic density is given by

ρe(r) = ρZ +
ρgc(r)

−e
= ρZ +

M∑
i=1

qi
−e

η3
i

π3/2
e−η

2
i |r−ri|2 , (4.16)

where ρgc was defined in Eq. 2.2. The kinetic energy then reads

T =
3~2

10me
(3π2)2/3

∫ [
ρZ +

M∑
i=1

qi
−e

η3
i

π3/2
e−η

2
i |r−ri|2

]5/3

dr . (4.17)

However, because of the correlations between each atomic Gaussian charge distribution, this calcu-
lation is impractical. Instead, we make approximation that the charge −Ze + qi of each atom i is
homogeneously distributed in a voxel dVi of volume V/M centered on each atom, and we write the
electronic density as

ρe(r) =

M∑
i=1

(
Z +

qi
−e

)
ρHi(r) =

M∑
i=1

(
1 +

qi
−eZ

)
ρZHi(r) , (4.18)

where ρ = M/V is the atomic density and we introduced the functions

Hi(r) =

{
1 if r ∈ dVi

0 otherwise
(4.19)

so that
∫
Hi(r)dr = V/M = 1/ρ. The homogeneous electron gas is recovered if there are no charge

fluctuations (q = 0) and is then equal to ρe = Ne/V = MZ/V = ρZ. Using Eq. 4.8, the kinetic
energy reads

T =
3~2

10me
(3π2)2/3

∫ [ M∑
i=1

(
1 +

qi
−eZ

)
ρeHi(r)

]5/3

dr . (4.20)
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Because the different terms are independent and do not overlap, we can take out the sum over the
electrode atoms and the spatial dependence Hi(r) from the power 5/3. Using the definitions Eqs. 4.3
and 4.4, we then write

T =
3~2

10me
(3π2)2/3ρ5/3

e

M∑
i=1

∫ (
1 +

qi
−eZ

)5/3

Hi(r)dr =
3

5
EFρe

1

ρ

M∑
i=1

(
1 +

qi
−eZ

)5/3

(4.21)

=
3

5
EFZ

M∑
i=1

(
1 +

qi
−eZ

)5/3

. (4.22)

Because qi is the magnitude of the charge fluctuations, it is safe to assume that qi
−e � Z so that we

can use the Taylor expansion (1 + x)α ≈ 1 + αx+ α(α−1)
2 x2

T ≈ 3

5
EFZ

M∑
i=1

(
1 +

5

3

qi
−eZ

+
5

9

q2
i

e2Z2

)
=

3

5
MZEF +

EF

−e

M∑
i=1

qi +
EF

3e2Z

M∑
i=1

q2
i . (4.23)

The zeroth order term corresponds as expected to the energy of the homogeneous free electron gas with
Ne = MZ electrons. The first order term is the chemical potential of the excess/depleted electrons,
i.e. the energy necessary to add or remove an electron from the system, depending on the sign of
the charge fluctuation qi. The second order term can be expressed using the Thomas-Fermi screening
length Eq. 4.12 as

T (2) =
EF

3e2Z

M∑
i=1

q2
i =

π2~2ρ

2e2mekF

M∑
i=1

q2
i =

l2TFρ

2ε0

M∑
i=1

q2
i . (4.24)

It thus corresponds to an energy cost related to the localization of charges, which is always positive
and has its minimum when no charges are induced on the electrodes. This energy is quadratic in the
screening length lTF so that it is more costly to localize electrons to screen external perturbations for
larger lTF .

4.1.3.2 Constant potential framework

Using the expressions for the kinetic energy of electrons Eq. 4.23, the Hamiltonian reads

H(rN ,pN ,q) = K(pN ) + Upot(r
N ,q) + T (q) = K(pN ) + U ′0(rN ) + U ′fluct(r

N ,q) , (4.25)

where U ′0(rN ) = U0(rN ) + 3
5MZEF and the interactions involving fluctuating charges Eq. 3.2 include

additional terms

U ′fluct(r
N ,q) =

qTAq

2
− qT

(
B(rN ) +

EF

e
E

)
+
l2TFρ

2ε0
qTq (4.26)

=
qTATFq

2
− qT

(
B(rN ) +

EF

e
E

)
, (4.27)

with E defined in Eq. 3.7, and where we assumed that the Fermi energy EF and the Thomas-Fermi
length lTF are the same for each atom and each electrode, and introduced a modified symmetric matrix
ATF

ATF = A +
l2TFρ

ε0
I , (4.28)

with I the M ×M identity matrix.

The first order term, linear in the charges, appears as a constant potential shift of the electric potential
vector B but doesn’t affect the calculation of charges as discussed in section 3.1.3 after Eq. 3.27.
Additionally, if the electrolyte is neutral and the electroneutrality constraint Eq. 3.12 is applied, this
term cancels and simply gives

U ′fluct(r
N ,q) =

qTATFq

2
− qTB(rN ) . (4.29)
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Thus the only significant modification is in the matrix ATF with an additional diagonal term l2TFρ/ε0.
The constant potential simulation procedure detailed in section 3.1.3 does not need any further changes
and only requires one additional parameter: the Thomas-Fermi length lTF that characterizes the
screening within the electrode material.

4.2 Impact of metallicity on the electrolyte properties

After implementing the Thomas-Fermi model in section 4.1.3, we now investigate its impact on the
properties of the system. The link between this framework and the insulating/metallic distinction
made in section 3.2 is the the ability of a material to screen an external charge, also known as
the “metallicity”, or metallic character, of a material. For an ideal metal, in continuum theories,
the electric field within the material vanishes so that any external perturbation (outside the material
volume) is compensated solely by a surface charge distribution (as opposed to charge being distributed
within the bulk volume of the material). The ideal metal thus corresponds to a perfect screening of
the charge, i.e. lTF = 0. The energy cost to localize electrons T (2) then vanishes and electrons
accumulate on the surface. For real materials however, the external perturbations are screened with
a characteristic length lTF as shown in Eq. 4.14. The limit of insulating materials is recovered for
lTF →∞, where the cost to induce charge fluctuations T (2) is infinite, i.e. there is no delocalization
of electrons throughout the material.

In this section, we first derive analytical expressions for a simple system in section 4.2.1 then compare
them to simulations of empty capacitors in section 4.2.2 and of electrochemical cells in section 4.2.3.
In each case, we study a range of Thomas-Fermi lengths to systematically test the impact of the
metallicity on different properties: the spatial charge distribution in the electrode, the total charge
accumulated and the structure and dynamics of the electrolyte.

4.2.1 Analytical predictions

Figure 4.1: Continuum description of a homogeneous dielectric medium of dielectric constant εr in
contact with two homogeneous Thomas-Fermi electrodes with screening length lTF occupying the two
semi-infinite spaces at z < −L/2 and z > L/2. Real electrodes are instead composed of several atomic
planes, separated by an interplanar distance d, showed by the alternative coordinate z′ = z − L/2.

Consider the continuum system pictured in figure 4.1 composed of two homogeneous electrodes char-
acterized by their Thomas-Fermi length lTF = κ−1

TF and separated by a uniform medium with no
embedded charges of dielectric constant εr. The central region is described by the Poisson equation
∇2ψ = 0, while within the electrodes we use Eq. 4.13

∇2ψ = κ2
TFψ for z < −L/2

∇2ψ = 0 for − L/2 < z < L/2

∇2ψ = κ2
TFψ for z > L/2

(4.30)
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Using the translational invariance in the x and y directions, the boundary conditions ψ(−∞) = ψ1

and ψ(+∞) = ψ2, the continuity of the electrical potential ψ and that of the normal component of
the electrical flux density D = εE, we obtain

ψ(z) = ψ1 + ∆ψ
λ+2eκTF (z+L/2) for z < −L/2

ψ(z) = ψ̄ + ∆ψ λ
λ+2

z
L for − L/2 < z < L/2

ψ(z) = ψ2 − ∆ψ
λ+2e−κTF (z−L/2) for z > L/2

(4.31)

where we denoted λ = LκTF /εr and we take ψ̄ = ψ1+ψ2

2 and ∆ψ = ψ2 − ψ1.

We can express the charge distribution within the right electrode as a function of a shifted position
z′ = z − L/2 as

ρc(z
′) = −ε0

d2ψ

dz′2
=
ε0∆ψκ2

TF

λ+ 2
e−κTF z

′
. (4.32)

In the systems studied in this work, described in section 2.1.1, the electrodes are made of atomic
planes separated by an interplanar distance d, so it is natural to study the total charge per atomic
plane. We thus compute the total charge in a slab of thickness d and area A at position z′ as

Q(z′)

A
=

z′+d∫
z′

ρc(z
′)dz′ =

ε0∆ψκTF
λ+ 2

e−κTF z
′
(

1− e−κTF d
)
. (4.33)

The total charge accumulated on the electrode per unit area is also Qtot

A =
∞∫
0

ρc(z
′)dz′ = ε0∆ψκTF

λ+2 and

we find that

Qk
Qtot

= e−κTF (k−1)d
(

1− e−κTF d
)
, (4.34)

where we introduced the slab index k so that z′ = (k− 1)d as shown on the top right of figure 4.1 and
we note Qk = Q((k − 1)d). The charge distribution induced by a potential difference thus decreases
exponentially within the electrode.

The expression of Qtot shows that it is proportional to ∆ψ, so that the integral and differential
capacitances per unit area are equal and we have

1

C
=

∆ψA
Qtot

=
L

ε0εr
+

2lTF
ε0

. (4.35)

We recognize in this expression the capacitance per unit area of an ideal parallel plate capacitor
C0 = ε0εr/L and a correction coming from the Thomas-Fermi screening, which involves a Thomas-
Fermi capacitance, equal to CTF = ε0/lTF . The overall capacitance corresponds to three parallel
plate capacitors in series: two Thomas-Fermi capacitors with characteristic length lTF and an ideal
capacitor (lTF = 0) of length L

1

C
=

1

CTF
+

1

C0
+

1

CTF
. (4.36)

This concept was used in the literature as a “quantum capacitance” to interpret experimental data152;257;258.
The energy cost of localizing charges in Thomas-Fermi metals thus reduces the “ability” of accumu-
lating charge on the electrodes and the overall capacitance. Two effects have been highlighted and are
studied in this work: the decrease of the total electrode charge for increasing screening lengths and
the spatial distribution of the individual charges.

4.2.2 Calculations for an empty capacitor

We now compare the analytical predictions obtained in section 4.2.1 with simulation results for empty
capacitors (systems (G1) and (Au1) in table 2.1 with n = 50 planes and varying distances Lz ∈
[10, 300] Å between first atomic planes). Only the gold capacitors are shown here but very similar
data and identical conclusions are obtained from the graphite case. As indicated in section 2.1.1, the
interplanar distance for gold is dgold = 2.035 Å.
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4.2.2.1 Spatial charge distribution

Figure 4.2: Empty Thomas–Fermi capacitor (system (Au1) in table 2.1 with n = 50 atomic planes and
Lz = 300 Å between the electrodes where not stated otherwise, and a potential difference ∆ψ = 1V).
Charges were computed for a range of Thomas–Fermi lengths lTF ∈ [0, 16] Å. Total charge per plane
normalized by the total electrode charge Qk/Qtot as a function of the atomic plane index k, in linear
scale (a) and logarithmic scale (b). The symbols are simulated values for different lTF , while the lines
are the prediction of Eq. 4.34. Measured inverse capacitance plotted against the analytical prediction
Lz/ε0 for ideal capacitors (c) and for Thomas-Fermi metals using Eq. 4.38 (d), for a range of electrode
spacings Lz ∈ [10, 200] Å. Effective distance δ, defined in Eq.4.37, as a function of lTF (e). The dashed
line corresponds to dgold/2. Adapted from Ref. 256 with the permission of AIP Publishing.

The total charge per atomic plane Qk normalized by the total electrode charge Qtot was computed
by imposing a potential difference of ∆ψ = 1 V between the left and right electrodes. It is plotted
against the plane index k ∈ J1, 50K in figure 4.2a-b for a wide range of screening lengths lTF ∈ [0, 16] Å,
in linear scale for panel a and in log scale for panel b. The predicted exponential decay within the
electrode of Eq. 4.34 is also shown in solid lines and agrees very well with the data. Fitting the results
to an exponential function confirms that the decay length is equal to lTF within 1 % for values of
lTF & dgold. Small deviations from the exponential decay arise at large z because of the finite number
of atomic planes and for small lTF , comparable to the characteristic atomic distances, where continuum
theories are not expected to hold. Figure 4.2a indeed shows that for lTF . dgold the predicted decay
occurs on a length scale corresponding to only one to two atomic planes.

4.2.2.2 Total charge and capacitance

The total charge induced on the electrodes, measured by the capacitance, is compared to the analytical
results of Eq. 4.36 in figure 4.2c-e. Panel c compares the capacitance per unit area from constant
potential simulations CCP to the ideal capacitor case C0 = ε0/Lz, with Lz the distance between the
first atomic planes, and confirms the linear relation between them with an offset that depends on lTF .
However, the computed values CCP only coincide with the analytical prediction when introducing an
effective length Leff = Lz − 2δ as

1

CCP
=
Lz − 2δ

ε0
+

2lTF
ε0

. (4.37)
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This comes from the somewhat arbitrary choice of where to place the interface in a discrete atomistic
model. A compelling choice corresponds to the so-called “Jellium edge”259, which takes into account
the spilling of electrons around atomic sites and towards the vacuum region260 and places the interface
half of the interplane distance dgold away from the electrode, so that δ = dgold/2. This definition results
in the following equivalent circuit capacitance per unit area

1

C
=
Lz − dgold

ε0
+

2lTF
ε0

, (4.38)

which agrees well with the simulation data as shown in figure 4.2d. The error with respect to this
model is quantified by extracting the value of δ from the simulation data CCP . The comparison
between δ and dgold/2 is given as a function of lTF in figure 4.2e. The correction δ indeed approaches
half the interplanar distance for large lTF values but deviates for screening lengths close to dgold

towards smaller distances, close to the Gaussian width of the charge distribution, as suggested in
sections 3.1.5.2 and 3.2.1 for the energy profiles of an ion at a surface for lTF = 0.

4.2.2.3 Energy profile

Figure 4.3: Electrostatic energy as a function of the distance z from simulations (symbols) and from
Eq. 4.39 (solid lines) for a range of lTF . Predictions are shown for an effective distance zeff = z − δ,
where δ depends on lTF and is taken from the values of Eq. 4.37 and figure 4.2e. Simulations were
run for a gold capacitor (system (Au1) in table 2.1 modified with n = 20 planes and a surface area
A = 219.8× 219.8 Å2) with a single ion of charge q = 1e at a distance z from the first atomic plane.

Finally, Kaiser et al.91 computed the electrostatic response of a Thomas-Fermi metal to an external
charge at a distance z from the surface (the generalization of Eq. 3.73 for ideal metals) and gave the
following approximate expression of the electrostatic energy

U∆ψ(z; lTF ) = − q2

16πε0z

[
1− 13.8879(κTF z)

3 + 37.4625(κTF z)
2 + 18.6940(κTF z) + 1

27.8648(κTF z)4 + 73.0987(κTF z)3 + 70.3460(κTF z)2 + 20.6754(κTF z) + 1

]
,

(4.39)
which reduces to the result of Eq. 3.73 for lTF = 0. The comparison with simulations is done for
a gold capacitor with only n = 20 planes but a large surface area A = 219.8 × 219.8 Å2 (to reduce
the linear regime observed on figure 3.4) and a single ion of charge q = 1e at a distance z from the
first atomic plane. Results are shown as a function of the distance in figure 4.3. Using the effective
interface position given by δ (defined in Eq. 4.37), we obtain a good agreement between simulations
and Eq. 4.39, which further supports our interpretation.
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4.2.3 Electrochemical cells

Empty capacitor simulations validate the implementation of the Thomas-Fermi model in constant
potential simulations and allow to pinpoint the limits of the continuum predictions applied to an
atomistic system. For real electrochemical systems with atomistic electrolytes, no analytical prediction
can be derived and we use molecular dynamics simulations to investigate the influence of metallicity.
In the following, results for a gold capacitor with an aqueous sodium chloride electrolyte (system
(Au4) in table 2.1) are presented, where we treated the electrodes as a model material and explored a
range of Thomas-Fermi screening lengths lTF ∈ [0, 5] Å. The simulation cell was first equilibrated for
lTF = 0 and ∆ψ = 0 V, using a 500 ps NPzT trajectory where the electrodes were allowed to translate
along the z axis under a pressure of 1 atm. The electrode separation was then fixed to the average
value (see table 2.3) and trajectories were subsequently accumulated at different voltages ∆ψ =0, 1
and 2 V for several nanoseconds each. We also prepared in a similar way other systems using graphite
electrodes and three different electrolytes: pure water, 1 mol/L sodium chloride aqueous solution and
a BMI-PF6 ionic liquid (systems (G2), (G4) and (G6) in table 2.1). These systems were investigated
for a range of screening lengths lTF ∈ [0, 4.5] Å for the aqueous systems and only two lTF values equal
to lTF = 0 and 3.423 Å for the ionic liquid capacitor.

4.2.3.1 Charge

Figure 4.4: Influence of the Thomas-Fermi length on charge storage in an electrochemical cell (system
(Au4) in table 2.1) at a potential difference ∆ψ = 2 V. Average of the total charge per plane normalized
by the total electrode charge 〈Qk/Qtot〉 as a function of the atomic plane index k (a). The symbols
are simulated values for different lTF for both electrodes (circles and crosses) while the lines are the
prediction of Eq. 4.34. Poisson potential profile ψ as a function of the position z for different lTF (b).
The vertical dotted lines indicate the positions of the first atomic planes of each electrode. Computed
integral capacitances as a function of the screening length lTF (red open circles) compared to the
equivalent circuit approximation of Eq. 4.40 (c). Panels (b-c) are adapted from Ref. 256 with the
permission of AIP Publishing.

Spatial charge distribution As for the empty capacitor in section 4.2.2, we first study the charge
distribution within the electrodes at fixed potential difference (here we show results for ∆ψ = 2 V)
in the presence of an electrolyte. Figure 4.4a shows the average ratio between the total charge per
plane and the total electrode charge 〈Qk/Qtot〉 as a function of the plane index k. Note that the range
of accessible lTF is reduced with respect to the empty capacitor simulations because the electrode
dimensions are smaller (only n = 10 planes could be used), but corresponds to usual lTF values for
conducting materials (see table 4.1). The charge distribution decays exponentially and, importantly,
it follows the same analytical prediction of Eq. 4.34 for empty capacitors (solid lines), although the
total charge Qtot fluctuates in the presence of an electrolyte.

This feature is also visible in the Poisson potential profile shown in figure 4.4b, computed by Eq. 2.57
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using the average charge density profile Eq. 2.55. Inside the electrodes, it exhibits an exponential
decay, with a decay length equal to the screening length lTF (see Eq. 4.31). At the interface, we
observe a potential drop and oscillations characteristic of the density oscillations of the electrolyte
(see section 4.2.3.2), while in the center of the cell the electric potential is constant. This results
from another screening effect, due to the presence of ions (i.e. mobile charges) in the solution that
rearrange to screen the charge accumulated on the electrodes. In the case of pure water, the electric
potential profile presents oscillations at the surface but a constant slope in the bulk part because the
potential is not screened.

Capacitance The integral capacitance per unit area, computed from Eq. 2.58, is shown in figure 4.4c
as a function of lTF . It decreases significantly on this range of screening lengths, with a non negligible
variation for lTF = 0.5 Å where the capacitance is already 7 % smaller than the ideal metal case. The
concept of Thomas-Fermi or quantum capacitance has been put forward in the literature152;257;258 and
used to extrapolate the analytical prediction of Eq. 4.36 to electrochemical cells as

1

C(lTF )
=

1

CTF
+

1

C(lTF = 0)
+

1

CTF
, (4.40)

where the capacitance C(lTF = 0) measured for an ideal metal is used to predict the value for an
arbitrary lTF value. This corresponds to an equivalent circuit where the ideal capacitor is placed in
series with two Thomas-Fermi capacitors. This approximation is shown on figure 4.4c (black filled
circles) and provides a reasonable qualitative prediction but underestimates the capacitance by 20-
30 % for small lTF values. The difference comes from the interplay between the charge distribution in
the electrode and the structure in the electrolyte, which highlights the relevance of molecular dynamics
simulations.

4.2.3.2 Electrolyte structure

We discussed in section 3.2.2 the free energy profile of an ion approaching a surface, which is simply
related to the density profile using ρ(z) = −kBT ln(F (z)), and concluded that the impact of the
metallicity is small at zero voltage. This is also the case for the present system with a 1 mol/L sodium
chloride solution. The density profiles, defined in Eq. 2.52, are identical at ∆ψ = 0 V for the range of
lTF studied for oxygen and hydrogen atoms and the small deviations observed for sodium and chloride
ions are only due to statistical noise. These density profiles, shown in figure 4.5a-b for lTF = 0 Å,
show two main adsorption layers for water, as expected for an aqueous interface, and a more complex
structuration of the ionic density profiles. The smaller Na+ ion has a large density peak corresponding
to the first water hydration layer and a second peak located after the second hydration layer. The
larger Cl− ion has a broad peak corresponding to the second hydration layer, with secondary peaks
including a small peak between the first and second hydration layers. Their density fluctuations also
extend farther from the electrode than the water profile.

When a finite potential difference is applied and the electrodes bear a net average total charge, the
electrolyte responds differently depending on the Thomas-Fermi length lTF . The overall density profile
for water is not significantly impacted, and only the orientation of water molecules is. We measure
this phenomenon using the distribution of angles θ defined in section 2.4.1 and shown in figure 4.5c-d
for the positive and negative electrodes. At zero voltage (black dashed lines), the water molecules
mostly lie in a plane parallel to the surface (cos θ = 0) or with a H-bond pointing towards the
surface. At finite voltage, the water dipole moment µ reorients under the electric field created by the
electrodes and has a stronger orientation towards/away from the electrodes depending on their charge
(negative/positive). This manifests itself at the negative electrode by an increase in probability of
cos θ values close to -1, i.e. a larger portion of molecules pointing towards the surface, decreasing the
peak at cos θ ∼ 0.5 corresponding to water molecules with a hydrogen bond lying within the plane
and the second pointing towards the bulk. At the positive electrode on the contrary, the population
pointing away from the surface increases. As a direct consequence of the larger accumulated charge for
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-                                                                                                                                                    +

-                                                                                                                                                    +

Figure 4.5: Influence of the Thomas-Fermi length on the interfacial structure in an electrochemical
cell (system (Au4) in table 2.1). Density profiles for the O and H atoms (a) and for the Na+ and Cl−

ions (b) near the electrode at zero voltage for lTF = 0 Å . For H atoms, the profile is divided by 2 for a
better comparison with the O profile. Distribution of the orientation, P(cos θ) defined in section 2.4.1,
of water molecules in the first liquid layer adsorbed on the electrodes, under an applied potential
of ∆ψ = 2 V for different lTF for the negative (c) and positive (d) electrodes; the distribution for
∆ψ = 0 V and lTF = 0 Å is shown (black dashed lines) as a reference. Density profiles for the Na+ (e)
and Cl− (f) ions under a potential difference ∆ψ = 2 V for different lTF values. The negative/positive
electrode is located at negative/positive z. Reproduced from Ref. 256 with the permission of AIP
Publishing.

smaller lTF , the orientation of water molecules is the most modified for the ideal metal case relatively
to larger lTF values.

Under the applied voltage, the ionic density profiles, shown in figure 4.5e-f, become asymetric. Al-
though there is statistical noise due to the small number of ion pairs in the simulation cell, a general
trend of an increased density of Na+/Cl− at the negative/positive electrode is evident. As previously,
the magnitude of this effect depends on lTF and is rationalized by the smaller net charge accumulated
for larger screening lengths. For the Cl− ions, the main peak decreases at the negative electrode, while
it increases at the positive one. It is also interesting to see similar variations in the smaller peak in
between the first and second solvation layers. For the Na+ ions, the main peak corresponding to the
first hydration layer decreases at the positive electrode but only slightly increases at the negative one,
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as if no more ions could be accomodated. Instead, we observe the appearance of another peak of Na+

ions, adjacent to the first one, located between the first and second water layers, with an intensity
largely dependent on lTF . This second peak is quasi non-existent for the larger Thomas-Fermi lengths
but increases drastically for the smaller values.

-                                                                                                                                                    +

-                                                                                                                                                    +

Figure 4.6: Influence of the Thomas-Fermi length on the interfacial structure in an electrochemical
cell (system (G4) in table 2.1). Density profiles for the O and H atoms (a) and for the Na+ and Cl−

ions (b) near the electrode at zero voltage for lTF = 0 Å . For H atoms, the profile is divided by 2
for a better comparison with the O profile. Density profiles for the Na+ (c) and Cl− (d) ions under a
potential difference ∆ψ = 2 V for different lTF values. The negative/positive electrode is located at
negative/positive z.

Similar tendencies are observed for the graphite capacitors, as shown in figure 4.6. The water density
profile in figure 4.6a also displays two hydration layers, although the first layer is less strongly bound
to the surface than on gold, where the density goes to zero between the layers. There is however a
stronger orientation of the hydrogen bonds, with the presence of a “shoulder” in the hydrogen density
profile close to the surface, corresponding to hydrogen bonding with the graphite surface. The ionic
density profiles shown in figure 4.6b do not exhibit significant layering, as expected from the free energy
profiles computed on graphite in section 3.2.2. The Na+ density profile has two peaks in the first and
second hydration layers. At zero voltage, the one further away from the surface is predominant. Upon
the application of a voltage of ∆ψ = 2 V, at the negative electrode little difference is observed for
large Thomas-Fermi lengths but for small lTF values the peak closer to the surface becomes the main
one. The same mechanism occurs at the positive electrode for the Cl− ions, with a large structural
change and a shift of the major density peak from a position far from the surface for large lTF values
to the location of the first hydration layer.

Finally, a graphite capacitor with the BMI-PF6 ionic liquid is investigated at ∆ψ = 2 V, for a finite
Thomas-Fermi length lTF = 3.423 Å and considering the graphite as an ideal metal, i.e. lTF = 0 Å.
Density profiles for the molecular ions are given in figure 4.7a-b, as well as the electric potential profile
in figure 4.7c. As observed in experiments, we find a strong oscillatory behavior of the electric potential
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that extends over several nanometers from the surface. The impact on the ionic density profiles is
more complex than for sodium and chloride ions, with an increase and decrease of density peaks, as
well as broadening and the shift of some peaks.

Overall, significant changes to the structure of the electrolytes are observed on a variety of capacitors
and with different surfaces, that can ultimately be related to the difference in accumulated charge on
the electrode.

-                                                       +

-                                                       +

Figure 4.7: Influence of the Thomas-Fermi length on the interfacial structure for a graphite-BMI-
PF6 capacitor (system (G6) in table 2.1), for a potential difference of ∆ψ = 0 V (dashed lines) and
∆ψ = 2 V (solid lines), for two values of screening length: lTF = 0.0 (blue lines) and lTF = 3.423 Å
(red lines). Density profiles at ∆ψ = 2 V for the PF−6 anions (a) and the C1 grain (see table 2.5) of
BMI+ cations (b). Poisson potential profile ψ as a function of the position z (c). The negative/positive
electrode is located at negative/positive z.

4.2.3.3 Charge dynamics

The previous observations on the structure of the electrolyte can be easily rationalized by considering
the decrease in capacitance, i.e. in the accumulated charge on the electrodes, due to the energy
penalty for localizing electrons proportional to l2TF . These results however are not equivalent to
previous studies158;159 that compared constant potential and constant charge simulations with an
identical average total charge on the electrodes. Nevertheless, at zero voltage, there is no net charge
on the electrodes so that this main effect is not present and the influence of electrode polarization
alone can be investigated. As shown in figure 4.4a-b, the structure is not influenced by the metallicity
of the surface.
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Figure 4.8: Normalized autocorrelation function of the total charge CQQ(t) =
〈δQtot(t)δQtot(0)〉 /

〈
δQ2

tot

〉
at zero voltage for an electrochemical system (system (Au4) in ta-

ble 2.1) as a function of time t (in logarithmic scale) for a range of lTF ∈ [0, 5] Å. Adapted from Ref.
256 with the permission of AIP Publishing.

We thus follow Refs. 158 and 159, which found the largest impact of polarization on the dynamics of
charge and discharge of a capacitor. However, to better study the influence of metallicity, instead of
switching on a given potential difference ∆ψ and measure the evolution of the total charge with time,
we make use of the linear response theory and directly investigate the dynamics of Qtot at ∆ψ = 0 V.
Indeed, although there is no net charge on the electrodes, the instantaneous total charge fluctuates
around zero according to the differential capacitance, as shown in figure 3.3b. The decrease of the
differential capacitance with increasing lTF should thus be reflected in the dynamics of the total charge
at ∆ψ = 0 V, measured by the normalized autocorrelation function of Qtot, CQQ, defined in Eq. 2.60
and shown in figure 4.8 for a range of screening lengths. The decay of CQQ with time characterizes the
relaxation of a spontaneous charge fluctuation and is therefore related to the charging or discharging
time of the capacitor, an important property that quantifies the power delivered by the device. Note
that similar decays and lTF dependence is observed for the graphite capacitors with pure water, 1M
NaCl solution and BMI-PF6 ionic liquid.

On figure 4.8, we observe for the gold capacitors that the dynamics are slower for larger lTF values,
with an impact on a wide range of timescales. A rough bi-exponential fit allows to extract a first decay
at very short times, with a characteristic time between τ1 ≈ 15 fs for small lTF values and τ1 ≈ 13 fs for
lTF = 5 Å. This fast decay is probably due to the fast reorientation of water molecules at the surface.
The difference with metallicity can be explained by weaker interactions of the solvent with the surface
in the case of non-ideal metals, also shown with the orientation of water at ∆ψ = 2 V in figure 4.5c-d,
leading to faster dynamics. The second decay has a characteristic time of τ2 ≈ 1− 3 ps, while a noisy
third long time decay (of the order of hundreds of ps) contributes to a long tail in the autocorrelation
function. These longer timescales can be attributed to ionic diffusion within the hydration layers or
to the exchange of ions with the bulk. This is supported by the lack of such very long decays for
pure water capacitors. Lastly, the influence of lTF on these time decays is more difficult to assess but
further interpretation could spawn from the link with equivalent circuits of capacitors in series.

These results show that, contrary to what seemed from previous studies128, and although no impact
on the structure is measured at ∆ψ = 0 V, there is an influence of the electrode polarization on the
dynamics of the total charge, not only at high voltages.
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“Forget-me-not”: Accounting for the metallicity: the Thomas-Fermi semiclassical model

• We improve the description of electronic effects inside the electrodes by including the
contribution from the kinetic energy of electrons. This contribution is given by the Local
Density Approximation or Thomas-Fermi model and is adapted to Constant Potential
simulations. It includes a quadratic term in the charges, which penalizes the localization
of charge.
• The Thomas-Fermi model can describe the screening of an external perturbation (charge,

applied potential) by a free electron gas and introduces a screening length lTF . Analytical
predictions are derived and compared to empty capacitor simulations. Electrochemical
cells are systematically studied as a function of lTF .
• The charge distribution within the electrodes decays exponentially with the character-

istic length lTF . The capacitance decreases with lTF and can be approximated using
equivalent electrical circuits. The structure of the electrolyte depends on lTF for finite
voltages due to the different accumulated charges on the electrodes. The dynamics of
charging/discharging is slowed down for increasing lTF .
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Chapter 5

Phase transitions under confinement

5.1 Crystallization under confinement: thermodynamic origin

As discussed in the introduction, most fluids under confinement exhibit new and unexpected charac-
teristics, due to the interaction with the confining medium. Indeed, when the ratio of interfacial atoms,
that are perturbed by the presence of the interface, over bulk atoms cannot be neglected, interesting
phenomena emerge from the competition between surface and bulk contributions to the (free) energy.
In particular, this work focuses on the phase transitions under confinement depending on the metal-
licity of the confining surface, building on recent experiments of nanoscale capillary freezing of ionic
liquids described in Refs. 84 and 86, and discussed in section 1.1.3. The first aspect highlighted by
these experiments is the shift of the transition temperature (here freezing temperature) as a function
of the characteristic confining length, known as the Gibbs-Thomson (GT) equation, which links the
change in transition temperature to bulk quantities and the difference of surface tension between each
phase and the confining medium. The second aspect, i.e. the dependence of such phenomenon on
metallicity, is discussed in chapter 6.

Here, we first review the thermodynamic origin of changes in phase diagrams due to interfaces in
section 5.1 and give a derivation of the GT equation for the crystallization under confinement in
section 5.2, discussing the necessary approximations. These are then tested on a model system in
section 5.3 by computing the different terms of the GT equation and comparing the predicted value to
melting temperatures determined by hyper-parallel tempering Monte Carlo simulations in section 5.3.3.

5.1.1 Interfacial free energies and their consequences

The phase equilibrium is determined by an equality of thermodynamic potentials as demonstrated in
section 2.4.5 so that, taking the bulk phase equilibrium as a reference, the additional interactions with
the confining surfaces must provoke a change in the phase coexistence point. Taking the example of
crystallization, without loss of generality, if the interaction of the surface with both phases is identical,
no discrimination between them is introduced and there is no shift in the coexistence curve. But if the
interaction of the surface with the liquid phase is favorable with respect to the solid phase, the energy
needed to melt the solid will be lower and so will be the melting temperature. In a model system of
a liquid (L) confined in a slit pore between two parallel walls (W ) at a distance H (see e.g. slit pore
in figure 5.2b), the shift in melting temperature Tm is given by the GT equation

Tm − T bm
T bm

=
2 (γLW − γSW )

Hρ∆mh
, (5.1)

where T bm is the bulk melting temperature, γLW and γSW are respectively the liquid-wall and solid-wall
surface tensions, ρ = N/V the density and ∆mh = hL−hS the latent heat of melting per particle. Since
∆mh is usually positive, the sign of the temperature shift is determined by the difference in interfacial
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free energy between the solid or the liquid phase and the confining wall, i.e. by the difference in surface
tension ∆γ = γLW −γSW , as expected from the previous arguments. Several derivations can be found
in the literature39–41;261–269 that however differ in the final form, e.g. in the use of the solid or liquid
density in the denominator, in the use of the solid-liquid surface tension and a contact angle or in the
various geometries used for the derivation (slit or cylindrical pores – see figure 5.2). Moreover, several
of these derivations do not explicitly state the ensemble and the underlying assumptions, making it
difficult to test them.

Figure 5.1: Various geometries of curved liquid (L)-gas (G) interfaces: a liquid drop in bulk vapor
(a), a liquid drop in vapor on a surface wall (W ) (b) and a liquid in a thin capillary (c). In panels (a)
and (c) R is the curvature radius while θ is the contact angle in panels (b-c).

An equivalent phenomenon occurs for the liquid-vapor transition, i.e. capillary condensation, where
vapor condensates in small pores at a temperature above the liquefaction temperature. This situation
usually results in the creation of a meniscus at the liquid-vapor interface inside the capillary (see
figure 5.1c) because of the balance of surface tensions between the liquid and vapor phases and the
walls, related to the contact angle θ by the Young equation

γGW − γLW − γLG cos θ = 0 , (5.2)

where γGW is the vapor-wall surface tension and γLG is the liquid-vapor surface tension. The curved
interface testifies to a difference in pressure ∆P between the two phases, called the Laplace pressure,
which is given by the Young-Laplace equation270

∆P = PG − PL = −2γLG
R

(5.3)

where R is the curvature radius of the liquid-vapor interface. This pressure difference across the
interface is responsible e.g. for the rise of liquids in a thin capillary (or capillary action). This in turn
is related to the nucleation of a small drop of liquid in a bulk vapor phase, which is hindered by the
energetic penalty of the interface. Such phenomenon results in the Kelvin equation270

ln

[
PG
Psat

]
=

2γLG
RρLkBT

, (5.4)

where Psat is the bulk saturated vapor pressure at temperature T while PG is the vapor pressure in the
presence of a spherical nucleus of radius R. This equation is similar to the GT equation as it includes
a shift in pressure (a similar equation can be derived at constant pressure for a shift in temperature)
inversely proportional to a characteristic size of the liquid phase and due to the energetic cost of
an interface. However, it is important to consider the differences between the two situations, which
are often mixed because of their similarities and the fact that they yield similar expressions. When
considering the growth of a nucleus in a bulk phase (e.g. solid in liquid, liquid in vapor or inversely
vapor in liquid), one quantifies the energy barrier due to the creation of the interface between the
two phases and this results, even for thermodynamic conditions where the nucleated phase is more
stable than the bulk one, in a critical nucleus size above which the liquid phase can grow271. Similarly
for the solid-liquid transition, one can express the critical size of a crystal nucleus in a bulk liquid
phase, which is very similar to Eq. 5.1. These relations explain why one can obtain supercooled liquid
without observing crystallization, or overheated liquid where the vaporization is inhibited until enough
energy to create a bubble is given to the system. This problem therefore pertains to a kinetic barrier
and does not correspond to a global equilibrium272. These equations are however routinely used to
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interpret the modification of phase coexistence properties under confinement and the ambiguity is
worsened by the use of the name ‘Gibbs-Thomson equation’ for both the crystal nucleation and the
crystallization under confinement, without distinction, in the literature272;273. This results in several
derivations of the confined GT equation based on the growth of a nucleus in a confined pore, which
are rapidly discussed in the following. Aside from the conceptual difference, note that the assumption
of a spherical crystal nucleus, currently used for drops and bubbles, is questionable for faceted solid
nuclei176.

5.1.2 Gibbs-Thomson equation from a nucleation point of view

Figure 5.2: Various confined geometries considered for the nucleation of a solid (S) phase in a liquid (L)
phase under confinement by planar or cylindrical walls (W ). r, R and H are geometrical parameters
that characterize the different geometries.

In their derivation, Warnock et al.261;262 consider a plug of crystal inside a cylindrical pore or a slit
pore, as depicted in figure 5.2a-b. The authors write the change in free energy ∆F between the system
with the liquid phase and that with a solid plug with a volumetric, a liquid-solid and a wall interfacial
contribution

∆Fcyl = −πR2HρS∆ms(T
b
m − T ) + 2πRH(γSW − γLW ) + 2πR2γLS (5.5)

∆Fslit = −πR2HρS∆ms(T
b
m − T ) + 2πR2(γSW − γLW ) + 2πRHγLS , (5.6)

where ∆ms is the entropy of melting per particle and R and H are geometrical parameters defined in
figure 5.2a-b. The free energy difference is thus depends on the plug size (H or R) so that the crystal
nucleus can either expand infinitely or disappear, depending on the temperature. The melting point
is determined by finding the thermodynamic conditions for which ∂∆F/∂H = 0 (or ∂∆F/∂R = 0),
which ultimately gives the GT equations

Tcyl = T bm + 2
γLW − γSW
RρS∆ms

(5.7)

Tslit = T bm + 2
γLW − γSW
HρS∆ms

− γLS
HρS∆msR

−−−−→
R→∞

T bm + 2
γLW − γSW
HρS∆ms

, (5.8)

where we took R → ∞ for the slit pore. However when considering a similar concept with the setup
of figure 5.2c with an axial cylindrical solid nucleus, one finds instead

Tcyl = T bm −
γLS

rρS∆ms
, (5.9)

which differs from Eq. 5.7, even for r → R. Moreover, the choice of the ensemble and of the free
energy as thermodynamic potential is not clear.

5.1.3 Gibbs-Thomson equation from the thermodynamic equilibrium of the phases

The argument of the growth of a crystal nucleus results in the appearance of the solid-liquid surface
tension γLS related to the solid-liquid interface. However, the shift of phase coexistence under con-
finement needs only to be related to the presence of interfaces with the walls, which modify the free
energy of the system because of the change in interfacial free energy, without any reference to an
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interface between the solid and liquid phases. We are thus interested in the equilibrium coexistence
of two confined phases, i.e. the points of the phase diagram where both phases are equally stable (as
is done for the solid-liquid bulk coexistence).

The developments by Evans et al.41;274–277 correspond to this goal. Their considered setup is a slit
pore formed by two confining walls of area AW separated by a distance H and immersed in an explicit
reservoir at fixed chemical potential µ, volume V and temperature T . The two additional variables
AW and H are two new thermodynamic fields with their conjugate fields γ the surface tension and
AW f the force between the walls. The authors thus study the grand potential Ω = U −TS−µN (see
section 2.2.1) and write its variations as

dΩ = −SdT − PdV −Ndµ+ 2γdAW − (AW f)dH (5.10)

with P the pressure in the reservoir, N the number of particles and S the entropy. The derivation274

considers excess quantities with respect to the bulk reservoir without the plates and shows that
Ω = −PV +2γA. It demonstrates several Maxwell relations and analyses stability and phase equilibria.
These thermodynamic equations are then applied to the capillary condensation. In a nutshell, the
difference in chemical potential with respect to the bulk ∆µ ≡ µsat − µ is expressed as

∆µ =
∆P

ρG
=

∆T

ρG

∂Psat
∂T

=
∆T

ρG

∆vaps

(1/ρG − 1/ρL)
, (5.11)

where ∆T and ∆P are the shifts in temperature and pressure due to confinement and the last equality
is from the Clapeyron equation Eq. 2.68. Using a version of the Kelvin equation, they obtain

∆T = ∆µ
1− ρG/ρL

∆vaps
= 2∆γ

1− ρG/ρL
H(ρL − ρG)∆vaps

=
2∆γ

HρL∆vaps
. (5.12)

Our derivation is largely inspired from this thermodynamic treatment, applying it to the crystallization
transition and using a simpler setup.

5.2 Derivation of the Gibbs-Thomson equation

5.2.1 A “confined Clapeyron” approach in the µAWHT ensemble

As underlined in the previous section, the focus of this derivation of the GT equation is the determi-
nation of the thermodynamic conditions for which two phases, in this particular case the solid and
liquid phases, are both stable under confinement. The system and ensemble chosen in this work are
inspired from the experimental setup of Refs. 84 and 86, discussed in section 1.1.3 and schematized in
figure 5.3. Because of the large radius of the confining tip (∼ 1.5− 5µm and ∼ mm), we consider the
confined geometry as a model slit pore (see inset of figure 5.3), with two parallel walls at a distance
H separated by either the solid or the liquid phase. Note that these phases are never considered in
contact with one another but entirely fill the pore volume. The walls, that we assume identical, have
a surface area AW so that the confined volume is V = AWH. In addition, we take this to be an open
system that exchanges particles with the external reservoir, in the case of figure 5.3 the non-confined
liquid drop on the surface, which fixes the chemical potential µ in the confined phase. Lastly, the
system is kept at fixed temperature T , so that the thermodynamic ensemble corresponding to this
experiment is the µAWHT ensemble. This system is thus simpler than the one considered by Evans
et al in their derivation41;274–277.

Similarly to the grand canonical ensemble discussed in section 2.2.1, the thermodynamic potential in
the µAWHT ensemble is the grand potential

Ω = U − TS − µN = −PAWH + 2γAW , (5.13)

with the exception that we added a surface contribution 2γAW where the factor 2 is because of the two
interfaces and γ is taken as a free energy per unit area. Borrowing from the traditional considerations
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Figure 5.3: Representation of the experimental setup of Refs. 84 and 86 where a drop of ionic liquid
is confined between a surface and a tip of an Atomic Force Microscope or of a dynamical surface force
tribometer. The macroscopic liquid drop is in a liquid-vapor equilibrium, while the inset shows the
model system chosen to represent the confined fluid in the µAWHT ensemble. Reproduced from Ref.
278 with the permission of AIP Publishing.

of phase coexistence given in section 2.4.5.1, at the confined coexistence, the thermodynamic potentials
of the liquid and solid phases are equal, i.e. ΩL = ΩS . From Eq. 5.13, it follows that the pressures
PL and PS for a pore filled with liquid or with solid are related by

PL − PS =
2(γLW − γSW )

H
. (5.14)

Following the derivation of the Clausius-Clapeyron equation Eq. 2.68, we consider the changes in the
grand potential associated with a change in the relevant thermodynamic variables dµ, dAW ,dH,dT
along the phase coexistence, so that ΩS + dΩS = ΩL + dΩL thus dΩS = dΩL. The thermodynamic
identities Eqs. 2.25 are modified as

dΩ = −SdT − PAWdH + (2γ − PH)dAW −Ndµ . (5.15)

Using Eq. 5.14 to simplify the term in dAW , we obtain

(SL − SS)dT +
2AW (γLW − γSW )

H
dH + (NL −NS)dµ = 0 , (5.16)

which relates the variations of the control variables T , H and µ along the solid-liquid coexistence, as
does the Clapeyron equation Eq 2.68 for the variations of T and P along the bulk coexistence in the
NPT ensemble. As expected, the variations of the surface area have no effect on Eq. 5.16.

5.2.2 Integration along a bulk-to-confined thermodynamic path

Integration of Eq. 5.16, from an unconfined bulk system (H →∞ at T bm) down to a confined system
at finite H and corresponding melting temperature Tm, yields the relationship between the changes
in control variables, i.e. the GT equation. The next step requires the specification of additional infor-
mation on the external reservoir that relates the variation of the chemical potential to the variations
of temperature dµ/dT along the bulk-to-confined integration path. We isolate this dependence by
rearranging Eq. 5.16 as

dH

H2
= − dT

2(γLW − γSW )

[
ρLsL − ρSsS + (ρL − ρS)

dµ

dT

]
, (5.17)

where we used the densities ρ = N/V and entropies per particle s = S/N .
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5.2.2.1 Determination of dµ/dT

In the simpler case of an external isobaric liquid, the chemical potential dependence on temperature
is easily given by(

dµ

dT

)
N,P

=

(
∂2GL
∂T∂N

)
N,P

=

(
∂2GL
∂N∂T

)
N,P

= −
(
∂SL
∂N

)
N,P

= −sL . (5.18)

In the setup described in figure 5.3, the liquid drop is in equilibrium with its vapor, as illustrated
in the right part of the figure. The chemical potential imposed by the reservoir is thus set by the
bulk liquid-vapor coexistence, i.e. µ(T ) = µL(T ) = µG(T ). Following the same procedure as in the
previous section, the equality of the grand potential and of its variations along the coexistence line
results in the equality of pressures PG = PL and

−SGdT − PGdV −NGdµ = −SLdT − PLdV −NLdµ , (5.19)

which ultimately yields
dµ

dT
= −ρLsL − ρGsG

ρL − ρG
. (5.20)

In general, the liquid phase is denser than the vapor one (ρL � ρG) and the entropy per particle
for the gas is larger than for the liquid (sG � sL). To simplify Eq. 5.20, we explicitly compute this
quantity for the van der Waals fluid because it is a good approximation for both the liquid and vapor
phases. It includes an excluded volume term b and an attractive term a. The entropy per particle of
the van der Waals fluid of density ρ is known279 and equal to

s

kB
= ln

(
1− bρ
ρλ3

)
+

5

2
, (5.21)

where λ3 is the quantum volume with λ the De Broglie wavelength. Introducing ερ = ρG/ρL we obtain

ρGsG
ρLsL

=
ερ
[
ln(1− bρG)− ln(ρLλ

3) + 5/2
]
− ερ ln ερ

ln(1− bρL)− ln(ρLλ3) + 5/2
. (5.22)

Noting that ερ � 1 and bρG � 1, we have ρGsG � ρLsL, so that we can approximate Eq. 5.20 by

dµ

dT
≈ −sL . (5.23)

We tested numerically this approximation for a van der Waals fluid using the coexistence curve derived
in Ref. 279 for b =

√
2σ3 and a/b = 5πε/9. Results are shown in figure 5.4, expressed in reduced units

with respect to the critical temperature Tc = 8a/(27b), pressure pc = a/(27b2) and volume vc = 3b.
The relative error due to Eq. 5.23 is smaller than 10 % on a large temperature range and much smaller
for temperatures far from the critical point.

We thus write the derivative of the chemical potential with respect to temperature as

dµ

dT
= −

ρbLs
b
L − ρbGsbG
ρbL − ρbG

≈ −sbL , (5.24)

where we used the superscript b to refer to the bulk external liquid and vapor phases. From Eq. 5.24
and Eq. 5.17, we write

dH

H2
= −

(ρL − ρS)(sL − sbL) + ρS(sL − sS)

2(γLW − γSW )
dT , (5.25)

where we carefully distinguished the bulk and confined properties. For sufficiently large confining
distances, the effect of confinement on these properties is expected to become negligible and we
approximate the densities and entropies per particle of the confined phases by the bulk ones, which
results in

dH

H2
= −

ρbS∆ms
b

2(γLW − γSW )
dT , (5.26)

where ∆ms
b = sbL − sbS is the bulk entropy of melting per particle.
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Figure 5.4: Comparison between dµ/dT estimated by Eq. 5.20 (black circles) and −sL computed
by Eq. 5.21 (blue squares) as a function of temperature in reduced units for a van der Waals fluid
(µred = µ/pcvc et Tred = T/Tc, where the c subscript refers to the critical point). Associated relative
error (green line) corresponding to the approximation Eq. 5.23, with values indicated on the right
y-axis. Reproduced from Ref. 278 with the permission of AIP Publishing.

5.2.2.2 Integration along the thermodynamic path

Eq. 5.26 relates the variations of confinement height H with those of the temperature T along the
coexistence. We now take a thermodynamic path between the unconfined bulk system with H → ∞
at temperature T bm and a confined system with a finite H and corresponding melting temperature
Tm, and integrate the joint variations of H and T along the coexistence. Assuming that the ratio

ρbS∆msb

2(γLW−γSW ) is independent of T and H along the integration path, which should be accurate in the
limit of large pore sizes and small temperature shifts, we have

+∞∫
H

dH

H2
= −

ρbS∆ms
b

2(γLW − γSW )

T bm∫
Tm

dT . (5.27)

In the setup of figure 5.3, because the external reservoir is a liquid-vapor equilibrium, the melting
temperature T bm is actually the bulk triple point T bT , so that the GT equation in this particular case
reads

Tm(H) = T bT +
2(γLW − γSW )

HρbS∆msb
. (5.28)

Another way of writing the GT equation which is more readily applicable to the experiments is

Hm(T ) =
2(γLW − γSW )

(T − T bT )ρbS∆msb
, (5.29)

which gives the height Hm(T ) at which the system is at coexistence point for a given temperature T .

5.2.2.3 Other external conditions and geometries

In the case of an isobaric liquid, the melting temperature at a given pressure P should be used instead

Tm(H) = T bm(P ) +
2(γLW − γSW )

HρbS∆msb
. (5.30)

Because no assumption on the densities (such as ρL = ρS) was made, the present derivation can be
directly applied to other situations, e.g. to the capillary condensation studied by Evans et al.274. For
a liquid-vapor equilibrium under confinement with a vapor reservoir at Pext, we easily obtain

Tvap(H) = T bvap(Pext) +
2(γGW − γLW )

HρbL∆vapsb
. (5.31)
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It can also be extended to other geometries such as a cylindrical pore as in figure 5.2a by modifying
the volume V = πR2Hc and area AW = 2πRHc expressions, where R is the radius and plays the role
of the confinement length H while Hc is the cylinder length. We then obtain

Tm(H) = T bm(P ) +
2(γLW − γSW )

RρbS∆msb
. (5.32)

5.3 Numerical predictions of the Gibbs-Thomson equation

Gibbs-Thomson equation

Confined HPT-GCMC Bulk phase diagramS/L Thermodynamic Integration

Figure 5.5: Illustration of the strategy of this work to study the GT equation Eq. 5.28. Bulk properties
T bT , ρS and ∆ms are computed using the bulk phase diagram (green area) and the surface tension term
with a solid-liquid thermodynamic integration procedure (red area). Predictions are then compared
to confined melting temperatures Tm(H) as a function of the confinement height H, estimated using
hyper-parallel tempering grand canonical Monte Carlo simulations (blue area). Reproduced from Ref.
278 with the permission of AIP Publishing.

To test the various assumptions made in section 5.2 and extract numerical values of the parameters
appearing in Eq. 5.28, we perform molecular simulations of the simple Lennard-Jones (LJ) model
system confined between unstructured Steele walls, corresponding to the confined system (S7) and its
bulk equivalent (B7) in table 2.2. The interaction parameters are given in table 2.8 and it is important
to highlight that we use a truncated shifted Lennard-Jones (TS-LJ – see section 2.1.3.2) with a cutoff
radius r∗cut = 2.5, which has a significant impact on the LJ phase diagram. In the following sections,
we will use reduced LJ units introduced in section 2.1.2.2.

The strategy behind this work is illustrated in figure 5.5. In a first step, we estimate the terms
involved in Eq. 5.28 by computing the bulk phase diagram as discussed in section 5.3.1 for the bulk
properties and by using a thermodynamic integration procedure introduced in section 5.3.2 that yields
the difference in surface tension γLW − γSW . In a second step, we compare the GT prediction with
the melting temperature under confinement directly estimated using hyper-parallel tempering grand
canonical Monte Carlo simulations of confined systems in equilibrium with an external reservoir in
section 5.3.3.

5.3.1 Bulk properties

Before investigating the confined phase diagram and computing the bulk properties involved in
Eq. 5.28, we study the phase diagram of the bulk LJ system. Its phase diagram was extensively
studied179;280–285, usually using long-range corrections (LRC-LJ), as mentioned in section 2.1.3.2.
However, it has been shown286;287 that the treatment of the truncation of the potential has an impor-
tant effect on the phase diagram which cannot be neglected. In this work, we set the cutoff radius to
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r∗cut = 2.5 for which data is available in the literature: Vrabec et al.288 computed the liquid-vapor coex-
istence line and determined the critical point T ∗C = 1.0779, whereas Ahmed and Sadus286 investigated
the solid-liquid coexistence curve for high pressures. Their results are given in figure 5.6.

To accurately locate the triple point, additional points are needed at lower pressures on the solid-liquid
line. We thus recomputed both the liquid-vapor (to have closer points) and the solid-liquid coexistence
curves using the Gibbs-Duhem Integration (GDI) method explained in section 2.4.5.3. We used the
cubic system (B7) in table 2.2 in the vapor, liquid and solid (face-centered cubic crystal) phases as
shown in table 2.2. The starting point for the GDI method is crucial in order to obtain accurate results
and was carefully chosen. For the liquid-vapor coexistence line, we determined, using Gibbs-Ensemble
Monte Carlo (GEMC) simulations, as detailed in section 2.4.5.1, a point at high temperature (where
the densities are lower and the GEMC is more efficient)

T ∗vap = 1.00 P ∗vap = 0.0612± 0.0005 . (5.33)

For the solid-liquid curve, GEMC does not yield accurate results because of the low probability of
particle exchange in condensed phases. Therefore we use the fact that the difference in the phase
behavior of the LRC-LJ and the TS-LJ vanishes at high pressure and temperature. We then use the
results of Kofke et al.282 at high pressure and temperature as starting point:

T ∗m = 2.74 P ∗m = 36.9 . (5.34)

GEMC and GDI simulations were run using the implementation described in appendices D.1 and D.3,
and furthermore tested for the LRC-LJ for which extensive numerical data are available196;282;283.

Figure 5.6: Bulk phase diagram of the truncated shifted Lennard-Jones system with a cutoff of
r∗cut = 2.5 in the (T ∗, P ∗) plane (a) and in the (ρ∗, T ∗) plane (b). Results obtained by Gibbs-Duhem
Integration, using the LJ model system (system (B7) in table 2.2), for the liquid-vapor (light blue
open circles) and solid-liquid (dark blue full circles) coexistence curves are compared to the results
of Vrabec et al.288 (orange open squares) and Ahmed and Sadus286 (red full squares), respectively.
Adapted from Ref. 278 with the permission of AIP Publishing.

The resulting TS-LJ bulk phase diagram is shown in figure 5.6 and compared to the literature286;288.
The agreement with published data is good both for the coexistence pressure P ∗ as a function of
temperature T ∗ (figure 5.6a) and for the coexistence densities ρ∗ of the vapor, liquid and solid phases
(figure 5.6b). The S/L and L/G coexistence lines are extended to temperatures and pressures lower
than the triple point, following the metastable phase coexistence. From the crossing of the two
coexistence lines, we extract the triple point as

T ∗T = 0.62 P ∗T = 1.65 10−3 , (5.35)

which enters in the GT equation Eq. 5.28. Panel 5.6b allows to discuss a first approximation done in
section 5.2, i.e. that the prefactor in Eq. 5.27, which includes the density of the solid phase at the
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denominator, does not depend on temperature. On the solid-liquid coexistence, the evolution of the
density with temperature is not negligible, up to 15 % over the range of temperature we are interested
in (∼ [T ∗T , T

∗
C ]).

Additionally, the entropy of melting per particle at coexistence is directly obtained from the GDI
simulations by using the relation with the enthalpy of melting at bulk coexistence ∆ms = ∆mh/Tm.
The dependence with temperature of the factor ρS∆ms is shown in figure 5.7a. Taking the triple point
(Eq. 5.35) as a reference, the error made on the denominator in the solid-liquid case is of only ∼ 5%
for T ∗ = 0.65 but already ∼ 13% for T ∗ = 0.75. As a side note, figure 5.6b shows that the variation of
the density of the liquid ρL at the liquid-vapor transition is about ∼30 % from the triple to the critical
point and the ρL∆vaps contribution, shown in figure 5.7b, decreases approximately of 75 % between
TT and TC , which is much more concerning for the derivation of Eq. 5.31. The surface tension term
could balance or reduce the temperature dependence of the prefactor in the GT equation but we were
not able to compute it as a function of temperature, as discussed below.

Figure 5.7: Evolution of the product of the bulk density ρ∗ and the bulk transition entropy per particle
∆s∗ along the coexistence line, for the solid-liquid transition ρ∗S∆ms (a) and the liquid-vapor transition
ρ∗L∆vaps (b), for the LJ model system (system (B7) in table 2.2). Panel (a) is adapted from Ref. 278
with the permission of AIP Publishing.

5.3.2 Surface tension calculation

There are two usual ways to compute surface tensions: using the definition of γ as a free energy per
unit area, all the other parameters being fixed

γ =

(
∂F

∂AW

)
NV T

=

(
∂G

∂AW

)
NPT

, (5.36)

which can also be called surface energy, or using mechanical expressions involving the stress ten-
sor289;290. For fluid-fluid interfaces, these expressions are well known, widely used and provide a
simple way of computing the surface tension related to such interface. However, interfaces involving
solid phases or walls are conceptually more complex, because a solid surface can sustain stress so
that the surface energy depends on the surface AW . This can be shown by writing the free energy of
formation of the interface F surf = γAW and its derivative with respect to AW as

σ =
∂F surf

∂AW
= γ(AW ) +AW

∂γ

∂AW
, (5.37)

given by Shuttleworth in Ref. 291. For a fluid, the term ∂γ/∂AW = 0 because it deforms and adapts
to external shear but this is not true for solids, for which surface tension and surface energy are not
equal in general. Moreover, because solid atoms do not diffuse, the mechanical route to compute the
surface tension is even more complicated292. To avoid this, we chose the unstructured Steele walls
(for which ∂γ/∂AW = 0) and used a thermodynamic approach.
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5.3.2.1 Thermodynamic Integration approach

We directly compute the difference γLW − γSW from the difference in Gibbs free energy between a
system with walls in contact with the liquid or the solid phase. This difference is obtained using the
thermodynamic integration (TI) approach described in section 2.5.3 for which we reproduce here its
three-step scheme:

Biased solid
2. shift bias−−−−−−−−−→

λ0→1

Biased liquid

1. introduce bias

xα0→1 α1→0

y3. remove bias

Non-biased solid
∆GTI−−−−−→ Non-biased liquid

The challenge of devising such method is to be able to drive the phase transition in a reversible way.
To this end, we introduce a bias acting on the collective variable Q6, defined in section 2.4.5.4, which
quantifies the local order on average over the whole system. We choose a quadratic bias

Ubias(λ) =
k

2

[
(1− λ)(Q6 −QS6 )2 + λ(Q6 −QL6 )2

]
, (5.38)

where QS6 and QL6 are reference values for the collective value in the solid and liquid state determined
for the specific thermodynamic conditions of the TI. By averaging the value or derivative of Eq. 5.38
along trajectories at fixed α and λ, we obtain the overall Gibbs free energy difference ∆GTI using
Eq. 2.92. Because the first and third steps introduce and remove a bias centered on the respective
equilibrium values QS6 and QL6 , their contributions are small (around 1 kJ/mol) and cancel each other
within the errorbars. The major contribution then arises entirely from the second step, which drives
the phase transition and involves the derivative 〈∂Ubias/∂λ〉.

This procedure is computationally expensive because of the calculation of the forces associated with
the collective variable Q6, which involve all atoms in the system. This restricts the study to small
system sizes and a few thermodynamic conditions only. We thus identify conditions for which both the
liquid and the solid phases are sufficiently metastable to characterize the solid and liquid interfaces
with the walls. This is done by fixing the pressure to P ∗ = 0.2036 (which corresponds to a bulk
melting temperature T ∗m = 0.638) and performing temperature ramps in NPT , during which the LJ
model system (S7) in table 2.2 is slowly heated or cooled (at a rate of ±0.15 ns−1 on 1-2 ns-long
trajectories). The evolution of the pore size H∗ with respect to temperature is given in figure 5.8 and
shows two linear regimes corresponding to the solid (at low T ) and liquid (at high T ) phases (the slope
being related to their thermal dilation coefficient), and an important hysteresis between the heating
and cooling curves. Within the hysteresis loop, we select two temperatures T ∗ = 0.659 and 0.751
at which liquid and solid equilibrium NPT simulations are run for 20 ns to test their metastability.
These are shown in green on figure 5.8 and indeed we do not observe any phase transition during
such long simulations. These thermodynamic conditions are thus close enough to the coexistence line
under confinement, which is not known a priori, to be able to run the thermodynamic procedure
without observing spontaneous phase transitions when removing the bias. At the bulk coexistence on
the contrary, the confined liquid spontaneously recrystallizes on the observed trajectory, which makes
it an unsuitable thermodynamic condition. We also run 2 ns unbiased simulations, using the system
(S7) in table 2.2, to determine the characteristic values for the collective variable in the solid and
liquid phases: for T ∗TI = 0.659, we obtain QS6 = 0.3632 and QL6 = 0.1425, while for T ∗TI = 0.751, we
find QS6 = 0.3531 and QL6 = 0.0569.

For both temperatures, we run 6 points in α from 0 to 1 (in steps of 0.2) and 11 points in λ from 0
to 1 (in steps of 0.1), using a spring constant k = 105 kJ/mol. For each α or λ point, the simulation
is first equilibrated for at least 20 ps, then run for at least 400 ps. These parameters allow to switch
from the liquid to the solid configurations and vice-versa. We observe that increasing λ yielded the
melting of the LJ crystal in the bulk region and the intermediate λ configurations are distinguished
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Figure 5.8: Evolution of pore width H∗ as a function of temperature T ∗ for temperatures ramps from
cold to hot (blue crosses) and vice-versa (red crosses), and for equilibrium NPT runs at three fixed
temperatures in the liquid or solid phases (open green circles), for a LJ model system (system (S7) in
table 2.2).

by different ratios of solid and liquid phases, as shown in the snapshots in figure 5.9. Short times
(∼ 10 ps) are sufficient to average correctly the collective variable but longer times can be necessary
(up to ∼ 1− 2 ns) to sample the phase transition.

The average derivatives 〈∂U/∂λ〉 are shown as a function of λ in figure 5.9 for both selected tempera-
tures. The equilibration is improved by starting the simulations at each λ value from a configuration
obtained at a previous value. This in turn may lead to hysteresis, which is checked by following both
the forward (solid to liquid) and reverse (liquid to solid) processes. The reversibility of the path is
crucial to be able to write the TI equations and draw conclusions from such calculations. This is why
usual methods36;284;293–296 avoid the explicit phase transition and instead relate each phase to known
reference states such as the Einstein crystal or the ideal gas (as in the Frenkel-Ladd method297). The
results of figure 5.9 show that we achieve a good reversibility of the transformation for T ∗TI = 0.659.
Only for λ = 0.3, a small hysteresis was first observed, which was removed by simulated annealing
(see section 2.5.1), i.e. heating the system at T ∗ = 0.751 for 100 ps and cooling it back to T ∗TI . For
T ∗TI = 0.751 however, a large hysteresis between the forward and backward processes is observed.
This can be explained by the fact that in the liquid to solid process, the system fails to recrystallize
despite the bias. The difference in reversibility in that case is explained by the larger temperature
difference with the confined transition temperature. Therefore, only the results at T ∗TI = 0.659 could
be used to obtain the Gibbs free energy difference using Eq. 2.92 at T ∗TI = 0.659 and P ∗. Taking into
account the discretization error for the numerical integrations, we find ∆GTI∗(T ∗TI) = 50 ± 28. This
large uncertainty arises mainly from the numerical estimate of the integral, due to the jump between
λ = 0.3 and 0.4.

5.3.2.2 Surface tension

The Gibbs free energy difference ∆GTI obtained from the above thermodynamic integration con-
tains both a volume contribution ∆mG

vol to the phase transition and a surface contribution ∆Gsurf

corresponding to the “bulk” and surface excess atoms

∆GTI = ∆mG
vol + ∆Gsurf

= (∆mH − T∆mS) + 2AW (γLW − γSW )

= ΓbulkAW

(
1− T

T bm

)
∆mh

b + 2AW (γLW − γSW ) , (5.39)
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Figure 5.9: Energy derivative 〈∂U∗/∂λ〉 as a function of the biasing variable λ for the second step of
the TI procedure, i.e. shifting the bias, for T ∗TI = 0.659 (a) and T ∗TI = 0.751 (b). Values are given
for both the forward (solid-liquid, red open circles) and backward (liquid-solid, blue open diamonds)
processes, for a LJ model system (system (S7) in table 2.2). The black dotted line is a guide to the
eye, with vanishing integral. Typical snapshots for several λ values are shown, where LJ particles
are in pink and the position of the Steele surfaces is indicated by the solid black lines. Panel (a) is
adapted from Ref. 278 with the permission of AIP Publishing.

where Γbulk = Nbulk/AW is the number of “bulk” atoms per unit surface. We alternatively write
Γbulk = N/AW − 2Γ using the excess number of atoms Γ at each interface and compute it from the
density profiles ρ(z) across the pore, shown for the liquid and solid phases in figure 5.10.

Figure 5.10: Density profiles across the pore, for system (S7) described in table 2.2, for the liquid
(red solid line) and the solid (blue dashed line) phases, obtained from equilibrium NPT simulations
of each phase at T ∗TI = 0.659. The average position of the walls is indicated by vertical dotted lines.
Reproduced from Ref. 278 with the permission of AIP Publishing.

The thermodynamic definition of the surface excess is based on the position of the Gibbs dividing
surface (GDS), zGDS, introduced in Eq. 2.53, corresponding to a sharp interface between two homo-
geneous regions with densities ρwall = 0 and ρbulk = ρL or ρS in the bulk region of the pore. Because
we have two interfaces, we modify Eq. 2.53 as∫ zGDS

zwall

(ρ(z)− ρwall)dz =

∫ zbulk

zGDS

(ρ(z)− ρbulk)dz , (5.40)
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with zwall the position of the wall and zbulk = 0 the center of the pore. The bulk densities of the solid
and liquid phases are ρ∗S = 0.94 (averaged over a lattice spacing) and ρ∗L = 0.83. As expected, we find
that the GDS is located close to the maximum of the first density peak. The surface excess is then
defined as

Γ =

∫ zbulk

zGDS

(ρ(z)− ρbulk)dz . (5.41)

We obtain slightly different values of Γ∗ from the liquid and solid density profiles, and take the average
value and half difference as Γ∗ = 0.3±0.1, giving Γ∗bulk = 17.0±0.2. Eq. 5.39 then leads to the difference
∆γ∗ = γ∗LW − γ∗SW = 0.40± 0.05.

5.3.2.3 Crystal structure under confinement

In the study of solids, and even more so of crystallization, the crystal structures and different crystal
phases are of great importance as the interfacial energy depends strongly on the observed facet. The
crystalline structure of the LJ fluid is face-centered cubic and for strong confinement, with H∗ ∼ 3−4,
it has been shown that different crystal phases are stable with squared or triangular geometries36;37;39.
From the explorations using heating-cooling ramps, we find that the most stable face that crystallizes
on the Steele wall is the (111) face, so that all solid configurations (systems (S7) and (S7b) in table 2.2)
are initialized with perfect crystal configurations consistent with this observation.

We also observe from figure 5.10 that the strong attraction between the particles and the wall (ε∗WF ≈
2.8) results in a pronounced structuration in the vicinity of the surface in the liquid phase, with at least
4 solid-like layers at the wall. The main consequence is to reduce the effective size of the bulk liquid
and solid regions, which we need to be sufficiently large for the GT equation to apply. Decreasing εWF

would have decreased this layering effect, but we can hypothesize that reducing the interactions with
the surface would also reduce the difference in surface tension ∆γ, which we seek to be the largest in
order to facilitate its accurate estimation.

5.3.3 Melting temperature under confinement

The numerical results from sections 5.3.1 and 5.3.2 provide a prediction of the melting temperature
under confinement using the GT equation Eq. 5.28 (shown in figure 5.13). To assess its validity, we
directly compute melting temperatures under confinement for different pore sizes H (see table 2.3).
Several simulation methods are available that yield melting temperatures with different accuracies.
The simplest method consists in increasing the temperature of a crystalline box until it melts or in
decreasing the temperature of a liquid box until it freezes, which usually results in a large hysteresis
because of the need to nucleate the new phase in the bulk crystal or liquid. Alternatively, the Direct
Coexistence Method runs configurations half crystalline and half liquid at different temperatures in
parallel and discriminates the configurations that are ultimately totally liquid from those totally
crystalline. This method has the advantage to already have a solid-liquid interface present and is
easy to implement. However, it also gives rise to significant hysteresis in some systems. To obtain
more accurate estimates of the melting temperature, free energy methods are required that iteratively
compute the equality of thermodynamic potential293;294;298;299.

In this work, we use Hyper-Parallel Tempering Grand Canonical Monte Carlo (HPT-GCMC) simu-
lations211, as described in section 2.5.1. These simulations were run by Prof. Benôıt Coasne, from
the Laboratoire Interdisciplinaire de Physique at Université Grenoble Alpes, using an in-house code.
Building on the experiments schematized in figure 5.3, we set up the simulations using 16 replicas
regularly spaced in β = 1/kBT , where each replica is a GCMC simulation in contact with a chemi-
cal reservoir along the liquid-vapor coexistence line. The chemical potential along the coexistence is
determined by Widom particle insertion method on system (B7) in table 2.2 (see section 2.4.5.2 and
appendix D.2) and reported in figure 5.11 as a function of temperature.
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Figure 5.11: Chemical potential µ∗ as a function of temperature, along the bulk liquid-vapor coexis-
tence line (see figure 5.6), for the LJ model system (system (B7) in table 2.2). Adapted from Ref. 278
with the permission of AIP Publishing.

As highlighted in section 5.3.2.3, the crystal structure is crucial for these studies, and we initialize all
crystal configurations using the (111) plane of the face centered cubic structure. To avoid polycrys-
talline configurations upon recrystallization, all liquid configurations are then obtained from melting
of the crystalline ones. We also use a system with larger lateral dimension (system (S7b) in table 2.2,
see also snapshots in figure 5.12) to avoid any commensurability issue.

Hyper-Parallel Tempering was chosen to improve the sampling of phase space thanks to the exchange
of solid and liquid replicas, and provides an accurate estimate of the melting temperature provided the
replicas are initialized with both crystal and liquid configurations300–302. In these systems however, the
swapping remains limited once the replicas have diverged in terms of number of particles and energy,
which is a drawback for the determination of the phase transition. For most replicas, swapping occurs
between solid and liquid configurations during the initial equilibration period, then only swapping
between solid on one hand and liquid configurations on the other hand is observed, if any. To obtain
a better measure of the melting temperature, we thus run two series of HPT-GCMC, one initialized
only with liquid configurations and one with only crystal configurations, as to compute the freezing
and the melting temperature.

Each replica is run in parallel until the convergence of the energy and number of particles and the
melting temperature Tm is then determined for each pore size from the evolution of the average number
of particles as a function of temperature, as illustrated for H∗ = 11.6 in figure 5.12. Two linear regimes
at low temperature and at high temperature correspond to the thermal expansion of the solid and
liquid phases, and we identify the melting temperature at the crossover. An hysteresis is observed
for the two sets of initial conditions (all crystal or all liquid), from which we determine a confidence
interval for the melting temperature. In some occasions, visual inspection of the replicas is needed
to determine whether a configuration is solid or liquid. For the larger pores, large error bars are due
to non equilibrated replicas for which swapping did not accelerate the phase transition. Results are
shown as a function of pore size in figure 5.13.

5.3.4 Discussion of the Gibbs-Thomson equation

We now compare the results obtained from HPT-GCMC simulations in section 5.3.3 to the prediction
of the GT equation using the numerical results of section 5.3.1 for T bT and ρS∆ms

b(T bT ) and section 5.3.2
for ∆γ(TTI). As in the previous chapter (e.g. in section 4.2.2), comparing atomistic simulations to
continuum theories necessitates to locate a sharp interface between the region accessible to the particles
and the walls. For a better comparison, we consider the effective width H∗eff of the pore occupied by
the particles, estimated from the position of the Gibbs dividing surfaces (see section 5.3.2) located
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Figure 5.12: Average number of atoms N in each HPT-GCMC replica as a function of the replica’s
temperature T ∗ for a pore size H∗ = 11.6. Evolution for both sets of initial configurations, starting
either from crystal (black circles) or liquid (red triangles) configurations in all replicas, are shown.
Black dashed lines are linear fits to the low and high temperature regions, used to locate the melting
temperature Tm (blue shaded area indicating the confidence interval). The snapshots illustrate typical
crystal (top right) and liquid (bottom) configurations. Reproduced from Ref. 278 with the permission
of AIP Publishing.

at ∼ σ from the Steele walls. We thus define H∗eff = H∗ − 2, with H the distance between the
positions of the walls. The difference between H∗eff and H∗ is important for smaller pores but does not
influence the conclusions of the study. Figure 5.13 then shows the melting temperature T ∗m, computed
in section 5.3.3, as a function of 1/H∗eff , along with the prediction of the GT equation. We first note
that the error bars obtained for HPT-GCMC measurements are too large to be able to extract a trend,
especially a linear trend for large pores (i.e. small 1/H∗eff). We nevertheless observe two regimes.

Figure 5.13: Melting temperature T ∗m as a function of the inverse effective pore size 1/H∗eff = 1/(H∗−2).
The red line indicates the prediction of the GT equation 5.28 using the results of sections 5.3.1 and
5.3.2. The shaded red area illustrates the uncertainty on the prediction. The open blue circles
correspond to the HPT-GCMC simulations. Reproduced from Ref. 278 with the permission of AIP
Publishing.

For small pores, we notice an important effect of confinement on the melting temperature. This regime
is dominated by disjoining pressure effects, i.e. the mutual effect of the two interfaces, through the
medium in-between. As shown in figure 5.10 and discussed in section 5.3.2.3, the strong layering at
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the interfaces and small bulk region suggests that these effects are present even for relatively large
pores (up to H∗ ≤ 17.3). For even smaller pores (with only a few crystal layers between the walls),
it has been shown that the melting temperature is extremely sensitive to the distance H∗ between
the walls and exhibits an oscillatory behavior, due to the commensurability of the pore width with
the crystal structure. This phenomenon also leads to changes in crystalline structure at very large
confinement34–39.

For large pores (up to H∗ = 28.8), another regime is observed. The extrapolation to H∗eff → ∞ is
consistent with the temperature of the triple point T b∗T = 0.62, however the dependence on confinement
length is rather disappointing as we cannot conclude due to the large error bars. Longer simulations,
or repeated simulations, and closer replicas should improve these results. The GT prediction, with the
approximations that the prefactor of Eq. 5.27 does not depend on the confinement width, obviously
does not reproduce the two different regimes. The order of magnitude of the numerical prediction
is correct down to very small pores, but does not reproduce the large pore regime, where the GT
equation is expected to hold.

Ultimately, the comparison to HPT-GCMC measurements does not allow to conclude on the validity
of the GT equation in the present case because of the several uncertainties on the different quantities.
The strong attraction to the walls and subsequent layering at the interface makes it difficult to obtain
a large portion of bulk atoms. This lead us to explore very large pores (up to H∗ = 28.8, rarely
studied in the literature) for which however the simulations are more difficult to converge, leading to
large uncertainties. For such large pores, the replica exchange is also less favorable because of the
larger difference in the number of atoms between solid and liquid configurations. This effect could be
decreased by reducing εWF but this could also reduce the dependence on confinement length H.

Regarding the GT prediction, several uncertainties are taken into account in the calculation of the
bulk properties and surface tensions that did not result in a large overall error bar. The somewhat
disappointing comparison can then be attributed to different factors, such as the use of the value of ∆γ
at TTI = 0.659 and P ∗ = 0.2036, which is far from the triple point. Such large value of pressure was
chosen from preliminary pressure calculations of GCMC confined simulations and to avoid crossing
the liquid-vapor coexistence line when increasing the temperature. Because of the computational cost
of the thermodynamic integration method, a systematic study of ∆γ exploring the phase diagram
was not possible in this thesis, but would have helped validate the assumption that the prefactor
ρbS∆ms

b/∆γ does not depend on temperature T ∗ and confinement width H∗. The evolution with
temperature shown in figure 5.7a suggests that the effect on ρbS∆ms

b is limited to less than 10 %, but
no information on the evolution of ∆γ is available.

Overall, this work highlights the difficulties related to the sampling of crystallization under confine-
ment. In order to systematically study large pores, the methods used and developed in this work offer
an interesting alternative to the straightforward calculation of melting temperatures. Provided a good
knowledge of the bulk phase diagram, these methods can be applied to more complex fluids, such as
water or ionic liquids. Using molecular simulations, one could go further and inject the temperature
dependence of the density, melting entropy and difference in surface tensions in the integral along
the thermodynamic path connecting the bulk and confined systems. Another interesting direction to
explore would be to reproduce the comparison using different reservoir conditions, i.e. changing the
chemical potential with respect to temperature for the HPT-GCMC replicas.
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5.3. NUMERICAL PREDICTIONS OF THE GIBBS-THOMSON EQUATION

“Forget-me-not”: Phase transitions under confinement

• We revisited the derivation of the Gibbs-Thomson equation

Tm(H) = T bT +
2(γLW − γSW )

HρbS∆msb

for the crystallization of a liquid confined in a slit pore, using a “confined-Clapeyron”
approach, making it easily applicable to other geometries and external conditions.
• We numerically tested some of the assumptions, in particular the temperature dependence

of several factors on a model system.
• We computed the bulk phase diagram of the model fluid and developed a thermodynamic

integration procedure to directly obtain the surface tension difference γLW − γSW .
• We compared the predictions of the GT equation to melting temperatures computed using

Hyper-Parallel Tempering Grand Canonical Monte Carlo and discussed the limitations of
our methods.
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Chapter 6

Effect of metallicity on interfacial free
energies

6.1 The Thomas-Fermi Thermodynamic Integration

In chapter 5 on the crystallization under confinement, we learned that the phase coexistence was
modified according to the difference in interfacial free energy, or surface tension, γLW − γSW and we
developed a thermodynamic integration procedure to obtain such difference by following a reversible
path from the solid to the liquid phase under confinement. This procedure however turned out to
be computationally expensive, especially because of the biasing force calculation due to the collective
variable Q6, as detailed in section 5.3.2. With this in mind, we adopt a new strategy and, instead
of repeating the solid-to-liquid calculation for different lTF values, develop a framework based on
thermodynamic integration to compute free energy differences as a function of lTF to investigate the
influence of metallicity on the phase behavior. We introduce this framework in section 6.1.1 then
discuss different continuum expressions in section 6.1.2 and compare them to results from empty
capacitors in section 6.1.3. In relation with the contact angle calculations in section 3.2.3, we then
apply the Thomas-Fermi Thermodynamic Integration method to the liquid-vapor phase transition by
simulating the vapor phase and the liquid phase separately, as discussed in section 6.2. We finally give
preliminary results on the solid-liquid phase transition in section 6.3 using a molten salt.

6.1.1 Statistical mechanics framework

In electrochemical cells, free energy differences due to the charging of the capacitor is known and
given by the reversible work exchanged with the generator (see Eq. 3.51). In the following however,
we are interested in the free energy changes due to the screening length lTF , with respect to the ideal
metal case lTF = 0. We thus consider, as in chapter 3, a system of N mobile atoms of electrolyte
and M electrode atoms that carry a Gaussian charge distribution with fluctuating magnitudes q =
(q1, q2 . . . qM ). To compute the free energy associated with a change in metallicity of the metal surface
atoms, i.e. with a change in Thomas-Fermi screening length lTF , we follow the steps of section 2.5.3,
starting from the definition of free energy F∆ψ = −β−1 ln(Z) at a given voltage ∆ψ. The statistical
mechanics framework derived in section 3.1 remains valid for the extended constant potential Thomas-
Fermi simulations, since the associated Hamiltonian Eq. 4.25 is quadratic in the charges q. Using the
expression of the partition function in the constant potential ensemble Eq. 3.28 and its relation to the
Born-Oppenheimer (BO) partition function Eq. 3.36, we write

Z(lTF ) =
1

2π

√
(2π)M

βM det ATF

√
2π

βETA−1
TFE

ZBO(lTF ) , (6.1)
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6.1. THE THOMAS-FERMI THERMODYNAMIC INTEGRATION

where we used the modified matrix ATF defined in Eq. 4.28 and the vector E defined in Eq. 3.7. We
then introduce

∆F∆ψ(lTF ) = F∆ψ(lTF )− F∆ψ(lTF = 0) = ∆F∆ψ,BO(lTF ) + ∆FnBO(lTF ) , (6.2)

where we separated the free energy difference between a metal characterized by finite lTF and an ideal
metal with lTF = 0, ∆F∆ψ(lTF ), at fixed potential difference ∆ψ, in two terms: a BO contribution
that can be computed from simulations, and a contribution arising from the integrated fluctuations
of charge discarded in the BO sampling.

6.1.1.1 Non-Born-Oppenheimer term

We first briefly give the non-BO contribution coming from the integrated charge fluctuations

∆FnBO(lTF ) = FnBO(lTF )− FnBO(lTF = 0) = −β
−1

2
ln

(
det A

det ATF

ETA−1E

ETA−1
TFE

)
, (6.3)

where A is the original matrix appearing in Eq. 4.28, corresponding to lTF = 0. This contribution
depends only on the electrodes configuration, and not on the electrolyte positions rN nor the applied
electric potential difference ∆ψ.

The determinants of the matrices involved are numerically challenging to compute accurately. We
can circumvent this numerical issue by using that the determinant of a matrix is the product of its
eigenvalues. Taking the logarithm gives a well behaved number, allowing to carry out the calculation.
Writing λi and λilTF for the eigenvalues of A and ATF , respectively, we obtain

∆FnBO(lTF ) = −β
−1

2

M∑
i

ln

(
λi

λilTF

)
− β−1

2
ln

(
ETA−1E

ETA−1
TFE

)
. (6.4)

However, because the non-BO term cancels out in differences of free energy differences using the same
electrode configurations, e.g. between the surface-liquid and surface-vapor free energy differences, this
term is not investigated further.

6.1.1.2 Born-Oppenheimer term

To compute the Born-Oppenheimer contribution, we follow a thermodynamic integration approach,
as in section 2.5.3, by rewriting

∆F∆ψ,BO(lTF ) = F∆ψ,BO(lTF )− F∆ψ,BO(lTF = 0) =

lTF∫
0

dl

(
∂F∆ψ,BO

∂l

)
NV T∆ψ

. (6.5)

Using Eq. 3.36 and injecting the Thomas-Fermi Hamiltonian Eq. 4.25, we have(
∂F∆ψ,BO

∂lTF

)
= −β−1(ZBO)−1

∫
drN e−βU

′
0(rN )β

2

(
∂(q∗)TATFq∗

∂lTF

)
e
β
2

(q∗)TATFq∗

= −1

2

〈(
∂(q∗)TATFq∗

∂lTF

)〉
. (6.6)
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Knowing that both ATF and q∗ depend on lTF explicitly, but not B(rN ) or Ψ, we then write

∂

∂lTF

[
(q∗)TATFq∗

]
=

∂

∂lTF

[
(q∗)TATFA−1

TFATFq∗
]

=
∂

∂lTF
[ATFq∗]T A−1

TF [ATFq∗]

=

[
∂(ATFq∗)

∂lTF

]T
A−1
TF [ATFq∗] + [ATFq∗]T

(
∂A−1

TF

∂lTF

)
[ATFq∗]

+ [ATFq∗]T A−1
TF

[
∂(ATFq∗)

∂lTF

]
=

[
− ∂χ

∂lTF
E

]T
q∗ +

[
(q∗)TATF

](
−A−1

TF

∂ATF

∂lTF
A−1
TF

)
[ATFq∗] + (q∗)T

[
− ∂χ

∂lTF
E

]
= 0 + (q∗)T

(
−2lTFρ

ε0
I

)
q∗ + 0 = −2lTFρ

ε0
(q∗)Tq∗ , (6.7)

where we used the relation between χ and q∗ in Eq. 3.26 and the electroneutrality condition Eq. 3.12,
with I the identity matrix and ρ the atomic density of the material. Using Eq. 6.5, we finally obtain
that the free energy in the BO ensemble associated with the change in screening length lTF of the
surface with respect to the ideal metal case (lTF = 0) is positive, increases with lTF and is given by

∆F∆ψ,BO(lTF ) = F∆ψ,BO(lTF )− F∆ψ,BO(lTF = 0) =

lTF∫
0

dl
lρ

ε0

〈
(q∗)Tq∗

〉
NV T∆ψ,l

. (6.8)

Notably, this quantity is readily calculated from molecular simulations, since (q∗)Tq∗ =
M∑
i=1

q2
i is

the sum of the individual squared charges, and Eq. 6.8 constitutes the practical expression of this
thermodynamic integration method.

6.1.2 Continuum prediction from a thermodynamic cycle

We now consider the following thermodynamic cycle in the constant potential ensemble NV T∆ψ:

{lTF = 0,∆ψ = 0}
∆F lTF=0(∆ψ)
−−−−−−−−−−−→ {lTF = 0,∆ψ}

−∆F∆ψ=0(lTF )

x
y∆F∆ψ(lTF )

{lTF ,∆ψ = 0} ←−−−−−−−−−−−
−∆F lTF (∆ψ)

{lTF ,∆ψ}

where the free energy difference associated with the horizontal steps is given by taking into account
the reversible work to charge the capacitor −Qtot∆ψ, with Qtot the total accumulated charge,

F (N,V, T,∆ψ) = U − TS −Qtot∆ψ = F (N,V, T )−Qtot∆ψ . (6.9)

Noting that the energy stored upon charging is ∆U = Qtot∆ψ
2 = CA∆ψ2

2 , with C the capacitance per
unit area, the free energy per unit area associated with the charge of a capacitor from 0 to ∆ψ at
fixed lTF is

∆F lTF (∆ψ)

A
= −Qtot(lTF )∆ψ

2A
= −C(lTF )∆ψ2

2
. (6.10)

We introduce this relation in the above thermodynamic cycle

−Qtot(0)

2
∆ψ + ∆F∆ψ(lTF ) +

Qtot(lTF )

2
∆ψ −∆F 0(lTF ) = 0

−Qtot(0)

2
∆ψ + ∆F∆ψ,BO(lTF ) +

Qtot(lTF )

2
∆ψ −∆F 0,BO(lTF ) = 0 (6.11)
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where to obtain the second line we used Eq 6.2 and the fact that ∆FnBO is independent of the applied
potential ∆ψ. This finally yields

∆F∆ψ,BO(lTF )−∆F 0,BO(lTF ) = (Qtot(0)−Qtot(lTF ))
∆ψ

2
= (C(0)− C(lTF ))

∆ψ2A
2

. (6.12)

When lTF → +∞ (insulating limit), the accumulated charge vanishes and we simply obtain the work
to discharge the perfect metal capacitor

∆F∆ψ,BO(+∞)−∆F 0,BO(+∞) =
C(0)∆ψ2A

2
. (6.13)

Eq. 6.12 shows that the free energy difference with metallicity ∆F∆ψ(lTF ) has an unknown zero-
voltage component ∆F 0(lTF ) and a term with a quadratic dependence on ∆ψ, which we will verify
in the following sections.

6.1.3 Empty capacitor

We first study the example of the empty planar capacitor for which several analytical expressions
are available and were already verified in sections 3.2.1 and 4.2.2. The capacitor is composed of
the electrodes facing in the z direction, with surface area A and separated by L. Each electrode is
composed of n atomic planes, indexed using k ∈ J1,∞J (we take n → ∞), each with m atoms per
plane and separated by an interplane distance d. The atomic density ρ is thus related to the other
parameters by ρ = m/Ad.

6.1.3.1 Analytical expressions

The results for the BO contribution are shown in figure 6.1 for a range of distances L between elec-
trodes, but we first derive here an analytical prediction. Starting from the exponential decay of the
total charge per plane Qk in an empty capacitor, Eq. 4.34, and given that the charge is homogeneously
distributed in each plane, we obtain the individual charge of an electrode atom i on plane k as

q∗i,k = ±Qtot

m
e−(k−1)d/lTF (1− e−d/lTF ) , (6.14)

where Qtot is the total charge on the positive electrode. This results in

(q∗)Tq∗ =

∞∑′

k=−∞

m∑
i=1

q∗2i,k =
2Q2

tot

m
(1− e−d/lTF )2

∞∑
k=1

e−2(k−1)d/lTF =
2Q2

tot

m

(1− e−d/lTF )2

1− e−2d/lTF
, (6.15)

where the sum

∞∑′

k=−∞
is over all the planes k ∈ J1,∞J of both electrodes excluding the index 0.

Introducing the capacitance per unit charge and its expression Eq. 4.36 from continuum theory (see
section 4.2.2.2 for a discussion of Leff) gives

(q∗)Tq∗ =
2

m

(
ε0∆ΨA

Leff + 2lTF

)2 (1− e−d/lTF )2

1− e−2d/lTF
. (6.16)

Injecting it in Eq. 6.8 and using ρ = m/Ad, we obtain an analytical expression for the empty capacitor

∆F∆ψ,BO
SG (lTF ) = 2ε0∆Ψ2A

lTF∫
0

dl
l(1− e−d/l)2

d(Leff + 2l)2(1− e−2d/l)
, (6.17)

where SG indicates the surface-vapor interface. This BO contribution thus vanishes at ∆ψ = 0 V and
has a quadratic dependence on ∆ψ as predicted in section 6.1.2. This expression takes into account
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to some degree the discreteness of the atomic planes, introduced in the expression for the charge per
plane. The continuum limit corresponds to d→ 0. Expanding the integrand in a Taylor series we get

l(1− e−d/l)2

d(Leff + 2l)2(1− e−2d/l)
≈ 1

2(Leff + 2l)2
+O(d2) , (6.18)

so that

∆F∆ψ,BO
SG (lTF ) −−−→

d→0
ε0∆ψ2A

lTF∫
0

dl

(Leff + 2l)2
=

ε0∆ψ2AlTF
Leff(Leff + 2lTF )

, (6.19)

which is consistent with Eq. 6.12 derived using the thermodynamic cycle. We point out however
that the Taylor expansion is accurate only for large lTF values but very poor for small lTF since
the approximation d � lTF does not hold. The integral is therefore not expected to be a good
approximation of the free energy difference with lTF = 0. Nevertheless, while it is not straightforward
to investigate the limit of lTF → +∞ from Eq. 6.17, the approximation of Eq. 6.19 gives a limit for
large lTF , i.e. for the insulating surface,

∆F∆ψ,BO
SG (lTF ) −−−−−−→

lTF→+∞

ε0∆ψ2A
2Leff

(6.20)

which is consistent with Eq. 6.13.

6.1.3.2 Simulation results

Figure 6.1: Thomas-Fermi Thermodynamic Integration for an empty graphite capacitor (system (G1)
in table 2.1) with n = 50 planes and a range of distances L between the first atomic planes of electrodes,
at ∆ψ = 1 V, shown in the snapshot (a). Average squared charges per unit area as a function of lTF
(b) and BO contribution to the free energy difference as a function of lTF (c). Values from simulations
are shown as open circles while the solid lines are predictions of Eq. 6.16 in panel b and Eq. 6.17 in
panel c.

Both graphite and gold capacitors were investigated at ∆ψ = 1 and 2 V (systems (Au1) and (G1) in
table 2.1) but only results for graphite electrodes are shown here. We used n = 50 planes and a range of
distances L ∈ [20, 300] Å. The BO contribution to the free energy difference Eq. 6.8 is computed using
the value of (q∗)Tq∗ and compared to the prediction Eq. 6.17. Figure 6.1b shows the average squared
charges per unit area as a function of lTF while the integrated ∆F 1V,BO

SG /A is plotted in figure 6.1c.
The free energy difference ultimately should reach a plateau for large lTF values, converging to the
metallic-insulating free energy difference. The range of lTF values that can be simulated is however
limited by the depth of the electrode material nd, which needs to be large with respect to lTF to
ensure the last planes do not bear any charge.
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CHARGE HETEROGENEITY AT THE SURFACE

The agreement with Eq. 6.17 is remarkable for lTF > d, and holds equally for ∆ψ = 2 V (not
shown) and for gold electrodes. Two approximations made in this expression partly fail at small lTF ,
explaining the discrepancies between the calculated values and the prediction: firstly the exponential
decay of the charge within the electrode, shown in figure 4.2a-b and secondly the expression of the
capacitance using Leff = L− d, shown in figure 4.2c-e.

6.2 Influence of the metallicity on the surface tension: the impact
of charge heterogeneity at the surface

We now move to the electrochemical systems investigated in section 4.2.3 to study the effect of metal-
licity on interfacial free energies in the presence of an electrolyte. We start by results at zero voltage
in section 6.2.1, which we compare to the contact angle measurements of section 3.2.3, then test the
influence of voltage in section 6.2.2. Lastly, we derive a simple model based on the lateral charge
correlations on the surface to rationalize and propose a molecular understanding of the results in
section 6.2.3.

6.2.1 Thomas-Fermi Thermodynamic Integration for electrochemical cells

Figure 6.2 shows the average squared charges per unit area and the associated BO free energy difference
computed for a system of graphite electrodes with an 1M NaCl electrolyte (system (G4) in table 2.1)
for an applied potential difference ∆ψ = 0 V. Contrary to the empty capacitors, the BO contribution
at 0 V does not vanish, although the total charge does on average. The shape is similar to the empty
capacitor in figure 6.1, but the free energy values are one order of magnitude larger.

Figure 6.2: Thomas-Fermi Thermodynamic Integration for a graphite capacitor with a 1M NaCl
electrolyte (system (G4) in table 2.1), at ∆ψ = 0 V, shown in the snapshot (a). Average squared
charges per unit area as a function of lTF (b) and BO contribution to the free energy difference as
a function of lTF (c). Values from simulations are shown as open circles while the solid lines are fits
using Eq. 6.21 in panel c and its analog in panel b.

We anticipate on section 6.2.3 and propose an empirical fitting function for the free energy per unit
area of the form

∆F 0V,BO
SL (lTF )

A
= 2kBT

lTF∫
0

dl
1

γ0 + γ2l2
l(1− e−d/l)2

d(1− e−2d/l)
, (6.21)

where γ0 and γ2 are two fitting parameters. The fit is shown in figure 6.2 and allows to extrapolate
the asymptotic value at lTF →∞, i.e. for the metallic-insulating difference, which is not reachable by
direct computation because it would imply that the number of electrode planes n → ∞. This value
can be related to the surface tension difference Eq. 3.82 derived from the contact angle measurements
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in section 3.2.3. Indeed, the free energy difference due to a change in metallicity corresponds to
an interfacial effect and is therefore related to the difference in surface tension (considered as an
interfacial free energy per unit area) as ∆F∆ψ = (∆γL + ∆γR)A. Here γL and γR are the surface
tensions corresponding to the left L and right R interfaces, and the differences ∆ are between a
Thomas-Fermi metal at lTF and an ideal metal. At ∆ψ = 0 V, both interfaces are symmetric and
the free energy difference reduces to ∆F 0V,BO

SL = ∆F 0V
SL − ∆F 0V

SG = 2A∆γSL = −2γLG∆ cos θ, using
also that ∆γSG = 0 and that the non-BO contributions cancel. The corresponding value is reported
on figure 6.2 and agrees very well with the extrapolated value at lTF → ∞, which validates the new
thermodynamic integration approach.

6.2.2 Influence of voltage

In order to investigate the effect of voltage, we perform thermodynamic integrations of a gold capacitor
with a 1M NaCl electrolyte (system (Au4) in table 2.1) at different voltages ∆ψ = 0, 1, 2 V. Similar
results were obtained for the previous graphite capacitors (system (G4) in table 2.1) for ∆ψ = 0, 2 V

but are not shown here. Figure 6.3 illustrates the free energy difference ∆F∆ψ
SL (lTF ) with respect to the

ideal metal case, minus the zero voltage value ∆F 0
SL(lTF ), as a function of voltage ∆ψ. The behavior

is quadratic as expected from Eq. 6.12 and agrees perfectly with this prediction using the capacitances
per unit area CSL(0) and CSL(lTF ) obtained from the average total charge of the electrodes (shown
in figure 4.4c). This confirms that, for systems where linear response theory holds so that the integral
capacitance C does not depend on voltage and is equal to the differential capacitance, it is sufficient
to run simulations at zero voltage to obtain the zero voltage contribution ∆F 0(lTF ) and to compute
the voltage dependent contribution from the differential capacitance.

Figure 6.3: Free energy change ∆F∆ψ
SL (lTF ) − ∆F 0

SL(lTF ) per unit area as a function of ∆ψ for a
gold capacitor with a 1M NaCl aqueous electrolyte (system (Au4) in table 2.1). The simulation
results (symbols) are shown for a range of Thomas-Fermi lengths lTF and compared to the quadratic
prediction Eq. 6.12 (lines) using the capacitances per unit area determined from the average total
charge.

Contrary to section 6.2.1, these free energy differences cannot be easily converted into contact angle
differences because the left and right electrodes are not symmetric in the presence of voltage, as shown
e.g. in figure 4.5, and we thus expect γL and γR to be different. To circumvent this problem, we can
hold the left electrode to a fixed lTF value and only change the metallicity of the right electrode. We
can show that the free energy is then computed using a modified Eq. 6.8 where the sum only takes
into account the atoms of the right electrode. Preliminary simulations at ∆ψ = 2 and −2 V yielded
small differences between the negative and positive eletrodes.
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CHARGE HETEROGENEITY AT THE SURFACE

6.2.3 Analytical model: charge heterogeneity

Starting from the analytical prediction of section 6.1.3.1 for an empty capacitor and because of the
similarities between figures 6.1 and 6.2, we develop a model based on Eq. 6.8. The three ingredients
that yielded Eq. 6.17 are the exponential decay of the charge per planes within the electrodes, the
homogeneous distribution of charge within a plane and the evolution of the capacitance with lTF .
We detail these elements for the case of a capacitor in the presence of an electrolyte in the following
sections. Apart from the different value of capacitance, the main difference is the heterogeneous
distribution of charge on the surface, as was already visible on figure 3.7b. In the following, the
model is applied to the calculations of section 6.2.1 for a graphite-1M NaCl capacitor (system (G4) in
table 2.1) at ∆ψ = 0 V, if not stated otherwise.

6.2.3.1 Exponential decay of the charges

Even though the lateral symmetry of the system is broken in the presence of an electrolyte, considering
the division of the electrodes into atomic planes is still useful. Indeed, the lateral heterogeneity does
not change the decay of the charge with distance within the electrodes. Instantaneously, the decay is
not exponential but in fact Eq. 4.34 still holds on average.

Figure 6.4: Average of the total charge per plane normalized by the total electrode charge 〈δQk/δQtot〉
(a) and average fluctuation of charge per plane normalized by the average fluctuation of the total
electrode charge

〈
δQ2

k

〉
/
〈
δQ2

tot

〉
(b), as a function of the atomic plane index k. The symbols are

simulated values for different lTF for both electrodes (circles and crosses) for a graphite capacitor with
a 1M NaCl electrolyte (system (G4) in table 2.1) at ∆ψ = 0 V, while the lines are the prediction of
Eq. 6.23 in panel a) and Eq. 6.24 in panel b).

This was shown in figure 4.4a for a gold-1M NaCl capacitor at ∆ψ = 2 V, which allows to write

〈Qk〉
〈Qtot〉

= e−(k−1)d/lTF
(

1− e−d/lTF
)
. (6.22)

For the graphitic capacitor at ∆ψ = 0 V, the average value 〈Qk〉 is equal to zero and the charge
fluctuations become predominant. Figure 6.4a shows the dependence of the instantaneous fluctuations
of charge around the mean, δQk, averaged over time and normalized by the total fluctuations, δQtot,
with respect to the distance within the electrode for a range of lTF . We observe it is exponentially
decaying, as expected, so that 〈

δQk
δQtot

〉
= e−(k−1)d/lTF

(
1− e−d/lTF

)
. (6.23)
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This prediction is less accurate when lTF becomes smaller than the intermolecular and interplanar
distances, and we observe that for graphite electrodes it is worse than for gold electrodes (figure 4.4a),
for which the distance between planes is smaller (dgold < dgraphite). Finally figure 6.4b shows the decay
for the fluctuations of charge

〈
δQ2

k

〉
/
〈
δQ2

tot

〉
and allows to write the exponential decay〈

δQ2
k

〉〈
δQ2

tot

〉 = e−2(k−1)d/lTF
(

1− e−d/lTF
)2

, (6.24)

needed in the following derivation.

6.2.3.2 Average squared charges

With this knowledge, we then separate
〈
q∗2i,k
〉

in its squared average value
〈
q∗i,k
〉2

= 〈Qk〉2 /m2 and its

fluctuations per plane
〈
δq∗2i,k

〉
, and write

〈
(q∗)Tq∗

〉
=

∞∑′

k=−∞

m∑
i=1

〈
q∗2i,k
〉

= 2
∞∑
k=1

m∑
i=1

(〈
q∗i,k
〉2

+
〈
δq∗2i,k

〉)
= 2

∞∑
k=1

m∑
i=1

(
〈Qk〉2

m2
+
αk
〈
δQ2

k

〉
m

)
,

(6.25)

where we introduced αk = m
〈
δq∗2i,k

〉
/
〈
δQ2

k

〉
to relate the individual charge fluctuations to those of

the total charge of the kth plane. We now sum over atoms in each plane and make the assumption,
which we discuss in section 6.2.3.3, that αk is equal in all planes, i.e. αk = α. We then introduce the
exponential decay of the charge, Eqs. 6.22 and 6.24, to obtain
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(6.26)

where we used the definitions of the integral capacitance per unit area, Cint (Eq. 2.58), and the
relationship between the BO contribution to the differential capacitance per unit area, CBOdiff , and the
total charge fluctuations (Eq. 3.55).

The BO free energy difference is then given by Eq. 6.8 as

∆F∆ψ,BO(lTF ) =
2A∆ψ2

ε0

lTF∫
0

dl C2
int(l)

l

d

(1− e−d/lTF )2

1− e−2d/lTF
+ ∆F 0V,BO(lTF ) , (6.27)

with a term that is quadratic in ∆ψ, as predicted by Eq. 6.12, and

∆F 0V,BO(lTF ) =
2mkBT

ε0

lTF∫
0

dl α(l)CBOdiff (l)
l

d

(1− e−d/lTF )2

1− e−2d/lTF
, (6.28)

where we derived an expression for the term arising from charge fluctuations. This contribution
becomes negligible for increasing voltages but is the only contribution to the free energy for ∆ψ = 0 V.

Using the functional dependence of the capacitance with lTF (Eq. 4.40), discussed in section 4.2.3.1,
with an effective length Leff (taken here as independent from lTF ),

Cint(lTF ) =
ε0

Leff + 2lTF
, (6.29)
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the first term has the same form as Eq. 6.17 for the empty capacitor with a different Leff and can be
further analyzed by taking the continuum limit d→ 0, as done in section 6.1.3.1, which gives

∆F∆ψ,BO(lTF )−∆F 0,BO(lTF ) −−−→
d→0

ε0∆ψ2AlTF
Leff(Leff + 2lTF )

, (6.30)

which is again consistent with Eq. 6.12.

6.2.3.3 Charge correlations term

Figure 6.5: Instantaneous charge distribution (color bar in units of the elementary charge e) on the
first electrode plane for lTF = 0.0 Å (a) and lTF = 4.5 Å (b), for a graphite capacitor with a 1M NaCl
electrolyte (system (G4) in table 2.1 with a surface area four times larger A2 = 68.202 × 73.830 Å2)
at ∆ψ = 0 V.

The term corresponding to charge fluctuations, ∆F 0V,BO(lTF ) (Eq. 6.28), needs more discussion. The
first aspect to discuss is the αk = m

〈
δq∗2i,k

〉
/
〈
δQ2

k

〉
factor introduced in Eq. 6.26. In the case of the

empty capacitor, the surface is homogeneous so that there are no fluctuations with respect to the
mean value and αk = 0. For the other limiting case, if the charge on each electrode atom is randomly
distributed (without any correlations), we have

〈
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〉
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, (6.31)

so that αk = 1. Figure 6.5 shows that, at least for the first atomic plane in contact with the electrolyte,
the charge distribution on the surface is heterogeneous with correlated regions, whose size depend on
the screening length lTF . To numerically characterize the charge correlation length, which visually
seems to increase with the Thomas-Fermi length, we investigate the in-plane charge-charge radial
distribution function, derived from Eq. 2.54 as

gqqk (r) =

〈
δq∗i,k(r)δq

∗
j,k(0)

〉〈
δq∗2i,k

〉 =
A

2πrm
〈
δq∗2i,k

〉 〈 m∑
i=1

∑
j>i

δq∗i,kδq
∗
j,kδ(rij − r)

〉
. (6.32)

Results for a range of lTF values in the first atomic plane k = 1 are shown in figure 6.6a. We observe
a decay of the charge-charge correlations over a few angströms, faster for small lTF than for larger
ones. At long distances, the correlations become negative because of the electroneutrality constraint
(see section 3.1.1.2).

In a first attempt, we used different fitting functions (e.g. Gaussian or exponential) to extract the
characteristic decay length Lcorr of gqq1 , and obtained values for αk. This approach suffered from the
difficulty to fit the data and to determine the corresponding decay length. Instead, we note that we
can consider the charge QS = m

A
∫∫
S dS δq(r) of a surface element S much larger than the correlation
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Figure 6.6: Charge correlations in a graphite capacitor with a 1M NaCl electrolyte (system (G4) in
table 2.1) at ∆ψ = 0 V. Charge-charge radial distribution function in the first atomic plane gqq1 (r)
for a range of lTF values (a) and gqqk (r) at lTF = 4.5 Å for different planes of the electrodes, with k
the atomic plane index starting from 1, in contact with the electrolyte (black circles) to 5 (light grey
small circles) (b). Integral

∫ r
0 g

qq
1 (r′)2πr′dr′ for a range of lTF values (c) and comparison of values

for the main simulation box (open circles) and for one with double size in the x and y directions
(crosses, corresponding to the snapshots of figure 6.5) for a selection of lTF values. Ratio S1/Scorr,1

as a function of m
〈
δq∗21

〉
/
〈
δQ2

1

〉
in the first atomic plane (d), for a range of lTF . The solid black line

corresponds to y = x while the dashed line is a fit of the form y = γx.
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where we introduced polar coordinates, using the assumption that S is large, and extended the integral
to +∞. We then apply this relation to S = A the whole electrode surface area, to obtain〈

δQ2
k

〉
m
〈
δq∗2i,k

〉 ≈ m

A

∫ ∞
0

gqq(r)2πrdr . (6.34)

We now introduce the surface area per atom S1 = A/m and a correlation surface defined as

Scorr,k =

∫ ∞
0

gqqk (r)2πrdr , (6.35)

so that we can express the factor αk as

αk ≈
S1

Scorr,k
. (6.36)

With Eq. 6.28 in mind, this formulation highlights the role of charge correlations and heterogeneity on
the interfacial free energy. The assumption made in section 6.2.3.2 that αk is the same in all planes is
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clearly not verified, as shown by plotting gqqk for different planes in figure 6.6b for lTF = 4.5 Å. Indeed,
when going deeper into the electrode (larger k values), the molecular details of the electrolyte fade
until the charge is homogeneously equal to zero within the bulk of the material. However, because of
the exponential decay of the charge within the electrodes, the contribution of planes further from the
surface decreases exponentially and we will show that the overall model is consistent with the data.

Lastly, the numerical evaluation of Scorr,k is conceptually challenging, because the measured gqqk values
do not vanish for large distances, and the cumulative integral does not plateau. Therefore, taking the
asymptotic value of the integral as Scorr,k is somewhat problematic. To further investigate this issue,
we run shorter simulations for a larger system with cell dimensions twice as large in the x and y
directions (A2 = 68.202 × 73.830 Å2). The cumulative integrals

∫ r
0 g

qq
1 (r′)2πr′dr′ for both the main

and larger system are compared in figure 6.6c. The short range behavior is similar for both system
sizes, i.e. there is no finite size effect on the distribution of neighboring charges. At longer distances
however, there is a clear discrepancy in the decrease in the integral, which reflects a negative correlation
in the charge-charge radial distribution function gqq1 . In larger boxes, the negative countercharge can
be delocalized on a larger surface, leading to smaller individual charges at long distances. These
observations are to connect to the calculations of induced charge profiles in section 3.2.1, where we
also observed an influence of the finite box size with the electroneutrality constraint on the long-range
induced charge, with larger charges at long distances in smaller boxes. It would seem that computing
the correlation surface as the converged value of the integral is not possible, but we use the comforting
observation that the total integral at half box size is comparable for both system sizes, which we thus
take as the numerical value of Scorr,k (in the same way the integrated induced charge converged to 1e
for both surface areas for an ion on top of a surface in section 3.2.1). This choice yields similar results
to those obtained from the fitted correlation lengths and proves to be sufficiently accurate to describe
the individual charge fluctuations. Figure 6.6d indeed compares the approximated value for α1 from
Eq. 6.36 using this correlation surface, with the value estimated directly from the charge fluctuations.
The agreement is not perfect but there is a linear correlation, α1 = 1.16S1/Scorr,1, with a coefficient
close to 1.

6.2.3.4 Interfacial free energy and charge correlations

The previous developments yield the final analytical expression for the BO contribution to the free
energy difference associated with a change in metallicity lTF with respect to the ideal metal case for
a zero applied voltage

∆F 0,BO(lTF ) = 2AkBT
ε0

lTF∫
0

dl
CBOdiff (l)

Scorr(l)

l

d

(1− e−d/lTF )2

1− e−2d/lTF
, (6.37)

which also inspired a posteriori the form of the fit of Eq. 6.21. This expression contains the contribu-
tions from the exponential decay of charge per plane, the magnitude of charge fluctuations, through
the differential capacitance, and the lateral correlations of individual charges in a plane.

The evolution of the differential capacitance and of the correlation surface with the Thomas-Fermi
length lTF is shown in figure 6.7a-b. The capacitance decreases with lTF as discussed in section 4.2.3.1
while the correlation surface increases with lTF , consistently with a larger screening length and the
visual observations made on figure 6.5. We also note that, even for the largest screening value lTF =
4.5 Å the correlation surface is much smaller than the surface area (Scorr � A). Empirical fitting
functions, shown on figure 6.7a-b, are used to extract the lTF dependence for the capacitance

CBOdiff = ε0/(γ
′
0 + 2lTF + γ′1/(γ

′
2 + lTF )) , (6.38)

and for the correlation surface

Scorr =
√
γ′′0 + γ′′2 l

2
TF , (6.39)

where γ′0, γ
′
1, γ
′
2, γ
′′
0 and γ′′2 are fitting parameters.
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Figure 6.7: (a) Differential capacitance CBOdiff as a function of the Thomas-Fermi length lTF computed
from the electrode charge fluctuations at ∆ψ = 0.0 V (open black circles); the line is a fit (see Eq. 6.38)
used in panels (c) and (d). (b) Correlation surface Scorr obtained from the charge-charge correlation
function (see Eq. 6.35); the solid red line is a fit (see Eq. 6.39) used in panels (c) and (d), while the
dashed black line indicates the area per atom S1 = A/m and the dash dotted line the value Scorr(0).
Average squared charges per unit area 〈(q∗)Tq∗〉/A (c) and interfacial free energy difference per unit
area ∆∆F 0V

SL (lTF )/A (d): simulation results are compared to the predictions of Eqs. 6.26 and 6.37
(solid red line) using the fits of panels (a) and (b), as well as that for homogeneous (Scorr →∞, dotted
line), uncorrelated (Scorr = S1, dashed line) and lTF -independent (Scorr = Scorr(0), dash dotted line)
charge distributions. Simulation results (open black circles) are given for a graphite capacitor with a
1M NaCl electrolyte (system (G4) in table 2.1) at ∆ψ = 0 V.

Figure 6.7c compares the value of
〈
(q∗)Tq∗

〉
/A per unit area from simulations to the approximation

Eq. 6.26, estimated using the fits Eqs. 6.38 and 6.39. Some deviations are observed for small lTF values
but the overall shape is well reproduced. We also show that taking into account the heterogeneity of
the surface is crucial by plotting the predictions corresponding at a homogeneous or random surface
(Scorr →∞ or Scorr = S1, i.e. α = 0 or 1), which fail at estimating the order of magnitude. The lTF
dependence of the charge correlations Scorr(lTF ) is also shown to be important, since using the ideal
metal value (Scorr = Scorr(0)) does not give the correct shape. The comparison for the free energy
difference is given in figure 6.7d, now using Eq. 6.37. The deviations for large lTF are due to the
accumulation of errors upon integration, but we obtain a semi-quantitative agreement compared to
the dramatic failure of the random, homogeneous and lTF -independent distributions.

The simulations presented here allow to quantify the influence of metallicity on the interfacial free
energies for a graphite-1M NaCl interface with good accuracy. The analytical model developed further
supports the identification of the in-plane lateral charge-charge correlations as the microscopic expla-
nation for the dependence on lTF . During the course of this PhD, new studies have been published
that also investigate the surface tension on metallic interfaces. In Ref. 303, Ntim and Sulpizi studied
the [BMIM][BF4] ionic liquid using the polarizable gold model100 and computed the work of adhesion,
i.e. the work to separate the liquid for the wall, which is related to the interfacial free energy, for both
the polarizable and non-polarizable models. They found a value for the electrostatic contribution of
9.9 mN.m−1, which compares well with the order of magnitude of our calculations (even though for a
very different system). However, the same impact was found for solid configurations, which makes the
authors conclude that the metallicity is not the dominant factor in the modification of the nanoscale
freezing transition measured by Comtet et al.
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On the contrary, Ref. 133 introduced a new simulation method using mobile charges restricted to
the electrode region whose characteristics are carefully chosen to reproduce the behavior of a “virtual
Thomas-Fermi fluid” of charged particles, by analogy with the Debye-Hückel equation. Note that in
contrast with the Thomas-Fermi framework of this work, their reference was naturally chosen to be
the insulator instead of the ideal metal. By simulating molten NaCl in contact with such electrode,
they observe a crossover for small lTF values from a non-wetting to a wetting of the surface, confirmed
by surface tension calculations, which is consistent with our conclusion that metallic surfaces are more
hydrophillic than insulating ones due to image charges.

6.3 Influence of metallicity on the crystallization

To investigate the crystallization phenomenon, we study a molten salt (NaCl) at different tempera-
tures. We first analyze the lattice dilation of the NaCl face centered cubic crystal by heating up a
bulk crystal at 350 K/ns, as shown in figure 6.8. We can roughly locate the melting temperature
around Tm ∼ 1100 K (considering that the melting during the temperature ramp occurs at a higher
temperature due to liquid nucleation).

Figure 6.8: Evolution of the box size L as a function of temperature T during a heating ramp from
T = 700 K to T = 1400 K, for a cubic box of crystalline NaCl containing 500 ion pairs.

From this, we choose to run simulations at 4 different temperatures: two in the solid phase (800 and
900 K) and two in the liquid phase (1200 and 1300 K). We thus build 4 graphite-molten salt capacitors
(system (G5) in table 2.1) and equilibrate them using NPzT simulations of 1 ns. The position of the
graphite electrodes was fixed at the equilibrium distance (see table 2.3).

We then run simulations for a range of lTF values for all systems, in order to perform the thermo-
dynamic integration presented in section 6.1. The results are given for the different temperatures
in figure 6.9. It appears that the metallicity has a larger impact on the liquid phase than the solid
one for this system, contrary to the findings of Ref. 303. These are only preliminary results and a
thorough analysis of the simulations is yet to be accomplished. As a first step in this direction, we
plot in figure 6.10 the time autocorrelation function of the total charge both for T = 800 K and
T = 1300 K. While the decay depends on the screening length lTF for the liquid phase, as we found
in section 4.2.3.3, the dependence of the BO contribution to the free energy on lTF is much weaker in
the solid phase, and a peculiar oscillating behavior appears. Further analyses will be carried out in
the future. A particular attention will be focused on the evaluation of the non-BO term, which may
play a role due to the difference of electrode separation for different temperatures. This will allow to
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Figure 6.9: Thomas-Fermi thermodynamic integration for a graphite-molten salt capacitor (system
(G5) in table 2.1) for different temperatures T =800, 900, 1200 and 1300 K. Average squared charges
per unit area as a function of lTF (a) and BO contribution to the free energy difference as a function
of lTF (b).

investigate among others the influence of the difference in density between the solid and liquid phase,
indicated by Comtet et al. as a major factor in the interfacial free energy differences.

Figure 6.10: Time autocorrelation function of the total charge Qtot as defined in Eq. 2.60 for a molten
salt-graphite capacitor (system (G5) in table 2.1) at ∆ψ = 0 V, at T = 800 K (a) and T = 1300 K
(b), corresponding to solid ad liquid phases, respectively.
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“Forget-me-not”: Phase transitions under confinement

• We developed a new framework based on thermodynamic integration to compute the free
energy difference associated with a change in the Thomas-Fermi length lTF with respect
to the ideal metal (lTF = 0).
• We applied the method to an empty capacitor and compared it to analytical predictions.

For an electrochemical cell, we validated the method by comparing the free energy results
to previous contact angle measurements.
• In the presence of an electrolyte, we find that the free energy difference contains a term

quadratic in the applied voltage ∆ψ and a term arising from the charge fluctuations on
the electrode. We developed a model that reproduces the simulation results and that
shows the crucial role of charge heterogeneity and lateral correlations on the interfacial
free energy.
• We have finally presented preliminary results on molten salts in the liquid and solid phase.
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Chapter 7

Conclusion and Perspectives

This PhD thesis aimed at investigating the influence of the metallicity of solids on the properties of
interfacial electrolytes, in particular on the interfacial free energy, related to the shift of the phase
diagram under confinement. This question arises from experiments of ionic liquids on a range of sur-
faces, that display surprizingly strong layering, or even solid-like layers on several tens of nanometers
at the interface. In particular, the AFM measurements of Comtet et al.84, highlighting a nanoscale
freezing transition of ionic liquids under confinement, showed markedly different behavior on insu-
lating surfaces of mica with respect to metallic platinum. Although these can seem exotic systems,
such interfaces are e.g. common in electrochemical cells for electric double layer capacitors, and are
investigated for applications in lubrication and heterogeneous catalysis.

Because of the time and length scales at play, molecular simulations are a useful tool to gain molec-
ular insights into these complex interfaces, that further allow to investigate parameters such as the
metallicity of the solid in a controlled fashion, and to extract free energy differences by using advanced
enhanced sampling techniques. During this PhD, we followed the guideline of confined phase transi-
tions and the effect of tuning the metallicity of the substrate. Along this path, we first made several
theoretical developments.

• The development of the statistical mechanical framework of the constant potential ensemble (see
chapter 3). We derived explicit analytical expressions for the partition function and showed
that the Born-Oppenheimer sampling scheme, by suppressing some thermal charge fluctuations
around the Born-Oppenheimer charge, does not exactly reproduce the probability distribution
of the constant potential ensemble. This is without consequences for the computation of charge-
independent observables, or even of observables that are a linear combination of the electrode
charges. However, in general the ensemble average may lack a contribution, and this is the
case for the differential capacitance. It can be obtained from the variance of the total charge
distribution, containing fluctuations due to the electrolyte thermal motion, and an additional
contribution corresponding to the capacitance of the empty capacitor.

• The extension of the constant potential simulations to tune the metallicity of electrodes using
the Thomas-Fermi model (see chapter 4). In collaboration with Dr. Thomas Dufils and Prof.
Mathieu Salanne, we added the kinetic energy of electrons in the Thomas-Fermi approximation,
by using locally the free electron gas expression. This partially accounts for the quantum nature
of electrons, and resulted in an additional quadratic term in the energy that depends on the
Thomas-Fermi length lTF . This screening length quantifies the electrostatic screening of an
external perturbation by the electrons of the metal: the smaller the screening length, the better
the metal. The ideal metal case corresponds to lTF = 0, while the insulating case is for lTF →∞.
Analytical expressions for the exponential decay of the charge were verified in simulations of
empty capacitors.

• A look back at the Gibbs-Thomson equation for the melting temperature shift due to confinement
(see chapter 5). In collaboration with Prof. Benôıt Coasne at Université Grenoble Alpes, we
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revisited the derivation of the Gibbs-Thomson equation for a fluid confined in a slit pore. We
took a “confined Clausius-Clapeyron” approach and integrated the resulting relation from a bulk
to a confined system in equilibrium with an external reservoir, along the solid-liquid coexistence.
This derivation allowed to identify the approximations of the equation, and to adapt it to other
geometries or external reservoir conditions. We then studied a model Lennard-Jones system
to test some of these approximations and the validity of the Gibbs-Thomson equation at the
nanoscale. The results were somewhat disappointing, mainly because of the difficulties related
to the solid-liquid phase transition (commensurability, barriers to nucleation, reversibility, phase
space sampling, etc. . . ). Nevertheless, we devised a new thermodynamic integration technique
to extract the difference in surface tension by directly driving the system through the phase
transition, from solid to liquid and vice-versa.

We then carried out a comparison of constant potential versus constant charge simulations and a
systematic study of aqueous capacitors as a function of the Thomas-Fermi length lTF , from that of an
ideal metal to non-ideal metals with lTF up to 5 Å. Note that previous studies (see section 1.2.3) found
noticeable changes due to the polarization of the electrode only for ionic liquids at large voltages.
In this work, we started by investigating aqueous systems to better assess the new Thomas-Fermi
implementation – before turning to unusual phenomena with ionic liquids.

• For constant potential versus constant charge simulations, we looked for small effects at ∆ψ =
0 V. As expected, we found no modification of the water structure and only little change on the
free energy profile of an ion approaching a graphite surface in a solvent. However, small but
quantitative changes, due to differences in the interfacial free energies, were measured in contact
angles of 1M NaCl solution drops on insulating or metallic graphite.

• We showed by the systematic study of a model gold capacitor with a 1M NaCl solution that
the electric potential indeed decreases exponentially within the electrode with a characteristic
decay length equal to lTF , and that increasing the screening length lTF considerably reduces
the capacity, i.e. the ability of the metal to accumulate charge at the surface. The results are
comparable to analytical approximations including a “quantum capacitance” but the interplay
between the electrolyte configurations and the electronic polarization on the electrode makes
the measured capacitance values deviate (∼ 20%) from such approximations, highlighting the
importance of molecular simulations to obtain accurate results.

• The difference in accumulated charge at the interface with lTF at finite voltage is only ac-
companied by a small reorientation of water molecules, but the overall water density remains
unchanged. The ionic density profiles however show an evolution of the various peaks, which is
consistent with a larger electrode charge for smaller lTF values. Similar results were obtained
for graphitic capacitors and more complex changes were observed for ionic liquids.

• The influence of the sole distribution of individual atomic charges (i.e. not the average charge
of the electrode) as a function of lTF was instead investigated on simulations at ∆ψ = 0 V. We
found that in this case, although no changes in the structure are visible, the charge dynamics
are quantitatively affected, with faster relaxation times at larger lTF values. We associated this
with weaker interactions of the dangling hydrogen bonds with the surface.

• We further developed a thermodynamic integration method to study the interfacial free energy
as a function of the screening length lTF , taking the ideal metal as a reference. This confirmed
that even at ∆ψ = 0 V with a polar solvent there is a measurable change in surface tension, as
confirmed by contact angle measurements, and that more metallic surfaces are more hydrophillic.
By developing a semi-analytical model, we also showed that the microscopic origin of this change
is related to increasing in-plane lateral charge correlations at the surface of the electrode with
increasing lTF .

This PhD thesis has thus developed the theoretical and numerical tools opening the door to the
systematic investigation of the influence of the metallicity of a substrate, measured by its screening
length lTF , on the properties of electrochemical interfaces.
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• Studies of molten salts using the new Thomas-Fermi free energy method, both in the liquid
and the solid phase are ongoing and should help to shed some light on the dependence of the
crystallization phenomenon on metallicity. In particular, the effect of crystal periodicity on the
in-plane charge correlations should be interesting to study.

• Other properties could not be investigated during the length of this PhD. We could use the cal-
culation of the force on the electrodes to study the phenomenon of electrostriction, i.e. swelling
due to an applied voltage, and its dependence on the screening length. The effect of metallicity
on transport properties and velocity profiles under flow could also be investigated.

• To better understand the experiments, it will also be necessary to go towards ionic liquid
electrolytes. The Thomas-Fermi thermodynamic integration method can straightforwardly be
adapted to such systems. However, care will be needed to determine the appropriate crystal
structure under confinement of these complex liquids, which tend to have glassy transitions
instead of proper crystallization.

• Finally, the implementation of the Thomas-Fermi model in classical molecular simulations al-
lowed to systematically study the influence of metallicity, without changing any other parameter
(such as crystal structure or non-electrostatic interactions). However, up to now it did not result
in capacitance values closer to experimental ones, and there is therefore still significant room
for improvement of the constant potential simulations. Evolutions of the model, e.g. adding a
dependence of the Thomas-Fermi length lTF on the applied voltage ∆ψ by parametrizing the
material’s density of states, were proposed. One aspect of constant potential simulations that
has been put under the carpet by most studies is the determination of the Gaussian width of
electrodes. It was fixed by Siepmann and Sprik109 to match continuum electrostatics predictions
but has not been reinvestigated since. A parametrization of this Gaussian width, similarly to the
parametrization of the spring constant in Drude oscillators using the atom’s polarizability100,
is a promising possibility. We could use common Gaussian basis sets developed for Density
Functional Theory as input, or simply use the hardness as done in charge equilibration (QE)
methods. Ongoing preliminary calculations seem to go in the right direction, with higher ca-
pacitance values arising from the appearance of “inner-sphere” complexes at the interface, but
a detailed investigation remains necessary.
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Appendix B

A simulation code: MetalWalls

B.1 MetalWalls

MetalWalls is a molecular simulation software dedicated to the simulation of electrochemical cells.
At the beginning of this PhD, the source code was mainly developed by Prof. Mathieu Salanne at
laboratoire PHENIX, Matthieu Haefele and Abel Marin-Laflèche, two research engineers who greatly
improved the computational efficiency of the code. During this PhD work, several new functionalities
were added to the code, with a lot of help from them. With Matthieu Haefele, we were also able
to participate in a workshop on “HPC (High Performance Computing) Performance Evaluation” in
September 2019 and to profile the code using Scalasca and Paraver, i.e. to analyze what happens
during the run in order to optimize the computation time. MetalWalls has been released open source
in September 2020 at https://gitlab.com/ampere2/metalwalls and in Ref. 153.

Figure B.1: A typical day of coding! Taken from the comics website https://www.monkeyuser.com/

2020/feature-complete/.

MetalWalls is written in Fortran 90 and parallelized using MPI, and the compilation requires LAPACK
for matrix inversions. A new GPU version is in development. It is hosted on a public Gitlab, as well
as on a private Gitlab where the coding occurs, using the Git version control software. A Continuous
Integration is set up, i.e. each new addition to the code is automatically run and tested on a panel
of tests. An extensive documentation was also written (available in the Wiki section of the Gitlab)
before the code was release.

MetalWalls has also been interfaced with PLUMED by Dr. Guillaume Jeanmairet, which allowed to
run the Umbrella Sampling simulations of section 3.2.2 and the biased simulations of section 5.3.2.
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B.2. CODE IMPROVEMENTS

B.2 Code improvements

B.2.1 Input/output

The first improvement to MetalWalls was the implementation of standard outputs for the trajectories,
such as XYZ, PDB, .lammpstrj formats, to facilitate the visualization of trajectories using standard
software such as VMD304. In particular, the trajectories.lammpstrj output file was designed to be
able to easily visualize the fluctuating charges on the electrodes using a simple script provided with
the source code.

B.2.2 Pistons and NPzT simulations

Later, we modified the code to allow the rigid electrodes to translate on the z axis, subject to the
forces from the electrolyte and an external constant pressure force, as detailed in section 2.3.2.3. This
required the calculation of the force on the electrode, the addition of an integrator to translate the
electrodes and a particular care to the Ewald summation and the calculation of electrode charges.
This improvement allowed in particular to straightforwardly equilibrate the density in systems with
two electrodes separated by an electrolyte.

B.2.3 Four-sites water models

The four-sites water models, such as the TIP4P water model305, are a class of water models that
add a virtual atom away from the oxygen atom, along the bisector of the hydrogen-oxygen-hydrogen
angle. This dummy atom bears the charge (and in some four-site models the dipole) of the oxygen
atom, while the Lennard-Jones center stays on the oxygen atom. We implemented these models in
MetalWalls to extend the possible force fields. Care must be taken to redistribute the forces and the
stress tensor, according to Ref. 306, in order to maintain the constrained geometry of water.

B.2.4 Python interface to MetalWalls

A big addition to code was the creation of a Python interface to MetalWalls, in the same way LAMMPS
is interfaced with Python (see appendix D). This allows a virtually illimited amount of possibilities
using MetalWalls precompiled subroutines, e.g. accessing specific variables during the simulation,
running complex thermodynamic integration procedures, use parts of it to run Monte Carlo simulations
or even interface it with other codes. This interface allows to combine the simplicity of scripting with
Python with the efficiency of Fortran subroutines, and to add new functionalities to MetalWalls
without overly complicating the architecture of the source code.

The compilation of MetalWalls as an external library is done using the Python library f2py (Fortran
to Python interface generator, part of the numpy package), as well as the wrapper f90wrap, which
allows to interface Fortran derived types, largely used in MetalWalls.

This interface was intended to run the thermodynamic integrations of this thesis, but easier imple-
mentations using directly the PLUMED interface were used. Nevertheless, it allowed to examine the
interaction matrix A, and to easily script simple and repetitive calculations such as the energy profile
of an ion as a function of the distance in figure 3.4.
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Appendix C

Ewald summation

This appendix completes section 2.1.3.3 and gives the Ewald summation expressions for the electrostatic interac-
tions for a system of N point charges qpci and M Gaussian charges qi with width η−1i , with 3D (see section C.1)
and 2D (see section C.2) periodic boundary conditions. The total energy is separated into point charges inter-
actions, Gaussian charges interactions and cross-terms interactions. We use here the same notations as in the
main text, with α−1 the width of the Ewald gaussian and ηij ≡ ηiηj√

η2i+η
2
j

.

C.1 3D Ewald summation for Gaussian and point charges

C.1.1 Point charges
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C.1.3 Cross interactions
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C.2. 2D EWALD SUMMATION FOR GAUSSIAN AND POINT CHARGES

C.2 2D Ewald summation for Gaussian and point charges

In the following, we further use ξij = (xj − xi)ex + (yj − yi)ey is the radial in-plane vector and zij = zj − zi,
so that rij = ξij + zijez.

C.2.1 Point charges
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Appendix D

Implementation of GEMC and GDI
simulations

The Gibbs-Ensemble Monte Carlo simulation described in section 2.4.5.1 and the Widom insertion
method described in section 2.4.5.2 and the Gibbs-Duhem Integration (GDI) method described in sec-
tion 2.4.5.3, used in section 5.3.1, were implemented using the molecular dynamics code LAMMPS228;229

using its Python interface (see https://lammps.sandia.gov/doc/Python_head.html). This consists
in compiling LAMMPS as a shared library and use its functions within a Python script, to tailor its
usage to a particular application. Indeed, both for the GEMC and the GDI simulations, we need to
be able to run in parallel two simulation boxes (one in the liquid and one in the vapor phase for exam-
ple), and to exchange information between them periodically. Using the MPI parallelization (Message
Passing Interface, using the mpi4py library), the Python interface of LAMMPS allows to create two
instances of LAMMPS on two different subcommunicators and easily run both boxes, using LAMMPS
functions to initialize the simulation, store arrays of positions and box sizes, compute potential energy
and the virial, etc. . .

D.1 Gibbs-Ensemble Monte Carlo

The GEMC simulations were implemented as described in Refs. 194, 195 and 184. We performed
4,005,000 Monte Carlo moves, chosen randomly between the displacement of an atom (in either box),
the change of volume and the exchange of a particle between boxes, with a probability of 0.4994,
0.0012 and 0.4994, respectively. The displacement of an atom was between [-0.5, 0.5] Å, while the
volume dilation factor d ln[V1/V2] was in [-0.01, 0.01].

D.2 Widom insertion method

Similarly, although only one box and one instance of LAMMPS is needed in this case, we used the
Python interface to LAMMPS to compute the chemical potential at a given point in the phase diagram
and followed the implementation given in Ref. 184. we performed 6,400,000 Monte Carlo moves, chosen
randomly between the displacement of an atom between [-0.5, 0.5] Å, and a Widom insertion move,
i.e. the temporary insertion of an atom to compute the average in Eq. 2.72, with a probability of 1/3
and 2/3, respectively.
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D.3. GIBBS-DUHEM INTEGRATION

D.3 Gibbs-Duhem Integration

The GDI method also needs the coupling of two instances of LAMMPS. The integration of the Clausius-
Clapeyron equation Eq. 2.73 was done using the predictor-corrector procedure as described by Kofke
et al. in Ref. 196 using steps in reciprocal temperature dβ∗ = 0.01 for the liquid-vapor curve and
steps in pressure d lnP ∗ = −0.4 for the vertical part of the solid-liquid one to minimize integration
errors. Each iteration of the predictor-corrector procedure was 20 ps long (with a timestep of 2 fs)
and after convergence equilibrated data for ∆h and ∆v were collected for 200 ps.
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[132] A. S. Pensado and A. A. H. Pádua. Solvation and stabilization of metallic nanoparticles in ionic
liquids. Angew. Chem., Int. Ed., 50:8683–8687, 2011.

[133] Alexander Schlaich, Dongliang Jin, Lydéric Bocquet, and Benoit Coasne. Wetting transition of
ionic liquids at metal surfaces: A computational approach to electronic screening using a virtual
Thomas–Fermi fluid, 2020. https://arxiv.org/abs/2002.11526.

[134] M. W. Finnis. The interaction of a point charge with an aluminium (111) surface. Surface
Science, 241(1):61–72, January 1991.

[135] M. W. Finnis, R. Kaschner, C. Kruse, J. Furthmuller, and M. Scheffler. The interaction of a
point charge with a metal surface: theory and calculations for (111), (100) and (110) aluminium
surfaces. Journal of Physics: Condensed Matter, 7(10):2001–2019, March 1995.

[136] R. F. Nalewajski. Electrostatic effects in interactions between hard (soft) acids and bases. J.
Am. Chem. Soc., 106:944–945, 1984.

[137] Wilfried J. Mortier, Swapan K. Ghosh, and S. Shankar. Electronegativity-equalization method
for the calculation of atomic charges in molecules. J. Am. Chem. Soc., 108(15):4315–4320, July
1986.

[138] A. K. Rappe and W. A. Goddard III. Charge equilibration for molecular dynamics simulations.
J. Phys. Chem., 95:3358–3363, 1991.

145

https://arxiv.org/abs/2002.11526


BIBLIOGRAPHY

[139] F. H. Streitz and J. W. Mintmire. Electrostatic potentials for metal-oxide surfaces and interfaces.
Phys. Rev. B, 50(16):11996–12003, October 1994.

[140] N. Onofrio and A. Strachan. Voltage equilibration for reactive atomistic simulations of electro-
chemical processes. J. Chem. Phys., 143:054109, 2015.

[141] N. Onofrio, D. Guzman, and A. Strachan. Atomic origin of ultrafast resistance switching in
nanoscale electrometallization cells. Nat. Mater., 14:440–446, 2015.

[142] Tao Liang, Andrew C. Antony, Sneha A. Akhade, Michael J. Janik, and Susan B. Sinnott.
Applied Potentials in Variable-Charge Reactive Force Fields for Electrochemical Systems. J.
Phys. Chem. A, 122(2):631–638, January 2018.

[143] Hiroshi Nakano and Hirofumi Sato. A chemical potential equalization approach to con-
stant potential polarizable electrodes for electrochemical-cell simulations. J. Chem. Phys.,
151(16):164123, October 2019.

[144] M. Buraschi, S. Sansotta, and D. Zahn. Polarization effects in dynamic interfaces of platinum
electrodes and ionic liquid phases: A molecular dynamics study. J. Phys. Chem. C, 124:2002–
2007, 2020.
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Abstract

A variety of electrochemical processes involved in energy applications rely on the electric double
layer that forms between a metallic electrode and an electrolyte. Modeling such interfaces provides a
molecular understanding of the mechanisms involved but remains a challenge where statistical physics
meets quantum chemistry. In constant potential simulations, we apply a voltage between two elec-
trodes allowing their charges to fluctuate, but usual implementations do not account for the electrodes
metallicity that reflects how external electric fields are screened by the charge distribution.

This work provides an extension of this framework using a semi-classical Thomas-Fermi model, that
introduces a characteristic screening length lTF in the material. We study its impact for a range of
lTF on the charge distribution within the electrode, the capacitance, the structure of the electrolyte
and the charging dynamics of the capacitor. This framework allows to tackle recent experiments of
freezing under confinement suggesting a strong influence of the metallicity on surface tension. We
first revisit the Gibbs-Thomson equation to study its limitations. Then, building on the formalization
of the statistical mechanics of the constant potential ensemble, which reveals the impact of Born
Oppenheimer sampling on measured properties, we develop a thermodynamic integration method
that yields the interfacial free energy as a function of lTF . This shows the crucial role of lateral charge
correlations on surface tension and opens the way to the study of solid-liquid transitions.

Keywords: interfaces; molecular dynamics; surface tension; metallicity; confinement; capacitors

Résumé

Influence de la métallicité des surfaces solides sur les propriétés des fluides confinés ou
aux interfaces

De nombreux processus électrochimiques sont basés sur la double couche électrique qui se forme entre
une électrode métallique et un électrolyte. Modéliser ces interfaces permet une vision moléculaire des
mécanismes impliqués mais reste un défi où la physique statistique rencontre la chimie quantique. Les
simulations à potentiel constant permettent d’imposer une différence de potentiel (ddp) entre deux
électrodes en laissant leurs charges fluctuer, mais n’incluent pas leur métallicité qui reflète la façon
dont les champs électriques externes sont écrantés par la distribution de charge.

Ce travail étend ces simulations en utilisant un modèle semi-classique de Thomas-Fermi, qui introduit
une longueur d’écrantage lTF dans le matériau. Nous étudions son impact pour une gamme de lTF sur
la distribution de charge dans l’électrode, la capacité, la structure de l’électrolyte et la dynamique de
charge du condensateur. Ce modèle permet d’aborder des expériences récentes de solidification sous
confinement suggérant une forte influence de la métallicité sur la tension de surface. Nous revisitons
d’abord l’équation de Gibbs-Thomson pour étudier ses limites. Puis, en nous appuyant sur la formali-
sation de l’ensemble thermodynamique à potentiel constant, qui révèle l’impact de l’échantillonnage de
Born Oppenheimer sur les propriétés, nous développons une méthode d’intégration thermodynamique
donnant l’énergie libre interfaciale en fonction de lTF . Ceci montre le rôle crucial des corrélations de
charge latérales sur la tension de surface et ouvre la voie à l’étude des transitions solide-liquide.

Mots-clé : interfaces ; dynamique moléculaire ; tension de surface ; métallicité ; confinement ;
condensateurs
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