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Abstract

Lepton universality is an accidental symmetry of the Standard Model of particles physics, which
expects that the charged leptons have the same characteristics with the exception of their masses.
Experimental tests of lepton universality have shown hints of deviations from the Standard Model.
This thesis presents a test of lepton universality using semileptonic b-hadron decays to final states
involving a muon or an electron using data recorded with the LHCD detector in the years 2016,
2017 and 2018. The test is performed by measuring the branching fraction of the BY— D**e7v,
decay relative to the branching fraction of the BY— D** pV, decay, with the resule

B(B®— D**e™v,)
B(B'— D**uv,) (1
=X x(2.937 £0.014(stat.) £ 0.063(syst.)),

R(D™)jight =

where X is a blinding factor. This is the first time this ratio is measured at a hadron-hadron collider.
It is shown that the systematic uncertainties related to the different behaviour of electrons and
muons in the detector can be controlled to a level that a similar sensitivity to measurements at
clectron-positron colliders can be achieved.

The LHCb Upgrade for Run 3 of the Large Hadron Collider will rely on a completely software-
based trigger, whose first stage needs to process events at a rate of up to 30 MHz. An implementation
of the complete first trigger stage on GPUs was developed by the LHCD collaboration. During this
thesis, the algorithm to reconstruct the proton-proton interaction points, necessary to identify
displaced signatures, is implemented on GPUs. Changes to the original CPU implementation to
achieve a fast and efficient algorithm are presented. The GPU algorithm is shown to fulfil the
physics performance and throughput requirements of the Run 3 trigger.



Acknowledgements

The next couple of lines I want to dedicate to all the people who supported me for three years and
helped me with bringing this thesis to fruition. Many of whom I can not thank enough.

My gratitude goes to my supervisor, Vladimir Gligorov, who guided me through this process,
while leaving me a lot of freedom to grow as a person and as a scientist. I also have to thank all cthe
amazing people I had the pleasure to have met in the lab, various workshops and conferences and
LHCDb collaboration meetings. The list is too long to mention everyone sufficiently.

I want to highlight my fellow "RECEPTniks" Dorothea vom Bruch, Renato Quagliani and Da
Yu Tou, from whom I learned a lot. Dorothea in particular I need to thank for the productive
collaboration on various projects and the many useful comments improving this document. Further
[ extend my gratitude to my fellow PhD students in the lab making lunches and coffee breaks very
pleasurable.

Finally, I would like to give thanks to my family and friends providing the emotional supporrt,
without which this endeavour surely would not have succeeded. Shout-out to my parents, my sisters
and my niece.

In memory of those who did not make i.

FR was fund@d by the European Research Council (ERC) under the European Union’s
Horizon 2020 research and innovation programme under grant agreement No 724777

"RECEPT".



Contents

[ntroductionl 5
I Lepton flavour universality]| 7
.1 Th ndardModell . . .. ... ... ... ... ... 7
.L1.1 Gauge symmetries| . . . .. ... ... ........ 9

I.L1.2 The electroweak interactionl . ... ... ... ... 11

[.1 T f th ndardModell . ... ... ...... 13

.L1.4 Beyondthe StandardModell. . . . ... ... .... 15

.2 Experimental tests of lepton flavour universality| . . . . . . 18
[.2.1 Electroweak penguindecays| . ... ......... 19

.2.2 Semileptonic B-hadrondecays| . . . ... ...... 21

.3 Theoreticaltreatmentl . .. ... ... ... ......... 27
I.3.1 Hadronic form factors| . . . . .. ... .. ...... 27

.L3.2 Standard Model prediction| . . ... ......... 31

.4 Explaining lepton universality violation| . . ... ... ... 33

MM The LHCb experiment| 38
(1.1 Thelarge Hadron Collider|. . . . . .. ... ... ...... 38
.2 ThelHCbdetectod . ... ... ... ... ... .... 40
.3 Charged particle tracking performance| . . . .. ... ... 51
.4 Parti identification/. . . . . . . . ... ... . o000, 56
[l.5 Data acquisition and trigger|. . . . . . ... ... .. .... 58
(.6  Offline processing & simulation|. . . . ... ... ...... 63

Ml Testing lepton-flavour universality in semileptonic decays us- |

| ing electrons and muons| 64
(.1 Analysisstrategy| . . . . .. .. .. ... ... . . ...... 65
(.1.1 Datasamples| . . ... ... ... ... .. ...... 67

ll.1.2 Backgroundsources|. ... .............. 67

(lll.1.3 Simulatedsamples|. . ... ... ........... 68




(ll.1.6 Signal reconstruction and selection| . . . . ... ..
.1.7 The B’ — J/y K*Y control channel 4| . ... .....
(.L1.8 Combinatorial background . ... ... .......
.2 rrection he sim on| . ...

MM.2.3 LOtrigger4| . ... .. ... ... ... ........
ll.2.4 Event multiplicity| . . . . . . ... ... ... .....
l.2.5 Kinematic corrections| . . ... .. ... .......

Il.2.8 Comparison of data and simulation distributions

of controlmodedecays| . . ... .. ... ......

.29 R(J/Y) flatness cross-check|. . . . . ... ... ...
l1.2.10 Form factor weighting . . . . . ... ... ......

(ll.2.11 Comparison of data and simulated distributions of

| signal modedecays| .. ... .. .. .........
(M.2.12 Summary| . ... ... ... . ... ... ......

lll.3  Extraction of the relative signalyields| . . . . .. ... ...
(ll.3.1 Description of the templatefit| . ... ... ... ..
(ll.3.2 Templates from simulation| . . . . .. ... ... ..
(l.3.3 Data-driven templates| . . . . .. ... ... .....
.3.4 Fitresults| . ... ... ... ... .. ........

.4 Determination of the ratio R(D™ )jjgp| - + « -« o o o o o oL
[.4.1 Selection efficiencies] . . ...............
1.4.2° R(D™)jjqpn flatness cross-checkl . . ... ......
[I.4.3 Combination of results]. . . . . .. ... .......
lll.5 Estimation of systematic uncertainties| . . ... ... ...
lll.5.1 Tracking efficiency correction| . . ... .......
lll.5.2 Particle identification efficiency| . .. ... ... ..
lll.5.3 Size of simulatedsamples|. . . .. ... .......

IV Primary vertex reconstruction for the LHCb Upgrade]
(V.1 ThelHCbUpgrade| . .. ... ... ... .. .........




(V.1.1 Run3trigger] . ... ... ... ... ......... 142

V.2 TheAllenproject . .. ... ... ... ... .. ....... 145
[V.2.1 Modern processing architectures| . ... ... ... 145

V.3 Primary vertex reconstruction|. . . . . .. ... ....... 147
(V.3.1 TheRun 3algorithma«|. ... ... ... ....... 148

IV.3.2 Implementationon GPUs| . . . .. ... ....... 156

[V Performan Vi onl . . . ... 159

IV.3.4 Timing performance| . . ... ... .......... 161

V.4 Compilationon CPU| . . .. ... ... ............ 165

V nclusion 169
IAppendix A Meaning of selection requirements| 172
IAppendix B Control channel selection| 173

IAppendix C Matrix elements of misidentification matrix used |
|  for lepton mislD background| 177

IAppendix D Background studies| 187

IAppendix E  TISTOS efficiencies on data and simulation 4| 189

[E.1 [Ocontrolmodel. . . . ... .. ... ... .. .. ...... 189
[E.2 HLT controlmode|. . ... ... ... .. ........... 190
[E.3 HLT signalmode| . ... ... ... .............. 191
IAppendix I Template projections| 192
IAppendix G Template fit projections in g° bins| 214
IAppendix H Template fit projections without MC shape varia- |
[_tionsl 218
feren 225



Introduction

“There are no mistakes. Only new paths to
explore.”

Gregory David Roberts, Shantaram

This thesis summarises a study of lepton universality in semileptonic B9 hadron
decays to final states including either a muon or an electron with data recorded

by the LHCD detector in the years 2016, 2017 and 2018. The test of lepton univer-
sality is performed by measuring the ratio R(D*+)light defined as the ratio of the

branching fraction B’ — D**e™v, relative to B®— D™ uv,,
BR(B— D**e™,)

_ , (2)
BR(B® — D**~7,)

R(D™)jignt =

precisely predicted to be unity by the Standard Model (SM). In all the following
Charge conjugation is implied meaning that this ratio also includes the deeays of
the B hadron. Another convention is the usage of natural units, where the speed
of light ¢ and the reduced Planck constant # are set to unitcy c = i =1. Asa
consequence invariant masses are expressed in the same units as energies, usually
electronvolt (V).

This work is the first time this ratio has been measured at a hadron collider,
where different experimental challenges arise compared to electron-positron col-
liders, where it has already been measured with good precision Conﬁrming the
SM prediction. In proton-proton collisions b hadrons are produced from bg—pairs,
whose initial energy can not be determined. Additionally, the LHCb detector only
covers the forward~facing region, so that not all deeay produets of the collision can
be detected. Neutrinos produced in semileptonic decays can not be reconstructed
in the detector and thus carry away an unknown amount of momentum and energy,
which can not easily be reconstructed since the total and missing 4-momentum is
unknown.

Furthermore, charged particles, in particular electrons, emit Bremsstrahlung
photons when passing through the detector material degrading their momentum



resolution and reconstruction efficiency. In that context, this work should be con-
sidered as a proof—of—prineiple that single electron final states can be used to mea-
sure lepton universality at hadron colliders, thus completing the picture of lepton
universality in semileptonic b-hadron decays.

The first and main part of this thesis will be dedicated to the measurement of
the ratio R(D*")jjgp- After a briet description of the SM of particle physics and
an introduction to the relevant theoretical background, a review of recent tests of
lepton universality is given in Chapter I} The LHCD experiment, which recorded
the data used in this analysis, is described in more detail in Chapter The main
body of the analysis is described in Chaprter The strategy to select the two
signal modes and determine the relative yield with a template fit is presented, as
well as the calibration of the simulation using an independent control channel.

The second part of the thesis will change focus from the present and by now
retired LHCb detector to the LHCb Upgrade detector set to start taking data in
2022. The trigger system of the Upgrade detector will be completely software-
based, putting an enormous requirement on the speed at which it has to (par—
tially) reconstruct events. For this purpose, the first stage of the trigger will be
implemented completely on graphics processing units (GPUs), a novelty for a high-
energy physics experiment. This work describes the personal contribution to this
effort consisting of adapting and tuning the primary vertex reconstruction to be
executed on GPUs in the context of the Allen project [1], presented in Chapter

The work is summarised and concluded in Chapterm Figures created as part of
this work are marked by a @ in the caption, while ﬁgures taken from other sources
are marked by amin the caption with a reference citation. The combination me is
used and a reference is given if the figures were produced during the course of the
thesis and appear in this form in public documents. In rare cases, this symbolism
is used in the caption of tables. The Chapters and contain the original work
by the author marked in this way. Some sections are mainly based on the work
of collaborators, where no major contribution by the author is claimed, and are
marked by a 4 1in the section title. Figures marked with a 4 are based on that work
and were re—produeed and in some cases Visually adapted for this thesis. Figures
marked with a e in these sections still signify a contribution by the author,



Chapter |

Lepton flavour universality

“The world breaks everyone and afterward
many are strong at the broken places."

Ernest Hemingway, A Farewell to Arms

In recent years, various experimental results hint at a deviation from the pre-
dictions of the SM of particle physics in the sector of charged leptons. This has
been met with cautious excitement, as concrete evidence of the violation of the
universality of lepton flavour would unambiguously confirm the existence of par-
ticles and forces beyond the SM (BSM). The purpose of this chapter is to briefly
introduce the SM and the concept of 1ept0n flavour universality. [t summarises
recent tests thereof, as well as the required theoretical concepts. It is concluded by
reviewing additions to the SM based on effective field theory approaches, which

can accommodate the observed tensions in a generic way.

.1 The Standard Model

The SM is a quantum field theory encapsulating the current knowledge of the
fundamental particles and their interactions. Fundamental here means chat these
particles can not further be broken down into smaller parts within the theory. A
common schematic representation of these partieles and the force carriers which
mediate these interactions is shown in Figure

The SM is built from three generations of (anti-)quarks, three generations of
(anti-)leptons as well as the gauge vector bosons and the scalar Higgs boson. The
quarks further subdivide into up-type quarks (u,c,t) with positive charge g = +%e
and down-type quarks (d,s,b) with negative charge g = —%e, where the charge
is given as fraction of the absolute value of the elemental electron charge e. The
1epror15 on the other hand subdivide into either eharged (e™, U, T7) or neutral



three generations of matter

Standard Model of Elementary Particles

interactions / force carriers

(fermions) (bosons)
| Il 1
mass  =2.2 MeV/c? =1.28 GeV/c? =173.1 GeV/c? 0 =124.97 GeV/c?
charge = % s b2 0 0
spin | %2 u Y2 C Y2 t 1 9 0 H
up charm top gluon higgs
=4.7 MeV/c? =96 MeV/c? =4.18 GeV/c? 0
-Ys Y5 - 0
+ (@ + (& + (0 Y
down strange bottom photon

=0.511 MeV/c? =105.66 MeV/c? =1.7768 GeV/c? =91.19 GeV/c?
-1 =il =il 0
x & » (M » &

electron muon tau Z boson

———

<1.0 eV/c? <0.17 MeV/c2? <18.2 MeV/c? =80.39 GeV/c?
0 0 0 +1
- @ [-® || @

electron muon tau

neutrino neutrino neutrino W boson

Figure 1: m Diagrammatic overview of the Standard Model of‘particle physics showing the three generations
ofleptons and quarks7 as well as the gauge and Higgs bosons [2].

(Ve, ¥, Vo). For each quark and lepton there exists an anti-particle with opposite
quantum numbers. The fundamental charges carried by both the quarks and lep-
tons corresponding to the gauge symmetries of the SM are the weak isospin T3 and
hypercharge Y, where the weak isospin and hypercharge are related to the electric

charge Q by

Q:R+%Y 3)

In addition, quarks carry a colour charge — (anti-)red, (anti-)green or (anti-)blue
— of the strong interaction.

Interactions between the quarks and leptons are mediated by the gauge bosons.
The gauge bosons are the photon y responsible for the electromagnetic interaction
between charged particles, the Z and W* bosons involved in the weak interaction
and the gluons g implied in the strong interaction. While the gluon and photon
are massless, the Z and W= are massive. Another difference is that gluons also
carry colour and are seif—interacting, leading to phenomena like colour conﬁnement.
Unlike QED, where the force weakens if two charged particles are separated, in
QCD it increases. Qualitatively, this can be understood by the fact that the gluon
self-interaction field lines of QCD are bundled together into a 'flux-tube’, where

8



the field line density and thus energy density is constant. This means that if one
would try to separate two quarks, the energy in the gluon field would increase
with the distance. At some point, this energy is large enough to produce a quark
anti-quark pair, where each forms a new bound state with one of the initial quarks.
As a result, only bound objects which are colour-neutral can exist.

With the discovery of the Higgs boson in 2012 [3|] [4], whose existence is a con-
sequence of the Higgs mechanism giving fundamental particles their masses, the
SM can be considered to be a complete and internally consistent theory of nature
at microscopic scales. However, it is not a "theory of everything’. For example,
it does not include gravitational forces or contains a dark matter candidace. For
this and other reasons, searches for BSM physics are well motivated, as explained
below.

.L1.1 Gauge symmetries

The SM can be succinctly described by the local gauge symmetries
SU(3) x SU(2), x U(1)y, (4)

where SU(3) describes QCD and SU(2); x U(1)y the electroweak interaction.
Each symmetry group is associated to charges conserved by the respective interac-
tion: colour charge (anti-)red, (anti-)green, (anti-)blue) for QCD, and weak isospin
and hypercharge Y for the electroweak interaction. Built into the theory is the dis-
tinction between left-handed doublets and right-handed singlets of the SU(2),
transformation, where left- and right-handed refers to the left- and right-handed
chiral projection of a fermion, created by using the chiral projection operators

1

1
PLZE(l_VS)IPRZE( +75), (5)

where y5 = i)/o)/lyzy/3 is the product of the Dirac y# matrices. This results in

the total fermion content of(Z;)L, (;)L, (ui)R, (di)R, (g)R, where the index i

indicates the colour charge of the quarks. The fermion charges relevant to the
electroweak sector are summarised in Table
Applying the gauge symmetries to the Lagrangian £ free of a free, massless

fermion field ¥
LY e = DY 9, )0, (6)



where the fields transform as

SU(3) : (x) — (x) =exp&IV y(x)
SU(2), : (x) = P(x) =exp’8®HT y(x) (7)
U(1)y : (%) = h(x) =exp’® 220 (x),

local gauge invariance is only achieved by also introducing the covariant deriva-
tives

d,—~>D,=0 +1%YB +z%a]W]+zgs/\ Gy, (8)
where now the additional vector boson fields B, W;l and G, are introduced and
g’, g and g are the respective coupling constants. The generators of the groups
SU(2), and SU(3), T and U can be expressed in terms of the Pauli matrices o
and Gell-Mann matrices A by T; = and U, 22 These fields have to transform

as

k k _ o~k k j

G,— G, =G, -d,a" - g fija;Gy
k k _ a7k k j
WM - W],t = Wﬂ — 8’40( —gei]-kaiWM (9)
g —

B, — B# =B, aﬂa,
where f; jk and €jjk are the structure constants of the respective Symmetry groups.
By introdueing those fields, the local gauge symmetry of the Lagrangian is restored.

Now the Lagrangian not only contains free fermions, but also interactions to vec-
tor boson fields. These include the four gauge bosons of the electroweak sector,

Bﬂ and Wyl’zﬁ. The observed physical photon, Z and W fields are defined by
+ _ 1 1+ 2
Wi = %(Wﬂ FiWy)
A, = B,cos Oy + W;’sin Ow

Z,, = —B,sin Oy + W cos Oy,

(10)

with the weak mixing angle 6y and the photon field Ay. The strong interaction
is mediated by the 8 gluon fields G;"s.

The gauge symmetries would be explicitly broken by trying to add mass terms
for the gauge bosons and fermions. Instead, particle masses are included in the
SM through the Higgs mechanism, which introduces an additional scalar field, the
Higgs field, with a non-zero vacuum expectation value. By this, the SU(2), xU(1),
symmetry is spontaneously broken to U(1) g p.

10



Table 1: Chargcs of Standard Model fermions.

Electric charge | Weak isospin | Hypercharge
(V)L 0 +3 -1
() -1 -3 -1
(O)r -1 0 -2
(1), +% +% +%
(d)r ~3 -2 +3
(u)r +% 0 %
(d)r -3 0 -5

During this spontaneous symmetry breaking the Z and W* gauge bosons
acquire their masses, while the fermion mass terms can be added by Yukawa-
interactions with the non-zero vacuum expectation value of the Higgs field, which
respects the gauge symmetries. Since this mass term uses left- and righvhanded
fermions and right-handed neutrinos do not exist in the SM, neutrinos remain
massless in the Higgs mechanism. From the Higgs mechanism, it follows that the
Higgs boson couples to Z and W* gauge bosons and the fermions with Coupling
strengths proportional to their masses.

.L1.2 The electroweak interaction

One particularity of the weak interaction is that parity symmetry is not conserved,
where the parity transformation amounts to switching the signs of space-related
variables x — —x. This is written into the theory of the weak interaction by the
V-A (vector-axial vector) structure of the weak coupling. Left- and right-handed
(chiral) projections of fermions can be created by using the chiral projection oper-
ators introduced above.

The fermion current j# associated to a fermion-W vertex is given by
. = 8w 1
]5eak = f (_1_7/’4_(1 - 75))][ (11)

From this, it follows that only left-handed particles and right—handed anti-
particles participate in the weak interaction mediated by the Charged W as the
currents for other combinations would be zero due to the appearance of the pro-
jection operator.

Fermi theory of weak interaction

Historically, the weak interaction was formulated to explain the f-decay of neu-

trons. It was imagined as a point-like interaction without the exchange of a prop-

11



agator. Since then it became clear that the weak interaction is mediated by the
exchange of W and Z bosons, but in the limit where the energy of the process 1s
small compared to the gauge boson masses, Fermi’s original description as point-
like interaction is valid. This principle of using a point-like interaction in place
of an unknown propagator can also be generalised to BSM scenarios, where the
expected new particles have much larger masses compared to the scale currently
reached by particle colliders. In the case of the f-decay, the matrix element of the
4-point interaction is described by

_ 1
V2

where the effect of the heavy boson exchange is absorbed into the Fermi constant
Gp, measured to be Gp = 1.1663787(6) x 107> GeV=2 [5].
At larger energies, this approximation breaks down and the full W propagator

M= —=Grg [ey"(1=7*)e| [y (1= 7], (12)

has to be considered. Using the unitary gauge it can be written as
. Audv )
—1 V2
(g;w My
2 2
q°— My

where My is the mass of the W boson and g, the metric tensor of special relativ-

, (13)

ity. Therefore once the involved energies are large enough, the point-like interac-
tion can be resolved in the sense that now short-range effects have to be considered.
In the limit g% << MI%V the propagator can be written as

g//tv
M3’

i (14)

Comparing the effective and full theory, one can obrtain the relation of the Fermi
constant and the Coupling strength w of the weak interaction

Gr _ &

= ) 5
T (15)

CKM mechanism

The weak eigenstates of quarks participating in the weak interaction and the
mass ecigenstates are not the same but are related by a mixing matrix Vg

(Cabibbo-Kobayashi-Maskawa matrix)

u’ Vud Vus Vub d
d’ = Vcd Vcs Vcb S|. (16)
b’ Via Vis Vi )\D

12



This allows quarks in charged weak currents mediated by W* exchange to change
flavour to a different generation. The parameters of the CKM matrix are not pre-
dicted by the SM but have to be determined experimentally. The CKM matrix
also includes an imaginary part, which introduces charge-parity violation.

The CKM matrix can be described using three angles 01,, 6,3, 013 and a phase
013

i
1 0 0 €13 0 s13¢78([ ¢y, s12 O
Vexkm =0 c3 sp3 o 1 0 =512 €12 0
0 —S73 Cp3 —51361613 0 C13 0 0 1

C12C13 512€13
i5 i5
= |—512€23 = €12523513€ 713 C12€23 —812523513€ 1% 573C13 |,
i5 i5
| 512523 —C12023513€ 717 —C12523 = 512023513671 €303

where ¢;; = cos(6;;) and s;; = sin(6;;). Another parametrisation was devised by

j

Wolfenstein, writing the CKM matrix in terms of

A =51,

AA2 = 523 (18)
0

AN (p—in) =s13¢7",

where the matrix is now approximated up to third order in A as

1-3A2 A AXN(p—in)
Verm = - 1-122 A)? +O(1Y). (19)
AV(1—-p—in) —-AN? 1

Since the parameter A is small, it can be seen in this parametrisation that the
diagonal elements are almost unity while the off—diagonal elements are small. This
means that a quark transition changing the generation is suppressed compared to a
transition within a generation. Historically, this is known as Cabibbo suppression.

The CKM matrix has to be unitary in the SM. This leads to a set of equations,

each of which can be represented in the Complex plane. The condition

can bC T€pT€SCl’lt€d as a triangle n th€ comp]ex plane, commonly called the unitary

triangle.

.1.3 Tests of the Standard Model

Generally speaking, there are two ways to discover new particles beyond the SM:
direct and indirect observations. In a direct measurement the decay products of a

13



new particle produced in a particle collider are detected. It would then be ob-
served by a signiﬁcant peaking structure in the invariant mass spectrum of the
decay products. An example of such is the direct observation of the Higgs boson
in various decay channels first reported in July 2012 by the ATLAS and CMS col-
laborations. Direct measurements are limited by the centre-of-mass energy of the
collider as well as the sensitivity reachable eonsidering all baekgrounds.

In indirect measurements, the contribution of BSM particles to Feynman dia-
grams as virtual particles, which can change observables like branching ratios and
angular distributions, is constrained by precisely measuring these quantities and
comparing them to the SM expectation. A disagreement between the expeeted
and measured value would then indicate the presence of effects not taken into
account in the theory calculation, possibly caused by BSM particles. The achiev-
able sensitivity depends on the mass and the eoupling strength of the new partiele.
As a historical example of such indirect searches, it can be mentioned that the
existence of the Higgs boson and constraints on its mass could be derived from
measurements of the t quark and W boson masses years before it was finally di-
rectly observed. By precisely measuring the parameters of the electroweak sector
a prediction for the W mass can be obtained. Loop corrections to this prediction
introduce a dependency on the t quark and Higgs boson masses. Measuring the ¢
quark and W boson masses then constrains the mass of the Higgs boson.

The achievements of the SM are manifold with experiment and theory predic-
rion agreeing to great precision with measurements perforrned over a large energy
range. Especially in the QED sector, it allows for extremely precise predictions
taking many higher—order effects into account in perturbative calculations. For
example, the anomalous magnetic moment of the muon is predicted to be [6]

a,M =116591810(43)x 107" (21)
and measured to be [7]
a,°® =116 592 080(54)(33) x 1071, (22)

The big success of the SM is its ability to deliver such extremely precise predictions,
which can be tested experimentally to a similar precision, which in turn, as in
the case of the muon anomalous magnetic moment, can reveal tensions between
measurement and predietion, which can point in the direction of BSM theories.
The unitarity conditions of the CKM mechanism are another expectation of
the SM. By measuring and over-constraining the angles and side lengths of the
unitarity triangle introduced earlier the CKM mechanism in the SM can be tested

14



1-5\\\\‘\\\\‘\iii

excluded area has CL > 0.95 |
i

T T T[T T

ol
%

a2
%0
Y o=
R
1.0

560

Amy & Amg

B

0.5

1

1

-0.5 — |

1.0 — Y &

i fitier : sol. w/'cos 2B < 0 ]

= Summer 19 3 (excl. at CL > 0.95) —|

_1.5 L I I | i ) I - i I I | i L1 1 | i I i ) - ]
-1.0 -0.5 0.0 0.5 1.0 1.5 2.0

p

Figure 2: m Measurements of the sides and angles of the unitarity triangle [8].

to great precision, as shown in Figure So far the measurements of the CKM
parameters show no deviations from the unitarity conditions.

The success story of the SM is completed by the discovery of a boson consistent
with the SM Higgs boson, whose existence is predicted from the Higgs mechanism
introducing particle masses to the SM. Its discovery allows for additional tests
of the SM by measuring its production cross sections and branching fractions in
various channels, as shown in Figures and Again the measurements are in

agreement with the SM predictions.

.1.4 Beyond the Standard Model

While the SM has been scrutinised to excruciating detail mastering almost every
challenge brought against it experimentally, it is considered to be incomplete. This
assessment originates from more fundamental considerations — its formulation is
not ’eiegarlt’ or 'beautiful’ enough to be a comp]ete theory ofeverything — and the
difficulties to unify it with the gravitational force or from its lack of explanation
of certain phenomena, be it the asymmetry between matter and anti-macter in the
universe, the nature of dark matter or the observed hierarchy in the masses of its
constituents. Adding non-zero neutrino masses, which follow from the observa-
tion of neutrino oscillations [10], also require additions to the basic formulation
of the SM laid out in this chapter. The SM can then be regarded as a low energy
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approximation of an unknown underlying theory.

There are numerous indications for the existence of dark matter, which does
not interact by strong or electroweak interaction. For example, it is postulated
to explain the measurements of rotation velocities of galaxies [11]. By ﬁtting the
cosmic microwave background anisotropy in the ACDM model, dark matter is
determined to make up about 26% of the energy-matter content of the universe
[12]. However, the SM does not contain a candidate for a dark matter particle. An
even bigger mystery is the nature of dark energy, which is thought to accelerate
the expansion of the universe, and which in this model is the largest part of the
matter-energy content of the universe with about 68%. For both dark matter and
energy, the SM can not provide a description and thus BSM models are required.

Another problem is the observed difference between the amount of macter and
anti-matter in the universe. It was proposed that three conditions must be met to

explain the matter anti-matter difference to be generated during baryogenesis [13]:

1. baryon number conservation must be violated
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2. C- and CP-symmetry must be broken
3. interactions must have taken place out of thermal equilibrium

In the SM; no processes violating baryon number conservation are allowed, but
such decays, for example the decay of a free proton, are possible in BSM models
such as grand unifying theories (GUT). While C- and CP-symmetry are violated
in the SM in the weak interaction, the size of this effect measured so far is thought
to be too small to generate the observed matter anti-matter asymmetry.

Taking all this together, it is certainly uncontroversial to say that the SM can
not and will not be the last word spoken. Alchough more and more precise tests
of the SM have been perfbrmed, reaching higher and higher energy scales, its re-
markable resilience has been barely scratched. However in recent years, some ex-
citing hints of possible deviations from the SM predictions have been observed in
several measurements performed at different experiments, which indicate that 1ep—
ton flavour universality, as implicitly assumed in the SM, might be broken. These
studies are discussed and an overview of the experimental results are given in the

next section.
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.2 Experimental tests of lepton flavour universality

The SM implicitly assumes that the gauge couplings of the charged leptons to the
gauge bosons of the electroweak interaction, the y, W and Z, are the same. Since
there is no fundamental symmetry requiring this, it is often called an "accidental’
symmetry. In that sense, the leptons of different flavours are universal with their
only difference being their masses. Lepton flavour universality in the sense of the
coupling strength to the Z and W bosons can be directly tested in the decays
Z — ¢ and W™ — {7V, for example at LEP expressed as ratios of partial
decay widths of the bosons [14] [15]

I,
22 _1.0009 +0.0028,
1—‘Z—>e+e‘
| PR
ZoTt =1.0019+0.0032,
Lz
B (23)
T _1.063+ 0.027,
I-'W*—>e*7€
Ty
Wotve =1.070+0.026.
I‘W__W_V}‘

The observed tensions in the case of W decays have been resolved by measure-
ments perfbrmed by the LHC experiments, with the story being closed by the
latest ATLAS result [16]
I‘W*—VE*?T
—1=0.992+0.013, (24)
rW‘—)pt‘V,,

in combination with a previous measurement [17] of

I ——eTV,
Weve —0.997 +0.010. (25)
rW‘—);/FVF

From this experimental evidence, lepton universality in the boson couplings is
confirmed to a high precision. Observing a process where 1epton universality 1s
broken would be evidence of a BSM interaction.

Thus, when measuring the relative branching ratio of two decays which differ
only in the flavour of the involved lepton, one would expect from the SM that
this ratio oniy deviates from unity due to the different available phase space in
these decays. Recently, such tests of lepron flavour universality have been per-
formed at e*e™- and pp colliders, resulting in observed deviations from the SM
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Figure 5: Feynman diagram of the decay B® — D** €.

which are in some cases above the typicai 30 limit used to claim evidence for a
new phenomenon. Performing these measurements at an e*e™- or pp collision en-
vironment has several implications. Generally speaking, e"e™ collisions produce
less background and the well known centre-of-mass energy of the collision, to-
gether with full angular coverage of the detector, makes the reconstruction of un-
detected particles like neutrinos easier. On the other hand, pp colliders typically
have higher signal yields and reach higher centre-of-mass energies, so that such
measurements can be also performed with heavier b-hadrons like B or Ag. In
particular, a lot of interest has focused on decays of hadrons containing b-quarks
with the transitions b — c¢€v or b — s€*€~. While the former is a tree-level tran-
sition with typically a relative large branching fraction, the later is forbidden at
tree-level in the SM. But still this transition can occur mediated via loop diagrams,
which results in an extremely rare process. As example the Feynman diagrams
for the decays B — D" p*v, and B — K*u* ™ are shown in Figures [5[ and
Their respective branching fractions are different by multipie magnitudes with
B(B*— D* p*v,) = 5.05% and B(B® = K*u* ™) = 9.4 x 1077 [18].

From a theoretical point of view, such ratios of branching fractions are interest-
ing as they can be precisely predicted in the SM as uncertainties related to describ-
ing the hadronic transition in the decay cancel to first order. From the experimen-
tal side ratios of branching fractions can generally be measured to a better preci-
sion than absolute values, as systematic uncertainties can cancel. In the following
sections, the measurements performed with b — ¢€v and b — s€*€" transitions
are summarised and more detail is given how the cancellation of theoretical and

experimental uncertainties occurs.

.2.1 Electroweak penguin decays

Electroweak penguin decays are suppressed strongly in the SM due to the appear-
ance of the ioop in the Feynman diagram. They consist of a flavour Changing neu-
tral quark current, forbidden at tree-level in the SM. New particies could enter

these loops as virtual particles and measurably change observables like the branch-
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Figure 6: Exampies of Feynman 100p diagrams contributing to the process BO — K*0¢*¢-.

ing fraction of the decay or anguiar distributions of the decay products. Since
these decays have small branching ratios experiments have only recently collected
enough data to make measurements with enough precision to make meaningful
comparisons with the SM. As an example for such an electro-weak penguin decay,
where lepton universality has been tested, the Feynman diagram of the process
B% — K*%¢*¢" is shown in Figure || Here the lepton-antilepton pair consists of
either muons or electrons. To reduce systematic uncertainties the measurement at
LHCD is performed as double-ratio relative to the control channel B’ — JY K *0

B(B° - K*utu~)  B(B— K (> ete))

BB - K= pp))  BB—Koee) ' 0

RK*O =

using the observation that lepton universality is fulfilled in J/i decays to a lepton
pair [19]. Systematic effects, for example related to the difference of reconstruction
performance between muons and electrons, are expected to cancel by measuring
this double-ratio.

The measurement is typicaliy performed in different regions of q2, which is
the square of the invariant mass of the lepton-antilepton system, as the SM pre-
diction typically depends on this variable. A comparison of this ratio measured at
LHCD with the SM prediction is shown in Figure [/} A similar measurement was
performed using BY — K*€*¢~ decays, where a 2.50 deviation from the SM has
been observed in the range 1.1 < q2 < 6.0 GeV? [20]. More recently such a ratio
was measured using the b-baryon decay A) — pK=€*¢", found to be compatible
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Figure 7: m Comparison of the measured values ofR(K*O) with the SM prediction in two different ranges of
the squared invariant mass of the lepton-lepton system [22].

with the SM within the experimental uncertainties [21].

Additional tensions with the SM are seen in angular analyses, as shown in Fig-
ure(8 The P; variable used here is constructed in a way to reduce the uncertainties
on the theoretical predictions. The measurement is performed in bins of q2 and
a tension with the SM at a 2.90 level can be observed in one of the bins. An-
other tension is seen in the measurement of the differential branching fraction
B(Bg — ¢y u~) as function ofq2 [23] in shown in Figure 9] The tension becomes
more evident when considering the 1.0 < g < 6 GeV? region, where the differen-
tial branching fraction is measured to be (2.581’8:%‘:’ +0.08+0.19) x 1078 Gev2,
which is more than 30 below the SM prediction of (4.81 +0.56) x 1078 GeV 2.

To summarise, deviations from the SM have been observed at several places
in electroweak penguin decays of b-hadrons. Although no single measurement has
yet reached the 50 threshold to claim the observation of a new effect, taking all the
observations together in a globa] analysis shows that allowing for BSM contribu-
tions can improve the deseription of the data with respect to the SM, as discussed

in Section [L4

.2.2 Semileptonic B-hadron decays

For semileptonic b — ¢€v decays, mediated by a charged weak current at the tree-
level, the SM branching fraction is large and new physics effects might be hard to
notice. Still these decays are interesting if one assumes that BSM effects primarily

affect the third lepton generation. This could happen if the coupling strength of
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the BSM particles depends on the mass of the involved 1ept0n. Then the BSM
contribution to the decay to the heaviest lepron, the 7, can become significant
enough to modify the observed branching fraction while leaving the branching
fraction of decays to lighter leptons almost unchanged with respect to the SM

expectation. Typieally relative branehing fractions defined as

B(Hz — H.tv,)
B(Hgz — H.Lv,)

arce measured, Whﬁl’e, depending on th(i experimental set—up, t]’l@ 1€pt01’1 n tl’l€ d(ﬁ*

nominator is either an electron, muon or a combination of both. Measurements us-

22



Table 2: Experimental results of R(H,) measurements performed ac LHCD.

Hy ‘ H, ‘ T decay mode ‘ R(H,) ‘ Reference

BY | D*= | hadronic 0.291 £ 0.019(stat) £ 0.026(syst) £ 0.013(ext) | [25]
B° | D*~ | muonic 0.336 +£0.027(stat) £ 0.030(syst) [26]
Bf | J/ | muonic 0.71 £0.17(stat) £ 0.18(syst) [27]
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Figure 10: m Summary of measurements of R(D*) and R(D) compiled by the Heavy Flavor Averaging Group
[28]. The average of the experimentai resules is shown as red e]lipsis with the dotted line indicating the 30
region. The average of SM predictions is shown as black point.

ing the b hadrons B®, B* or B decaying to D®W* D™ and J/i have already been
performed, while measurements using b-baryons decays, for example Ag —AL,
are foreseen. These measurements have been performed with different decay chan-
nels of the 7, either decaying to a muon or electron or to a different number of
charged and neutral pions, as summarised in Table[2| for measurements performed
at LHCb.

A recent summary of measurements of lepton universality in b — ¢~V tran-
sitions is shown in Figure |10l Here, R(D) signifies the charm hadrons D* and D°,
while R(D") signifies the charms hadrons D** and D*0. Depending on the mea-
surement, not all charm hadrons are included when determining R(D*) or R(D),
but they can be related by isospin considerations, where the spectator quark is ex-
changed, by R(D*) = R(D*°) = R(D**) and R(D) = R(D®) = R(D*). Since the
excited charm hadrons decay to their ground state emitting a photon Or a pion,
which can be missed, the decays used for measuring R(D”) can enter as a back-
ground contribution when measuring R(D) ('feed-down’ background) leading to

a correlation when doing a combined measurement of both, which shows as an
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ellipsis in Figure
For the measurements performed at LHCD, reconstructing the T either as t —

v, V., oras T — 70 70 1t v, leads to a different analysis strategy. In the first case
Ve . y gy
the ratio

B(B® - D t*v,)
B(B® — D*putv,)
is measured directly by determining the relative yield Bf B — D*TVT_to B —
D*,uvﬂ. The D™ is reconstructed in the decay D* — DOt~ and the D in the

R(D*) = (28)

decay D° - K*m~. Asthe T decays toau and additional neutrinos, the recon-
structed final state particles are the same in both cases. The relative yield can then
be determined from the (p™K*1t™1t™) sample.

When reconstructing the T in the hadronic decay mode T — "™ v, the

measured quantity 1S

B(B® — D" t*v,)

R, (D*) = . 29
pad (D) B(B® — D*mtmmt) (29)
The relative branching fraction is then determined by
B(B® - D it
R(D") = Rypg(D") x 20 ) 50)

B(B®— D utv,) '

using the already measured values of B (B D m*rcrt) and B (B°
—>D*‘y+vﬂ) as external inputs.

Light leptons

The universality of the light electron and muon can be tested at low energies using
decays of pseudoscalar mesons, whose invariant mass is too low to decay into a tau
lepton. The relative rates of the X~ — €7V, decay have been measured for different
mesons X and can be predicted by the SM, where the X~ — €7V, decay is typically
helicity suppressed. Kaon decays have been used by the NA62 collaboration [29] to
measure
1-‘K*—>e*7€ -5
S = (2.488:40.007 £ 0.007) x 107 31)
K—p~vy,
where the first uncertainty is statistical and the second systematic. This is found
to be in agreement with the SM expectation of [30]

( 1—‘K —eTV,

SM
=(2.477+0.001)x 107, (32)
I‘K*—m*ﬂl
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For pion decays the corresponding ratio has been measured by the PIENU Collab-
oration to be [31]

[(n"—>etv,+t"— et v,y)

=(1.2344+0.0023 +£0.0019)x 1074, (33)
[(n*t - prv, + Tt — ptv,y)

where the first uncertainty is statistical and the second systematic. This is consis-
tent with the SM prediction of [30]

(" —e'v,+ " —e"v,y)

SM
=(1.2352+0.0001)x 107%.  (34)
[(ct— Py, +mt— y*vﬂy)
The universality of the couplings Su and g, of the light leptons to the W boson
have also been tested using the 7 — p™v, v, and 77 — €7V, v, decays [32]

(&) =1.0036+£0.0020, (35)

8e
which again is found to be consistent with the SM expectation.

Due to the agreement of experiment and SM prediction, it 1s usuaiiy assumed
that BSM effects are ncgiigib]c for scmilcptonic decays involving muons or elec-
trons. This assumption has further been substantiated by the B-factories for b-
meson decays, but single electron final states have not been included yet in mea-
surements at hadron colliders. Defining the ratio R(D*+)light in a similar way to

R(D*) as

B(B"— D**ev,)
B(B'— D*uv,)

R(D™)jignt = (36)

it was measured by Belle to be 1.01 + 0.01(stat.) + 0.03(syst.) [33], where the
firse uncertainty is statistical and the second systematic, consistent with the SM
expectation of one, since the muon and electron masses are small compared to the
typical momentum transfers in this interaction so that their phase space factors
are very similar.

As usual for relative branching fraction measurements, many systematic uncer-
tainties are expected to cancel to first order and only effects due to the different
behaviour of electrons and muons in the detector remain. In the case of the Belle
measurement, the dorninating uncertainty is due to the electron and muon iden-
tification. For a measurement at a hadron collider, additional uncertainties are

related to the partial reconstruction of the decay. Due to Bremsstrahlung, affect-

ing clectrons more than muons, the reconstruction efficiencies can be different.
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When selecting events with electrons or muons care must be taken not to intro-
duce differences between the two samples, for example when triggering on the

electron or muon.
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.3 Theoretical treatment

An effective field theory approach is typically used to make precise predictions of
the observables of interest and to interpret potential deviations in a generic way.
This is motivated by the fact that the energy scales involved in the weak decay of
a hadron are much smaller than the mass of the W boson and in particular much
smaller than the mass scale of potential BSM particles. In the following, the focus
will be on semilepronic decays. An eftective Hamiltonian H, ¢ s for the b — c€7v,
can be written as

__ 4Gp
Hepp(b— €)= - CbZCiOi’ (37)
where C; are Wilson coeflicients, encapsulating the effects at larger energies and
short-distances, and the operators O; describing the low energy, 10ng—distance
part. In the case of the SM, the relevant operator is the product of the two axial-

VECtOor currents:

Oya = (cy,PLb)(€y*Pvy), (38)

while the normalisation of was chosen such that the Corresponding coefficient
is unity. In the SM, the coeflicient and operator is the same for all three generations
of leptons, while BSM models could add new operators or modity the coefhicient
for a particular flavour. Since the decay can be split into a purely leptonic part and
a hadronic part, it is possible to further factorise the problem. Because hadrons are
not point-like particles but composite objects consisting of quarks held together
by the strong force, this part requires careful treatment as described in the next

section.

.3.1 Hadronic form factors

The transition b — ¢V, can be described using the formalism of effective Hamil-
tonians. In this way, it can be separated into a leptonic and hadronic part. While
the calculation of the leptonic part is easier, as the involved particles are point-like
and the QED mediator does not self-interact, the hadronic part requires QCD in-
teractions by (soft) gluon exchange to be taken into account. In this regime, QCD
is non-perturbative as the strong coupling constant a; is large and more involved
approaches are necessary for a precise calculation. For example, in the lattice QCD
approach space-time 1is discretised as a four-dimensional ’lattice’ to perfbrm nu-
merical calculations. The precision of this approach is limited by the spacing of
the lattice and the computational expense involved in reducing this spacing.

27



Alternatively, some approximation has to be made or symmetry arguments
have to be cmploycd to simplify the calculations, which is the approach for the
calculations described below. The matrix elements involving hadrons, like

(Hc[ey, (1 = ys)blHy) (39)

will be described using form factors encapsulating the effects of gluon exchange
and the presence of virtual quark~antiquark pairs, which is difficult to calculate as
this lies in the non-perturbative regime of QCD. Since these form factors are not
predicted by this approach, they have to be measured for a certain decay. In some
cases, it is possible to calculate form factors using lattice QCD.

A very fruicful approach to obtain a parametrisation for the form factors
has been Heavy Quark Effective Theory (HQET) [34], exploiting the fact that
the b and c-quarks are much heavier than the involved spectator quarks. The
partition of quarks n ’hcavy’ and 1ight’ 1s typically done according to the scale
m,,, My, My << Agcp << mg, my, m;, where Agcp = 200 MeV is the hadronisa-
tion scale of QCD, where the strong coupling constant starts to become large so
that the perturbative approach breaks down. The basic assumption of HQET in
the case of a meson consisting of a hcavy and a 1ight quark is that the hcavy quark
has the same velocity as the meson and the light quark only sees it as a static source
of colour. Spin interactions between the heavy quark and light degrees of freedom
(the gluon exchanged between the two quarks) are suppressed by the heavy quark
mass. This means that the heavy quark can be replaced by another heavy quark
of different flavour (in practice exchanging the b- by a c-quark) and its spin can
be flipped without any difference to the light degrees of freedom (spin-flavour
symmetry) if the Velocity remains unchangcd. If the Vclocity 18 changcd, the 1ight
degrees of freedom need to 'follow’ the heavy quark, resulting in suppression by a
so-called form factor.

For the concrete case of a B— D" transition, four form factors are necessary.

By splitting the hadronic current into vector and axial-vector parts, these form

factors are defined by [35]
2iV(g?)
ng + Mp«

*1/0(/5

(D*(pp~ ea)|57/yb|B(pB)> = €uvap€ PBPp+»

e m2 —m?2,.
_Az(qz)_q Mg — Mp- )

g+ Moy (PB+PD*)y— 7
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where € is the polarisation vector of the D* and the form factors V(g?), A¢(q?),
A1(g?) and A,(g?) depend on the square of the four-momentum g2 carried away
by the vector boson. The factor Ay(g?) only contributes to the term suppressed
by helicity and is therefore only relevant for decays to the heavy 7 lepton.

In the heavy quark approximation, where the spin-flavour symmetry holds, the
four form factors can be expressed by a single function, called the Isgur-Wise func-
tion hA1(w) [36] [37], which describes the transition probability from one rest-
frame to the other by a Lorentz boost by encapsulating the overlap of the light de-
grees of freedom of two heavy quarks moving with vy and vp.. The four-velocity
transfer w = vy - vp- is related to q2 by

q2 = m,z3 + m%* — 2mBmD*w. (41)

As the heavy quark mass is finite, the spin—ﬂavour symmetry is not exact and short-
distance effects have to be taken into account, complicating the picture. The form
factors are then written as

Aofu) =22, ),

Arw) = (),

Aata) =2 (w),

V) == (w) @)

using the form factor ratios Ro(w), R;(w) and Ry(w) to express the difference
2\fmgmp+

(mp+mp=)
These functions can further be parametrised around the point of zero recoil

(w = 1) by the so-called CLN parametrisation [38] [35]:

between the form factors and defining the factor rp. =

—0.11(w—-1)+0.01(w—1)? (43)

using z = \/_%;g and introducing the free parameters hy (1), Ro(1), Ry(1),

R,(1) and p?, which can be measured in the B® — D*¢v decay, for example re-
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cently by Belle [33] to be

p”>=1.106 +0.031 +0.007,
R;(1)=1.229+0.028 + 0.009, (44)
R,(1) =0.852+0.021 + 0.006.

The parameter Ry(1) was not measured since the analysis only used transitions to
clectrons and muons, where the helicity-suppressed amplitude, the only one Ry(1)
contributes to, is negligible. Since the normalisation factor hA1 (w) appears in all
factors it will cancel when considering the relative branching fraction and is not
important when predicting the ratio of interest. For calculating ratios involving a
T, it is necessary to also know Ry(1), which can be approximated from leading or-
der perturbative estimations using the experimental results for the other factors to
be Ro(1) = 1.14 [35], where an uncertainty estimate of 10% is applied to account
for higher order corrections.

An alternative approach is the BGL parametrisation [39], where the form fac-
tors are parametrised by a generic expansion in z following the form

f(z)= 1 Za52”. (45)

with the Blaschke factor P(z) and the weighting factor ¢(z). The Blaschke factor
depends on the number of B, states below the BD* mass threshold. When measur-
ing the parameters of this series, the expansion in z" has to be truncated at some
point. Usually including terms up to #n = 2 or n = 3 is sufhicient to describe the
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daca well. These parameters have been measured to be [33]]

i) x 10% = -0.506 + 0.004 + 0.008
il x10%=-0.65+0.17 £0.09

@' x10% = -0.270 £0.064 + 0.023 , (47)

i)' x10% = +3.27 £1.25+0.45

5 x10%=-0.929+0.018+0.013,

where the parameters are scaled by |V;| and an electroweak correction #gy
b b
a; =|Vep|npwa;. (48)

As for the CLN parametrisation, one of these form factors, F5(2), is only sensitive
to the helicity-suppressed amplitude and was not measured here and needs to be
predicted, for example described in [40].

.3.2 Standard Model prediction

[t is instructive to briefly repeat the calculation of the expected value for the R(D”)
ratio in the SM, which uses these form factor measurements. From this, it can
be understood how new physics could enter, moditying the decay rate to tauons,
while leaving the rate to electrons and muons almost untouched as present exper-
imental resules suggest. From the effective Hamiltonian describing the b — ctv,
transition

4G _
Heps = —= (€, PLb)(TPLV,) + hoc. (49)

V2

the double-differential decay rate of B®— D* €*v can be written [35] as

T, _GiVallple’ (, _m2\’

dq*dcos®  256m3m} q°

(1—-cos0)?|H,.|*+ (1 +cosO0)*|H__|* +2sin’ O |[Hpy|* +
2

m .
q—,} (sm2 O(H,.,|>+|H__|*)+ 2|Hy; — Hyg cos 9|2)],

P —

(50)
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Table 3: Recent SM predictions for the value of R(D).

Reference ‘ Predicted R(D*)

[41] 0.257£0.003
[42] 0.260+0.008
[40] 0.257 £0.005

where 0 is the angle between the D* and T three-momenta in the TV, rest frame

and using the helicity amplitudes

2m
H,, %) = A HF —2L Vv 2;
++(q7) =(mp+mp)A;(q )+mB+mD* IplV(q°)
1 4m> |p|?
H 2 — 2_ 2*_ 2 *A 2 . B A 2
00(q”) —ZmD*\/?[(mB mp.—q°)(mpg+mp<)A;(q°) —mBerD* 2(97)

2m
Houlq?) =212l (02,

V7
(51)

which depend on the the form factors V(g?), A¢(g?), A1(g?) and A,(g?) intro-
duced earlier.

Integrating (50) over 6, one can obtain

T, _ GilVallplg® m; ’ 2 2 2 mz\ 3m; 2
T~ sgromy \L g ) |(Heo P P o) 1 525 )+ 575 ol
(52)

which is now used to obrtain the ratio of differential decay rate between a tau and
a light lepton in the final state:

dr,/dq’ 2\? 2\ 3m? H,l?
R*D*(qz):—T/ q2 :(1_771_2,() (1+ mg)'i‘—m—; 2 | 0t|2 > |
dr€/dq q 2q 2 q |H++| + |H——| + |H00|
(53)
where the mass of the 1ight 1ept0n 18 neglected. By integrating over q2 and using

the measured form factors, one can obtain SM predictions for R(D”) summarised

in Table 3] with the average
R(D*)™ = 0.258 + 0.005. (54)
By substituting the T by a light lepton in the ratio between two light lep-

tons, i.e. an electron and muon, becomes unity. Since the term including |H0t|2
only becomes relevant for heavy lepton masses, BSM effects modifying this helicity
amplitude would change the relative branching ratio between tauons and the light
leptons, but not the ratio between an electron and a muon.
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.4 Explaining lepton universality violation

It would be a desirable feature of a BSM theory to be able to consistently explain
the observed deviations from the SM for penguin decays as well as those measured
n semileptonic decays. At the same time, other constraints, like the lifetimes of B-
hadrons and the measured upper limits on lepton flavour violating decays have to
be respected, as BSM contributions could have an impact on them. There are vari-
ous attempts to extend or augment the SM to be able to account for the observed
deviations. As an example, the existence of leptoquarks are hypothesised, which
are particles coupling to quarks and leptons. As a consequence lepton flavour is
not conserved anymore. In this way, tests for lepton universality and observed
tensions there serve as a motivation of the search for lepton—ﬂavour Violating de-
cays [43]. Another possible BSM scenario is the introduction of additional heavy
bosons. Figure[l1]shows examples of Feynman diagrams where BSM particles enter.

However, it is quite difficult to devise a specific model, which explains all ten-
sions while 1eaving other experimentally confirmed expectations intact. As men-
tioned earlier, instead of regarding a specific BSM model the experimental resules
can be analysed using the effective Hamiltonian approach in a generic way. Global
fits, which include different observations, can be performed and it can be tested
if introducing additional Wilson coefhicients or modifying the SM ones can yield
a better description of the data. In the following, the results of such fits in the
b— s€*¢~ and b— clv cases are discussed.

|
95}

BO Kx-O

Figure 11: Examplc of a lcptoquark contribution to the b — ¢€v transition (left) and a BSM neutral gauge
boson Z to the b— s€* ¢~ transition (right).

Penguin decays

The experimental results summarised earlier can be used in global fits to Wilson
coefficients including terms representing non-SM contributions to obrtain a to-
tal significance of the potential BSM effects. Allowing the contribution of some
combination of BSM Wilson coefticients can improve the description of the data
signiﬁcantly by modifying the b — S]/l+]4_ currents. For examp]e, the analysis
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Figure 12: m Comparison of the fitted Wilson coefficients with the constraints obtained from experiment
for the scenarios (C;\IP, C;) and (Clg\]P, C{O) (44].

presented in [44] uses as input the observed R(K), R(K"), PS’ and BY — ¢putpu~
branching ratio measurements discussed earlier. Without going into detail here,

the following BSM Wilson coefficient-operator combinations are considered:

Co" Sy PLb)(fry,m),
C%P(EVMPLb)(FV/M?/SV)r
Co(5y"Prb)(pyup),
CroY" Prb) (Y ys i)

where the Cg and C; terms also appear in the SM Hamiltonian. These terms are

(55)

used in the fit in pairs of two, testing six scenarios in total. It is seen that adding
the combinations (C)¥, C4) = (=1.28,+0.68) or (C¥, C;,,) = (-1.38,-0.48) to
the Hamiltonian improves the description the most compared to the SM. These
ficced values are Compared with the measurement constraints in Figure

Semileptonic decays

One way to introduce new physics contributions in the b — ctv, transition
within the effective approach described earlier is by introducing new operators
which modify the helicity-suppressed amplitude. In this way, the heavier the lep-
ton, the more the influence of new physics contributions are apparent, matching
the experimental observations. It is clear that with the current experimental re-

sults tensions with the SM only reveal themselves by looking at R(D) and R(D")
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Figure 13: m Summary of measurements and SM predictions of R(D*) and R(D) compiled by the Heavy
flavour averaging group [28].

together, taking correlations into account if a combined measurement was done.
Looking only at the single ratios, shown in Figure[13] no large tension with the SM
is observed. Maybe more worrying]y, one could get the impression that the more
recent the measurement, the closer one gets to the SM prediction, especially in the
case of R(D). The latest combined measurement from 2019 by Belle, which has the
smallest uncertainties of the measurement included in the averaged value, is very
consistent with the SM prediction. In fact, in the shown update of the HFLAV
averages in the spring of 2019, the tension was reduced from about 40 to about
30. One could interpret this in several ways. One could argue that lepron flavour
universality holds in the SM and the 2012 BaBar measurement, which is one of the
main drivers of the tension underestimated its uncertainties, overlooked a system-
atic effect shifting the result or was just an unlucky fluctuation. From the point of
BSM, this would be very disappointing.

On the other hand, one could argue that a tension remains, which should mo-
tivate further measurements, and together with the observations in electro-weak
penguin decays, this chapter is far from closed. In the end, it is evident that more
measurements are required to ﬁnally confirm if the SM expectation is violated.
Especially exciting here are the ongoing measurements using LHCD data and the
data collected by the currently running Belle IT experiment, which should bring

more clarity and resolve this issue.
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In the effective field theory approach, global fits to the Wilson coefficients are
made to find the values, which best describe the data. In many cases, only one
or two coeflicients are allowed to vary. For the study of b — c€v, transitions,
it is commonly assumed that new physics only contributes to the T decay mode,
as the experimental evidence does not show deviations in the muon or electron
modes. From measurements of R¥¢(D) and R¥¢(D*), consistent with the SM
expectations, it seems unlikely that there are BSM contributions to the b — cuv,
transition, so that it is well motivated to try to explain the tensions by only looking
at the T currents.

To describe the data and fit for BSM effects, the effective Hamiltonian defined

in can be expanded in a generic way as [45]

4Gy V2 o1
Heff = chb OVL + mﬁ

where Oy, is the SM operator and A is the BSM scale. The possible operators

Y (Cioi+cioj+c/o))|, (56

are summarised in Table 4| The O; and O;, operators correspond to quark-lepton
currents, which could be generated in leptoquark models.

Table 4: m All possible four-fermion operators that can contribute to b — ¢T¥ transition assuming only
left-handed neutrinos exist. Taken from [46].

Operator

Ov, | (yuPLb)(TyFPLv)
Ovg | (CyuPrD)(TyHPLv)
Os, (CPrb) (TP V)
Os, (CPLb)(TPLv)
Or | (¢o"Pb)(Toy,Prv)
Oy, | (tyuPLb)(c yf‘Pm
Oy, | (ZyuPrb)(cy*Pv)
Og, (ZPgb) (¢P.v)
Os, | (TRb)(PY)
Or (Ta"PLb)(¢oy, PLv)
Oy, | (TyPLe)(by Pm
Oy, | (F7uPre) (byHPLy)
Os, (TPRet) (b°PL)
Og, (TP.c€) (b°P,v)
Or | (Fa*Prct) (b0, L)

As an example, the new physics contributions are ficted in [46] using the CLN
form factor parametrisation and the BSM scale A = 1 TeV. As input the then-
available measurements of R(D*), R(D) and R(J/i) and of the 7 polarisation
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are used, also taking into account a constraint on the upper limit of BR(B} —
TVT) < 0.1 [47]. One particularly appealing result is that the relatively simple
shift in the contribution of the SM operator Oy, = (¢y,P.b)(Ty,PLv) by a co-
efficient of value Cy, = 0.149 £ 0.032 describes the measured values well. In
the study presented this goes however with the caveat that the predicted value of
R(JAp) using this fit result is smaller than the measured one. But since the exper-
imental uncertainties are fairly large, this tension is not significant and can only
be resolved by more precise measurements. In addition, three alternative solu-
tions were identified. One tensor solution with Cr = 0.516 + 0.015, one with
CgL =—0.526 +0.102 and one with both Cy, = -1.286 and Cy,, = 1.512. It is
pointed out that the tensor contribution can be distinguished from the other solu-
tion by more precise measurements of R(J/i) and the T polarisation. To differen-
tiate between the other viable results angular ana]ysis and measuring the forward-
backward asymmetry is necessary [48].

In an update to this work [49], which now includes the 2019 Belle measurement
of R(D™) and a measurement of the D* polarisation fraction £, only the Cy,
solution remains with a value of Cy, = 0.10 £ 0.02. It should be noted that here
only combinations of ’similar’ operators were allowed, meaning that the scalar,
vector and tensor operators are not mixed when allowing two coefficients to vary.
In the effective field theory picture, the combination of 'non-similar’ operators
corresponds to the contribution of more than one BSM particle with different
spins to the transition. If this mixing is allowed, additional combinations of two
coefticients can describe the data. It is argued that a precise measurement of the
branching fraction B (B} —1Vv) would allow distinguishing between these solu-

tions.
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Chapter Il

The LHCb experiment

“»Es ist ein eigentiimlicher Apparat,
sagte der Offizier zu dem
Forschungsreisenden und iiberblickte mit
cinem gewissermafen bewundernden
Blick den ithm doch wohlbekannten
Apparat.”

Franz Kafka, In der Strafkolonie

The LHCb detector is built, maintained, operated and the recorded data is
analysed by an international collaboration of over 1000 people. It is situated at the
Large Hadron Collider (LHC) operated by the European Organization for Nuclear
Research (CERN). In the following, an overview of the LHC and the detector
components of LHCD are given.

Since the data sample used in the presented analysis was taken exclusively dur-
ing Run 2 in the years 2016, 2017 and 2018, the description of the detector and
trigger focuses on that period, with changes and improvements Compared to Run

1(2011-2012) briefly described where necessary.

.1 The Large Hadron Collider

The LHC is a circular proton-proton collider. It has been running in the years
2009-2013 (Run 1) and 2015-2018 (Run 2). After starting with 10W—€nergy pro-
ton beams at the end of 2009, the beam energy was ramped up so that the first
proton-proton collisions with a centre-of-mass energy /s of 7 TeV could be pro-
duced in March 2010. The LHC continued operating at this 4/s in 2011, while it
was increased for the 2012 period to 8 TeV. The first months of 2013 were used for
proton-lead and lead-lead collisions, which were followed by the first long shut-
down. When restarting the LHC in 2015 a centre-of-mass energy of 13 TeV could
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Figure 14: m Accelerator chain feeding the LHC [50).

be reached, which were used for the remainder of Run 2 until the LHC was shut
down for maintenance at the end of 2018.

The protons pass through several pre-accelerators and are injected into the
LHC ring with an energy of 450 GeV, where there are accelerated to their final
collision energy. A scheme of the different parts involved in the accelerator chain
is shown in Figure The protons are accumulated in bunches and brought to
collision at several places (interaction points’) where the different detectors are
installed. In total seven experiments record and analyse the data generated by
these collisions. The 'general-purpose’ detectors ATLAS and CMS, responsible for
observing the Higgs boson in 2012, ALICE, optimised for studying heavy-ion colli-
sions, and LHCD, and three ’smaller’ experiments (TOTEM, LHCf and MoEDAL).
In addition to the proton-proton collision program, heavy-ion beams can also be
accelerated and brought to collision. The proton bunches are spaced in time with
a distance of 25 ns resulting in a bunch—crossing rate of 40 MHz. Since some of the
bunches must be empty the average collision rate is about 30 MHz. To increase the
interaction rate the beams are squeezed at the interaction points. In contrast to
other experiments like ATLAS and CMS the luminosity at LHCD is kept constant
at a lower value by shifting the beam focus to counteract the depletion of the cir-
culating protons. In this way, the average number of inelastic pp interactions per
collision is kept around p = 1.1 during Run 2. The total pp collision rate also in-
cludes elastic scattering, which is of no interest in this analysis. The instantancous
1uminosity reached at LHCb during Run 2 was around 4 x 103? cm™2s71.
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.2 The LHCb detector

The LHCD detector is a forward-facing spectrometer, primarily envisioned for the
precise study of CP-violation, but by now with a physics program wide enough
to rightiy deserve the deseription as a ’general purpose detector in the forward
direction’. Its design 18 optimised for detecting the deeay produets of charm and
bottom hadrons produced in a pp collision with a boost along the beam axis. As
described in more detail below, its basic components are a tracking system up- and
downstream of a magnet, whose bending ofeharged partiele trajectories allows to
measure their momenta, a tracker close to the interaction region to reconstruct the
pp collision points, the RICH system and calorimeters for particle identification
and the muon stations for muon reconstruction and identification.

A scheme of the detector and the definition of the coordinate system used is
shown in Figure (15| The positive z-axis is aligned with the beam axis in direction
of the detector with the origin being placed at the centre of the interaction region.
The remaining horizontal and the vertical directions are described by the x- and
y-axis, respectively, to form a right-handed coordinate system. The commonly
used transverse plane is spanned by x and y. Additionally, the coordinates r, ¢
and O are utilised. The angles ¢ and 6 are the angles in the transverse plane
and with respect to the z-axis, while the radius 7 is the radius in the x—y—plane.
Another commonly used variable is the pseudorapidity # defined by the angle 6
by n = —In [tan(%)]. Expressed in this way, the LHCb detector has a angular
coverage of 2 <17 < 5.

The forward—faeing 1ayout was chosen since the main mechanism of bb produc—
tion at the collision energies at LHCD is gluon-gluon fusion, where the bz—pair
is boosted along the beamline since the momenta of the two interacting gluons
from each proton are asymmetric, as illustrated in Figure[16] The lifetime of these
boosted b hadrons is 1arge enough that they deeay at a discernible distance at the
order of a centimetre from the original proton-proton interaction. For this reason,
the first level of the software trigger is based on displaced topologies, as described
below.

A proton-proton bunch crossing producing particles traversing the detector
is called an event. The interaction point of a collision is called a primary vertex
(PV), displaced vertices of particles with large enough lifetime are called secondary
vertices (SV). In Run 2 events are produeed at a rate ofup to 30 MHz with about
one PV on average per event. In the following, a brief description of the detector

components and chosen hardware is given.
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Figure 16: m Angular distribution of the bb pair produced in pp-collisions at LHCb .

Vertex Locator

The Vertex Locator (VELO) consists of 21 silicon modules arranged along the beam
axis, where each module is made up of an R-sensor and a ¢-sensor to provide a
measurement of the corresponding radial coordinates. The VELO is designed to
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reconstruct the position of the proton-proton collision with the highest possible
resolution. For this purpose, the modules are placed at a distance of about § mm
from the beamline. This reduces the distance a eharged partiele travels to its first
measured point and therefore improves the resolution of the reconstructed trajec-
tory. The VELO modules can be opened to protect the sensors from being dam-
aged before the beams are stabilised and closed again once safe beam conditions
are reached. Because of this, the VELO modules can be slightly displaced between
different fills, which has to be corrected by an alignment procedure.

The modules are contained within a box with a secondary vacuum separated
from the beam vacuum by a thin corrugated aluminium sheet (RF-foil) shown in
Figure The RF-foil introduces additional material traversed by the particles,
up to about a 10% increase in radiation length for particles travelling along the
beam axis passing through many layers of the foil.

Particles produced in the interaction region traverse the VELO in approxi-
mately straight lines since the remaining magnetic field is very weak. Charged
partieles deposit Charge when passing through the detector planes (’hits’), which
are used to reconstruct the partiele trajectories. When traversing the material,
the charged particles undergo multiple scattering depending on their momentum,
the thickness and properties of the material. The design and layout of the VELO
take several considerations into account. The innermost planes are placed close to
the interaction region to precisely reconstruct the PVs. The number of detector
planes needs to be sufficient for charged particles to leave enough hits that they
can be reconstructed. At the same time, the overall traversed material has to be

kept small to reduce the amount of multiple scattering. A scheme of the VELO
layout is shown in Figure

Upstream tracker

The next tracker upstream of the magnet is the Tracker Turicensis (T'T). It consists
of four stations, each made up of four 1ayers of silicon MICTOStrips in an (x—u—v-—
x) arrangement, meaning that the two inner layers are rotated by an angle of +5°
with respect to the vertical x-layers (0°,+5°, -5°,0°). A residual magnetic field in
the TT allows for a rough momentum estimation before extrapolating the tracks
to the downstream traeking ]ayers. As their naming implies, the x—layers provide a
measurement of the x-position of a hit, which then can be used in conjunction with
the information from the tilted layers to get a y-position. The layout of the TT
with the tilted inner layers is shown in Figure This so-called stereo 1ayout was

chosen to be able to ensure mechanical stabi]ity and to be able to place read-out
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Figure 18: m Schematic side-view of the LHCb VELO detector (top) and the VELO in open and closed
position (bottom) .

electronics and cooling and support structures at the top and bottom outside of the
detector acceptance. This design also ensures that the most precise measurement
is made in the x-direction, the bending plane of the residual magnetic field, while
the y-coordinate is still measured with sufficient precision.
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Figure 20: m Sketch of the LHCb magnet (left) and magnetic field strength along the beamline (right) .

Magnet

A warm dipole magnet with an integrated magnetic field of 4Tm is used to de-
flect charged particles to measure their momenta. The main component B,, of the
magnetic field is along the vertical axis, while the components B, and B, are al-
most negligible, so that Charged particles are mainly bent in the horizontal plane.
The RICH detectors described below have to be shielded from the magnetic field
to function properly. A residual magnetic field remains in the region of the TT,
which is used to get a rough estimate of the particle momenta. A scheme of the
magnet and the magnetic field strength along the beam-axis are shown in Figure
The polarity of the magnet is regularly switched within a daca-taking period
(MagDown and MagUp) to be able to check for detector asymmetries.
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Figure 22: m Layout of the outer part of the downstream tracker .

Downstream tracker

The tracking system downstream of the magnet consists of three stations T1-T3,
cach made of the Inner Tracker (IT) and Outer Tracker (OT). The IT, covering
the high occupancy inner region, uses silicon MICTOSLTIPS, while the OT uses straw
tubes. Similar to the TT, a (x—u —v—x) layout is chosen for the layers within each
station. Again the tilting angle is chosen such that the most precise measurement
is made in x-direction, as charged particles are mostly bent in that direction, while
the y-coordinate can be measured with a precision sufficient for track reconstruc-
tion. The layout of the IT and OT are shown in Figure and respectively. The
downstream tracker allows for the reconstruction of tracks after they have been
bent by the magnet to be able to determine their momenta.
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Calorimeters

The principle of calorimeters, generally speaking, is to measure the energy of parti-
cles by stopping them in an absorbing material and measure the deposit ofenergy
in the resulting particle shower. Furthermore, by using diﬁ%rently built calorime-
ters and the observation that showers produced by electrons and photons look
distinct to showers caused by hadrons, the calorimeter system also provides infor-
mation about the species of showering particle. For this purpose, the calorime-
ter system of LHCD is composed of an electromagnetic calorimeter (ECAL) and
a hadronic calorimeter (HCAL). Hadrons deposit some energy in the ECAL and
then produce showers in the HCAL, while photon and electron showers are mostly
contained in the ECAL.

The ECAL is preceded by a preshower detector (PS) to be able to separate back-
grounds due to charged pions and a scintillating-pad detector (SPD) to distinguish
clectrons from photons. The ECAL follows a shaslik design, where layers of lead
and sampling scintillacors, collecting the produced photons, are alternaced. The
energy resolution of the ECAL is designed to be <& = % ®1%, where the energy
is given in units of GeV,

The absorber material used in the HCAL is iron with scintillating tiles be-
ing the active material running parallel to the beam axis. The energy resolution

. - OF __ (69i5)%
aChICVCd 1S = = ——F—
E VE

the calorimeters is shown in Figure The innermost section of the calorimeters

®(9+2)% (energy in units of GeV). The segmentation of

has a finer segmentation as the occupancy is higher in this region. The inner sec-
tion of the ECAL is made up of cells of size 40.4 mmx40.4 mm, the middle section
of size 60.6 mm X 60.6 mm and the outer section of size 121.2 mm x 121.2 mm.
The inner region of the HCAL has cells of size 131.3 mm x 131.3 mm and the
outer region of size 262.6 mm X 262.6 mm.

Each calorimeter cell is equipped with a photomultip]ier (PMT), which detects
photons collected by wavelength-shifting fibres from the scintillating elements.
The photon yield corresponds to the energy E deposited in the cell. The ECAL
and HCAL responses are adjusted so that each cell provides the same dynamic
range in transverse energy Et, which is defined as

Er = Esin®, (57)

where 0 is the angle between the beamline and the line Connecting the centre of
the cell and the interaction point.
The ECAL is calibrated using % — ¥y candidates. Photon candidates are

reconstructed as neutral CIUSKCTS Consisting O{: 3x3 C€HS. A{"KGT enough T(O can-
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Figure 24: m Invariant mass spectrum for 70 Yy candidates before (red) and after (blue) ECAL calibration
(54].

didates are collected, the Yy invariant-mass spectrum is ficted to determine the
reconstructed 7t mass. The energy deposit in each cell is then scaled so that the
difference berween reconstructed and known 7% mass is reduced. This process is
repeated until a stable calibration has been achieved. The effect of this calibration
on the invariant mass of 1% candidates during Run 1 is shown in Figure[24] To ac-
count for the ageing effect on the photo-multipliers collecting the photon signals
the calorimeter system is equipped with a LED—systemEI, which emit 1ight flashes
of known intensity. The gain of the PMTs can then be adjusted after each fill to
match a reference value.

During Run 2 an additional online calibration of the ECAL was implemented,
which, by monitoring the relative occupancy in the ECAL cells, kept its response at
a stable level by adjusting the high voltages if necessary. In particular, this ensured
that the hardware trigger using the ECAL (described in Section had a near-
constant output rate. Before this method was implemented it was observed that

this rate would drop over time due to ageing effects.

RICH system

Particle identification at LHCb makes use of two Ring-Imagining Cherenkov
(RICH) detectors (RICH1 and RICH2). Particles travelling in a medium at a speed
faster than the speed of 1ight in that medium emit Cherenkov radiation at an angle
O¢ depending on the refraction index # of the medium and the velocity v of the

11ight emitting diodes

48



particle

cosOc = L, (58)
nv

where v is given as a fraction of the speed of light. If the momentum of a parti-
cle has been determined by the tracking system, measuring the Cherenkov angle
allows for the identification of different particle species. The main purpose of the
RICH system is to distinguish pions, kaons and protons. The RICHI detector
uses as medium fluorobutane (C4Fy() gas. In Run 1 it also contained an acrogel,
which was removed for Run 2, since its ability to provide PID information below
the Cherenkov threshold of the gas was reduced by the large photon occupancy.
Also, it blocked some of the photons produced in the gas radiator from reaching
the photon—detectors. The momentum range where the RICHI can provide par-
ticle identification to distinguish between kaons and pions is about 1 — 60 GeV.
For RICH2 CF, gas is used, providing this separation in the momentum range
of about 10 — 100 GeV. The produced Cherenkov light is collected by mirrors
and detected using hybrid photon detectors. The Cherenkov angle produced by
particles with a certain momentum in the material at LHCD is shown in Figure
The angular acceptance of RICH1 is from +25 mrad to £300 mrad in the horizon-
tal and to £250 mrad in the vertical direction. RICH?2 has a reduced acceptance
from +£15 mrad to £120 mrad in the horizontal and to £100 mrad in the vertical
direction. Schemes of RICH1 and RICH2 are shown in Figure

Muon stations

The five muon stations M1-M5 dedicated to the reconstruction of muons are
placed upstream of the calorimeters in the case of M1 and downstream in the case
of M2-M5. The muon system 1is Composed of multi-wire proportional chambers
(except for the inner region of M1 where triple—GE are used). The detection
chambers of M2-M5 are interleaved with absorbers made of 80 ¢m thick iron to
reduce the number of non-muon partides traversing all the stations. Muons with
energy above 6 GeV typically are able to traverse all muon stations. A schematic
view of the muon stations is shown in Figure

Zgas electron multiplier
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Figure 27: m Schematic view of the side (left) and front (right) of the muon stations .

50



II.3 Charged particle tracking performance

An overview of different track types reconstructed ac LHCb is shown in Figure
Most relevant for this work are the "long’ tracks used in the analysis, which
leave hits in the VELO, TT and T1-3 tracking stations and typically have the best
momentum resolution and "Velo’ tracks, which are used to reconstruct primary
vertices. After a long track has been reconstructed, it is ficted with a Kalman filcer
[56] [57] to obtain the best estimate of the particle momentum and its uncertainty.

Upstream track
T1 T2 T3

T /—
VELO Long track

VELO track Downstream track

\/ T track

Figure 28: m Track types used by LHCD [58].

The purpose of the vertex locator is the reconstruction of the (x,v,z)-
coordinates of the proton-proton-interaction points, as well as the associated un-
certainties, and to provide the starting point to extrapolate the track through the
following tracking systems downstream. The resolution of reconstructed PVs is
shown in Figure

The so-called impact parameter (IP), defined as the minimum distance of a
track to a PV, can be determined with a resolution of (15 +[29 GeV]/pr) m de-
pendent on the transverse momentum pr measured in units of GeV, as shown in
Figure 30| The impact parameter is typically used to identify displaced decays of b
hadrons. The momentum resolution of long tracks depends on the track momen-
tum and ranges from about 0.5% at low momentum (p < 20 GeV) to about 1.1%
at large momenta (p > 200 GeV), as shown in Figure The tracking efficiency
determined for muon tracks is shown in Figure 32| The lower efficiency in Run 2
compared to Run 1 is caused by larger spillover effects in the OT due to a reduced
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Figure 30: m Impact parameter significance in x (left) and y (right) as function of the inverse transverse

momentum for the 2012, 2015, 2016 and 2017 data-taking periods [59].

proton—bunch spacing.

To reduce tracks consisting of random combinations of hits (fake’ tracks),
which do not belong to the same particle, a neural network is employed, tuned on
simulation to reduce 60% of fake tracks and keep 99% of 'real’ tracks. The perfor-
mance of this classifier is validated on data, shown in Figure 33} where D — K~ rt*
decays are used.

Electron reconstruction

Compared to other charged particles traversing the LHCD detector, electrons are
a special case, as they produce the most Bremsstrahlung due to their low mass.
This has consequences on the reconstructed momentum of electrons and the ef-
ficiency of reconstructing them. If an electron radiates Bremsstrahlung before
passing through the magnet, its momentum will be estimated to be lower than it
originally was. This results in long tails in invariant mass distributions of particles
decaying to electrons extending to lower masses. If the Bremsstrahlung is emitted
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Figure 32: m Muon tracking efficiencies determined on data obtained from a]/l,b — ‘u+‘u_ sample as function
of the momentum (left) and pseudorapidity (right) of the muon for the 2012, 2015 and 2018 data-taking
periods [61].

after passing through the magnet, the emitted photon and electron will likely be
hit the same region in the electronic calorimeter, so that the energy carried away
by the photon is restored. If the photon is radiated before the magnet, the elec-
tron and photon will hit different parts of the calorimeter. There are procedures in
place to recover the energy carried away by these photons. They are however not
perfect resulting in the aforementioned radiative tails. Since the electron—photon
separation is based on the ratio E/p of the particle, the identification performance
is not disturbed by Bremsstrahlung.

For electrons with low momentum, it can happen that the electron will be
swept out of the downstream tracker acceptance by the magnet after radiating
Bremsstrahlung. The reconstruction efficiency for electron long tracks is there-
fore expected to be smaller compared to other particle species. This demonstrated
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Figure 33: m Performance of the classifier rejecting fake cracks [59].

on simulated data in Figure where it can be seen that the eﬁ]ciency to recon-
struct a muon or an electron in the VELO is similar over a large kinematic range,
but the efficiency to reconstruct an electron as long track is smaller compared
to the muon case, especially at low transverse momenta. For precision measure-
ments, 1t 1s required to perform a data-driven measurement of the electron recon-
struction efficiency together with an estimation of associated systematic uncer-
tainties, as was already done for muons. While it is not straight-forward to get a
background-subtracted data sample to measure this reconstruction efficiency due
to Bremsstrahlung, it was shown that it is feasible [62]. Specia] care has to be taken
to account for regions where the amount of material traversed is larger, such as the
RF-foil region, which has to be taken into account when making the measurement.
For this reason, it is performed in regions of Pt Y of the electron separately for

electrons travelling in parallel or not to the RF-foil, as shown in Figure
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Figure 35: m Electron reconstruction efﬁciency obtained on data and simulation as function of the transverse
momentum and pseudo-rapidity of the electron. The top rows show electrons not travelling parallel to the
RF-foil, while the bottom row shows electrons that do [62].
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1.4 Particle identification

Particle identification (PID) information is used at various places in the selection
and analysis of data. In the case of the RICH, particle identification is achieved
by comparing the measured light ring with the expected ring of a partiele of a
speciﬁc mass. Assigning a partieular mass hypothesis toa partiele, 1ts Veloeity can
be estimated using its measured momentum and the expected Cherenkov angle
can be compared with the measured one. In this way, the probabilities of different
mass hypotheses can be compared and the mass assignment most consistent with
the produced angle can be found.

Energy deposits in different parts of the calorimeter system indicate if the par-
ticle was a hadron, photon or electron, as photons and electrons typically deposit
all their energy in the ECAL, while hadrons deposit some energy in the ECAL
and the majority in the HCAL. The presence or absence of a track consistent with
an energy deposit in the calorimeters can be used to distinguish between charged
and neutral partieles. Muons can be identified by the presence of hits in the muon
stations consistent with the corresponding particle track.

It is possible to define differential logarithmic likelihoods for the different sys-
tems used for partiele identification that a partiele isa partieular species Compared
to the pion hypothesis. In addition, information of all subdetectors used for par-
ticle information can be combined to a single differential logarithmic likelihood.
The efficiency of correctly identifying a kaon and the probability of misidentify-
ing a pion as kaon for different selections on the differential likelihood are shown
in Figure The performance of the particle identification depends on the mo-
mentum and angle of the particle, as well as the overall occupancy in the detector.
Particles must have a certain momentum to produce Cherenkov light and at large
momentum is becomes more difficult to distinguish the rings produeed by differ-
ent types of particles.

Electrons and muons behave very differently in the detector. Electrons can
be identified by having energy deposits in the SPD, PS and ECAL. While muons
leave some energy in the calorimeter system, they are minimally ionizing and are
likely to reach the muon stations. By matching hits in the muon system to tracks
muons can be distinguished from other particle species. This is exploited by the
IsMuon criterion [64], which, based on the momentum of the track, classifies tracks
as muons depending on the number of muon stations with hits consistent with
the track trajectory. The performance of the electron and muon identification is
shown in Figure

The input from different parts of the detector can be combined using multi-
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Figure 37: m Muon identification (left) and electron identification (right) performance as function of the

momentum of the respective particle for two PID selections. Also shown is the 7@ mis-identification rate [65].

variate classifiers or neutral networks. One such centrally trained and optimised
neural network provides the so-called ProbNN variables Combining various inputs
from the tracking, RICH, calorimeter and muon systems into a single number

i

which is akin to the probability of the particle being of a particular species.
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.5 Data acquisition and trigger

Since it is impossible to record all the data produced by the LHCDb detector at
the event rate of up to 30 MHz due to constraints on computing power and disk
space, a trigger system implemented at the hardware and software level is used
to select and only save interesting events. First, the hardware-level trigger (LO)
selects events based on energy deposits in the electronic or hadronic calorimeters
and track "scubs” in the muon stations to reduce the rate by about a factor 30 to
I MHz. If the event meets any of the LO requirements, it is passed to a software-
level trigger consisting of two stages (HLT1 and HLT?2).

HLT1 performs a partial event reconstruction using information from the
tracking system (VELO, TT, T1-T3 and muon system) to select displaced tracks or
displaced two-track vertices as well as (di-) muons. By varying the selection crite-
ria applied in HLT1 its output rate can be tuned to a typical value around 110 kHz.
The events selected by HLT1 are saved to a disk buffer until they are processed by
HLT2. At this input rate, it is possible to use the full detector information includ-
ing particle-identification from the RICH systems and calorimeters. The event
rate is further reduced to about 12.5 kHz (in the Run 2 case) and written to final
storage. During Run 2, it was made possib]e to do an online calibration and align—
ment of the detector, such that HLT2 could perform a selection with offline-like
quality. This means that physics analysis could already be performed using these
events without requiring an additional re-reconstruction step after data-taking.
This quality is exploited in the Turbo stream [66].

A trigger system typically consists of a set of classification algorichms (crigger
'lines’) deciding if the event at hand will be kept or discarded. Generally speaking,
those lines are independent but can be combined, and the final decision is the log-
ical ’'OR’ of all lines meaning that the positive decision of a single line is sufficient
to save the event. It is often useful to have access to the decisions of all lines even
if the particular trigger selection is not used in an analysis to calibrate the efhi-
ciency of the simulated trigger response in a data-driven way using the TISTOS

method [67], as will be used in Section [[11.2

From Run 1 to Run 2

To expand the physics program in the areas of the electroweak sector and soft QCD,
the software-level trigger of LHCb was evolved during Run 1 and beyond. Dur-
ing Run 1 the transverse momentum threshold, below which tracks are not recon-
structed, in the first stage of the software-level trigger was tighter due to through-
put constraints. This reduced the efficiency in particular of selecting decays of ¢
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hadrons. Also this meant that the data had to be re-reconstructed offline to be able
to reach the final precision, resulting in differences between the online and offline
selection, which were hard to account for. For these reasons, the high-level trigger
was re-designed and improved for Run 2. Due to the timing constraints in Run 1
in the HLT1 step only 10ng tracks of non-muon partieles with a minimum trans-
verse momentum of pr > 1.2 GeV could be reconstructed. Low transverse momen-
tum muons could be recovered by directly macching VELO-tracks with hits in the
muon stations down to a threshold p > 6 GeV and pp > 0.5 GeV [68]. The line se-
1eeting displaced tracks (' TRACKALLLQ’) required p>10GeV and pr > 1.7 GeV,
while the line selecting single displaced muons (TRACKMUON’) used p > 8 GeV
and pr > 1 GeV.

Due to the optimisation for Run 2, the reconstruction threshold applied in
HLT1 could be lowered to pr > 500 MeV for all tracks, and for reconstructing
muons down to pr > 80 MeV. A new line for selecting two displaced tracks form-
ing a vertex was introduced, which increased the efficiency for b and ¢ hadrons
with low transverse momentum.

In Run 2 events could be reconstructed in full offline-like quality at the HLT2
level. This was in particular made possible by the real-time alignment and cali-
bration performed run-by-run on the events selected by HLT1 stored to a buffer
before they are reconstructed by HLT2. All this brought an improvement in the se-
lection efficiencies of the trigger system, especially for decays from c- or s-hadrons.

LO

The hardware-level trigger LO is made up of three components: the pile-up sys-
tem upstream of the main detector, the calorimeter trigger and the muon trigger.
The calorimeter trigger is based on particles leaving large transverse energy Et
deposits in the calorimeter. Electrons, photons and 7t¥ converting to two photons
leave the main part of their energy in the electronic calorimeter, while hadrons
typieally produce clusters starting in the ECAL and spreading out into the HCAL.
The energy deposits of 2 x 2 adjacent cells are clustered for the trigger decision
and photons are distinguished from electrons by additionally using information
from the SPD and PS. The calorimeter trigger decision is thereby divided into the
'LOELECTRON’, 'LOPHOTON’ and 'LOHADRON’ decisions.

Muons are reconstructed in the LO by building crossings of the strip and pads
of the muon system. The transverse momentum of the muons is estimated by as-
suming that they originate from the interaction region with a resolution of about

~ 200/0 . Th€ tWO muons Wlth the 1argest transverse momentum are USGd n the
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trigger decision. Either the largest py CLOMUON’ decision) or the product of both
CLODIMUON’ decision) are required to surpass a certain threshold for the respec-

tive line reaching a positive decision.

HLT1

The first stage of the software-level trigger HLT1 uses information from the track-
ing systems to do a partial event reconstruction. First the tracks of charged par-
ticles in the VELO are reconstructed and fitted with a simpliﬁed Kalman filter.
Since no momentum estimate is known at the stage of the VELO reconstruction,
an average of 300 MeV is assumed for each particle to estimate the track uncertain-
ties due to muitipie scattering. The obtained track states are used to reconstruct
the primary vertices. By finding matching hits in the TT the charge of the par-
ticle associated with a VELO track can be estimated. The tracks are propagated
through the magnet field to the T stations and combined with the hits there to
a full (10ng) traek, using a search window for ﬁnding T station hits assuming a
transverse momentum above 500 MV, taking into account the sign of the charge.
Finally, they are fitted with a Kalman filter to get a more precise estimation of
their momentum and to reject 'fake’ tracks. By associating 10ng tracks with hits in
the muons stations it is possible to identify muons.

Using the reconstructed long tracks with muon identification information and
primary vertices, the following decisions are mainly used for analysis: A trigger on
a single track with high pr displaced from all PVs CHLTITRACKMVA'), another
line selecting two-track vertices CHLTITWOTRACKMVA), also with 1arge Pr and
displacement from any PV. These lines are optimised for selecting decaying ¢ and
b hadrons, whose decay vertex is typically displaced from the PV. The eﬁiciency
ofseieeting various b- and c-hadron deeays of the single—track line, two-track line
and a combination of both is shown Figures 38/ and 39|

The muon-ID information is used to select displaced muons with large pr
(HLT1TRACKMUON’), non—dispiaced muons with even higher Pr, dimuon pairs
within a certain invariant mass range (HLTIDIMUONHIGHMASS') and displaced
dimuon vertices. These lines are chosen to be able to identify and select (di-)muons
from c and b hadrons as well as from W and Z boson decays.

HLT2

The incoming event rate in HLT2 is low enough that the full detector information
can be used to make the final decision if an event is saved or discarded. This means

that now particle identification information from the calorimeters and RICH sys-
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oD’>KT oD -KTrmr vD- KT
m D, KK DK%t a AL - pK'Tr

3 T ol e <
3 | . o | + ;B
208 = 208 208
= [ - = [ = [ -
[T W [ = - w [ -,
06~ o . 06- .~ . 0.6- . -
- [ +
04- . . 0.4F . 0.4 .
02 .+ LHCb - 02F LHCb - 0.2- LHCb -
i 4}:,,, HLT1singletrack | i HLT1 two-track ] - HLT1 Inclusive ]
P I RS N NI BRI S B R e e b e by e b e b e ey
5 0 s 2w > 5 T s w0 > 0 5 10 15 20 25
Charm hadron p, [GeV/c] Charm hadron p, [GeV/c] Charm hadron p, [GeV/c]

Figure 39: m Efficiency of the HLT1 single-track line (left), two-track line (middle) and combination of both
(right) as function of the c-hadron PT [59].

tems is used and more complicated selection sequences can be employed. Of cen-
tral importance is the topological trigger on two-, three- and four-track vertices
to indusively select b-hadron decays (HLT2TOro{2,3,4}BoDY’). These vertices are
required to have significant pr and displacement from the PVs. A multi-variate
classifier is employed 169] to select the track combinations most 1ikely to originate
from b hadron decays. Since for decays into three or more final states, the trans-
verse momentum of a final state particle might be below the 500 MeV threshold
used in the HLT1 sequence when propagating tracks to the downstream tracking
stations, an additional step s taken to recover tracks with low transverse momen-
tum. After the same track reconstruction as in HLT1 is repeated, the VELO tracks
are extrapolated through the magnetic field to the T-stations with a search win-
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dow assuming a minimum pr of 80 MeV without using hits in the TT stations.
To further increase the 10ng track reconstruction efﬁcieney an independent algo—
rithm is executed, which first finds tracks segment in the T-stations, which are
then matched to VELO tracks to construct long tracks.

After all long tracks are identified they are fitted with a Kalman filter. A neural
network is used to reject fake tracks, tuned to keep 99% of 'real’ tracks and to

reject 60% of fake cracks.
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1.6 Offline processing & simulation

After the data has been selected by the HLT and is stored, it is made available
for analysis via the so-called ’stripping’ step. In the stripping, various 'lines’ are
defined, applying selections on the particles and combining them to reconstruct
certain decays. Similar stripping lines are grouped into streams so that one does
not need to regard the whole data sample when looking for events of interest. The
user has then access to the candidate particles reconstructed and saved by the strip-
ping and can define which information like momenta or PID variables they want
to have accessible in the next analysis steps. This analysis is largely based on the
ROOT software package [70]. Since in Run 2 the best reconstruction performance
was already achieved in the online processing, re-running the reconstruction soft-
ware offline is generally not necessary.

A commonly used tool during the offline processing is decay tree fitting (DTF)
[71], where the decay is (re-)fitted using all external particles and four-momentum
conservation constraints at the decay vertices. It is possible to impose additional
constraints on a DTF such as setting the mass of an intermediate particle to its
known value. This process can improve the momentum and mass resolution of the
partieles at the top of the deeay chain.

Simulation using Monte-Carlo (MC) methods is essential for performing any
analysis. It is used to describe the shapes of signal and background contributions
to the observed data, as well as to estimate selection efficiencies. For this purpose
pp collisions are first generated using PyTHIA [72]] with a eonﬁguration adapted
for LHCD [73]. Particle deeays are described using EVTGEN [74] while final-state
radiation is simulated using PHOTOS [75]. The interaction of the particles with the
detector and its response are modelled using GEANT4 [76] [77].

Since the simulation can not model the measured data perfeetly, it is corrected
using data-driven methods. For example, particle identification information is
usually not simulated well enough and so the efficiency of PID selections is esti-
mated using dedicated calibration samples. Correction Weights to the simulated
sample can be obtained by comparing distributions in the background-subtracted
data and the simulated samples. The kinematic distributions of simulated semilep-
tonic decays depend on the choice of form factor parametrisation. While the de-
cays are generated with a specific model and parameter values, the simulated data
can be weighted to a different choice of form factor model using the HAMMER
package [78].
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Chapter lll

Testing lepton-flavour universality in
semileptonic decays using electrons
and muons

“All animals are equal, but some animals

are more cquai than others.”

George Orwell, Animal Farm

As described in the previous section, tests of 1ept0n flavour universality bcgin
to paint a path towards BSM physics. In the case of hadron collider experiments,
one missing piece is the test of lepton universality in semileptonic b-hadron decays
using electrons. This work describes the first measurement of the ratio R(D*) ;¢
with pp-collisions at LHCD, which is the relative branching fraction of the B'—
D**e”v, decay relative to the B’ — D" p v, decay

B(B°— D**e™v,)

> . (59)
B(B'— D 7,)

R(D™)jignt =

Measuring relative branching fractions is advantageous, as previousiy cxpiaincd.
The Eo—production fraction and the branching fraction of the D** meson dccay
chain do not need to be known. Some systematic uncertainties are expected to
cancel to first order in the ratio, for example, systematic uncertainties related to
the reconstruction and identification of the hadrons, as thcy appear in both dccay
chains. However there are systematic uncertainties that can not cancel in the ra-
tio as muons and electrons behave differently when traversing the detector. Such
uncertainties are related to the PID and tracking perforrnance of electrons and
muons. The main aim of this work is to demonstrate that these uncertainties can
be controlled to a high precision and that it is possible to perform precise mea-

surements with single electron final states in pp collisions.
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The reason why B® — D**¢~v, decays are chosen for this work is to profit
from the experience of a previous measurement of R(D*) by the LHCb collabora-
tion [79]; where the tauon was reconstructed in the muonic decay mode. The pro-
cedure chosen here to determine the signal yields follows the same strategy. Of all
the possible decays to choose from to test lepton universality in the b —cev, tran-
sition, B — D**¢~v, decays are one of the simpler choices when compared to,
for example, the similar B* — D%+, decay. While the additional pion present in
the B® — D0~V final state results in a lower expected signal yield, as it can not
be reconstructed with 100% efficiency, the background when using B* — D%¢*v,
decays would be larger. This is due to B°— D**¢~v, and similar decays entering
the B* — D%*v, decay sample as background when the additional pion is not
reconstructed. Other possible decays like B® =7 ¢V, or BY —K*¢~V, are more
difficult to use for such an analysis as the signal yields are smaller due to Cabbibo-
suppression and the expected combinatorial background 1s larget as kaons and
pions are more abundant than D* mesons.

This chapter first outlines the analysis strategy and steps taken to measure this
ratio in Section The data and simulated samples are described and the con-
trol channel BY — J/ih K*0 is introduced. The simulated samples used need to be
weighted to account for differences between data and simulation as described in
Section The control channel is employed for this purpose. The extraction of
the relative signal yield with a template fit is described in Section The rela-
tive ethciency is determined and combined with the relative yield to R(D™")j;qp
n Section Sources of’ systemartic uncertainties are discussed and their impact
is estimated in Section To improve the readability of the text some plots of
intermediate results are shown only for the 2017 period if there is no significant
difference between the years. Figures which do not indicate the period in their
caption are produced from the 2017 samples.

.1 Analysis strategy

The relative branching fraction can be determined by measuring the yield N of
each signa] mode in the used data samp]e and the efficiency € of reconstructing

and selecting the decays

. B(B"— D**e™v,)
R(D™)jight = —= -




In the following the B® — D**e"v, and B* — D** pV, decays are referred to
as ’electron signal mode’ and 'muon signal mode’, respectively. The D** is recon-
structed in the D** —D%t* decay and the D? in the D® —K~7t* decay. Defining

the 'raw’ ratio R,,,, and the relative efficiency €,

N(B°— D*ev,) e(B"—> D" v,)

Ry = = — €rel = = —
N(B®— D*uv,) €(B%— D**e7v,)

, (61)

it can be written as

R(D*)ey = Ryquw X €el- (62)

The ratio R,,,, is determined using a simultaneous template fit to the muon and
electron data samples. Since the neutrino is not reconstructed, the BY invariant-
mass distribution is very broad with a considerable tail to lower values. Therefore
separating the signal contribution from background is more involved. As first step
the B® momentum is approximated from the partially reconstructed values. Using
this approximation kinematic variables are calculated in the rest frame of the EO,
which allows to distinguish between the signal decays and background sources.
The shapes used in the template fit to estimate R,,,, are obtained using simulated
samples and data-driven methods. The efﬁciency ratio is calculated using simu-
lated signal mode decays, which is corrected for differences to the data.

The offline selection requirements are chosen to select a data sample with high
signal purity and to focus on a kinematic region where the muon and electron
channels have similar kinematic distributions and reconstruction performances
to minimise systematic uncertainties. In particular, a requirement on the pseu-
dorapidity of the charged lepton is made to reduce the systematic uncertainties
associated with the reconstruction efficiency of the lepron. In general, as the un-
certainty of the R(D*+)light measurement is expected to be systematic-dominant,
a strategy of ’sacrificing’ statistical power to reduce the expected systematic uncer-
tainty is employed in the selection.

The determination of R(D*+)light is performed separately for each year and
then combined to the final result. The analysis is performed blinded to avoid
biasing the result. This is achieved by multiplying the fitted R, ,,, with a random
factor. To avoid being able to infer R, ,,, by comparing the signal contributions in
the fit projections shown in Section mwith the background contributions, all
freely floating yields are blinded by an additional common random factor. This
factor is shared since the relative size of the background yields with respect to each
other and the signal is of interest when developing the analysis.
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ll.L1.1 Data samples

The analysis is based on proton-proton collision data recorded in the years 2016-
2018 with the LHCD detector. Data samples collected during Run 1 (2011-2012)
and in 2015 are not included since the sensitivity of the measurement is not ex-
pected to be statistically limited. Adding these samples would increase the analy-
sis complexity without offering many benefits as in these periods the calibration
of the calorimeter system was not as well understood. The occupancy calibration
described in Section[[1.Zwas not used yet and ageing effects of the ECAL were not
accounted for.

The signal modes are selected starting from the centrally defined stripping se-
1ection which select combinations of Dopt_ and D%~ particles. At first, the
DO are 'separated’ again and the D candidates are combined with an additional
7" candidace, referred to as ’soft pion’, to form a D** candidate. To form the
BO candidate the D** candidate is in turn combined with the U ore from the
original combination. This is done in this way since the D** decays via the strong
interaction and is thus short-lived so that it makes almost no practical difference
if using D** or D? candidates when making the initial combination with a lep-
ton. The advantage is that the stripping selection is kept more flexible and the
D?¢ combinations could also be used for other analyses. Both stripping selections
also contain (D%¢*) combinations built with a wrong-sign lepton, which is used to
model the combinatorial background. To study the background due to different
partic]es misidentified as muons or electrons (fake’ muons or electrons), candi-
dates selected by a dedicated stripping lin are used, which is the same as the line
selecting Dy~ candidates but with the muon PID requirement inverted.

The 2016, 2017 and 2018 data samples are treated separately since the correc-
tions to the simulation might be different between the years and the trigger efhi-
ciency can vary because of different trigger thresholds.

ll.1.2 Background sources

Possible background sources are decays with additional charged or neutral parti-
cles in the final state Compared to the signal modes. Since the signa] mode is only
partially reconstructed, these decays can look similar to the signal modes when
looking at quantities like the B invariant-mass distribution.

Decays of a b hadron to two charm mesons can mimic the signal mode if the

ﬁl“St Charm meson 1s a DH— or decays into one and the SGCOl’ld charm meson dG’

ISTRIPPINGB2DMUNUX_DO and STRIPPINGB2DMUNUX_DO_ELECTRON
2STRIPPINGB2DMUNUX_DO_FAKEMUON
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cays semileptonically to a muon or electron final state. For example the decay
B® — D**D~ can occur, where the D™ meson then decays as D™ — KO][V#. Sim-
ilar decays are also possible for B* hadrons resulting in the same reconstructed
particles as the signal modes. The case where the second charm meson first de-
cays to a T, which in turn decays to an electron or muon and neutrinos, is also
considered. This contribution is referred to in the following as 'double-charm’
background.

Other background sources are semileptonic b-hadron decays to higher excited
D** states, with decay chains that contain a D** and additional Charged and neutral
particles. For example the decay B — Di_e+ v, needs to be considered as potential
background source, as the Di_ meson decays as Di_ — D*71i°. Similar decays of
B* and B? hadrons also can contribute to the total background. These decays
are labelled as ’excited D™ background. Most of these backgrounds are expected
to affect the electron and muon signal modes in the same way as the muon and
electron masses are small compared to the b-hadron masses and the available phase
space in the decays is similar. This is a main difference to the R(D*) measurement
with tauons and muons where the backgrounds contribute differently due to the
large mass of the tauon and one of the main challenges was the separation of the
tauon mode from similar-looking backgrounds.

The B - D*1t v, decay, with the T~ decaying as T~ — WV, Ve and 7 —
e V,Vy, is also considered a background for this analysis.

ll.L1.3 Simulated samples

Various decays are simulated to model the signal and background contributions.
The simulated samples include the muon and electron signal modes, as well as
various background decays to excited charmed meson and double-charm interme-
diate states. The simulation is known to not model the data perfectly well. The
procedure to correct for these discrepancies is described in Section[[11.2]

Similar background decays are combined in ’cocktail’ samples. The excited
charm mesons considered in the D™ background samples are summarised in Ta-
ble[5| In addition to that, decays to even heavier excited states, which are not well
measured, are included in a separate sample (Chigher’ excited background), which
are summarised in Table (6] In total 11 different samples are simulated for each the
muon and electron signal mode covering different background sources and the

signal mode decay. The samples are summarised in Table
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Table 5: Excited D** states contained in the Bt — D*¢v and B® — D**¢v simulated cocktail samples.

D™ | Mass MeV) | I MeV)
DY | 24214 27.1

D | 2445 250.27
D;° | 2462.6 49

Dy [ 2423 20.006
D™ | 2445 250.27 2
D;™ | 24643 37

Table 6: Higher excited D™ states contained in the B¥ — D**{v and BY — D*¢v simulated cocktail

samples.
p

D* Mass (MeV) | T (MeV) | cocktail fraction (%)
D*0(2S) | 2640 - 5

DY(2S) 2580 - 45

D%(2750) | 2462.6 49 45

D%(3000) | 2421.4 27.1

D*=(2S) | 2640 -

D=(29) 2580 - 45

D~(2750) | 246423 37 45

D~(3000) | 2423 20.01 5

Table 7: Simulated samples used in the analysis. Cocktail samples do not include a single decay, but a mixcure

of various similar decay chains.

initial hadron | sample type

BY > D**{"v, (signal decay)

B’ = D**t7v,

= double-charm background cockeail

double-charm via T decay cockrail
excited D™ background cockrail
higher excited D™ background cockrail

double-charm background cocktail
double-charm via T decay cockrail

B* excited D™ background cocktail
higher excited D™ background cocktail
B excited D}* background cockrail
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I1.1.4 Kinematic reconstruction

The z-component of the B® momentum (pjo), is approximated using the partially

reconstructed momentum VecCctor pgo thC known BO mass mgo PDG and thC

by

,reco’

reconstructed B® mass MB0 eco

Mpo ppG

(péo)z ~ X (pgo,reco)Z' (63)

BO reco
The other components of the BY momentum are calculated using this estimated
(pgo), and the BY direction of flight obtained using the reconstructed positions

of the PV and the B° decay vertex. With this estimated momentum the B

rest frame is approximated and the foliowing quantities are calculated using this
2

missing
reconstructed particle(s), the energy of the muon or electron E; and the square of

frame: the square of the missing mass m carried away by the additional not-

the invariant mass g2 of the lepton-neutrino system. The values of m? and

missing
g* are calculated as

2
missing

9" =

m

(pgo —Pp*— plepton)Z!

(64)
(pgo - pD*)zl

using the measured four-momenta pp. and pjepsop of the D™ and the lepron and
the approximated four-momentum pgzo of the B candidate. As will be shown,
these three variables are suitable to distinguish the signal decays from the various
background sources. The resolution of the approximated variables is dominated by
the partially reconstructed BY momentum and to a lesser extent by the resolution
of the B® decay vertex position. The other used variables — the PV position and
the B° daughter momenta — are reconstructed with higher precision, as the PV
resolution is determined by the other tracks it produces and the D** and charged
lepton momenta are fully reconstructed.

I11.1.5 Initial studies

Semileptonic decays to an electron-neutrino pair have not been used for analysis in
LHCb before. Therefore initial studies are performed to establish the feasibility of
this anaiysis and to devise a strategy, where systematic uncertainties are expected
to cancel in the ratio measurement or at least to be minimised. First, kinematic
quantities of the muon and electron decay channels are compared after a selec-
tion requirement on the number of hits in the SPD (n15ppits < 450) on the data
events selected by the stripping procedure. This requirement on the multiplicity
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Table 8: Relative yield of inclusive trigger categories, normalised to sum of all cthree categories.

) Z e
2016 2017 2018 | 2016 2017 2018
LOH 11%  12% 12% | 20%  22%  23%
LOL  62% 59% 59% | 39% 30% 29%
LOL  27%  29% 29% | 41%  47% 48%

is chosen since it is also applied in most of the LO lines used in this analysis. For
the cancellation to occur the kinematic distributions should be similar between
the electron and muon modes.

The three variables used in the fit, as well as the momentum and pseudorapid-
ity of the lepton and the LO trigger decision, are of interest. In the latter, the three
trigger categories LOH, LOL and LOI are defined. The category LOH signifies thac a
hadron which is part of the signal decay deposited enough energy in the calorime-
ters to trigger the LOHadron line. Similarly, for LOL the lepton of the signal decay
triggered the relevant line (LOMuon or LOElectron). Finally, LOI Corresponds to the
LOGlobal_TIS decision, where any of the LO lines is fired by particles not belonging
to the signal decay. The trigger categories are not exclusive, such that an event
could be included in multiple categories. The relative number of events observed
in each category is summarised in Table For the muon signal mode, a large
portion of the candidates is included in the LOL category, while for the electron
mode the fraction in the LOI category is equal or larger than the one in the LOL
category. The difference between the muon and electron modes can be explained
by the threshold in the LO trigger being higher for the LOElectron line than for the
LOMuon line. This results in an increased fraction of candidates selected by the
LOH and LOI categories compared to the LOL category in the case of the electron
signal mode. It is expected that the statistical sensitivity is driven by the electron
mode yield and rejecting proportionally more muons than electrons should not
heavily impact the final statistical uncertainy.

Trigger categories

Looking at the total and transverse momentum of the lepron in those trigger cat-
egories, shown in Figures and it is observed that for LOH and LOI the dis-
tributions are fairly similar, but different for LOL. This can be explained by the
hardware used and thresholds required when comparing the muon and electron
hardware triggers. While the former is based on the muon system and lower thresh-
olds can be chosen, the latter uses the ECAL, where higher thresholds are necessary
to suppress backgrounds from QCD processes and non-electron charged particles.
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This resules in the distribution for electrons being shifted to larger values. From
this, the LOL category seems not to be suitable for this analysis, as the shifted kine-
matic spectrum could result in systematic uncertainties, which do not cancel in the
ratio. The LOH category in principle could be used, but can introduce other com-
plications. Since the simulated efﬁciency of the event selection at the LO-level does
not reflect the actual one well enough, it needs to be corrected in a data-driven
way using the TISTOS method [67], explained in more detail in Section In
the HCAL showers from different particles can overlap, making a determination
if a decision was caused by a signal or unrelated particles more difficult. Since the
LOHadron decision also takes into account the energy deposited by an electron in
the ECAL, the events with an electron final state could be affected differently than
ones with a muon. To avoid the systematic uncertainties associated with this cor-
rection, only the LOI category 1s used in the analysis, where a signal—independent
trigger selection should yield in cancelling uncertainties when correcting for the
trigger efficiency. The small difference between the momentum discribution for
muons and electrons can be explained by the electron emitting Bremsscrahlung,

which is not recovered.

Lepton pseudorapidity range

Now only considering the LOTIS category, a fiducial region, where the fit variables
agree reasonably well has to be identified. In particular, the pseudorapidity # of
the lepton is of interest, since the amount of material traversed and so the amount
of Bremsstrahlung emitted depends on it. The fit variables mfm.ss and E] are shown
for different regions of g% and 1 in Figures and respectively. For larger values
of the pseudo-rapidity, the disagreement between the distributions of the muon
and electron final states increases. This motivates rejecting this region by imposing
Miepton <3.5.

Another motivation for selecting a specific 1 region is the lepton reconstruc-
tion efﬁciency. The analysis 1s performed in the pseudorapidity region 2.5 <
Niepton < 3.5 of the lepron, since the simulated VELO reconstruction efficiency
is very similar in this region for electrons and muons and the simulated overall

reconstruction efficiency is stable, as shown in Figure

Charm reconstruction

The analysis relies on tagging the signal mode decay with the D** to D? decay,
where a pure sample is selected already at the stripping stage. This has been used
for the muon mode in the past and also works well with the electron mode. To
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Figure 40: @ Muon (red) and electron (black) momentum in the trigger categories LOH (left), LOL (middle)
and LOI (right).
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Figure 41: « Muon (red) and electron (black) transverse momentum in the trigger categories LOH (left), LOL

(middle) and LOT (right).
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Figure 42: @ Mriiss for the muon (solid lines) and electron (dashed lines) final states in four qz bins in the

LOI trigger category. The different colours indicate different lepron pseudorapidity ranges.
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Figure 43: @ E; for the muon (solid lines) and electron (dashed lines) final states in four q2 bins in the LOI
trigger category. The different colours indicate different lepron pseudorapidity ranges.
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Figure 44: m Overall (Ieft) and Velo (right) reconstruction e[‘ﬁciency determined with a simulated Bt —

J/p K* sample [80).

demonstrate chis, the invariant mass of the D? candidate and the D**-D° mass

difference are shown in Figure

ll.L1.6 Signal reconstruction and selection

In general, the selection requirement on the electron and muon signal modes are
kept as similar as possible to reduce systematic uncertainties. Signal candidates
are first built from events selected by the central stripping step and then a final
e o .
offline’ selection is performed to reduce the amount of background. The meaning
of the different variables used in the selection is explaincd n Appendix @
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Figure 45: @ Invariant mass of the D (top) and D**- DY mass difference (bottom) for the muon (left) and
clectron (right) signal modes.

Stripping selection

In the stripping, D° candidates are centrally reconstructed from K~ 7t* combi-
nations and combined with y~ or e” candidates, with the selection requirements
summarised in Table[9]applied. The K=, 7t* and lepton tracks are required to be of
good quality and displaced with respect to their associated PV. PID requirements
are included to reduce the number of misidentified particles selected. The tracks
are required to be inconsistent with being fake tracks. The D? candidate is re-
quired to be within 80 MeV of the known D mass, have a good quality vertex and
the distance of its decay vertex to the associated PV has to be significant. Finally,
the (D%~) combination should have an invariant mass between 2200 MeV and
8000 MeV, result in a good quality vertex and the combined momentum vector
should point in the same direction as the vector between the associated PV and the
vertex. The stripping selection is the same for the muon and electron final states
except for the PID requirement on the charged lepton. The stripping selection
does not include any requirement on the HLT decision.

Additional selection requirements are imposed when Combining the particles
selected by the stripping to the final candidates and are summarised in Table
The vertices of the B® and D** candidates are required to be of good quality. The
difference between the invariant masses of the D** and DY candidates is restricted
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Table 9: Selection applicd by the stripping step for the signal modes.

common selection
m>2200.0 MeV
m < 8000.0 MeV
B° XDoca < 10.
x2,/DOF < 9.0
DIRA > 0.999
Xboca <20.
|m = (mpo ppc)| < 80.0 Mev
D° x%/DOF < 6.0
X¥p>25.0 DIRA>0.99
DIRA > 0.99
p>2000.0 MeV
pr > 250.0 MeV
x2/DOF < 3.0
min. XI2P >4.0
PIDK >-2.0
GHOSTPROB < 0.35
p>2000.0 MeV
pr > 250.0 MeV
_ x%/DOF < 3.0
min. )(Izp >4.0
PIDK <10.0
GHOSTPROB < 0.35
p>6000.0 MeV
pr>1000.0 MeV
et /u* x2/DOF < 3.0
min. XI2P >9.0
FAKEPROB < 0.35

K+

U e
e*/u" PID | PIDmu > 0.0 | PIDe> 3.0
isMuon

to suppress the combinatorial background contribution from adding random soft
pions to the DY candidates. The soft pion track is required to be inconsistent
with being a fake track. These selection requirements are chosen to reject some
combinatorial background while being efficient on the signal decays to reduce
time spent on processing the data. The final selection requirements to further
reduce the amount of background are described below.
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Table 10: Selection applicd by the event building on top of the stripping selection.

m>1500.0 McV

m < 10000.0 McV

BY XDoca < 10.
x2,./DOF < 12.0
DIRA > 0.999

mp+ —mpo < 160. MeV
x2,,/DOF < 9.0

soft 7t* FAKEPROB < 0.25

D

Trigger selection

At the LO level, only events triggered independently of the signal decay (TIS) are
considered for further analysis. To reduce the possible difference between muons
and electrons in the HLT selection, trigger-on-signal (TOS) decisions on the D°
and its decay products are used. For HLT1 the single track and two-track combi-
nation TOS decisions and for HLT2 the two-body topological TOS decision on
the two daughters of the D? are chosen. The trigger selection is summarised in

Table

Table 11: Summary of the trigger requirements for the signal modes.

LO LOELECTRONDECISION_TIS || LOPHOTONDECISION_TIS

|| LOMUONDECISION_TIS || LODIMUONDECISION_TIS
HLT1 | HLTITRACKMVADECISION_TOS || HLTITWOTRACKMVADECISION_TOS on DY
HLT2 | HL12Toro2BopYDECISION_TOS on D

Offline selection

The selection applied after the events are reconstructed by the stripping and event
building are summarised in Table A tight window around the known value
of the D**- D mass difference is chosen to minimise combinatorial background
contributions.

To reduce backgrounds from decays with additional charged tracks, an MVA-
based isolation criterion is applied, which considers all tracks in an event, which
are not part of the signal decay. [f an unrelated track is found to be consistent with
the BO vertex, the event should be classified by the MVA as background rather than
signal and be rejected. For this purpose, a boosted decision tree (BDT) classifier
is trained using the TMVA package [81]. Tsolated tracks from the BY — D*‘y*vﬂ
decay and associated tracks from the BY — D*p*v, decay are used as signal and
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Table 12: Selection applicd ]:)y the offline selection.

common selection
2.5<1n<3.5
D** |mps —mpo| < 6.0 MeV
2
DO Xip,py > 9-
1835. MeV < m < 1895. MeV
4 p >3000.0 MeV
el 2.5<1n<3.5
occupancy nsppHits < 450
isolation MVA | maximum MVA output < 0.1

Table 13: Input variables in the isolation MVA training,.

B log(PT)
10g(PT) A(P A6 Xopening arccos(aopening) Cos(aopening)
additional particle 108(IPyews)  108(IPo1a)  108(X7p new)  108(X7p014)
log(Xlz-’D,new B X%D,ald) 1Og()(I%D,new) log(min(XIZP))
vertex log(thx,new) log(xf;tx,gld) log(thx,new - X]%tx,old)

background input samplﬁs. Tsolated’ signiﬁes here additional tracks in the events,
which are not part of the B — D*"u* v, decay, whereas associated tracks are the
additional tracks from the B — D*u* v, decay. In both cases, all the long, VELO
and upstream tracks in the event are used to not miss any additional particles. The
input variables used for the classifier are summarised in Table They are based
on geometric quantities of the additional tracks with respect to the BY candidate,
as well as quantities related to the vertex fit with and without the additional track
included. The BDT classifier is Conﬂgured such that its output is large if a track is
likely to originate from the BO vertex. For each event, the maximum value of the
BDT output of all tracks is used in the selection.

Different values for the hyperparameters have been tried out when training the
BDT to find the Conﬁguration which maximises the area under the ROC (receiver
operating characteristic) curve, which is the background rejection rate as function
of the signal efﬁciency obtained on the BDT input samples for different require-
ments on the BDT output. To optimise the BDT selection requirement the signal
significance is used as the figure of merit (FOM) defined as

FOM = —>__ (65)

\/S+B’

where S and B are the expected signal and background number of events. The
FOM is evaluated at different requirements of the maximum BDT output to esti-
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Figure 46: @ Signal signiﬁcance as function of the isolation requirement. The dashed black line indicates the

value where the signa] signiﬁeanee is at its maximum.

mate the position of the maximum, as shown in Figure 46| The expected number
of events is estimated from the simulated samples, where the background includes
the excited and double-charm samples with yields scaled to account for the rela-
tive branching fraction of signal and the backgrounds and the different number
of events generated in the simulation. Also the expeeted relative amount of com-
binatorial background is included when determining B, which is estimated from
a fit to the signal sample without any BDT requirement. The rejection rate of the
isolation requirement for the B — D™ samples as function of the efficiency on
the signal mode, estimated from the simulated cockrail samples, is shown in Fig-
ure Since decays of D** from BY mostly produce additional 7¢° particles, the
rejection power on this sample is smaller compared to the B™ sample, where mostly
additional charged pions are produced. The performances on the double-charm
background cocktail samples are also shown. The larger rejection performance
compared to the D™ cocktail samples can be explained by the double-charm cock-
tail samples including more decay paths with additional charged particles.
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.L1.7 The B°— JAip K*° control channel 4

The channel B — J/ip K*? is used extensively to verify the analysis procedure and
to calculate corrections to the simulation where applicable. For the reconstruction
of the J/ip meson, both the Jip — eTe™ and J/ip — p*p~ channels are used, and
named as dimuon and dielectron control mode, respectively. The K*0 particle is
reconstructed in the K7™ decay.

The dimuon control mode, B — Jp K* with JAb — p*p~, which is chosen
because of its large data and simulation sample sizes and signal purity, is recon-
structed by the stripping procedureﬂ with the selection requirements summarised
in Table 26|in Appendix The stripping selection requires BY, J/p and K*0 can-
didates with good qua]ity vertices. The final state particles are required to be
displaced with respect to the associated PV. For the dielectron control mode, a
stripping lineﬂ similar to the dimuon mode is used, with the main difference be-
ing the 1ept0n PID selection. The stripping selection requirements are summarised
in Table[27] also found in Appendix The dielectron mode is less clean compared
to the dimuon mode due to Bremsstrahlung, but still can be used to cross-check
the simulation corrections obtained on the dimuon mode.

The invariant-mass distributions of the reconstructed J/p, K* and B° candi-
dates after the stripping selection and a requirement on the number of hits in the
SPD (nSPDHits < 450) are shown in Figures and for the dimuon and
dielectron modes, respeetively. Also shown is the B® invariant mass distribution
after the decay chain is re-fitted with a DTF where the ]/gb mass is constrained to
its known value, which improves the resolution of the B® mass peak, especially for
the dielectron mode.

As alternative decay mode to obtain the correction weights the Bt - K7 ]/¢
mode could be used. The advantage would be its larger signal yields. The reason
why the B — J/ip K*? decay was chosen instead is that the large simulated samples
necessary were already available for the B% — JAp K0 decay for all years at the
beginning of the analysis, while B¥ — K*J/i) simulation samples still had to be
produced. The effect of this choice on the sensitivity is estimated in Section[[I1.5.3]

Selection

To increase the purity of the control channel and reject specific backgrounds addi-
tional selection requirements are applied after the stripping selection. Kinematic,
topological and PID variables are used, and the detailed selections are listed in

3Bu2LLK _mmLine
4Bu2LLK _eeline
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Table 28 for the dimuon control mode, and Table 29| for the dielectron control
mode, both found in Appendix The trigger requirements are the same for both
dimuon and dielectron modes, which are listed in Table [14] The simulation uses
the same thresholds for the LO trigger lines within each year, while they were var-
ied during data-taking. To account for this only the fraction of the control mode
data where the thresholds align with the simulation is used.

Additional selection requirements are imposed to reduce contributions from
specific background sources. The A) — J/p pK~ decay can be reconstructed as a
control mode candidate if the proton is misidentified as a pion. The amount of this
background contribution is estimated in the dimuon control mode. The invariant
mass distribution when assigning the pion the proton mass is shown in Figure
as blue curve. A peaking scructure at the known value of the Ag mass can be seen

after the stripping selection but vanishes after the fo]lowing selection step. Still,
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Figure 48: 4 Invariant-mass spectra of the J/ip (top left), K*0 (top right) and B° (bottom) candidates of
the dimuon control mode. The bottom left figure is the B® candidates’ mass spectrum without a m(J/)

constraint, and the bottom right one is for the BY candidates’ mass spectrum with the m(J/ih) constraint.
Data samples of 2016, 2017 and 2018 data-taking years are combined when making these figures.
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to decrease this background contribution a veto is applied when the pion is likely a
misidentified proton by rejecting events with m(J/i pK~) € (5570,5670) MeV/c?
and probN N p(rt misID to p) > 0.2.

Another potential background contribution is the decay B* — J/i K™ in com-
bination with an additional random pion. To estimate the size of this background
the invariant-mass distribution of the Jp K* system, leaving out the pion, is
shown in Figure A peaking structure can be seen at the B* invariant-mass
indicating the presence of these decays. They are vetoed by rejecting events with

m(J/p K+) > 5230 MeV/c?.

< < X:‘qu““\““\““\““
2 s |
=100 =015 .
%) Q7 |
O T ]
B B o1 .
S ho} L
g 50 2 |
© ©o0s|- .

7““\““\““ 07‘\””\””\””\””7

2%00 3000 3100 3200 800 850 900 950 1000
m(e* ) [MeV] m(K* 1) [MeV]
3 3 100
= =
v v
o O
T T
o ©
gl -
O 20? - (@] :
|

T T I T S T T H S N v e e b b
é%)OO 5100 5200 5300 5400 5500 &OO 5100 5+200 5300 5400 5500
mK* et &) [MeV] mK" T ee), o [MeV]
Figure 49: 4 Invariant-mass spectra of the J/ip (cop left), K*O (top right) and BY (bottom) candidates of
the dielectron control mode. The bottom left figure is the B® candidates’ mass spectrum without a m(J/)

constraint, and the bottom right one is for the BY candidates’ mass spectrum with the m(J/i) constraint.
Data samples of 2016, 2017 and 2018 data-taking years are combined when making these figures.
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Figure 51: 4 Invariant-mass spectrum of the ]/¢ K~ system. The blue curve is the distribution before the
veto to the Ag —J/ip pK™ misID background and B¥ —J/ip K* partially reconstruction background, and
the red one is the distribution after the vero.
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To subtract the contribution from the remaining combinatorial background,
the sPlot technique [82] is used. This method allows the calculation of per-event
weights based on the distribution of a discriminating variable. For each category
— in this case signal and combinatorial background — a weight is obtained. By
construction, the sum of the respective weights is equal to the yield of the contri-
bution and by using these weights the distributions of other variables can be ex-
tracted. One limitation to this approach is that the discriminating variable must
be uncorrelated to the variable in question.

To obtain these so-called ’s—weights’ the invariant mass distribution of the B°
candidates is used as the discriminating variable and fitted for both the dimuon
and dielectron modes. The correlation of the BY invariant mass discribution with
other variables has been checked and found to be small so that the sPlor method
18 applicable. The signal component is described by the sum of two single—sided
Crystal ball functions [83] with shared mean and the combinatorial background
by an exponential function. The parameters describing the tails of the Crystal Ball
functions are fixed to the values obtained from a fit of the signal component to the
distribution in simulation. In addition, the contribution from the B? — J/p K*°
decay is considered in the fit model. The shape of the B? peak is assumed to be
the same as that of the signal component of the BY— Jip K* decay. The distance
between the B? and Bg peak is fixed to the difference of known masses of the Bg
and B particles [84]. For the dimuon control mode, the yield of the Bg — J/Y K *0
component is left as a free parameter, while for the dielectron control mode, the
yield ratio between the BS — J K*% and Bg — J K0 components is fixed to
that obtained from the fit of the dimuon mode. The fitted distributions are shown
in Figure[52|for the dimuon control mode, and Figure|53|for the dielectron control

mode.

Table 14: Trigger selection of the control channel BY > Jp K*0 Jip — 117, where [ stands for a muon
or electron particle. The DiMuon and TrackMuon lines are added to enlarge the statistic of the dimuon
control mode, and they are kept also for the dielectron control mode to have a consistent trigger requirement

between EhC two COIltl'Ol channels.

LO Photon, Electron, Muon, DiMuon Decision TIS
Hle1DiMuonHighMassDecision_TOS ~ HlelTrackMuonDecision_TOS
HlelTrackMVADecision_TOS  HlelTwoTrackMVADecision_TOS

Hle2DiMuonDetached]PsiDecision TOS  HIt2Topo2BodyDecision_ TOS
Hlt2Topo3BodyDecision TOS  Hlt2Topo4BodyDecision_ TOS

HLT1

HLT2
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Figure 52: 4 Fit of the signal component to simulated sample (Ieft) and fit of total p.d.f to data (right). The
invariant mass of the B® candidate is obtained after a m(J/ip ) constraint. The discribution is obtained using
the B —Jap K*0 J/p — 't p sample collected in 2017 after all the event selections. The data distribution
is displayed as the black dots. The total PDF is shown in the blue solid line. The red solid line, magenta solid
line and black dashed line show the contribution from the signal BY — Jhp K*0 decays, the BS - Jp K*0

decays and the combinatorial background, respectively.
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Figure 53: 4 Fit of the signal component to simulated sample (left) and fic of total p.d.f to daca (right). The
invariant mass of the B candidate is obtained after a m(J/ip) constraint. The distribution is obtained using
the B® —»Jaip K0 JAp —e*e” sample collected in 2017 after all the event selections. The data distribution
is displaycd as the black dots. The total PDF is shown in the blue solid line. The red solid line and black
dashed line show the contribution from the signal BY — J/i K*0 decays and the combinatorial background,
respectively.
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l.L1.8 Combinatorial background

Background caused by random combinations of particles needs to be considered
to describe the signal mode data well. Three different sources of combinatorial
background are included. A real D** combined with a fake muon or electron
(track misidentified as lepton), a ’fake’ D* (random DY soft 7t combination) with
a real lepton and the random combination of a real D** with a real lepton. In all
three cases, the shape of the corresponding background template is determined

using a dedicated data sample.

Real D* with misidentified lepton

Three different types of lepton misidentification are considered: h — e, y — e

and (h,e) = p, where h = K, 7, p.

h — e and (h, ¢) — p misidentification

To estimate the shape of the h — e and (h, e) — p background, the data sample
produced by a dedicated stripping 1in€E|is used. It consists of the same selections as
the line used for the muon signal channel selection described earlier, with the only
difference being that the PID requirement on the muon is inverted to (PIDmu <
0.0). The same offline selection without PID requirements is applied.

Four sub-samples are selected from the FakeMuon sample, each containing
mainly pions, kaons, protons or electrons. The true number of each particle species
for the PID selections in bins of p, n and nTracks is estimated by

Nn,true Nn,sel

NK,true _ H—l NK,sel 66

N - N ’ ( )
p,true p,sel

Ne,true Ne,sel

where H is the matrix

€rnon €Kom ep—m €eom
€K €K-K 6p—>K €esK ) (67)
Crop €K—p Cpop Ceop
€n—e €EK—e €p—>e €e—e

The selection criteria for pions, kaons, protons and electrons within the FakeMuon
sample are listed in Table The PID selection efficiency €;_; for a particle

5B2DMuNuX_DO_FakeMuon
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Table 15: Criteria used to select pions, kaons, protons and electrons from the FakeMuon sample. When
processing the PIDCALib performance histograms for PID (mis)ID efficiencies, DLLmu < 0 is required for
all four partiele species in addition to the cuts listed in the table, since this cut is applied within the stripping
of the FakeMuon line.

Pions MClSTuneVl_ProbNNpi >0.2&&DLLp <1 &&DLLK <1

Kaons MC15TuneV1_ProbNNK > 0.2 && DLLp - DLLK <0 && DLLK > 0
Protons MC15TuneV1_ProbNNp > 0.2 && DLLp - DLLK > 4 && DLLp > 0
Electrons  MC15TuneV1_ProbNNe > 0.2 && DLLe > 0 && DLLp <1 && DLLK <1

Table 16: Binning scheme used to create PIDCalib performance histograms for PID (mis)identification effi-

ciencies.

p 3, 6,93, 10, 15.6, 20, 40, 60, 100] GeV
" [2.5,3.5]
nTracks [0, 150, 225, 500]

of species i to pass the selection requirement of the species k is estimated with
the PIDCalib package [85], which employs centrally selected calibration samples
for this purpose. Further requirements are imposed on the calibration samples
to avoid biases when estimating the h —e and h —p misidentification rate and
to ensure that acceptance effects are separated from the misidentification proba-
bility. The (p, 7, nTracks) binning scheme is listed in Table The obtained
misidentification matrices H are shown in Appendix

The PID requirements to select the different particle species in the FakeMuon
sample are not exclusive and each event can pass or fail each requirement. Using
the estimated true number of each particle species in each bin the probability
that an event in the FakeMuon sample contained a certain particle species can be
estimated taking into account which of the PID selections are passed by the event.
For this purpose the modified macrix H” is calculated

s €qi-q;7 if the track fultils the PID criteria of g; ©8)

- €gi—qp  if the track does not fulfil the PID criteria of g

where g;, q; € K,m,p,e. The probability py for a track to be of a certain particle
species is then calculated using this matrix by

Nk,exp = Nk,true X ]_[Hi/k (69)
i
Nior = ZNk,exp (70)
k
Pr = Nk,exp/Ntot' (71)
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Finally the shape of the (h, e) — p background is obtrained by weighting the Fake-
Muon sample with Weights calculated by

w = Zpk X €k pur (72)
k

where k = K, 7, p, e. The weights for h — e are obtained similarly by

w = Zpk X €k _es (73)
k

where k = K, 1t, p. The probabilities €;_,, and €;_,, that a particle of species k is
misidentified as a muon or an electron are again determined from the PIDCalib
calibration samples using the same binning and taking the PID requirements im-

pOSCd on the muon or electron Wl’l€n selecting tl’l€ signal samples into account.

u — e misidentification 4

The amount of g — e misidentification is estimated from the PIDCalib perfor-
mance histogram of muons with the electron selection requirement of DLLe > 3
applied, in bins of p, pr and nTracks. The average p — e misidentification ef-
ficiency for the kinematic distribution of muons in data is less than 0.05% for
all data samples. Therefore, this component is negligible and its shape is not ac-
counted for in the template fit.

Combinatorial D* with real lepton

The template shape used in the fit of the combinatorial background due to fake
D* is estimated using a data sample where a DY is combined with a wrong-sign
7" This sample is reconstructed and selected in the same way as the signal
modes when constructing the template used in the fit, while the requirement
on the D**-D° mass difference is removed for the study below. To verify that
this sample accurately describes the kinematic distribution in the signal samples,
various quantities are compared between the signal and fake D* sample in differ-
ent bins in the upper sideband of the A(Mp+~ — Mpo) distribution, defined by
150 MeV < A(Mp++ — Mpo) < 160 MeV, as shown in Figures and in Ap-
pendix[D] The distributions agree reasonably well and do not depend on the value
of A(Mp«+ —Mpo), giving confidence that the sample should be able to model the
background below the signal peak in the A(Mp++ — Mpo) distribution.

To estimate the expected yield of this baekground, a fit to the mass difference
A(Mp«+ — Mpo) spectrum of the signal samples is used, shown in Figure 54| The
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Figure 54: @ A(Mp«~ — Mpo) distribution (black points) overlaid by the fitted total function (blue) for the
muon (left) and electron (right) final states. The signal distribution is shown as red solid line, the background
as blue dotted line.

signal shape is described by the sum of a CrystalBall and Gaussian function, while
the phenomenological Ds tDOBG function, implemented in the RooFit package [86],
is used to describe the distribution of the background. It can be seen that the
background distribution is well described. The expected yield is then taken as the
integral of the fitted background shape in the nominal selection region.

Real D* with real lepton

The shape of the background due to random combinations of real D** with a
real }4_/6_ is obtained by adding wrong-sign 1ept0ns to a DY in the stripping and
then building the BY candidate as before. To estimate the expected yield of this
contribution, the number of events of the wrong-sign (WS) and right-sign (RS)
sample in the upper B% mass region are compared as shown in Figure The ratio
of RS to WS number of events is determined in bins of the B® mass. A dependence
of this ratio on the B® mass is observed and described by a linear function. The
expected yield of this combinatorial background is then determined by integrating
the ficted linear function over the B® mass region included in the signal selection,
which gives an overall scale of RS to WS number of events in the signal region.
The expected number of WS events in the signal region is then multiplied by this

SC’AIG to g€t the €Xp€Ct€d number ofbackground events in tl’lG RS sample.
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Figure 55: @ Fit of the ratio of number of events between the right- and wrong-sign sample in bins of the BO
mass for the muon (left) and electron (right) signal modes for 2017 data.
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1.2 Corrections to the simulation

The simulation is known not to describe the data perfectly well. This can impact
the shapes used in the template fit obtained from simulation and the determina-
tion of the eﬁiciency ratio. There are many well-known discrepancies, which must
be corrected to allow for a precise measurement. It is known that the kinematic
distribution of B particles generated in simulation differs from the one observed
in data. This is due to the difficulties of accurately simulating the pp collision and
the strong processes taking place there. Variables related to particle identification
(PID), especially those from the RICH detectors, are not well described by the
simulation as these depend on external conditions, which are hard to emulate in
the simulation. For example, the temperature and pressure of the RICH gases vary
during data-taking but are set to a fixed value in simulation. The multiplicity of
particles traversing the detector is in general underestimated by simulation. The
efﬁciency of the track reconstruction requires a correction to achieve consistency
with data. Also the response of the trigger system is not perfectly modelled.

Such discrepancies can be studied by comparing the normalised distribution of
a particular variable for a particular decay mode in background-subtracted data to
the one obtained when simulating that decay. Agreement between data and simu-
lation is then achieved by deﬁning a correction Weight as the ratio of data and sim-
ulation in bins of the variable in question. The binning scheme needs to be chosen
in a way that each bin has enough statistics to reduce the statistical uncertainty, but
the bin widths can not be too broad, as variation within a bin would increase the
systematic uncertainty. By correcting the simulated sample using these weights on
an event-by-event basis the discrepancies can be reduced. In practice, this means
down- or up—weighting events iying in regions where the simulation produced too
many or too few decays. In a similar way, the simulated tracking and trigger efti-
ciencies can be corrected. The challenge is to obtain the background-subtracted
data sample to be able to do this comparison. This is achieved by using calibra-
tion samples with high purity and obtaining the signal component using the sPlot
method. When comparing trigger efficiencies they are obtained on simulation and
data using the TISTOS method.

The strategy followed for obtaining the correction weights for the simulated
signai decay sampies 1s to reiy on the control channel as much as possibie, as it 1s
more difficult to separate the signal contribution from the background in case of
the signal modes. For this purpose, the simulated sample of the control channel is
corrected in an iterative way, where each correction step 1s appiied before the next

one is calculated. The corrections are determined and applied in the following
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order:
1. Particle identification efficiency

2. Tracking efficiency

w

. LO trigger efﬁciency
4. Event multiplicity

5. BY kinematics

N

. HLT crigger efficiency

This order is chosen to be able to obtain correction Weights for generator—level
effects, which affect the B kinematics and event mu]tiplicity, without being dis-
torted by the trigger effect. This is necessary as the generator-level events are also
weighted with the B® kinematics and multiplicity corrections when determining
the efﬁciency from simulated samples. With the exception of the HLT trigger ef-
ficiency corrections, all the correction weights obtained on the control modes are
applied on the signal modes. The PID and tracking efhiciency correction steps rely
on Centrally produced calibration samples and can be directly applied on the sig-
nal and control modes. Since the multip]icity and kinematic corrections aim to
correct for generator-level effects, it should be possible to apply them to the signal
modes, as they should be independent of the decay channel. In a similar vein, the
LO efﬁciency corrections obtained from the control mode are applied to the signal
modes, as in both cases the same TIS decisions are used, which are not expected
to depend on the decay. Only the HLT1 and HLT2 trigger efficiency corrections

are determined on the signal channel itself.

ll.2.1 Particle identification efficiency «

The PID variables in simulation are calibrated using high statistics, well-
understood calibration samples [85] [87]. For this analysis, the PID variables used
in the selection are replaced in the simulation samples by variables sampled from
a distribution obtained from the calibration samples. This is done by estimating a
four-dimensional distribution of the PID variable, pt, 17 and number of tracks in
the event using a kernel-density method [88]. The replacement can then be done
for each event by looking at the pp and # of the corresponding particle and the
number of tracks in the event and randomly sampling a new value for the PID
variable from the distribution estimated by the kernel-density method ('PID re-
sampling’). These kernel distributions are provided by a centralised package. The
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calibration sample used for electrons consists of B¥ — K*J/ih (— e*e™) decays,
Jip —ptu decays for muons and D** — D9(— K1)t decays for kaons and

pions.

lll.2.2 Track reconstruction

The efhiciency of the track reconstruction is known to be different between data
and simulacion. This has been observed by measuring the efficiency using J/ip
—>]/l+ u deeays in a tag—and—probe approaeh [89]. The probe muon is recon-
structed using hits in the TT and muon stations to obtain the efficiency of it
being reconstructed as long track with hits in the VELO and T-stations. By mea-
suring this efﬁcieney on data a correction Weight to the simulated samples can be
calculated by dividing it by the efficiency determined on simulated JAip —p*p~
decays. This is done by the LHCb collaboration in a centralised manner. The
correction weights depend on the p and 71 of the particle in question and there-
fore the Weights are obtained as function of those variables. While this correction
weight is obtained using muons, it is typically also used for hadron tracks. In this
case, hadronic interactions, which modify the tracking efficiency, are not taken
into account in the correction weight but are considered as a source of’ systemartic
uncercainty. This additional systematic uncertainty is expected to cancel in the
ratio as the same hadrons appear in the signal mode final states.

Electrons have to be treated as special case [62] since the emission of
Bremsstrahlung impacts the reconstruction efﬁeieney. Electrons which emit
Bremsstrahlung before the magnet might lose so much momentum that they are
'swept out’ of the downstream tracker acceprance by the magnet. This effect might
not be properly reflected in simulation and therefore the reconstruction efﬁeieney
correction is determined in a dedicated approaeh. The corrections are binned in
¢, 11 and true pr of the electron, as the probability of Bremsstrahlung emission
depends on the amount of material traversed. In some regions of ¢ the electron
will cross through the RF-foil multiple times increasing the material budget.

This method requires the electron to be reconstructed as VELO track and thus
potential differences between muon and electron VELO reconstruction efficien-
cies are a source of systematic uncertainty. But the fiducial region of the analysis
was chosen such that the VELO reconstruction efficiencies of electrons and muons
are very similar and nearly constant, so the associated systematic uncertainty is ex-
pected to be small.

The soft pion track from the D* deeay s not assigned a track reconstruction

correction as its kinematic distribution is for a large part outside of the coverage
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Figure 56: @ Transverse momentum of the soft pion in the muon (black) and electron (red) signal modes for

the years 2016 (left), 2017 (middle) and 2018 (right).

of the control sample used to determine these corrections. Since the kinematic
distribution of the soft pion agrees well between the muon and electron signal
modes, as shown in Figure the effect of\omitting this correction is expected to
cancel in the ratio.

The tracking efhiciency corrections are applied to the control modes samples
before calculating the ratio between background-subtracted data and simulated
distributions for the LO efﬁeieney correction step described next.

.2.3 LO trigger 4

Since the selection strategy relies on LO being triggered independently of the sig-
nal, the LO efficiency should not strongly depend on the channel and cancel to
first order in the efficiency ratio. Still the simulated samples can be weighted to
better reflect the LO eﬂ'hleieney determined on data.

The control mode decays B® —J/p K*° with Ji —u*p~ and JAip —ete, are
used to obtain the LO efficiency on data and simulation employing the TISTOS
method. This method is based on seleeting a sub—sample of data with a certain
trigger decision, which contains also events selected by the trigger decision of in-
terest. The trigger efficiency is then obtained on this sub-sample by additionally
requiring the trigger decision in question. This means that the trigger efﬁeieney
is determined on a sub—sample of data with the assumption that this eﬁieieney 1s
representative of the trigger efficiency on the whole sample. Here the sub-sample
is selected by requiring a TOS decision and the efficiency of the TIS requirement

is determined by
TIS _ N(LOTIS AND LOTOS)

‘Lo = N(LOTOS) ’
where N(LOT OS) is the number of events in the sample selected by the TOS

decision and N(LOTIS AND LOTOS) the number of events when additionally
requiring the TIS decision.

(74)
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The efficiency of triggering an event independent of the decay is to a large part
influenced by the kinematics of the other b hadron of the initial bb pair. To take
this into account the LO efficiency is determined as function of the pr of the B°
hadron in the event, as this is correlated with the other b hadron. The LO correc-
tions for different data—taking years are obtained individual]y using the samples
in the eorresponding year. To obtain the number ofsignal deeays in data the sPlot
technique is used as discussed in Section[[I1.17] The yield of the simulated sample
is obtained by taking into account the tracking reconstruction efficiency correc-
tion weights. The fit projections to obtain the s—weights are shown in Figure
for 2017.

The obtained values of eiiS,MC and eiig’ ior, i different pp(B°) regions are
shown in Figure in Appendix [E| and their ratios are shown in Figure As
the LO trigger requirements are TIS on the B® decay products, the correction of
the LO efficiency for candidates in a certain BY kinematic region should be consis-
tent for different channels. To improve the consistency between the dimuon and
dielectron control modes the B momentum is estimated by the DTF with the
]/I,D constrained to its known value, which reduces the effect of Bremsstrah]ung
on the B® momentum resolution. To compare the correction factors obtained on
the dimuon and dielectron modes, the ratio of both are shown in Figure The
correction factors show some discrepancies, espeeially at small and 1arge Pt of
the BY. This could be due to statistical fluctuations as the uncertainties on the
correction factor are the largest in these regions or due to residual differences be-
tween the simulation of electrons and muons. While it is worrisome that for all
three years the ratio of correction Weights shows a downwards trend when going
to lower values of pr of the BY, the electron correction factor does not consistently
decrease and the muon correction factor does not consistently increase between
the years in this region. This might further indicate that the downwards trend and
disagreement is caused by fluctuations instead of a systematic effect. Still, to ver-
ify the assumption that the correction factor is independent of the specific decay
channel, as is expected for the LOTIS efﬁcieney, the correction factors obtained
from the dimuon mode are taken as nominal choice and the dielectron correction
factors are used for cross-checking. This choice is motivated by the dimuon mode
generally being cleaner. When performing the cross-check by using the dielectron

correction factors instead, a negligible difference in the final result is observed.
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Figure 60: o Multiplicity corrections obtained from the 2017 background—subtractcd data and simulated
samples of the dielectron (left) and dimuon (right) control mode.

ll.2.4 Event multiplicity

The simulation is corrected for differences in quantities related to the event mul-
tiplicity. This correction is determined as a function of the total number of re-
constructed long tracks (nTracks) and the number of hits in the SPD (nSPDHics).
The correction weights are obtained as the ratio of the binned two-dimensional
distribution of nTracks and nSPDHits in data and in simulation. The sPlot proce-
dure is used to obtain the background-subtracted distribution in data, while the
weights from the previous correction steps are applied to the simulated samples.

The chosen binning scheme of the multiplicity correction weights are
« nTracks: [0, 45, 90, 135, 180, 225, 270, 315, 360, 405, 450]
. nSPDHits: [0, 45, 90, 135, 180, 225, 270, 315, 360, 405, 450]

The multiplicity correction weights obtained with this binning are shown in Fig-
ure 60| obtained for the 2017 sample. As the signal yield in the dielectron control
channel is smaller than in the dimuon mode, only the weights obtained from the
dimuon mode are used. Since the Weighting is done in 2D with more bins in total
than the previous correction step, the smaller yield of the electron control mode
limits its usefulness as correction factors in more bins would have a larger uncer-
tainty. The correction factors obtained on the dimuon mode are then applied on
the dimuon and dielectron control modes, as well as the muon and electron signal
modes. This is motivated by the event multiplicity being largely independent of
which BY decay took place.
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Figure 61: @ Kinematic weights in bins of B? p and pr, obtained from the 2017 background-subtracted data
and the simulated signal samples of the dimuon (left) and dielectron (right) control modes. A J/ip mass
constrain is applied when calculating the BY p and pr.

l1I.2.5 Kinematic corrections

The simulation is known to not describe the kinematic distributions of B°-
hadrons produced by the pp collision well. The correction weights to account
for this are calculated in bins of the fully reconstructed p and pr of the B meson.
The weights are obtained using only the dimuon control mode since it has a larger
sample size and the effect corrected for is caused at the generation level of the B°
and is independent of its decay. The binning scheme splits the pr spectrum from
0 to 40 GeV/c into 20 bins and the p spectrum from 0 to 400 GeV/c into 20 bins,
with a constant bin width in both cases.

As in previous steps, the correction weight is obtained as the ratio of the distri-
bution in data and simulation. Again the s—wcightcd data is used and the tracking,
L0 and multiplicity Wcights are taken into account in case of the simulation. The
resulting weights for 2017 are shown in Figure

In the dimuon control channel, the reconstructed B momentum is a good mea-
surement of the ’true’ momentum with a small resolution, which is even more pre-
cise when using the DTF with the J/ip and B® masses constrained to their known
values. Since the correction weights obtained on the dimuon control channel are
also used when correcting simulation of the dielectron control channel as well as
the electron and muon signal channels, where the B® momentum resolution is
much worse due to Bremsstrahlung in the former case and the missing neutrino in
the laccer, the weights are attached using the known values of the B momentum

gcncratcd in simulation.
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l.2.6 HLT corrections for signal modes 4«

For the signal modes, the HLT selection requirements are based on decisions re-
lated to the D? candidate to reduce any potential bias on the R(D");igns measure-
ment, as it is the shared part between the electron and muon modes. For both the
HLT1 and HLT?2 selections only decisions which are TOS on the D? candidate are
considered. As the HLT 2 topological trigger line implicitly depends on the HLT1
decision, an overall correction is obtained to account for differences between the
HLT selection efficiency in data and simulation. Similar to the LO efficiency, the
HLT1 selection efficiency can be studied with the TISTOS method
N(HLTTIS AND HLTTOS)

tos — , 75
€HLT N(HLTTIS) 75)

Here HLTTIS indicates the sample selected by a HLT decision independent of
the D? candidate, and HLTTOS is the HLT requirement of the signal mode se-
lection listed in Table The correction Weight is obtained as the ratio between
the HLT efhiciency determined on data and simulation as function of the pr of
the D? candidate. The binning scheme splits the pr spectrum from 0 to 30 GeV
into 20 bins with a constant bin width. The HLT selection efﬁciency is obtained
on simulation taking into account the previous corrections steps. For data the
background-subtracted pp(D?) spectrum is determined using the sPlot technique.
For this purpose, the distribution of the mass difference between the D and D*
candidates is ficted with the sum of two CrystalBall functions with a shared mean
to describe the signal and an exponential function to describe the background.
The shape parameters of the CrystalBall functions are fixed to the values obtained
from a fit to the signal shape found in simulation. The fit results for each period
are shown in Figure [62]for 2017.

The HLT selection efficiency determined on data and simulation as function
of the pr of the D? candidate is shown in Figure in Appendix [E} The ratio
between data and simulation is shown in Figure To compare the correction
factors obtained from the electron and muon signal modes their ratio is shown in
Figure Within the statistical uncertainties they are consistent. To reduce the
uncertainty on the final correction factor in a certain pp(D?) region it is obtained
by averaging the correction factors obtained from the electron and muon signal
modes, using % as the weights, where ¢ indicates the uncertainty of a certain

correction factor.
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III.2.7 HLT corrections for control modes 4

While it is not required for correcting the signal mode simulated samples, the HLT
eﬁ]ciency corrections are also obtained for the control mode. They are used in the
R(J/) cross-check described in Section Similar to the weights obtained
on the signal channel, the HLT1 and HLT?2 efficiencies are corrected for in the
same step. Again the TISTOS method is employed to estimate the HLT selection

efﬁciency on data and simulation as

tos N(HLTTIS AND HLTTOS)

= . 76
GHLT,con N(HLTTIS) ( )

Here HLTTIS indicates that the positive HLT decision is not related to the B°
decay, and HLTTOS is the HLT requirement for control mode listed in Table
The correction weight is determined as a function of the pr of the B® meson. The
binning scheme splits the pt spectrum from 0 to 50 GeV into 10 bins with a con-
stant bin width. The HLT selection efficiency is obtained on simulation taking
into account the previous corrections steps. For data the background-subtracted
pr(B°) spectrum is again determined using the sPlot technique. The s-weights are
obtained from fits to the B® mass spectrum, which are shown in Figure for
the 2017 data-taking year. The values of 6;{02T,c0n,MC and egiT,wn,data in different
pr(B°) regions are shown in F igurein Appendix Their ratio are shown in Fig-
ure The obtained correction Weights are observed to be close to unity, which
indicates that the HLT selection eﬂ'ﬂlciency of the control channel is well modelled
by the simulation. Their ratio is shown in Figure |67 The final correction factor in
a certain pr(BY) region is obtained by averaging the correction factors obtained
from the electron and muon control modes, using ﬁ as the weights, where o indi-
cates the uncertainty of a certain correction factor. Again the averaging serves to

reduce the uncertainty on the weights.
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l1.2.8 Comparison of data and simulation distributions of control
mode decays

To verify that the correction procedure to improve the agreement between data
and simulation is yielding in the desired result the simulated control channel sam-
ples with and without the application of the weights is compared to s-weighted
data distributions for different quantities in Figures

The application of the corrections improves the agreement between
background-subtracted data, especially in the variables weighted for, like the mo-
mentum of the B and multiplicity. However the agreement is still not perfect and
in some bins the Weighting procedure worsens the agreement. This indicates that
there are other sources causing diserepaneies between data and simulation, which
are not addressed yet. If and how the remaining disagreement can be expected to
be a source of systematic uncertainty on the measurement is scudied using 'flatness’

checks discussed next and in Section [[11.4|for the signal modes.
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Figurc 68: e Comparison ofbackground—subtractcd data and simulated distributions in the control channel

before and after weighting the simulation for the 2016 dimuon control mode sample.

108



— = T T
[ ] S F ] g [ ]
[ e ] L e | > [ . ]
% weighted data [} s-weighted data s-weighted data
0.08— } — o
CL b w i r B = L '
= 4 weighted MC = ¢+ weighted MC + weighted MC
8 + g8 [ < o1
) r unweighted MC ] 3 unweighted MC unweighted MC
3 0.06] + 1 g o ’ g +
Ay E g I g
= r ] )
g 0041 p B oosl Boos
|5 [ ] =t E
g 0.02 N 5 r 5
N [ ] t <
T \ \ \ \ -é ol x10° \ \
5 5000 10000 15000 20000 25000 g 0 100 200 300 %.5 3 35 4
e p,(B%) [MeV] 5 p(BY) [MeV] n(e°%
~~ T
S L ] < r T ] = r T ]
g L fs'we'gme” data_| % ro — s-weighted data | % 015 A — s-weighted data—|
8 r * weighted MC (% 0'15j a1 4 weighted MC ] % [ T4 } weighted MC |
S 0.1 4 unweighted MC 2 r + unweighted MC 2 L 4 unweighted MC -
=) 3 1 L ]
= 8 ¢ 1 8 o -
) © o1 J < 0.
=z P ol 1 P [ ]
8 [ 1 L 1
Loos = I 1 = [ 1
g T 005 - & 0.05- b
B g ! 1 g i
N f = [ = L =
®| 0 I I £ 0 | | | | £ 0 ! I I
g 0 5000 10000 15000 5 2000 4000 0 §OOO 10( 5 2000 4000 6000 8000 10000
S p. (YY) [MeV] = p,(€") [Mev}] < p.(e) [MeV]
— E T 3 = r T 3 = r T B
é 015 ) — s-weighted data ] E [ — s-weighted data | g . — s-weighted data |
F -+ . 1 [ . ] L+ . ]
[ ' 4 weighted MC | 4 weighted MC + weighted MC
§ = 4 unweighted MC - § 0.15 C 4 unweighted MC N § 0.2 t unweighted MC ™|
8 oal 4 e I ] =] ]
= 0 1 < oaf 4 g 1
8 | ] 8 i ] L ]
= L 1 = [ ] s 0 -
5 005 - g f 1 g 1
== 1 0.051~ 3 1
B0 paz=t B ] B 1
T ‘ A - ‘ ‘ - ‘ ‘

5 2000 4000 6000 8000 5 0 2000 4000 . 6000 5 0 2000 4000 6000
g p(KO[Mev] 2 p(K)Mev] 2 P (1) [MeV]
= O T — IS E T 3
8. 01 —s-weighted data l © 2L — s-weighted data—|
Y] F 4 1 © E 4 ) ]
a4 $ weighted MC 1 ‘ S [ 1 B 4 weighted MC |
TB [ $unweighted MC ! + 7 @ L -+ 4 unweighted MC ]

r 0.15— -
= L £ 1
5 & I ~ ]
0.05— -

0.1 -
g B z
® r w F - 4
£ L £ 005 —
o] o] L += ]
g2 L g = 1
0 i L L 0 L L L L |

0 100 200 300 400 0 100 200 300 400
nSPDHits nTracks
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Figurc 70: @ Comparison ofbackground—subtmctcd data and simulated distributions in the control channel
before and after weighting the simulation for the 2017 dimuon control mode sample.
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before and after weighting the simulation for the 2017 dielectron control mode sample.
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Figurc 72: 0 Comparison ofbackground—subtractcd data and simulated distributions in the control channel
before and after weighting the simulation for the 2018 dimuon control mode sample.
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Figurc 73: @ Comparison ofbackground—subtractcd data and simulated distributions in the control channel
before and after weighting the simulation for the 2018 dielectron control mode sample.
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1.2.9 R(J/p) flatness cross-check

In order to validate the efficiency estimation and correction scheme of the simu-

lated samples, the ratio R(J/ip), defined as

N(BY = JJw K, Jip — e*e) y e(B = JAp K, Jip — pty)
N(B— JW K9, J/ip — utu~) €(B°— JY KO, Jip — ete)
is plotted as function of various quantities, shown in Figures and [76] Also

shown is the result of a fit with a constant straight line to each distribution with

RUA) = , (77)

the parameter p0 and the resuiting fic probability. Since this ratio is expected to be
unity, a flat distribution consistent with that value is suitable to demonstrate that
the differences between the data and simulated distributions are well understood
and corrected for in the control modes. The R(J/Y) are observed to be flat and are
consistent with unity within the uncertainties. For the distribution in nSPDHits
for 2017, it seems that a trend could be present. But this could also be explained by
a fluctuation of the first bin, which has the largest uncertaincy. Here the R(J/))
distribution as function of the B® kinematic and multiplicity variables is studied
as those variables are corrected for in the signal modes using the weights obtained
from the control modes. Although the data-simulation agreement in the control
modes was observed not to be perfect after Weighting, it can be seen that this does
not impact the R(J/i) ratio in the relevant variables. This indicates that these
remaining discrepancies will not introduce a large systematic uncertainty to the
determination of R(D*);ps-
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Figure 74: @ The ratio R(]/l,b) as function of the B® transverse momentum and pseudorapidity and the
number of hits in the SPD and number of tracks in the event for the 2016 sample.
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Figure 76: The ratio R(]/¢) as function of the BO transverse momentum and pseudorapidity and the
number of hits in the SPD and number of tracks in the event for the 2018 sample.
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l1.2.10 Form factor weighting

For the semileptonic decays, a realistic description of the form factors in the simu-
lated samples used to determine the selection efficiency is necessary since they can
modify the dccay kinematics of the process and so the cﬂ‘icicncy of selecting that
decay. The approximated g? distribution is one of the variables used to separate
signal and background decays. The distribution of g% in simulated samples de-
pends on the form factor model so that a reasonable form factor model is required
to describe the data well. It is possible to use different form factor models when
describing the data and to look for new physics by checking agreement of data
with simulated sampics using form factors models including BSM contributions.

Simulated samples generated with a specific form factor model and values for
the form factors can be weighted to match a different form factor parametrisation.
This form factor weighting is achieved using the HAMMER tool [78]. The signal
modes, as well as the B — D*t decay modes, are weighted to match the CLN
and BGL parametrisations with the measured values from and described
in Section The CLN parametrisation is used to extract the baseline result
and the BGL parametrisation as cross-check to estimate the impact of using a
particular form factor model, described in more detail in Section

To illustrate the effect of the form-factor weighting the distributions of the fit
variables are shown in Figures andwith the initial phase space distributions
and the distributions Wcighted to match the CLN and BGL parametrisations. It is
observed that the CLN and BGL parametrisations result in similar distributions.
The E; and ¢? distributions are seen to depend on the chosen form factor model
the most, where large differences between using a phase space decay model and
the CLN or BGL parametrisations are present.

The simulated highcr excited D* and double-charm background samplcs
would also require a form factor weighting to get the most realistic description
of the data. Especially for the double-charm decays, this is more involved due
to the two hadron final state. At the present stage, no form factor wcighting 1s

performed for these samples.

ll.2.11 Comparison of data and simulated distributions of signal
mode decays

Using the rcspcctivc yiclds of the signal and background contribution to the signal
channels obtained from the template fic described below in Section |I11.3|and the
respective shapes obtained from corrected simulation, it is possible to compare

distributions in data and simulation for the signal modes. In practice, this means
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Figurc 77: @ Fit variables in the simulated signai electron samplcs g_cncratcd with a phasc space model (blue)
and weighted to the CLN (red) and BGL parametrisations for the BY decay for the 2016 (top), 2017 (middle)
and 2018 (bottom) pcriods.

creating the histograms of all samples contributing to the fit in the variable to be
comparcd and adding them according to their respective yicids as determined by
the fit. The combined histogram can then be compared to the data. The compar-
ison then shows the distribution of the signal candidates in data including back-
ground contributions with the distribution expected from the fitted yields. These
comparisons are shown in Figure

The weighting procedure improves the agreement in the multiplicity variables
but worsens it in case of the B® pr. At the current stage of the analysis, this is
something still under study. As the muon and electron modes are affected in the

same way the effect of this increased discrepancy can be cxpcctcd to cancel in the

ratio. This is checked in Section [11.4.2

.2.12 Summary

To correct the signal mode simulation samples, correction factors, addressing dis-
crepancies due to the gcncratcd BO kinematics, the gcncratcd event multiplicity
and the LO trigger efficiency, are taken from the control modes. As the HLT selec-
tion differs between the signal and control modes the problem could arise that a
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Figure 78: @ Fit variables in the simulated signal muon iamples gcncrated with a phase space model (blue)
and weighted to the CLN parametrisation (red) for the BY decay for the 2016 (top), 2017 (middle) and 2018
(bottom) periods.

mismodelling of the HLT efficiency in the control mode simulation would distort
the other correction weights and make the application of the weights obtained
from the control channel on the signa] modes less justiﬁed. However it is seen
that the HLT efficiency is well modelled in the control mode simulation and the
associated correction weight could be expressed by a constant factor close to unity.

The HLT efﬁcieney correction factor for the signal modes is obtained from the
signal mode itself. The HLT selection for the signal modes was chosen to only
use the D? decay products so that the HLT efficiency and its correction factor is
independent of the lepton in the decay. [t is seen that the HLT correction factors
obtained on the electron and muon mode reasonably agree for a large region of the
DO pr. Therefore it can be expected that uncertainties due to the HLT efficiency

correction will cancel in the ratio.
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lll.3 Extraction of the relative signal yields

Central to the analysis is the extraction of the relative yield R,,,, of the electron
and muon signal channels. To obtain the final relative branching fraction, R,
then needs to be multiplied by the relative selection efficiencies. As alluded to
previously, the missing neutrino and the resulting partial reconstruction of the BY
hadron makes the extraction of the signal yield more difficult than performing
a 'simple’ fit to the B invariant-mass discribution. Instead a template fit is per-
formed where the probability density distributions are approximated using his-
tograms. The distribution observed in data is described by considering the signal
and several background template shapes. The shapes of the signal and most of
the baekground deeays are obtained from simulation taking into account the cor-
rection weights. The remaining baekground sources due to random combinations

and misidentification of particles are described by control samples obtained in a
data-driven way, as described earlier in Section [II1.1.8

ll.3.1 Description of the template fit

A three-dimensional template fit in qz, mfm'ssing’ E;epton

data samples of each year of the signal modes to separate the signal components

is performed using the

from the background contributions. The fit is performed simultaneously on the
clectron and muon samples, sharing the ratio R,,,. The choice of binning for
the templates is summarised in Table [17] with 400 bins in total. The choice of
the discriminating variables is motivated by a previous measurement of R(D*) by
LHCDb [79]. Compared to that analysis, the upper limit of the binning has been
lowered in Mrzm-ss
which great]y reduces the number of candidates in that region, which is expeeted to

and qz. This is motivated by the trigger selection chosen here,

mostly contain events which are considered background for this analysis, demon-
strated in Figure 80| showing the result of the template fit to the B — D* y*vﬂ
sample collected during Run 1 at LHCD.

Table 17: Binning used for the templates.

‘ lower border  upper border  number of bins

Mhissing | —2GeV? 6 GeV? 10
E}opton 100MeV 2500 MeV 10
q° —0.5 GeV? 8.5 GeV? 4

The template fit uses the HistFactory [90] package. A simplified (lite’) ver-

sion of the Beeston-Barlow method [91] is employed, allowing the sum of the tem-
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Figure 80: m Projections of the three-dimensional template fit of the Run 1 B — D*_‘u+ Yy sample .

plates obtained from simulated samples to vary bin-by-bin by the corresponding
statistical uncertainties due to finite sample sizes. This ’lite’ version makes the sim-
piiﬁcation of not varying each simulated template shape separately, which would
introduce one parameter for each template per bin, but instead calculating the
overall uncertainty in each bin as the weighted average of the simulated templates
at the beginning and varying each bin by this value during the fit. This variation is
implemented by introducing the parameters ; for each bin 7, which are included
in the likelihood as Poisson constraint terms. With this method, the uncertainty
due to limited simulated sample size can be considered in the fit and its impact
on the sensitivity can be estimated.

Since the uncertainty estimation of the Beeston-Barlow method is only accu-
rate when the initial amount of each simulated component is close to the final
result, the fit is performed in two steps. As a first step, a fit without the Beeston-

Barlow method is performed to get a first estimation of the yieids. In the second
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Table 18: Parameters used in the tcmplatc fit. A red colouring signiiics that the parameter is constrained to
a certain value.

muon electron

7l
Nsig

Rraw
N(B’ - D*D(— Hv,)X) N(B’— D*D(— e*v,)X)
N(B*— D'D(— y*v,)X)  N(B* - D*D(-> e*v,)X)

N(B— D*uv) N(B— D*ev)
Qap+/Bo
ABR(B'—Dy)
XBR(B'-D]")
QABR(B"—D}")
ABR(B+—D?)
XBR(B*—D,%)
*BR(B*—Dy)

N#(BY — D*) N¢(B" - D*™)
N#(B* — D*™) N¢(B* — D*)
NI\}cr}riisID Nl\ejr(iiisID
ﬁomb,WS gomb,WS
acomb,WS acomb,WS

4 N¢
comb,D* comb,D*
acomb,D* a?omb,D*
NH#BY— D* 1ttv,) N¢(B = D* t%v,)

N¥(B°— D*Df (= t™v;)X) N¢B"— D*D] (- t7v,)X)
N¥B*— D*Dj(— t*v;)X) N¢B"— D*D{(— t*v,)X)
N (B — D;*uv,) N(B? = Dev,)

step, these yields are taken as the starting point and the Beeston-Barlow method
is enabled.

The parameters ﬂoating in the fit are summarised in Table By expressing
the electron signal yie]d as a function of the muon signal yield and the raw ra-
tio, a simultaneous fit is performed. The @ parameters correspond to Gaussian
constraints imposed on various yield parameters.

The fitting proccdure relies on the abiiity of the fitter to distinguish between
the different contributions based on their template shapes. To illustrace this in
the following the different background contributions considered in the fit are dis-
cussed and one-dimensional projections of the fit variable of the signal modes are
compared with the various background shapes. The figures for all years can be

found in Appendix
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ll.3.2 Templates from simulation
Templates for B > D 7"y,

The B — D*"t*v, decay, where the tau decays to a muon or electron and a pair
of neutrinos, is treated as background in this analysis. The form-factor model of
the BY decay is weighted to the CLN parametrisation. A comparison of this back-
ground shape to the signal template is shown for both signal modes in Figures m
and in Appendix [F|for 2016, 2017 and 2018, respectively.

Templates for B— D*{"v,

The contribution from B — D*¢v decays is described using the cocktail sam-
ples summarised in The different decays of both the B® and B* samples
are added to the fit model with a shared total yield and their relative branching
fractions, which are constrained to the known values [84].

Since for the B — D**¢~v decay, the D*** have only been measured using de-
cays to 5*07'6_, a factor of 0.5 is added, derived from the isospin symmetry when
considering the decay to D" 1°. An additional factor is added to account for the
relative efficiency between the BY and B modes, mostly caused by the isolation
requirement having different rejection power for the two samples. Finally, a rela-
tive factor to account for differences between the abundance of B® and B mesons
is introduced constrained to the nominal value of 1 with an uncertainty of 15%.
The nominal template shapes are shown for the electron mode in Figures (124,
and for the muon mode in Figures in Appendix separately for each year.

Templates for higher D™ resonances, which are less understood, are included in
the fic with the templates shown in F iguresand As their relative branching
fractions are not well known, the composition of the different decay chains in the

cockrail sample is kept to the fractions initially generated.

Templates for B—»> D*DX

The double-charm background, where the the additional D-meson decays to final

states involving a muon or an electron, are included with the template shown for

the electron mode in Figures and for the muon mode in Figures m,
in Appendix F| separately for each year.

Also included are templates, where the D meson decays to a T first, shown for
the electron mode in Figures[130] [143] [156/ and for the muon mode in Figures

in Appendix F| separately for each year.
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Templates for B? — D*(v,

The templates for backgrounds from semileptonic BY decays including D;* states,

which can decay to D** are shown for the electron mode in Figures
and for the muon mode in Figures in Appendix separately for each

year.

ll.3.3 Data-driven templates

The combinatorial background shapes obtained from data, as described earlier,

are shown for the electron mode in Figures|134} [147] [160[ and for the muon mode
in Figures [135] [148] [161] in Appendix [F| separately for each year. The yields of

the 'fake” D*'real’ lepton and 'real’ D*'real’ lepton combinations are constrained in

the fit to their respective expected value with an uncertainty of 15%. The fake
1epton contribution is left frcciy ﬂoating due to an ongoing discussion within the
collaboration about the limitations of the PIDCALIB approach, which could lead
to a biased estimate of the yield of this contribution.

I11.3.4 Fit results

One-dimensional projections in miiss, E; and g? of the fit results are shown in

Figurcs and f‘OT thc muon and cicctron signal modcs, scparatciy FOT th€

2016, 2017 and 2018 data samples. The template shapes describe the data well in

2

most of the kinematic regions and the pulls are small. At the edges of the m, .

and E; the description of the data gets worse, as seen from largcr pulls. Espccially

. 2
the first bin in m, ..

combinatorial background templates have low statistics in this bin and so their

is not well modelled. A possible explanation is that the

contribution is not well accounted for. A possible improvement could be to allow
the combinatorial background shapes also to vary according to their uncertainties
with the Beeston-Barlow method as the simulated samples do. As the yield in those
edge bins is much smaller compared to the overall yield this mismodelling should
have a ncgiigibie effect on the signai mode yicids and their ratio.

Projections in m1211iss and Ej in the four g* bins ares shown in Appendix |Glin
Figures|162} [164|and [166|for the muon final state, and in Figures|163}[165/and |167]
separately for the 2016, 2017 and 2018 data samples.

To give an impression of how the tcmpiatcs are varied by the Beeston-Barlow

method, the same projections, but with the shape variation set to unity are shown
in Appendix [H} It should be noted that the pulls shown in that case do not take

into account the uncertainty on the simulated tempiatc shapcs. From this, it can
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be Seen that the BGCSEOH*B&I’lOW method 18 necessary to obtain a gOOd ﬁt result as

the simulated samples are too small to provide accurate template shapes.
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.4 Determination of the ratio R(D*");;,

After obtaining the ratio of the yields R,,,, of the electron and muon signal modes
from the template fit, the only missing ingredient is the estimation of the relative
reconstruction and selection efficiencies. The eﬁiciency is obtained separately for

the electron and muon signal channels.

I11.4.1 Selection efficiencies

The total efficiency €;,; to reconstruct and select an event estimated by simulation

18 given by the product

€tor = egen X erecolgen X estrip|reco X €sel|st‘rip X 6trig|sel’ (78)

where each efficiency is defined 'on top’ of the preceding ones.

The generator-level efficiency €gen describes the efficiency of the selection ap-
piied at the generator—ievel of the simulation. This includes a selection, which
requires the final state particles of the simulated decay to lie within the LHCb
acceptance. Additional requirements on the momentum and pseudo-rapidity are
applied o save time spent on simulating events, which would be later rej ected due
to the stripping and offline selection requirements, by already rejecting them at
this stage. This efficiency can be directly obtained from the simulation step by gen-
erating a large enough sample. The reconstruction efficiency €recolgen describes the
eﬂ'ﬂlciency ofreconstructing all (visible) final state particle tracks of the simulated
decay given that the generator-level selection is passed. The stripping efficiency
Estrip|reco is defined here as the efhiciency of the stripping selection of the simulated
decay if the tracks of the final state particles have been reconstructed. The selec-
tion efticiency €geyjs4rip is the efficiency of all further selections performed oftline,
with the exception of the trigger requirements, given that the event was selected
by the stripping step. Finally the trigger selection efficiency €4ygy51 is defined as
the eﬁiciency of events passing the LO and HLT requirements given they passed
all previous steps. The combined efticiency €,ecojgen X Estripjreco X Esellstrip X Etriglsel
is estimated from the corrected simulation samples. It is defined as the weighted
number of events in the simulated sample after all selection steps and taking all
the correction weights into account, divided by the weighted number of events
passing the generator-level selection.

.4.2  R(D*")jiqn flatness cross-check

Similarly to what was done for the control mode, the data is split in bins of various
variables and the template fit is repeated in each. The ratio obtained in each bin
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is then again corrected by the efficiency ratio, taking into account the additional
selection efﬁciency for an event being in that bin. This serves as a cross-check
that the ﬁtting procedure and eﬁiciency correction are well understood by check-
ing the flatness of the resulting distribution, as shown in Figures and (86| as
function of pr and 7 of the B° and nSPDHits, where the uncertainty is the sta-
tistical uncertainty and the systematic uncertainty due to the simulated samp]e
size. No significant trends are observed which demonstrates that the remaining
data-simulation discrepancies observed in Section cancel in the ratio.
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Figure 84: @ R(D*Jr)light as function of various quantities for the 2016 sample.

I11.4.3 Combination of results

The ratio R(D™)jigns is obrained separately for the three dara samples, sum-
marised in Figure The values are combined as uncertainty-weighted average

R;
Yigt
Rcomb = 11 (79)
Liz
j
with the uncertainty
(80)
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Figure 86: ® R(D™")jjqp as function of various quantities for the 2018 sampl

as the uncertainties under consideration are uncorrelated between the years. This
results in R(D*“L)l,-ght = 2.938 + 0.064 where the uncertainty is composed of the

statistical uncertainty and the systematic uncertainty due to the simulated sample
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combined 2.937 +- 0.064
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Figure 87: @ Blinded value of R(D™")}; g5, obtained for the three years (blue) and the combined value (red).
The uncertainties include the statistical uncertainty and the systematic uncertainty due to the size of the
simulated samples. The CLN parametrisation is chosen as form factor model.

sizes. The three years are in good agreement with each other and the combined
value. In the next chapter additional sources of systematic uncertainties are evalu-
ated and the expected sensitivity is estimated.
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Table 19: Sources of systematic uncertainties taken into account and the associated relative systematic un-
certainty on R(D*")jjgps. Also shown is the total statistical uncercainty.

source uncertainty AR(D*)jigp (%)
simulated sample size 2.12
lepton tracking efficiency 0.22
lepton identification 0.16
form factor parametrisation 0.19
total systematic uncertainty 2.15
statistical uncertainty 0.48

lIl.L5 Estimation of systematic uncertainties

As mentioned before, many sources of systematic uncertainty are expected to can-
cel in the ratio. Of primary interest to estimate the sensitivity of the measurement
are the systematic uncertainties, which do not cancel out. These are related to the
different behaviour of electrons and muons in the detector. Another source of
systematic uncertainty is the size of the available simulation samples. The choice
of form factor model is treated as a source of systematic uncertainty. The system-
atic and statistical uncertainties are summarised in Table This results in the

blinded value
R(D™)jignt = X x (2,937 £0.014(stat.) + 0.063(syst.)), (81)

with the blinding factor X. The Belle measurement of this ratio cited in the intro-
duction has a relative statistical uncertainty of 0.99% and a relative systematic un-
certainty of 2.97%, while this measurement has a relative statistical uncertainty of
0.48% and a relative systematic uncertainty of 2.15%. Exploiting the large LHCb
data set the relative statistical uncertainty is smaller than the Belle measurement,
even though the fiducial region selection sacrifices many events. The systematic
uncertainties evaluated so far show that the different behaviour between electrons
and muons in the LHCD detector can be kept under control by this choice of fidu-
cial region. This gives confidence that the sensitivity of this analysis should be
at the level of the Belle measurement. While other sources of systematic uncer-
tainty are expected to cancel in the ratio, this needs to be verified to get the final
estimate of the total systematic uncertainty. The statistical uncertainty is much
smaller than the total systematic uncertainty and the dominant systematic uncer-
tainty is caused by the size of the simulated samples. Increasing the simulation
sample sizes by ’simply’ generating more events would therefore greatly improve

the precision of this analysis.
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Table 20: Relative systematic uncertainty due to the 1Cpton tracking Ci‘ﬁcicncy.

tracking correction systematic uncertainty (%)
year muon electron total
2016 0.24 0.20 0.31
2017 0.24 0.20 0.31
2018 0.23 0.19 0.30
combined | 017 0.14 0.22

lI.L5.1 Tracking efficiency correction

To correct the simulated tracking efficiency for muons and electrons centrally pro-
duced correction factors are applied, as described in Section These correction
factors have an associated statistical uncertainty, due to the sizes of the data and
simulation samples used, and a systematic uncertainty, due to the procedure of
how they were obtained. The statistical and systematic uncertainty on the correc-
tion factors needs to be propagated and are a source of systematic uncertainty for
this measurement.

To estimate this contribution, a new correction table is created by resampling
each correction factor according to its uncertainty, assuming a Gaussian distribu-
tion around its central value. Then the newly created table is used for correcting
the simulated samples and the efficiency is re-evaluated. By repeating this proce-
dure a distribution of new eﬁiciency values is obtained. The relative systemartic
uncertainty due to the tracking eﬂ‘iciency corrections is then taken to be the stan-
dard deviation of this distribution divided by its mean. The relative uncertainty
for the muon and electron tracking efficiencies corrections for each period esti-
mated with 1000 resampled correction tables each is summarised in Table The
combined relative systematic uncertainty on the efficiency ratio is also given. It
can be seen that the systematic uncertainty is independent of the year and that
it is very similar between muons and electrons. This is a result of the choice of
fiducial region of the iepton kinematics and demonstrates that final states with

electrons can be measured as precisely as final states with muons.

l1.5.2 Particle identification efficiency

The particle identification variables used in the selection are replaced by KDE
estimates of their distribution obtained from background-subtracted calibration
modes. As the systematic uncertainty due to muon and electron identification
does not cancel in the ratio its effect needs to be quantified. The sizes of the cal-
ibration samples and the kernel-density method are sources of systematic uncer-
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Table 21: Relative systematic uncertainty due to the 1cpton identification cfﬁciency for each year. The

uncertainties for cach year are combined to obtain the uncertainty on the final result.

year calibration sample size (%) | KDE method (%) | total (%)

U e u e uoooe
2016 0.08 0.17 0.13 0.63 015 0.65
2017 0.01 0.26 0.04 0.06 0.05 0.27
2018 0.10 0.24 0.01 0.02 0.10 0.24
combined | 0.10 0.12 001 002 [010 0.2

tainty on the ratio. The size of the former is estimated by using resampled kernel
densities. By using these alternative densities for the PID resampling, the PID
efﬁeieney can be estimated for each for them. The expected relative uncertainty
is then estimated as the standard deviation divided by the mean of the resulting
distribution of efficiencies. This estimation comes with the caveat that only up
to ten resampled densities per year and PID variable are available. While this al-
lows for an approximation of the size of the effect, the small number of alternative
templates prohibits an exact determination.

The effect of the kernel-density method is estimated by using a KDE with 50%
1arger kernel width. This results in alternative resampled PID variables. The PID
selection efficiency is estimated using these alternative values and the systematic
uncertainty is taken as the relative difference between the nominal and alterna-
tive PID efﬁeieney. The relative systematic uncertainty due both these effects is

summarised f‘OT €1€CtTOﬂS and muons fOl” C?lCh year n T’clb1€

l1.5.3 Size of simulated samples

To estimate the effect of the limited size of the simulated samples on the fit result,
the template fit is repeated with and without using the Beeston-Barlow method. In
the former case, the uncertainty on R, 4, obtained from the fit includes the statis-
tical uncertainty and the systematic uncertainty due to the size of the simulation
samples used to create the template shapes. In the latter, only the statistical uncer-
tainty is obtained. The systematic contribution can be calculated as the quadratic
difference between the respective relative uncercainty. The systematic uncertainty
due to the simulation sample sizes and the statistical uncertainty is summarised
in Table 22| for all years and the expected uncertainty when combining the three
years is given.

This uncertainty also includes the effect of the Weighting of the simulated sam-
ples, which reduces their effective statistical power. The increase in systematic
uncertainty due to the weighting is estimated by repeating the analysis without
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applying the simulation correction weights but the form factor weights, which are
necessary to obtain reasonable template fit results. The quadratic difference of the
relative uncertainties of both scenarios gives the size of the effect of the weighting.
It is estimated that the weighting presents a contribution of 1.40% to the relative
systematic uncertainty in the quadratic sum in the combination of all years. From
this, the effect of choosing the B® — J/ih K** decay mode as control channel rather
than the B* — K" J/ip decay can be approximated. The B* — K*J/i yield is ob-
served to be about three times larger than the B® — J/ip K* yield within a given
year. Obtaining the Wcights from the Bt — K™ ]/¢ sampic would then reduce the
contribution of the weighting procedure to the systematic uncertainty by a factor
of V3 to 0.81%. The overall systematic uncertainty due to the size of the simu-
lated samples and the weighting procedure then would decrease from 2.12% to
1.78%.

To verify the uncertainty estimate of the Beeston-Barlow method, a toy study
is performed, where the data sample is repeatedly reficted 500 times, while the
simulated shapes are rc—sampicd according to their bin uncertainties before each
toy fit. These fits are done with the Beeston-Barlow method enabled. The aver-
age value and standard deviation of the resulting distribution of fitted ratios are
then used to calculate the expected relative uncertainty. This toy study results in
uncertainty estimates similar to the ones from the Beeston-Barlow method, but
they are up to 8% smaller in each year. Nevertheless this gives confidence that
the Beeston-Barlow method gives reasonable estimates of the uncertainty, which
in the worst case could be thought of as siightly too conservative.

It is also studied which contribution has the iargcst influence on the systematic
uncertainty. The data fit is repeated with one simulated sample being artificially
increased by a factor of 10 by dividing the bin errors of the corresponding his-
togram by \/ﬁ before rc—doing the fit employing the Beeston-Barlow method. In
cach fit, the more a sample contributes to the total systematic uncertainty, the
more the uncertainty on the fitted ratio will decrease. Using these studies, the to-
tal uncertainty due to the limited size of the simulated samplcs estimated with the
Beeston-Barlow method Affc is then split into the contributions

2 _ A2 2 2
AMC - ASig,]i + ASig,e + Aother’ (82)
where Agjq , is the contribution due to the size of the muon signal simulated sam-

ple, Agjg . due to the size of the electron signal simulated sample and Aype, due
to all other simulated sampics, shown in Table As cxpcctcd, the dominating
contribution to this systematic uncertainty is the sample size of the signal modes,
as they present the largest yield fraction.
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Table 22: Relative systematic uncertainty due to simulated samplc sizes obtained with the Beeston-Barlow
method and statistical uncertainty for 2016, 2017, 2018 and the combination of the years.

year Affc (%) statistical uncertainty (%)
2016 347 0.85
2017 3.68 0.84
2018 3.94 0.81
combined 2.12 0.48

Table 23: Contribution to the relative systematic uncertainty due to simulated sample sizes broken down
into the contributions from the muon signal, electron signal and all other simulated sample sizes.

BB
expected Avic ‘ Asig,,u ‘ Asig,e ‘ Aother

2016 | 3.47% 2.51% | 1.99% | 1.33%
2017 | 3.68% 2.46% | 2.48% | 1.16%
2018 | 3.94% 2.65% | 2.63% | 1.26%

I11.5.4 Form factor model

To estimate the effect of the choice of form factor parametrisation the analysis 1s
repeated with the signal simulation sample weighted to match the BGL model in-
stead of the CLN parametrisation using the measured values of (47). The obtained
R(D"")jign for each year and the combination is shown in Figure (88| were only the
statistical uncertainties and the systematic uncertainties due to simulation sample
sizes are considered. Comparing with the results from using the CLN parametri-
sation, the values for R(D*")jjop; agree within 1% or better for each year. To
estimate the systematic uncertainty due to the choice of form factor model, the
relative difference between the result for BGL and CLN for each year are com-
bined, as summarised in Table 24| This results in a relative systematic uncertainty

of 0.19%.

Table 24: Results for R(D*")jjgp for 2016, 2017 and 2018 using the BGL and CLN form factor parametri-
sations. The relative difference between the two is also shown and combined to estimate the systematic
uncertainty due to form factor model choice.

year R(D*)1igns (CLN)  R(D™")jions (BGL)  relative difference BGL/CLN
2016 2.886 2.892 0.21%
2017 2.907 2.937 1.03%
2018 3.047 3.033 0.46%
combined uncertainty 0.19%
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combined 2.947 +- 0.065
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Figure 88: @ Blinded value of R(D*")j;gp,; obtained for the three years (blue) and the combined value (red).
The uncertainties include the statistical uncertainty, the uncertainty on the efflciency calculation and the
systematic uncertainty due to the size of the simulated samples. The BGL parametrisation is chosen as form
factor model.

lL5.5 Estimation of selection efficiency

The systematic uncertainty due to the signal muon and electron simulation sample
sizes is already taken into account by the Beeston-Barlow method when perform-
ing the template fit. As the same simulated samples are used to estimate the signa]
selection efhiciencies no further systematic uncertainty is assigned on the efficiency
to avoid double-counting this effect. To estimate the systematic uncertainty due to
the simulation correction weights the final R(D*Jr)light ratio is obtained without
using the weights when calculating the signal selection efficiencies. The difference
is of the order O(0.1%) and thus presents a negligible contribution to the overall
systematic uncertainty.
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Chapter IV

Primary vertex reconstruction for the
LHCb Upgrade

“Every point of the universe is a fixed
point: all you have to do is hang the
Pendulum from it.”

Umberto Eco, Foucault’s Pendulum

For the data-taking period of the LHC set to start in March 2022, the LHCb
detector is being upgraded. Not only are many hardware and electronic compo-
nents replaced, but also the LO hardware trigger is going to be removed leaving
the software-level trigger to deal with the full event rate of 30 MHz. At the same
time, the instantaneous luminosity is going to be increased by a factor five to
L=2x103cm?s7 L.

The main motivation to completely forgo the hardware trigger is that for many
decay channels the signal yield per unit of 1uminosity saturates at some point
if the same trigger strategy as in Run 2 was used, as shown in Figure limit-
ing the effect of increasing the instantaneous luminosity on the collected amount
of data. This saturation occurs since above a certain instantaneous 1uminosity
prompt QCD background processes dominate the output rate of the calorimeter
triggers. To counteract the increased output rate tighter constraints would have
to be introduced at the LO level, reducing the overall signal selection efficiency.
Since many measurements performed at LHCD are limited in statistical precision,
collecting more data is necessary. A saturated hardware-level trigger would re-
sult in inefhicient data-taking and defeat the purpose of the LHCb Upgrade. To
overcome this the first stage of the trigger would need to use higher-level objects,
such as tracks and PVs, to identify displaced signatures instead of relying on 'raw’
detector information.

Removing the LO trigger puts an enormous strain on the throughput require-
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for hadronic decays is Cxpccted to saturate at large instantaneous luminosity [92].

ment of the software-level trigger, especially its first stage HLT1 [93], as now long
tracks and PVs have to be reconstructed at a rate of 30 MHz. Because of this, it
was not only necessary to rethink and to improve the reconstruction algorithms al-
ready used during Run 2, but also the decision was taken to make use of accelerator
hardware by moving the HLT1 sequence to be executed completely on GPUs. This
effort was achieved through the Allen project [1] [94] within the real-time analysis
(RTA) project of LHCb.

The main work performed in the context of the Allen project during the course
of this thesis consisted of adapting a new PV reconstruction algorithm, originally
devised for CPU architectures, to an implementation suitable for GPUs, exploit-
ing its capabilities for parallel execution. Parts of this algorithm, especially con-
cerning the PV fitting part, were modified significantly to achieve the required
performance on a GPU.

This Chapter first introduces the LHCb Upgrade detector and the boundary
conditions HLT1 must fulfil during the Run 3 data-taking period. The motivation
for using GPUs to execute the HLT1 sequence is discussed. The adaption of the
PV reconstruction algorithm to GPU architectures is described and its physics and
timing performance evaluated. Finally a cross-check comparison of the resules of
compiling the Allen software on CPU and GPU hardware is presented.
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IV.1 The LHCb Upgrade

While the overall design concept of the LHCD detector remains the same for the
Upgrade, many parts are replaced. The opportunity is taken to insert detector ele-
ments with finer spatial granularity and more radiation resistance to last until the
aimed for 50 fb_l integrated luminosity of data are taken with the Upgrade detec-
tor. In case of the VELO, the R — ¢p-sensors are replaced by silicon pixel detectors.
The previously semicircular detector halves are replaced with two "L'-shapes, as
shown in Figure Instead of separate measurements of the r- and ¢- coordi-
nates the pixel detector delivers the x- and y— coordinates of a hit. A new tracker,
called Upstream Tracker (UT), will replace the TT in front of the magnet, while
the downstream tracking stations will be replaced by new stations made from scin-
tillating fibres (SciFi). The PS and the first muon station M1 are removed. The
optical system and photodetectors of the RICH system are replaced. In addition,
a large part of the electronics is changed out due to the LO being removed. The
updated electronics allow for reading out the detector at a maximum data rate of

40 Thit/s. A schematic view of the Upgrade LHCb detector is shown in Figure

i ﬁ M%

VELO fully closed VELO fully open
(stable beams)

Figure 90: m Schematic front view of an Upgrade VELO detector plane in closed (left) and open (right)
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Figure 91: m Schematic view of the LHCb Upgrade detector 4
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The software-level trigger for Run 3 and beyond is a particular challenge, as
described below. In the effort to address this the LHCb collaboration came up with
two viable implementations of the first stage of the software-level trigger HLT1.
One was to be executed on CPU architectures, the other on GPU architectures.

IV.1.1 Run 3 trigger

The trigger strategy of the LHCb Upgrade detector for Run 3 is fundamentally
Changed Compared to previous data—taking periods. With the hardware trigger re-
moved and the instantaneous luminosity increased the throughput requirement
(in terms of events processed per second) of the software trigger is much harsher,
while it also needs to deal with largﬁr occupancies in the detector. This Change of
paradigm is illustrated in Figure |92 showing an overview of the trigger stages dur-
ing Run 2 and Run 3. Now the full 30 MHz non-empty event rate is sent directly
to the first stage of the software-level trigger, where all sub-detectors have to be
read out and the event is partially reconstructed. Similar to the Run 2 HLT1, the
first stage of the software-level trigger requires at least the output of the VELO,
UT, SciFi and muon stations and the amount of work it has to perform in Run 3
is at least reconstructing charged long tracks using the upstream and downstream
tracking stations, reconstructing primary vertices, identifying muons and making
selections based on single tracks and two-track combinations. Reaching this mini-
mum baseline for the HLT1 proved a non-trivial challenge, though it was achieved
using both CPU- and GPU-based architectures within the budget constraints of’
the LHCb Upgrade.

Using CPUs or GPUs has consequences on the data flow of the trigger and data
acquisition system, as illustrated in Figure The GPUs are placed in the event
building servers so that the HLT1 sequence can already be executed at this stage.
If the HLT1 decision is positive the event is kept and sent to the even-filter farm.
This saves part of the budget which has to be spent on the network as onboard
10 Gb/s network cards are sufficient instead of having to buy custom 100 Gbit/s
network cards, as the data rate sent over the network is reduced from a maximum
of 40 Tbit/s to 1-2 Tbit/s. An added benefit is that this also frees up slots in the
event-builder server to place the GPUs.
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Figure 92: m Trigger strategies employed during Run 2 (Ieft) and Run 3 (right) ||
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Figure 93: m Data flow for the CPU- (left) and GPU- (right) based HLT1. By placing the GPUs in the event-
builder server farm, the data rate sent to the event-fileer farm can be reduced by an order of magnitude
before sending it to the server farm via the network. Adapted from [1] wich updated numbers.
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IV.2 The Allen project

For the Allen project to be chosen as the baseline solution, it had to show that it can
address several issues. It needed to be more cost-efficient compared to the CPU
solution while reaehing the same or better physics and selection performance. As
there is oniy limited space in the event-filter farm servers to piace the GPUs, its
throughput per GPU must be high enough to meet the overall throughput require-
ment of 30 MHz. There is space to place two GPUs in each of the 170 servers,
which means that a single GPU needs to process events at a rate of about 88 kHz
with an appropriate safety margin. To reduce the complexity of the overall system
and to avoid having too many data-transfers to and from the GPUs it is a desirable
feature that the Complete HLTT sequence runs on GPUs and not only parts of it.
The Allen software would then take as input the raw detector information of the
relevant sub-detectors and deliver as output a report of the decision of each trigger
line and which physical objects caused positive decisions.

At the current time, it is not feasible to use GPUs and run Allen on them when
simulating the HLT1 on the LHC computing grid, where mostly CPU servers are
available. For this reason, the Allen software must also be compilable and exe-
cutable on CPU architectures. As Compiling software on different architectures
can give rise to small differences in the results, for example due to different round-
ing schemes, it had to be shown that these difference between the CPU and GPU
compilations of Allen are small, as it otherwise would introduce additional discrep-

ancies berween the data and simulation sampies.

IV.2.1 Modern processing architectures

Modern CPUs can exploit the SIMD (single instruction, multiple data) paradigm
to achieve high throughput. This means that each instruction, e.g. an addition, is
not executed on a singie entry in memory, but on multipie ones at the same time.
The addition of two vectors of the same length can serve as an illustrative example.
The corresponding elements of both vectors have to be read from memory, the
addition is performed and the result is stored. Without SIMD each element is
processed in sequential order, while with SIMD multiple elements are processed in
parallel. The number of simultaneously processed elements depends on the vector
length available on the employed CPU, which typically is up to 16 on modern
hardware.

In contrast, the main paradigm for GPUs is SIMT (single instruction, multiple
threads). On a GPU multiple independent threads are launched, which execute the
same code. Each thread then operates on a different element in memory. In the
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example of vector addition, each thread would perform the addition of a different
element. Depending on the iength of the input vector and the Capabilities of the
GPU, one could launch a thread for each element. Alternatively one can loop over
the vector in steps given by the number of threads.

The programming ianguage chosen for the Allen project is Cs+ combined with
CUDA [98], developed by Nvidia, which allows the writing and compiling of code
to be executed on Nvidia GPUs. The CUDA code is written in a way that by us-
ing macros it can be compiled and executed on CPUs. In the CUDA framework
threads are organised within "blocks’, which in turn are organised in a’grid’. As an
example of how this would map to the use case at LHCD, one could imagine having
aone-dimensional grid with a block associated with each event. Within each event-
block threads could be launched to, for example, perform an operation on already
found tracks. The number of blocks and threads used for each algorithm and how
they are used is non-trivial and an important part of optimizing the code in terms
of throughput. An important feature is that threads within the same block can be
synchronised and have access to a common memory, called shared memory, which
provides a way where the independent threads can exchange information. The
GPU device’ communicates with the CPU "host’ via a global memory, which both
can access and write data to. The thread blocks are executed on streaming mul-
tiprocessors, which contain many computing cores performing the calculations.
Each streaming multiprocessor can handle multiple blocks at the same time de-
pending on its memory resources. Within each block, threads are grouped into
so-called 'warps’ consisting of 32 threads. The threads in a warp execute the code
istructions at exactly the same time.

The GPUs are connected to a server by a PCle (Peripheral Component Inter-
connect Express) connection, which puts some limits on the rate at which data
can be exehanged between the server and the GPU. To avoid these limitations the
whole HLT1 sequence is executed on GPUs so that partial results do not have to
be copied to and from the GPU.
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IV.3 Primary vertex reconstruction

The first stage of the software-level trigger relies to a large part on displaced sig-
natures. Either high transverse momentum tracks with significant displacement
with respect to each PV in an event or a two-track vertex displaced from any PV
are used in the selection. For this purpose, PVs must be reconstructed in the HLT1
with high efficiency and a low fake rate. A high efhiciency is needed so that prompt
tracks are not misclassified as displaced if their associated PV is not reconstructed.
A low fake rate ensures that displaced tracks are not misclassified as prompt it
they happen to point towards the fake PV. In addition to the general challenges
due to the increased instantaneous luminosity and trigger input rate, the PV re-
construction used in the LHCb Upgrade software needs to cope with an increased
expected number of PVs per event of about 5, which leads to a higher rate of spa-
tially overlapping PVs, which are more complicated to deal with compared to PVs
which are isolated.

The PV reconstruction is based on the tracks found in the VELO, which sur-
rounds the interaction region, as indicated in Figure For Run 3 each event
contains on average about 200 VELO tracks and 5.6 'visible’ PVs, which produce
enough trackﬂ in the VELO so that they can be reconstructed. The PVs are dis-
tributed in x and y with a spread of about £20 wm and in z with about +6 cm. The
simulated distribution of x- and z-positions of PVs for Run 3 events is shown in
Figure[95] The simulation assumes the beamline to be positioned at (x,y) = (0,0)
and the centre of the pp collisions to be at z = 0.
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Figure 94: m Schematic side view of the Upgrade VELO detector with the pp interaction region [95].
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The outputs of the PV reconstruction are the positions of the PVs, the associ-
ated uncertainties and the list of tracks associated with each PV. In addition to

the throughput requirements, there are severa] thSiCS performance parameters

ltypicaily four tracks are required
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Figure 95: me Simulated distribution of PV x- (left) and z- (right) positions during Run 3 [99].

used to judge the Viability of a PV reconstruction aigorithm as described in Sec-

tion V.33l

IV.3.1 The Run 3 algorithm 4«

After the tracks in the VELO are found, previous vertex reconstruction algorithms
employed at LHCD [100] usually consist of a seeding step, where the initial PV po-
sitions are obtained and a vertex ﬁtting part, where the final vertex positions and
the Corresponding uncertainties are estimated. In the PV reconstruction aigorithm
used for Run 2, the seeding part was building vertex candidates using track-track
combinations. Since this becomes more time-intensive the larger the track mul-
tiplicity in the VELO in an event, a different approach — initially implemented
on CPU architectures— was developed for Run 3 data-taking. Now the seeding is
based on identifying peaks in a histogram to avoid doing such combinations. This
histogram is created for each event by firse extrapoiating the VELO tracks from
their first measurement to their point of closest approach to the beamline Xpoca-
This requires that the position of the beamline is known with sufficient precision.
It is obtained during the VELO closing procedure as straight-line tracking and
vertexing of the beam-beam vertices can be performed while the VELO is eiosing.
This information must be accessible to the GPU. The histogram is filled with den-
sity distributions around those points taking into account the uncertainty of the
track states. In the foliowing, the basic steps of the aigorithm are discussed as it
was implemented on CPU architectures. In Section the Changes made to
obtain a fast implementation on GPUs are discussed.

The main motivation of the histcogramming approach can be understood by
comparing the distribution of the PVs in x, v and z with the distance of the
track x,y,z-position to the PV position in simulated data. In case of the x- and y-
coordinates, the distance is defined as the distance of the track x- and y-position
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Figure 96: me Distance between the x-position of the track when extrapolated to the z-position of its origin
PV and the true Z-position of the PV (left). Difference between the true Z-position of'a PV and the Z-position
of the point of closest approach to the beamline of a track originating from the PV. Both distributions are
obtained from simulation of Run 3 conditions [99].

after extrapolating the track state to the true z-position of its origin PV. For the
z-coordinate, the z-position zpgca of the point of closest approach (POCA) of
the track to the beamline is compared with the simulated MC PV Z-position.
Since the distributions in x and p a very similar, only x and z distributions are
shown in F igure to be compared with F igure For x (and p), the distribution
of the PVs is similar to the distance to the tracks meaning that it is not possible to
infer the PV x-position from X;,4¢. For the z-coordinate on the other hand, the
PVs are spread out over a wide range compared to the distance of the track to the
PV. From this, it secems that it should be possible to get a reasonable estimate of
the PV z-position by looking at the Zpoca of its tracks. This can be done by filling a
histogram with the values of Zpoca- SINCE the tracks originating from a certain PV
should have similar values of z,,,, peaking distributions in the histogram should
indicate the presence of a PV, roughly at the z-position of the peak. When this
algorithm was developed, the novelty of also taking into account the uncertainty
on z

p
Witch this in mind the algorithm can be roughly divided into the following

oca When filling the histogram was introduced.

SthS:

1. extrapolation of the VELO track states to the point of closest approach
Xpoca to the beamline

2. filling a histogram with a density distribution around zppcy of the extrapo-
lated tracks

3. searching for peaks in this histogram

4. assigning tracks to the identified peaks
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5. ﬁtting each vertex using the assigned tracks

VELO track extrapolation

Before the PV reconstruction algorithm is executed, the track state (x, Y, by t},) at
a certain z-position, where t, = % and t, = Z—z are the track slopes, is estimated
with a simpliﬁed Kalman fileer [101], where the x and Y components are treated
independently. From this the covariance matrix C, describing the uncertainties

and correlations of the track parameters, is obtained
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Since x and Y are treated independent]y, the Corresponding correlation terms are

zero and the covariance matrix simplifies to
2 t
C = Lo, (84)

The crack states are extrapolated from the firse-measured point to their point
of closest approach to the beamline by propagating the track state and covariance
matrix by the distance Az with

ty (xbeamline o X) + ty (ybeamline - ZJ)

Az = : 85
ty+1t; (85

Histogram filling

To take into account the uncertainty of the track excrapolation when filling the his-
togram of zppcy values, each track contributes to multiple histogram bins around
its estimated zppca value. The contribution to each bin is calculated according

to a Gaussian density distribution with mean value zppc 4 and standard deviation

defined by

GZPOCA

tN (o2 o\t 2
_ x Xy X
GZPOCA - (t ) (U:y 0.2) (t . (86)



The uncertainty o, is defined this way so that it increases when the uncertainty

on the track positipoorf:q o, and 0,, is iarger or when the track siopes are small. A
small track slope means that its angle with respect to the z-axis is small, so that it
provides less precise information about zpgca. The contribution of a track to a
bin 7 in the histogram with the upper and lower limits Zi max and Zi min €Can then

be obtained by integrating the Gaussian density in this range

1 J o (z—2poca)’
L exp (-2 2POCA) ) 4, (87)
\ ZT(OZPOCA z 207

imin zpoca
To avoid having to calculate these integrals of Gaussian distributions, which might
slow down the algorithm, template distributions are used instead, which are cre-
ated and saved in advance. The tempiate distribution approximates the contribu-
tion to each bin for a track with a Ozpoca 1N @ CCTLAIN range.

The histogramming approach requires the definition of several parameters, like
the size of the bins, which can influence the physics and timing performance. A too
small bin size could make it harder to identify peaks in the histogram, negativeiy
affecting the reconstruction efficiency, as statistical fluctuations could be misiden-
tified as peaks. A too large bin size on the other hand could result in two distinct
PVs being merged into one peak, redueing the overall reconstruction eﬁieiency.

A typicai histogram covering the full Z-range where PVs are expected is shown
in Figure|97] Peaking structures, which likely correspond to the presence of a PV
at that z-position, can already be seen by eye’.

Peak search

The peak ﬁnding aigorithm first identifies ’proto—eiusters’, which are a continuous
range of bins with bin content larger than a certain threshold, by ’scanning’ the
histogram from left to right. These clusters are then subdivided into significant
peaks and dips. The exact definition of 'significant’ depends on a configurable
parameter. The peaks identified in the exampie histogram are shown in Figure
marked by blue lines. The central region of the histogram is shown in Figure
also marking the edges of each cluster by red lines. Each peak corresponds to
a vertex candidate for the subsequent fit if it has enough associated tracks. Also
shown are the Z-positions of reconstructible and non-reconstructible simulated
PVs by green and yellow lines, respectively. It can be seen that for most cases the
peak corresponds to a true PV. In this example, a broader structure is observed
around z = —40 mm caused by a true PV. This broad structure is not identified

as a peak and the corresponding PV is not reconstructed, which is a source of
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Figure 97: me Typical histogram filled by the PV reconstruction algorithm. The histogram is filled with the
zpoca values of all VELO tracks taking into account the uncertainty. The green and yellow lines indicate
the position of reconstructible and non-reconstructible simulated PVs, respectively. Adapted from [99).
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Figure 98: me Typical histogram filled by the PV reconstruction algoritbm zoomed on central z-values. The
histogram is filled with the zppc 4 values of all VELO tracks taking into account the uncertainty. Identified
pcaks are shown as blue vertical lines. The green and ycl]ow lines indicate the position of reconstructible
and non-reconstructible simulated PVs, respectively. Adapted from [99).

inefﬁciency of the a]gorithm. Other regions where the histogram has non-zero
entries, but no true PV is presented are likely due to tracks from secondary PVs.

152



T

T T T T T

LHCb simulation

a o
o O
o O

LN
o
o

llllIlllllllllllllllllllllllll

Entries/(0.25mm)

300

200

100

llllillllillllillllillllilllli

L 1 ' f 1 L 1 1
0 -50 -40 -30

Z [mm]

Figure 99: me Typical histogram filled by the PV reconstruction algorithm zoomed on some of the identified
peaks. The histogram is filled with the zppc 4 values of all VELO tracks taking into account the uncertainty.
Identified peaks are shown as blue vertical lines and the borders of the peaks as vertical red lines. The green
and ycilow lines indicate the position of reconstructible and non-reconstructible simulated PVs, respectively.

Adapted from [99).

Track association

After the peaks at positions z; have been found, the VELO tracks are distributed
among them. This is done by assigning a track to the closest PV candidate in z.
Each peak is required to have a minimum amount of associated tracks to be used
as vertex candidate in the fitting step. If a vertex candidate has too few tracks as-
signed, the tracks are re-distributed among the other neighbouring candidates. In
this way, each track is assigned to exactly one vertex candidate and can only con-
cribute to the fit of this vertex as explained in the next step. This is a fundamental

difference to the GPU impiementation as explained in the next section.

Vertex fit

The PV reconstruction algorithm needs to provide an estimation of the position
of the vertex

Xvertex
ﬁ
Quertex = | Yvertex (83)

Zvertex

and the associated uncertainties. As starting point for the vertex fit the initial
position of the vertex candidate is defined using the known (x, y)-position of the
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beamline and the z-positions of the found peaks as

Xbeamline
ﬁ
Quertex,initial = | Ybeamline |- (89)
Zpeak

The problem of fitting a single vertex using a number i of associated tracks can be

solved by ﬁnding the vertex position minimizing the x 2_sum defined as
XZ = Z riTWiri, (90)
tracks

where 7; are the residuals of the track excrapolated to the current vertex z—position
with respect to the current vertex x— and y—positions,

- Xres _ Xptx T tx(Ztrki - thx) - xtrk,i) (91)
1 - ’
yres i yvtx + ty(ztrki - thx) - ytrk,i

and W; is the inverted reduced track covariance matrix of the x and y-coordinates

2 -1
W, = (Gx O"‘g’) . (92)
Oxy Oy

It is advantageous to multiply the contribution of each track by a Tukey weight
w; [102], which reduces the impact of outliers or unrelated tracks from secondary
vertices on the PV fit

x> = Z wiriTWiri. (93)

tracks

The Tukey weights are defined as a function of the )(1.2 of a track by

2
i

X 2 2
R c <
wixd) =\ Tiaer XS K 94)
0, X7 2 Xinax
where x2,,, is a cut-off value and x7 is defined as
T, , -1
Xl2 — (xres) (Gx Gxg) (xres) , (95)
yres i ny Gy i yres i
which simplifies to
2 2
Xooo Yo
Xiz _ re25,1 4 re25,1 (96)
Gx,i Gy,i
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Figure 100: ® Tukey weight as function of the x? of a track with a cut-off at x2,,, = 12

using that X and y are iﬂd€p€l’1d€l’1t S,T’ld the off—diagona] element OF the reduced

covariance matrix are zero. An example with x2,,, = 12 is shown in Figure

Minimizing the x2-sum means finding the vertex position qfina for which
d 2
ax- —0.
dq Afinal

(97)

This is done using the Newton—Raphson method, which provides an estimation

of the position of the zero of a function f(X) starting from an initial guess at x.
A better approximation xy of the zero is then obtained by

f(x0)
0—
f’(x0)
By repeating this a more precise estimation can be reached.
The quantities that need to be calculated are

X1 =

(98)

d 2
di = Z 2wl’HiT Wi”i (99)
q tracks
and dZ )
X

tracks

(100)
where H; is the derivative of the residuals
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d?’i 1 0 _tx,i

Hi=g=(0 1 ) (101)
T
The vertex position g = (xvtx, Voixr thx) is then updated by
d%y? -1 dx?
Ag=— . 102
q i) da (102)

The covariance matrix C,;, describing the uncertainty on the reconstructed vertex

position and the correlation between the vertex parameters is calculated by

dz)(z -1
dg?

Cox =2 (103)
The vertex fit is executed iteratively, updating all the Weights in each step, until it
has converged. The convergence criterion used is that the change in vertex position

is small or 2 maximum number of iterations have been performed.

IV.3.2 Implementation on GPUs

The GPU implementation for the Allen project is based on the algorithm devised
for CPU architectures described in the previous section and follows a similar logic.
The challenge is to identify the parts of the algorithm which can make use of the
thread-level parallelism offered by GPUs to achieve the necessary throughput. Es-
pecially for the vertex fit part, this meant choosing a different approach as ex-
plained below.

The first step, the track excrapolation, can be performed in parallel by assigning
one thread to a track since the track states are independent of each other and are
read from and saved to distinct places in memory. The histogram can be filled in
a similar manner, where one thread is assigned to an extrapolated track, looks up
its Zpoca-position and increases the corresponding histogram bins, again taking
into account the uncertainty on Zpgcs. However one must be careful to avoid so-
called 'race conditions’, where two threads access and write to the same memory
location at the same time. For example, two threads could read the content of the
same bin at the same time, increase it by the respective amount, but one thread
first writes the result to memory, which is overwritten by the second thread. One
way to address this is the usage of 'atomic’ functions, which are built-in functions
which block other threads from accessing the memory until a thread is finished

with increasing the bin content. The drawback is that this could slow down the
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execution of the algorithm if a large number of threads try to access the same
memory location at the same time, but this is not observed to be a signiﬁcant
problem here.

The peak search is at the current moment not yet optimised for execution on
GPUs. It still follows the sequential logic of the initial CPU implementation. The
reason for this is that other parts of the algorithm, cspcciaily the vertex fittmg,
contributed more to the overall execution time of the PV finding and so got more
attention first. In the future, one could devise more suitable implementations
of the pcak fmding proccdurc. For example, one could subdivide the histogram
into different, possibly overlapping regions, where within every region a thread is
assigned to identify peaks.

The next two steps —the association of tracks to PV candidates and the PV
ﬁtting— were charlgcd the most compared to the initial CPU algorithm and in a
sense merged into one part. The changes were motivated by the track assignment
algorithm not necessarily being suitable for GPUs. As tracks get re-distributed
if a vertex candidate turns out to have too few associated tracks this creates de-
pcndcncics between the vertex candidates which might make an efficient GPU
implementation, which ideally has independent tasks acting on independent sets
of data, more difficult. Another issue being addressed with the changed algorithm
is how to assign a track to a certain PV candidate. With multiple PVs per event,
two or more PVs may be close to each other. In these cases, it might make more
sense to 'share’ the track between the PVs instead of strictly assigning it to one
candidate. Therefore, an alternative approach was developed which mapped well
to the capabilities for parallel execution offered by GPUs by fitting all PVs simul-
taneously.

This is achieved by changing the definition of the weights used in the fitting
procedure. The wcights used in the GPU impicmcntatiorl now not oniy dcpcnd
on the x 12 of a track with respect to the current vertex candidate hcing ficced, but
also on the presence of other nearby vertex candidates and instead of assigning a
track to a single vertex candidate, it can contribute to the fit of each candidate
using this wcight. This approach 18 irlspircd by multi-vertex fitter algorithms and
the same definition of the weights is used [103]. The weight wij with which the
track i contributes to the fit of vertex candidate j is then given by

exp(=x7/2)
w;j = > J —, (104)
exp(_Xcut/z) + Zk:vertices exp(_)(ik/z)

where x2,; is a cut-off value and the x 12] of a track i with respect to a PV j is defined

as in (96). This means that a track, which is close to two vertex candidates, will
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Figure 101: @ Multi-vertex track weights as function of x 2 for a vertex candidate with no competing vertices,
a competing vertex with )(2=3 and )(2 =9, all with X?ut =7.5.

contribute to both in the respective fits, but with a smaller weighe, reducing its
impact on both fits. As an illustration of this, Figure shows the weight as
function of x? in the case where no other competing vertices are in proximity
and the cases where there are other PVs with x? = 9 and x? = 3 with respect
to that track. The parameter controlling the steepness of the curve is x2,;. The
smaller its value, the faster the Weight falls to zero with increasing )(2. It is not
a strict cut-off like in the case of the Tukey weight introduced earlier but can
be understood as the x? value at which the weight is 0.5 in the case of no other
competing vertices. If there are no other consistent vertices nearby, this Weight
function becomes very similar to the Tukey weight distribution. To keep the fit
of a certain vertex candidate independent of the other vertices in the event, the
weight is always calculated using the initial position of the other vertices.

Each vertex fit can be done in parallel, where within each the x2-sum over all
tracks and derived quantities can also be computed in parallel. To speed up the
calculations and to prevent completely unrelated tracks, whose weights would be
in any case almost zero, from contributing to the vertex fi, oniy tracks within a
certain )(1-2 with respect to the vertex candidate are considered. To speed up the
matrix calculations they are explicitly written out exploiting the fact that many
elements of the matrices are zero.

To reduce the amount of duplicate PVs, where one 'true’ PV is reconstructed as
two separate PVs, an additional step after the fitting part searches for PVs within
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close proximity of each other and rejects the one with fewer associated tracks. The
amount of "fake’ reconstructed PVs which do not Correspond to a simulated PV are

reduced by a radial requirement around the beamline.

IV.3.3 Performance evaluation

The physics performance is evaluated using simulated samples of the LHCb Up-
grade detector under the expected Run 3 conditions. Since the quantities of the
true simulated PVs is known in simulation, they can be matched to the recon-
structed ones and the performance parameters can be determined. A true PV
is matched to a reconstructed PV by checking if the reconstructed z-position is
consistent with the true value taking into account the uncertainty on the recon-
structed value. If a simulated PV could be matched to more than one reconstructed
PV only the closest PV is considered. An alternative matching approach uses the
tracks associated with the reconstructed PVs. Using that tracks can be matched
to its eorresponding simulated partiele and each simulated partiele to its PV of
origin it is possible to macch reconstructed PVs to the true simulated PVs by com-
paring these lists of tracks and particles. However, when two reconstructed PVs
are close together it 1s not straightforward to associate a track to one PV over the

other and t]’liS approaeh dOﬁS not perfbrm WCH

Efficiency

The PV reconstruction efficiency € is defined as the number of matched recon-
structed PVs divided by the total number of reconstructible PVs

rec
matched

simulated ’ (105)

reconstructible

The typiea] criterion for a PV to be considered as reconstructible is that it produces
at least four reconstructible VELO tracks. Since in the trigger selection displaced
tracks are identified by their minimum IP with respect to any PV, this can only
work properly if the PV reconstruction efﬁcieney s as high as possible. Otherwise,
tracks produced by a PV could be misclassified as displaced tracks if their PV was

not reconstructed.
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Fake rate

The fake rate f is the number of reconstructed PVs, which are not matched to a
true simulated PV, divided by the total number of reconstructed PVs

rec __ N\jrec rec
_ total matched __ ~ “notmatched
f - rec - rec (106)
total total

A large fake rate could change the minimum IP of a track since it could accidentally
point to a fake PV. Furthermore, SVs from long-lived particles could be misiden-
tified as PVs, which would reduce the efficiency of selecting that decay since now
its decay products seem like prompt tracks.

Position resolution

The resolution of the (x,y, z)-position of the vertex is defined as the standard de-
viation of the distribution of the differences between the positions of the true
simulated PV and its matched reconstructed PV in one of the variables. The res-
olution impacts the precision of the impact parameter and its significance, which

are the quantities used to select displaced particles.

Physics performance

The PV reconstruction efficiency is shown in Figure as a function of the num-
ber of associated tracks and z-position of the simulated PV. The PV reconstruc-
tion eﬁiciency 1s expected to be lower for PVs with a smaller number of associated
tracks, for example it a peak resu]ting from such PVs is not signiﬁcant enough
to be identified by the peak finding procedure. It can also be seen that the PV
reconstruction efficiency is slightly reduced at the centre. This can be explained
by the observation that at the centre the PVs are more densely populated and are
more likely to spatially overlap. Such PVs are hard to distinguish and they may be
reconstructed as a single PV instead of two distinct ones. The figures also show
the performance of the initial implementation of the algorithm on CPUs. It can
be seen that the Allen impiementation achieves a similar or even slightiy better
reconstruction efficiency performance.

The resolution of the x- and z-positions of the reconstructed PVs is shown in
Figure It can be seen that the resolution strongly depends on the number of
tracks, as more tracks contributing to a PV allow it to be reconstructed with iarger
precision. The resolution is degraded in the region of about =150 <z < =100 mm.
This can be understood by the spacing of the VELO layers chosen for the Upgrade,
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Figure 102: o Efﬁciency to reconstruct PVs as function of the tracks associated to the PV (left) and true
z-position of the simulated PV (right) obtained from simulation of Run 3 conditions. The red points are
obtained from the CPU implementation of the PV reconstruction algorithm, the blue points from the ported
and changed GPU implementation. The distribution of reconstructible simulated PVs is shown as grey
histogram. The hollow red and blue points show the distribution of reconstructed PVs in the CPU and

GPU cases, respectively.

as shown in Figure This region falls within a gap between the detector lay-
ers, where the distance to the closest layer is larger compared to other regions in
z where PVs are found. This means that the distance the track state has to be ex-
trapo]ated to the PV position is 1arger resulting n 1arger associated uncertainties.
This leads to a reconstruction of the PV position with a larger uncertainty. While
this degradation in resolution is quite significant it should be noted that in this z-
region only a small fraction of the total number of PVs are expected so the overall

effect on the selection of displaced tracks is expected to be small.

IV.3.4 Timing performance

The relative timing of the different parts of the GPU implementation of the PV
reconstruction algorithm is broken down in Figure A large part is taken by
the peak ﬁnding. This is because other parts of the algorithm, especially the ﬁtting,
have received more attention and have been optimised for efficient execution on
GPUSH The peak finding procedure on the other hand still follows the sequential
logic of the initial CPU implemﬁntation. It is clear that this part should be looked
at next for speeding up the PV reconstruction algorithm. This demonstrates the
importance of devising implementations optimised for GPU architectures. In a
previous version of the algorithm the fitting part, before it was optimised, took
almost twice as long as the peak ﬁnding, as shown in Figure m

Within the whole GPU HLT1 sequence the PV reconstruction algorithm takes

23 ot of che credit for the improvements in speed, especia”y for the ﬁtting part, goes to collaborators, not the

au th or
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Figure 103: @ Resolution of the X-position (Ieft) and Z-position (right) of the reconstructed PVs as function
of the number of tracks in the PV (top) and true z-position of the simulated PV (right) obtained from
simulation of Run 3 conditions. The red points are obtained from the CPU implementation of the PV
reconstruction algorithm7 the blue points from the ported and changed GPU implementation.

about 13% of the total, keeping it well within the timing budget. It is seen that
the whole HLT1 sequence achieves a throughput of over 100 kHz on a consumer-

grade GPU, which means that the HLT1 can be run using less than 300 GPUs,
which easily fic within the 340 available slots in the event-building farm.
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Figure 105: ® Timing fractions of the different step of the PV reconstruction of the GPU implementation.
The fractions were determined with the version of the software in September 2020.
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Figure 106: m @ Timing fractions of the different step of the PV reconstruction of the GPU implementation.
The fractions were determined with the version of the software in May 2020. .
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IV.4 Compilation on CPU

It is a desirable feature to be able to compile the Allen software also on CPU archi-
tectures. Not only is this a requirement for simulating events processed by Allen
in the trigger and to re-run the HLT1 steps in HLT2 if necessary, it is also useful
from a practical point of view if one wants to work on the Allen software, but does
not have a GPU available for testing. For this purpose, it has to be demonstrated
that the compilation for GPU or CPU based architectures does not significantly
Change the result. Potential differences could arise for example due to different
floating-point number rounding. Also the compilers processing the code are dif-
ferent. As they internally optimise the code instructions, it can lead to different
results. This is not unique when comparing compilations for CPU and GPU but
can also happen when Compiling the same code on different CPU architecture
While this might not be significant for intermediate quantities as e.g. the covari-
ance matrix element of a certain track state, the differences might cumulate in the
final objeets used in the selection, for exampie the vertices reconstructed using
multiple tracks as input, slightly changing the result when compiling and execut-
ing the Allen application on GPUs and CPUs. It should be stressed that this is
not a comparison of the implementation of similar aigorithms on CPU or GPU
architectures, as was the case in the previous section for the PV reconstruction pro-
cedure, but the compilation of the same code on different hardware. In an ideal
world, this would result in exactly the same results, but chis is rarely the case for
the previously stated reasons.

Potential differences in various quantities are checked for using simulated
B% — K*%u*u~ decays generated with Upgrade conditions. As an example that
the final quantities show deviations at the per-mile level Figures and show
the differences in the track and PV reconstruction efficiencies when Compiling
Allen on CPU and GPU architectures. The observed differences are small and so
it can be guaranteed that executing the HLT1 sequence in simulation processes
running on CPU reproduee well what happens when Allen runs on GPUs during
Run 3 data-taking,

As a final comparison, the selection rates of the main HLT1 trigger lines are
Compared in Table showing again consistent results between the Compiiations
for the two architectures. Performing these cross-checks also turned out to be use-
ful for spotting bugs in the code or detecting non-deterministic behaviour when
executing on GPUs caused for example by race conditions, where different threads

simuitaneously read and write to the same memory location.

3for example X86 and ARM CPUs
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Table 25: me Comparison of the selection rates between the compilation of Allen for GPU and x86 architec-

tures. Differences are at the permil]e level or smaller [94].

GPU compilation | CPU compilation | A(GPU-CPU)
Trigger line rate (kHz) rate (kHz) (kHz)
One track 4086 4074 12
Two track 13410 13404 6
Single muon 516 516 0
Displaced dimuon 8808 8808 0
High mass dimuon 6924 6930 -6
Dimuon Soft 480 480 0
Inclusive 17232 17238 -6
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Figure 107: m @ Relative difference in reconstruction efficiency between CPU and GPU compilations of
Allen for the (top) Velo, (middle) VeloUT and (bottom) Forward reconstruction sequences as function of
momentum. The efficiencies are shown for long tracks from B hadrons in the range 2 < 171 <5 excluding
electron tracks [94]. 167
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Chapter V

Conclusion

“Verriicke, aber weise.
Gefangen, aber frei.
Physiker, aber unschuldig.”

Friedrich Diirrenmatt, Die Physiker

Experimental tests of‘iepton universality have in recent times received a lot of
attention. In many cases, the measured observables differ significantly from the
prediction by the SM. While no single measurement showed the magical 50 devia-
tion yet, eonsidering all the experimentai evidence points to the violation of’ 1epton
universality. This would be a clear observation of an effect not described by the
SM and would motivate the introduction of BSM particles. Examining the results
using EFT approaches the introduction of BSM contributions can yield in a better
deseription of the data. This thesis documents a test oflepton universaiity using
semileptonic BY decays by measuring the relative branching fraction to a final state
containing an electron or a muon. This is the first time this has been measured
with pp collision data and is Compiementary to measurements performed atete -
colliders, where no sign of lepton universality violation has been observed in this

decay. The blinded value is determined to be

B(B°— D**ev,)

B(B®— D*uv,) (107)
=X x(2.937 £0.014(stat.) +0.063(syst.)),

R(D™)iignt =

where X is the blinding factor. The toral uncertainty is at a comparable level com-
pared to the Belle measurement, which demonstrates that precision measurement
can be performed at hadron colliders using semileptonic decays to a single elec-
tron.

Ti’llS measurement can 21150 b€ understood as a first St€p tOW’(lI’dS ameasurement
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at LHCD of the relative branching fraction

B(B®— D 1t*v,)

, 108
B(B®— D*e*v,) (108)

where the tau lepton decays to an electron and neutrinos. This would be comple-
mentary and a cross-check to the already performed measurement of the ratio with
muons instead of electrons. As the expected systematic uncercainties between us-
ing muons or electrons are mostly independent this would increase the sensitivity
of the R(D*) measurement.

To estimate the increase in sensitivity of the R(D*) measurement by LHCb
when using the electron final states in addition to the muon states, the following
is considered. From the data and simulation samples used in this analysis, it is
seen that the muon signal yield is about 10 — 20% larger than the electron sig-
nal yield after the selection is applied. As only the LOI trigger category is used,
which presents about 30% of the total muon and 45% of the total electron yields,
the overall ratio of muon to electron yield is about 1.8. This means that it would
be expected that a measurement of R(D”) using electron final states would have
a \/ﬁ 1arger statistical uncertainty eompared o a measurement using muon f1-
nal states. As the main systematic uncertainties should be independent between
the two measurements and as it should be possible to reach a similar systematic
uncertainty using electrons instead of muons, the systematic uncertainty would
decrease by a factor V2 when adding the electron measurement. With these as-
sumptions, the overall uncertainty of the R(D*) measurement would be reduced
by about 25% when adding the measurement using the electron final states to the
muon final states if the muonic measurement has a statistical and systematic un-
certainty of similar size, as was the case for the R(D*) measurement using Run 1
data. In the end, all final states, with tauons decaying to electrons or muons, could
be included in a combined analysis.

The Allen project imp]ements the full HLT1 sequence used in the Upgrade
LHCD trigger during Run 3 on GPUs. With the removal of the hardware-level
trigger, the input rate to the HLTT is 30 MHz. To reach this rate, given the exter-
nal constraints, the HLT1 sequence is implemented on GPUs optimizing the usage
of their capabilities for parallel execution. During this thesis, the PV reconstruc-
tion step, necessary to identify displaced signatures, was ported from the initial
CPU implementation to GPUs. For this, the existing code not only had to be re-
written, but major changes to the PV fitting were made. The change allows tracks
to contribute to several fits, if they are consistent with multiple PV candidates, by
defining an appropriate weight. The GPU implementation performs equally well
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as the initial CPU algorithm in terms of physics performance and is fast enough

so that the whole sequence can be executed within the timing constraints.
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Appendix A

Meaning of selection requirements

m or M Invariant mass of the candidate.
X12)OCA Distance of closest approach signiﬁcance.
xgtx/D OF x? of the vertex fit divided by the number of degrees of freedom.

DIRA Direction angle defined as cosine between the momentum vector of the
particle and the direction vector between its decay and origin vertices.

X‘Z/D Significance of the vertex distance with respect to the associated PV.
)(tzr/D OF x? of track fit divided by the number of degrees of freedom.
IP impact parameter of track with respect to a (primary) vertex

x12P impact parameter signiﬁcance

min. )(IZP Minimum x7p with respect to all PVs in the event

FAKEPROB Probabi]ity that the track is a fake track.
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Appendix B

Control channel selection

Table 26: Stripping selection in Bu2LLK_mmLine , for the control channel BY— Jp K*9, J — ptu.

Particle Selection
M <5500 MeV
4 x2./ndf <9
Xop > 16
Xip >0
Xboca <30
PT >300MeV
u Xip>9
ISMUON
HASMUON
M <2600 MeV
X3 <25
PT > 400 MeV
K0 Xz%loca <30
APT > 500 MeV
|AM — m(K*?)| < 300 McV
(x? > 9 or x5 (both daughters) > 9)
K PIDK > -5
IM —m(B°)| < 1.5 GeV
x2/ndf <9
BY x5 < 25.
X¥p>100
DIRA> 0.9995
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Table 27: Stripping selection in Bu2LLK_eelLine, for the control channel B — Jhp K*0 Ji —ete.

Particle Selection
M <5500 MeV
Iy x2./ndf <9
X%’? >16
Xip >0
Xboca <30
PT > 500 MeVjc
e x5 >9
PIDe >0
M <2600 MeV
Xon <25
pt > 400 MeV
%0 2
K Xdocu <30
APT > 500 MeV
|AM — m(K*%)| < 300 McV
(Xlzp >9or xlzp(both daughters) > 9)
K PIDK > -5
IM —m(BY)| < 1.5 GeV
x2 /ndf <9
B X% < 25.
x%3p>100
DIRA> 0.9995

174



Table 28: First part of tuple-level selections for the control channel B Jp K*0 Jb— ptu.

Particle Selection
W 3048.9 MeV < M < 3139.9 MeV
K*0 792. MV < M < 992. MV
PID,,, > 2.0
p > 2600. McV
p <200000. MeV
# 2.5<n<3.5
Pt > 150 MeV

pr < 50000 MeV
PIDg —PIDP >-10
ProbNNk> 0.2
p >2600. MeV
p <200000. MeV
1.5<5<5.
Xip >4
PIDg <10
ProbNNpi> 0.2
e p >2600. MeV
p < 20000. MeV
1.5<1 <5.
)(IZP >4,
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Table 29: First part of tuple-level selections for the control channel BY— Jp K*0, Jip —ete.

Particle Selection
W 3048.9MeV < M < 3139.9 MeV
K0 792. MeV < M < 992. MeV
PID,> 2.0
p>2600. MeV
p <200000. MeV
2.5<n<3.5
Pt > 150 MeV
pr < 50000 MeV
PIDg -PID, >-10
ProbNNk> 0.2
p >2600. MeV
p <200000. MeV
1.5<n <5.

)(I2P >4,
PIDg <10
ProbNNpi> 0.2

e p >2600. MeV
p <200000. MeV
1.5<n<5.
)(IZP >4,
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Appendix C

Matrix elements of misidentification

matrix used for lepton mislD back-
ground
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2.5 <11<3.5, 3000 MeV/c < p < 6000 MeVic, 0 < nracks < 150 25 1<3.5, 3000 MeVic < p < 6000 MeVic, 150 < nTracks < 225

25 <11<3.5, 6000 MeV/c < p < 9300 MeVic, 0 < nracks < 150

"

K
p -
e

& K P e

2,5 <1< 3.5, 6000 MeVic < p < 9300 MeVic, 225 < nTracks <500

255.<11< 3.5, 9300 MeVic < p < 10000 MeVic, 150 < nTracks < 225

Figure 109: Matrix of (mis-)identification probability of different particle species in the bins of p and # bin
using the muon signal mode PID requirement for the 2016 sample.
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35,9300 MeVic < p < 10000 MeVic, 225 < nTracks < 500 25 11<3.5, 10000 MeVic < p < 15600 MeV/c, 0 < nTracks < 150

2:5.<1<3.5, 15600 MeVic < p < 20000 MeVic, 225 < nTracks < 500 2,5 <11<3.5, 20000 MeVic < p < 40000 MeV/c, 0 < nTracks < 150

Figure 110: Matrix of (mis-)identification probability of different particle species in the bins of p and # bin
using the muon signal mode PID requirement for the 2016 sample.
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251 <3.5, 20000 MeVic < p < 40000 MeVic, 150 < nTracks < 225 2,51 <3.5, 20000 MeVic < p < 40000 MeVic, 225 < nTracks < 500

Figure 111: Matrix of (mis-)identification probability of different particle species in the bins of p and 71 bin
using the muon signal mode PID requirement for the 2016 sample.
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2.5 <11<3.5, 3000 MeV/c < p < 6000 MeVic, 0 < nracks < 150 25 1<3.5, 3000 MeVic < p < 6000 MeVic, 150 < nTracks < 225

25 <11<3.5, 6000 MeV/c < p < 9300 MeVic, 0 < nracks < 150

"

K

p -
e

|
|
|

2,5 <1< 3.5, 6000 MeVic < p < 9300 MeVic, 225 < nTracks <500

255.<11< 3.5, 9300 MeVic < p < 10000 MeVic, 150 < nTracks < 225

Figure 112: Matrix of (mis-)identification probability of different particle species in the bins of p and # bin
using the muon signal mode PID requirement for the 2017 sample.
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35,9300 MeVic < p < 10000 MeVic, 225 < nTracks < 500 25 11<3.5, 10000 MeVic < p < 15600 MeV/c, 0 < nTracks < 150

2,5.<1<3.5, 10000 MeVic < p < 15600 MeVic, 225 < nTracks < 500

Figure 113: Matrix of (mis-)identification probability of different particle species in the bins of p and # bin
using the muon signal mode PID requirement for the 2017 sample.
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251 <3.5, 20000 MeVic < p < 40000 MeVic, 150 < nTracks < 225 2,51 <3.5, 20000 MeVic < p < 40000 MeVic, 225 < nTracks < 500

Figure 114: Matrix of (mis-)identification probability of different particle species in the bins of p and # bin
using the muon signal mode PID requirement for the 2017 sample.

183



2.5 <11<3.5, 3000 MeV/c < p < 6000 MeVic, 0 < nracks < 150 25 1<3.5, 3000 MeVic < p < 6000 MeVic, 150 < nTracks < 225

2,5< 1< 35,3000 MeVic < p < 6000 MeVic, 225 < nTracks < 500 25 <11<3.5, 6000 MeV/c < p < 9300 MeVic, 0 < nracks < 150

2,5< <35, 6000 MeVic < p < 9300 MeVic, 150 < nTracks < 225 2,5 <1< 3.5, 6000 MeVic < p < 9300 MeVic, 225 < nTracks <500

255.<11< 3.5, 9300 MeVic < p < 10000 MeVic, 150 < nTracks < 225

Figure 115: Matrix of (mis-)identification probability of different particle species in the bins of p and # bin
using the muon signal mode PID requirement for the 2018 sample.
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35,9300 MeVic < p < 10000 MeVic, 225 < nTracks < 500 25 11<3.5, 10000 MeVic < p < 15600 MeV/c, 0 < nTracks < 150

2,5.<1<3.5, 10000 MeVic < p < 15600 MeVic, 225 < nTracks < 500

2,51 <335, 15600 MeVic < p < 20000 MeVic, 150 < nracks < 225

Figure 116: Matrix of (mis-)identification probability of different particle species in the bins of p and # bin
using the muon signal mode PID requirement for the 2018 sample.

185



251 <3.5, 20000 MeVic < p < 40000 MeVic, 150 < nTracks < 225 2,51 <3.5, 20000 MeVic < p < 40000 MeVic, 225 < nTracks < 500

Figure 117: Matrix of (mis-)identification probability of different particle species in the bins of p and # bin
using the muon signal mode PID requirement for the 2018 sample.
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Appendix D

Background studies
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Figure 118: @ Comparison of B invariant mass, pr of the D* and the fit variables between real and fake D*
templates in bins of the A(Mp«+ —Mpo) upper sideband from left to right for the muon final state for 2017
data.
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Figure 119: @ Comparison of B invariant mass, pp of the D* and the fit variables between real and fake D*
templates in bins of the A(Mp++ — Mpo) upper sideband from left to right for the electron final state for
2017 dara.
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Appendix E

TISTOS efficiencies on data and simu-
lation «

E.1 LO control mode

r T T T T ] r T T T T ] N T T T T ]
1.2j + ] 1.2j e ] 1.2j B ]
1 . i e
[ ] [ —_— ]
osf —+ —+ ] 08 +
0.6F 4+ i - 0.6} A {
r . i" ¥ $+jF:?: 1
0.4; — 1 0.4j *:4’7 ]
E a 1 e ]
0.2% L { O-Zi—of —— 7
OZHHLHHLHHLHW ] OV_HHLHHLHHLHTiTT o) PSR Y B B~ — S
0 10000 20000 30000 40000 50000 0 10000 20000 30000 40000 50000 0 10000 20000 30000 40000 50000
pT(B) [MeV/c] pT(B) [MeV/c] pT(B) [MeV/c]
AR B B A B IR AL B AL L B B I B L L B
12 -+ B 1.2 —+ = 121 — -
[ —— ] [ ] L —— ]
1? E 1 —+ E gt ;
08 i o8 ] ogF ]
L 4 L 4 - —— =
0.6~ = = 0.6~ = 0.6~ 1
s ¢+:F ] s i ] r +j:+ .
0.4 e B 0.4 T + B 0.4f |+ ]
e — L ] am. = 1 — == | ]
0.2} 1 0.2} 1 O.Zjig"’* | 1
0:““1““1““1“‘@—‘%; O:‘Hm““x““x“T\_AA ] 0:‘“‘1““1““1“Tr—x»rﬂ_é
0 10000 20000 30000 40000 50000 0 10000 20000 30000 40000 50000 0 10000 20000 30000 40000 50000
pT(B) [MeV/c] pT(B) [MeV/c] pT(B) [MeV/c]

rres s (red) and €595 (blue) as a function of pr(B®). The background-subtracted

Figure 120: 4 Values of €
pT(BO) distribution of data with LOT OS requirement is also overlaid. The top row shows the dielectron
control mode and the bottom row the dimuon control mode with the 2016, 2017 and 2018 samples from left

to right.
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E.2 HLT control mode
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Figure 121: 4 Values ofeﬁ?%swn data (red) and egslfffswn wmc (blue) as a function of pp(B?). The background-

subtracted p(B°) distribution of data with HLTTIS requirement is also overlaid. The top row shows
the dielectron control mode and the bottom row the dimuon control mode with the 2016, 2017 and 2018
samples from left to right.
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E.3 HLT signal mode
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Figure 122: 4 Values OfegsLt%fsig,data (red) and egslf”?fsig,MC (blue) as a function of pr(D?). The background-

subtracted pr(D?) distribution of data with HLTTIS requirement is also overlaid. The top row shows
the dielectron control mode and the bottom row the dimuon control mode with the 2016, 2017 and 2018
samples from left to right.
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Appendix F

Template projections
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Figure 123: e Comparison of the signal shape (red) with the background template (blue) from B —
D* t*v, with T— pvV (top) and T — evV (bottom) for 2016.
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Figure 124: e Comparison of the signal shape (red) with the background template (blue) from BO — D*et V,
(top) and B¥ — D*e*v, (bottom) for 2016.
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Figure 128: @ Comparison of the signal shape (red) with the background template (blue) from B — D*D(—
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Figure 130: @ Comparison of the signal shape (red) with the background template (blue) from B —
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199



0.8 L L B R R B §0-8 T T T T @O-SI'I L AL L AL EARRL AR A
g ;-i signal template g é r 1
00 0.6 % ) - 9].0.6- - QO.G- ?///////7
g . //';BO‘)D vy ] N Q‘z //////////
8 Toal ]
= 0.4 1 g 0.4 - 8_3 0.4_- 12//»??2 -
8 . 8 25/; > g NN XX XXX
ool L2 ] Bozt LSS 1 Bo2k e .
— S ’ ié/ N // N L . NN e N
T | Vs s A © 7 Nk B T ??//?;
E Lo 7 N A A S . . ° E £ I E
o] 0/&.;/4/. PP BEPLTL I SR S 0 A N B W B Fniii g P P P PR PP PP PPN PO PR Y
c =2 0 2 4 26 < 500 1000 1500 20?0 2§OC 8 01 2 4 5 6 7 8
Mmiss (GeV) E| MeV q2 (GEVZ)
0.8 L L B R R B ;0-8 T T T T po-gl'l L AL L AL EARRL AR A
3 N ] 3
3 NN signal template s 8 F 1
L ] L ] L 0
0.6 L K06 0.6 2
e S8 Dt e S N 7
~ Vs - ~ [ S
8 DN ~ I P 1
Soat - g 04} {1 godf 0% -
8 s % % = RO X2
N % , g
Boaof 7,1 Bodt 4,7 . %oz— .
N Ay 1 N DA e T A - AN
= oo ] T N —
= . S oy . 4 RN < [ ...
I . 74A g L e e SRS ]
S Qlsicies - 1 A ST 5 olee iyl uuie iy el | N PUUVRPUNTL FRVTY PRVTY PUVTY FRUTL FRUTE IO I
S =2 0 2 2 4 26 < 500 1000 1500 20?0 230() CC) 0 1 2 3 456 7 8
M:i (GeV?) E (Mev o (GeV?d)

Figure 136: @ Comparison of the signal shape (red) with the background template (blue) from B —
D*"t*v, with T— uvv (top) and T — evV (bottom) for 2017.
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Figure 137: @ Comparison of the signal shape (red) with the background template (blue) from B — D**e* v,
(top) and B¥ — D**e*v, (bottom) for 2017.
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Figure 138: @ Comparison of the signal shape (red) with che background template (blue) from BY — D**,MJr Vu
(top) and BY — D**;ﬁvﬂ (bottom) for 2017
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Figure 139: @ Comparison of the signal shape (red) with the background template (blue) from higher BY —
D*e*v, (top) and B* — D" e*v, (bottom) for 2017.
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Figure 141: @ Comparison of the signal shape (red) with the background template (blue) from BY — D*D(—
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Figure 150: @ Comparison of the signal shape (red) with the background template (blue) from B — D**e* v,
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Figure 151: @ Comparison of the signal shape (red) with the background template (blue) from B — D**,MJr Vu

(top) and B* — D**;ﬁvﬂ (bottom) for 2018
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Figure 152: @ Comparison of the signal shape (red) with the baekground template (blue) from higher BY —

D*e*v, (top) and B* —» D" e*v, (bottom) for 2018.
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Figure 153: @ Comparison of the signal shape (red) with the background template (blue) from higher B —
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Appendix G

Template fit projections in q2 bins
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Figure 162: @ One-dimensional projections in miiss (top) and E; (bottom) in bins 0qu of the fit result of
the model to data for the muon final state for 2016.
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Figure 163: @ One-dimensional projections in miﬁss (top) and E; (bottom) in bins of qz of the fit result of

the model to data for the electron final state for 2016.
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the model to data for the muon final state for 2017.
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the model to data for the electron final state for 2017.
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Appendix H

Template fit projections without MC
shape variations

To give an impression how the templates are varied by the Beeston-Barlow method,
the same projections, but with the shape variation set to unity are shown in Fig-

ures for the 2016, 2017 and 2018 samples. It should be noted that the pulls

shown in this case do not take into account the uncertainty on the MC templates.

—~ —~~ T T —~~ T T T
o N
> ? >
) = ()
O P O
© Lo
d q— ol
o N .
~ ~ N
~ - ~
a 12, >
2 T 5
L >
L O
0 s 0 s 0 s T T T T
; ‘ E'm. . m— 2oL ]
-2 0 4 6 500 1000 1500 _ 20 00 0 2 6 8
mrznis (GeVZ) E\epton M e%% q2 (GeVZ)

Figure 168: @ One-dimensional projections in mfm.ss (lefr), E; (middle) and q2 (right) of the fit result of the
model to data for the muon final state for 2016 wich the shape variations introduced by the Beeston-Barlow

method set to unity.
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Figure 170: ® One-dimensional projections in mfniss (lefo), E; (middle) and qz (right) of the fit result of
the model to data for the electron final state for 2016 with the shape variations introduced by the Beeston-

Barlow method set to unity.
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Figure 172: @ One-dimensional projections in mfniss (lefo), E; (middle) and qz (right) of the fit result of the
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Figure 174: @ One-dimensional projections in mfniss (lefr), E; (middle) and q2 (right) of the fit result of the
model to data for the electron final state for 2017 with the shape variations introduced by the Beeston-Barlow

method set to unity.

221



< < < — <
b 3 3 3
(O] (O] (O] O]
® o o ©
o o o o
= g g g
2 2 2 @
& & & g
w w w w
o - o o - o -
E— z - z:
3 3 3 3
= = = =
g g g g
3 3 P P
g & g g
L L w w
. R ‘ v ‘ . ‘ ‘
el m = - — e el — = g -
500 1000 1500 E;%M e%?OO 500 1000 1500 E;&QEM e%%oo 500 1000 1500 E(ﬂM 86300 500 1000 1500 EﬂM 86%00

iss (top) and E; (bottom) in bins ofq2 of the fit result of

Figure 175: @ One-dimensional projections in m2
the model to data for the electron final state for 2017with the shape variations introduced by the Beeston-

BZII'IOW method set to Lll’li[y.
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Figure 176: # One-dimensional projections in m%ﬂ'ss (lefr), E; (middle) and qz (right) of the fit result of the
model to data for the muon final state for 2018 with the shape variations introduced by the Beeston-Barlow

method set to unity.
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Barlow method set to unity.
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