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Abstract

Lepton universality is an accidental symmetry of the Standard Model of particles physics, which
expects that the charged leptons have the same characteristics with the exception of their masses.
Experimental tests of lepton universality have shown hints of deviations from the Standard Model.
This thesis presents a test of lepton universality using semileptonic b-hadron decays to final states
involving a muon or an electron using data recorded with the LHCb detector in the years 2016,
2017 and 2018. The test is performed by measuring the branching fraction of the B0→D∗+e−νe
decay relative to the branching fraction of the B0→D∗+µ−νµ decay, with the result

R(D∗+)light =
B(B0→D∗+e−νe)

B(B0→D∗+µ−νµ)

= X × (2.937± 0.014(stat.)± 0.063(syst.)),
(1)

where X is a blinding factor. This is the first time this ratio is measured at a hadron-hadron collider.
It is shown that the systematic uncertainties related to the di�erent behaviour of electrons and
muons in the detector can be controlled to a level that a similar sensitivity to measurements at
electron-positron colliders can be achieved.

The LHCb Upgrade for Run 3 of the Large Hadron Collider will rely on a completely software-
based trigger, whose first stage needs to process events at a rate of up to 30MHz. An implementation
of the complete first trigger stage on GPUs was developed by the LHCb collaboration. During this
thesis, the algorithm to reconstruct the proton-proton interaction points, necessary to identify
displaced signatures, is implemented on GPUs. Changes to the original CPU implementation to
achieve a fast and e�cient algorithm are presented. The GPU algorithm is shown to fulfil the
physics performance and throughput requirements of the Run 3 trigger.
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Introduction

“There are no mistakes. Only new paths to
explore.”

Gregory David Roberts, Shantaram

This thesis summarises a study of lepton universality in semileptonicB0 hadron
decays to final states including either a muon or an electron with data recorded
by the LHCb detector in the years 2016, 2017 and 2018. The test of lepton univer-
sality is performed by measuring the ratio R(D∗+)light defined as the ratio of the
branching fraction B0→D∗+e−νe relative to B0→D∗+µ−νµ ,

R(D∗+)light =
BR(B0→D∗+e−νe)

BR(B0→D∗+µ−νµ)
, (2)

precisely predicted to be unity by the Standard Model (SM). In all the following
charge conjugation is implied meaning that this ratio also includes the decays of
the B0 hadron. Another convention is the usage of natural units, where the speed
of light c and the reduced Planck constant ~ are set to unity c = ~ = 1. As a
consequence invariant masses are expressed in the same units as energies, usually
electronvolt ( eV).

This work is the first time this ratio has been measured at a hadron collider,
where di�erent experimental challenges arise compared to electron-positron col-
liders, where it has already been measured with good precision confirming the
SM prediction. In proton-proton collisions b hadrons are produced from bb-pairs,
whose initial energy can not be determined. Additionally, the LHCb detector only
covers the forward-facing region, so that not all decay products of the collision can
be detected. Neutrinos produced in semileptonic decays can not be reconstructed
in the detector and thus carry away an unknown amount of momentum and energy,
which can not easily be reconstructed since the total and missing 4-momentum is
unknown.

Furthermore, charged particles, in particular electrons, emit Bremsstrahlung
photons when passing through the detector material degrading their momentum
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resolution and reconstruction e�ciency. In that context, this work should be con-
sidered as a proof-of-principle that single electron final states can be used to mea-
sure lepton universality at hadron colliders, thus completing the picture of lepton
universality in semileptonic b-hadron decays.

The first and main part of this thesis will be dedicated to the measurement of
the ratio R(D∗+)light . After a brief description of the SM of particle physics and
an introduction to the relevant theoretical background, a review of recent tests of
lepton universality is given in Chapter I. The LHCb experiment, which recorded
the data used in this analysis, is described in more detail in Chapter II. The main
body of the analysis is described in Chapter III. The strategy to select the two
signal modes and determine the relative yield with a template fit is presented, as
well as the calibration of the simulation using an independent control channel.

The second part of the thesis will change focus from the present and by now
retired LHCb detector to the LHCb Upgrade detector set to start taking data in
2022. The trigger system of the Upgrade detector will be completely software-
based, putting an enormous requirement on the speed at which it has to (par-
tially) reconstruct events. For this purpose, the first stage of the trigger will be
implemented completely on graphics processing units (GPUs), a novelty for a high-
energy physics experiment. This work describes the personal contribution to this
e�ort consisting of adapting and tuning the primary vertex reconstruction to be
executed on GPUs in the context of the Allen project [1], presented in Chapter IV.

The work is summarised and concluded in Chapter V. Figures created as part of
this work are marked by a in the caption, while figures taken from other sources
are marked by a in the caption with a reference citation. The combination is
used and a reference is given if the figures were produced during the course of the
thesis and appear in this form in public documents. In rare cases, this symbolism
is used in the caption of tables. The Chapters III and IV contain the original work
by the author marked in this way. Some sections are mainly based on the work
of collaborators, where no major contribution by the author is claimed, and are
marked by a in the section title. Figures marked with a are based on that work
and were re-produced and in some cases visually adapted for this thesis. Figures
marked with a in these sections still signify a contribution by the author.
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Chapter I

Lepton flavour universality

“The world breaks everyone and afterward
many are strong at the broken places.”

Ernest Hemingway, A Farewell to Arms

In recent years, various experimental results hint at a deviation from the pre-
dictions of the SM of particle physics in the sector of charged leptons. This has
been met with cautious excitement, as concrete evidence of the violation of the
universality of lepton flavour would unambiguously confirm the existence of par-
ticles and forces beyond the SM (BSM). The purpose of this chapter is to briefly
introduce the SM and the concept of lepton flavour universality. It summarises
recent tests thereof, as well as the required theoretical concepts. It is concluded by
reviewing additions to the SM based on e�ective field theory approaches, which
can accommodate the observed tensions in a generic way.

I.1 The Standard Model

The SM is a quantum field theory encapsulating the current knowledge of the
fundamental particles and their interactions. Fundamental here means that these
particles can not further be broken down into smaller parts within the theory. A
common schematic representation of these particles and the force carriers which
mediate these interactions is shown in Figure 1.

The SM is built from three generations of (anti-)quarks, three generations of
(anti-)leptons as well as the gauge vector bosons and the scalar Higgs boson. The
quarks further subdivide into up-type quarks (u,c,t) with positive charge q = +2

3e
and down-type quarks (d,s,b) with negative charge q = −1

3e, where the charge
is given as fraction of the absolute value of the elemental electron charge e. The
leptons on the other hand subdivide into either charged (e−, µ−, τ−) or neutral

7



Figure 1: Diagrammatic overview of the Standard Model of particle physics showing the three generations
of leptons and quarks, as well as the gauge and Higgs bosons [2].

(νe, νµ, ντ). For each quark and lepton there exists an anti-particle with opposite
quantum numbers. The fundamental charges carried by both the quarks and lep-
tons corresponding to the gauge symmetries of the SM are the weak isospin T3 and
hypercharge Y , where the weak isospin and hypercharge are related to the electric
charge Q by

Q = T3 +
1
2
Y . (3)

In addition, quarks carry a colour charge — (anti-)red, (anti-)green or (anti-)blue
— of the strong interaction.
Interactions between the quarks and leptons are mediated by the gauge bosons.
The gauge bosons are the photonγ responsible for the electromagnetic interaction
between charged particles, the Z andW ± bosons involved in the weak interaction
and the gluons g implied in the strong interaction. While the gluon and photon
are massless, the Z and W ± are massive. Another di�erence is that gluons also
carry colour and are self-interacting, leading to phenomena like colour confinement.
Unlike QED, where the force weakens if two charged particles are separated, in
QCD it increases. Qualitatively, this can be understood by the fact that the gluon
self-interaction field lines of QCD are bundled together into a ’flux-tube’, where
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the field line density and thus energy density is constant. This means that if one
would try to separate two quarks, the energy in the gluon field would increase
with the distance. At some point, this energy is large enough to produce a quark
anti-quark pair, where each forms a new bound state with one of the initial quarks.
As a result, only bound objects which are colour-neutral can exist.

With the discovery of the Higgs boson in 2012 [3] [4], whose existence is a con-
sequence of the Higgs mechanism giving fundamental particles their masses, the
SM can be considered to be a complete and internally consistent theory of nature
at microscopic scales. However, it is not a ’theory of everything’. For example,
it does not include gravitational forces or contains a dark matter candidate. For
this and other reasons, searches for BSM physics are well motivated, as explained
below.

I.1.1 Gauge symmetries

The SM can be succinctly described by the local gauge symmetries

SU(3)× SU(2)L ×U(1)Y , (4)

where SU(3) describes QCD and SU(2)L × U(1)Y the electroweak interaction.
Each symmetry group is associated to charges conserved by the respective interac-
tion: colour charge (anti-)red, (anti-)green, (anti-)blue) for QCD, and weak isospin
and hypercharge Y for the electroweak interaction. Built into the theory is the dis-
tinction between left-handed doublets and right-handed singlets of the SU(2)L
transformation, where left- and right-handed refers to the left- and right-handed
chiral projection of a fermion, created by using the chiral projection operators

PL =
1
2
(1−γ5) , PR =

1
2
(1+γ5) , (5)

where γ5 = iγ0γ1γ2γ3 is the product of the Dirac γµ matrices. This results in

the total fermion content of
(
ui

di

)
L

,
(
ν
`

)
L

,
(
ui

)
R

,
(
di

)
R

,
(
`
)
R

, where the index i

indicates the colour charge of the quarks. The fermion charges relevant to the
electroweak sector are summarised in Table 1.

Applying the gauge symmetries to the Lagrangian Lψf ree of a free, massless
fermion field ψ

Lψf ree = ψ(iγ
µ∂µ)ψ, (6)
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where the fields transform as

SU(3) : ψ(x)→ ψ(x)′ =expigsα(x)Û ψ(x)

SU(2)L : ψ(x)→ ψ(x)′ =expigα(x)T̂ ψ(x)

U(1)Y : ψ(x)→ ψ(x)′ =expig
′ Y
2 α(x)ψ(x),

(7)

local gauge invariance is only achieved by also introducing the covariant deriva-
tives

∂µ→Dµ = ∂µ + i
g ′

2
YBµ + i

g

2
σjW

j
µ + i

gs
2
λαG

α
µ , (8)

where now the additional vector boson fields Bµ, W j
µ and Gαµ are introduced and

g ′, g and gs are the respective coupling constants. The generators of the groups
SU(2)L and SU(3), T̂ and Û , can be expressed in terms of the Pauli matrices σ
and Gell-Mann matricesλ by Tj =

σj
2 andUα =

λα
2 . These fields have to transform

as

Gkµ→ G′kµ = Gkµ −∂µαk − gsfijkαiG
j
µ

W k
µ →W ′k

µ =W k
µ −∂µαk − gεijkαiW

j
µ

Bµ→ B′µ = Bµ −∂µα,

(9)

where fijk and εijk are the structure constants of the respective symmetry groups.
By introducing those fields, the local gauge symmetry of the Lagrangian is restored.
Now the Lagrangian not only contains free fermions, but also interactions to vec-
tor boson fields. These include the four gauge bosons of the electroweak sector,
Bµ and W 1,2,3

µ . The observed physical photon, Z and W ± fields are defined by

W ±
µ =

1
√
2

(
W 1
µ ∓ iW 2

µ

)
Aµ = BµcosθW +W 3

µ sinθW
Zµ = −BµsinθW +W 3

µ cosθW,

(10)

with the weak mixing angle θW and the photon field Aµ. The strong interaction
is mediated by the 8 gluon fields G1..8

µ .
The gauge symmetries would be explicitly broken by trying to add mass terms

for the gauge bosons and fermions. Instead, particle masses are included in the
SM through the Higgs mechanism, which introduces an additional scalar field, the
Higgs field, with a non-zero vacuum expectation value. By this, the SU(2)L×U(1)Y
symmetry is spontaneously broken to U(1)QED .
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Table 1: Charges of Standard Model fermions.

Electric charge Weak isospin Hypercharge
(ν)L 0 +1

2 −1
(`)L −1 −12 −1
(`)R −1 0 −2
(u)L +2

3 +1
2 +1

3
(d)L −13 −12 +1

3
(u)R +2

3 0 +4
3

(d)R −13 0 −23

During this spontaneous symmetry breaking the Z and W ± gauge bosons
acquire their masses, while the fermion mass terms can be added by Yukawa-
interactions with the non-zero vacuum expectation value of the Higgs field, which
respects the gauge symmetries. Since this mass term uses left- and right-handed
fermions and right-handed neutrinos do not exist in the SM, neutrinos remain
massless in the Higgs mechanism. From the Higgs mechanism, it follows that the
Higgs boson couples to Z and W ± gauge bosons and the fermions with coupling
strengths proportional to their masses.

I.1.2 The electroweak interaction

One particularity of the weak interaction is that parity symmetry is not conserved,
where the parity transformation amounts to switching the signs of space-related
variables x→ −x. This is written into the theory of the weak interaction by the
V-A (vector-axial vector) structure of the weak coupling. Left- and right-handed
(chiral) projections of fermions can be created by using the chiral projection oper-
ators introduced above.

The fermion current jµ associated to a fermion-W vertex is given by

j
µ
weak = f

′(−i
gW√
2
γµ

1
2
(1−γ5))f . (11)

From this, it follows that only left-handed particles and right-handed anti-
particles participate in the weak interaction mediated by the charged W as the
currents for other combinations would be zero due to the appearance of the pro-
jection operator.

Fermi theory of weak interaction

Historically, the weak interaction was formulated to explain the β-decay of neu-
trons. It was imagined as a point-like interaction without the exchange of a prop-
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agator. Since then it became clear that the weak interaction is mediated by the
exchange of W and Z bosons, but in the limit where the energy of the process is
small compared to the gauge boson masses, Fermi’s original description as point-
like interaction is valid. This principle of using a point-like interaction in place
of an unknown propagator can also be generalised to BSM scenarios, where the
expected new particles have much larger masses compared to the scale currently
reached by particle colliders. In the case of the β-decay, the matrix element of the
4-point interaction is described by

M =
1
√
2
GFgµν

[
eγµ(1−γ5)νe

] [
uγµ(1−γ5)d

]
, (12)

where the e�ect of the heavy boson exchange is absorbed into the Fermi constant
GF , measured to be GF = 1.1663787(6)× 10−5 GeV−2 [5].

At larger energies, this approximation breaks down and the fullW propagator
has to be considered. Using the unitary gauge it can be written as

−i
(
gµν −

qµqν
M2
W

)
q2 −M2

W

, (13)

whereMW is the mass of theW boson and gµν the metric tensor of special relativ-
ity. Therefore once the involved energies are large enough, the point-like interac-
tion can be resolved in the sense that now short-range e�ects have to be considered.
In the limit q2 <<M2

W the propagator can be written as

i
gµν

M2
W

. (14)

Comparing the e�ective and full theory, one can obtain the relation of the Fermi
constant and the coupling strength gw of the weak interaction

GF√
2
=

g2w
8M2

W

. (15)

CKM mechanism

The weak eigenstates of quarks participating in the weak interaction and the
mass eigenstates are not the same but are related by a mixing matrix VCKM
(Cabibbo–Kobayashi–Maskawa matrix)

u′

d ′

b′

 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb



d
s
b

 . (16)
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This allows quarks in charged weak currents mediated byW ± exchange to change
flavour to a di�erent generation. The parameters of the CKM matrix are not pre-
dicted by the SM but have to be determined experimentally. The CKM matrix
also includes an imaginary part, which introduces charge-parity violation.

The CKM matrix can be described using three angles θ12, θ23, θ13 and a phase
δ13

VCKM =


1 0 0
0 c23 s23
0 −s23 c23




c13 0 s13e
−iδ13

0 1 0
−s13eiδ13 0 c13



c12 s12 0
−s12 c12 0
0 0 1


=


c12c13 s12c13 s13e

−iδ13

−s12c23 − c12s23s13eiδ13 c12c23 − s12s23s13eiδ13 s23c13
s12s23 − c12c23s13eiδ13 −c12s23 − s12c23s13eiδ13 c23c13

 ,
(17)

where cij = cos(θij) and sij = sin(θij). Another parametrisation was devised by
Wolfenstein, writing the CKM matrix in terms of

λ = s12
Aλ2 = s23
Aλ3(ρ − iη) = s13e−iδ,

(18)

where the matrix is now approximated up to third order in λ as

VCKM =


1− 1

2λ
2 λ Aλ3(ρ − iη)

−λ 1− 1
2λ

2 Aλ2

Aλ3(1− ρ − iη) −Aλ2 1

+O(λ4). (19)

Since the parameter λ is small, it can be seen in this parametrisation that the
diagonal elements are almost unity while the o�-diagonal elements are small. This
means that a quark transition changing the generation is suppressed compared to a
transition within a generation. Historically, this is known as Cabibbo suppression.

The CKM matrix has to be unitary in the SM. This leads to a set of equations,
each of which can be represented in the complex plane. The condition

VudV
∗
ub +VcdV

∗
cb +VtdV

∗
tb = 0 (20)

can be represented as a triangle in the complex plane, commonly called the unitary
triangle.

I.1.3 Tests of the Standard Model

Generally speaking, there are two ways to discover new particles beyond the SM:
direct and indirect observations. In a direct measurement the decay products of a
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new particle produced in a particle collider are detected. It would then be ob-
served by a significant peaking structure in the invariant mass spectrum of the
decay products. An example of such is the direct observation of the Higgs boson
in various decay channels first reported in July 2012 by the ATLAS and CMS col-
laborations. Direct measurements are limited by the centre-of-mass energy of the
collider as well as the sensitivity reachable considering all backgrounds.

In indirect measurements, the contribution of BSM particles to Feynman dia-
grams as virtual particles, which can change observables like branching ratios and
angular distributions, is constrained by precisely measuring these quantities and
comparing them to the SM expectation. A disagreement between the expected
and measured value would then indicate the presence of e�ects not taken into
account in the theory calculation, possibly caused by BSM particles. The achiev-
able sensitivity depends on the mass and the coupling strength of the new particle.
As a historical example of such indirect searches, it can be mentioned that the
existence of the Higgs boson and constraints on its mass could be derived from
measurements of the t quark and W boson masses years before it was finally di-
rectly observed. By precisely measuring the parameters of the electroweak sector
a prediction for the W mass can be obtained. Loop corrections to this prediction
introduce a dependency on the t quark and Higgs boson masses. Measuring the t
quark and W boson masses then constrains the mass of the Higgs boson.

The achievements of the SM are manifold with experiment and theory predic-
tion agreeing to great precision with measurements performed over a large energy
range. Especially in the QED sector, it allows for extremely precise predictions
taking many higher-order e�ects into account in perturbative calculations. For
example, the anomalous magnetic moment of the muon is predicted to be [6]

aSMµ = 116 591 810(43)× 10−11 (21)

and measured to be [7]

ameasµ = 116 592 080(54)(33)× 10−11. (22)

The big success of the SM is its ability to deliver such extremely precise predictions,
which can be tested experimentally to a similar precision, which in turn, as in
the case of the muon anomalous magnetic moment, can reveal tensions between
measurement and prediction, which can point in the direction of BSM theories.

The unitarity conditions of the CKM mechanism are another expectation of
the SM. By measuring and over-constraining the angles and side lengths of the
unitarity triangle introduced earlier the CKM mechanism in the SM can be tested
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Figure 2: Measurements of the sides and angles of the unitarity triangle [8].

to great precision, as shown in Figure 2. So far the measurements of the CKM
parameters show no deviations from the unitarity conditions.

The success story of the SM is completed by the discovery of a boson consistent
with the SM Higgs boson, whose existence is predicted from the Higgs mechanism
introducing particle masses to the SM. Its discovery allows for additional tests
of the SM by measuring its production cross sections and branching fractions in
various channels, as shown in Figures 3 and 4. Again the measurements are in
agreement with the SM predictions.

I.1.4 Beyond the Standard Model

While the SM has been scrutinised to excruciating detail mastering almost every
challenge brought against it experimentally, it is considered to be incomplete. This
assessment originates from more fundamental considerations – its formulation is
not ’elegant’ or ’beautiful’ enough to be a complete theory of everything – and the
di�culties to unify it with the gravitational force or from its lack of explanation
of certain phenomena, be it the asymmetry between matter and anti-matter in the
universe, the nature of dark matter or the observed hierarchy in the masses of its
constituents. Adding non-zero neutrino masses, which follow from the observa-
tion of neutrino oscillations [10], also require additions to the basic formulation
of the SM laid out in this chapter. The SM can then be regarded as a low energy
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Figure 3: Cross sections times branching fraction for various Higgs production and decay channels nor-
malised to the SM expectation [9].

approximation of an unknown underlying theory.
There are numerous indications for the existence of dark matter, which does

not interact by strong or electroweak interaction. For example, it is postulated
to explain the measurements of rotation velocities of galaxies [11]. By fitting the
cosmic microwave background anisotropy in the ΛCDM model, dark matter is
determined to make up about 26% of the energy-matter content of the universe
[12]. However, the SM does not contain a candidate for a dark matter particle. An
even bigger mystery is the nature of dark energy, which is thought to accelerate
the expansion of the universe, and which in this model is the largest part of the
matter-energy content of the universe with about 68%. For both dark matter and
energy, the SM can not provide a description and thus BSM models are required.

Another problem is the observed di�erence between the amount of matter and
anti-matter in the universe. It was proposed that three conditions must be met to
explain the matter anti-matter di�erence to be generated during baryogenesis [13]:

1. baryon number conservation must be violated
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Figure 4: Reduced vector boson and fermion Higgs coupling strength as function of the boson and fermion
masses. The SM expectation is shown as blue dotted line [9].

2. C- and CP-symmetry must be broken

3. interactions must have taken place out of thermal equilibrium

In the SM, no processes violating baryon number conservation are allowed, but
such decays, for example the decay of a free proton, are possible in BSM models
such as grand unifying theories (GUT). While C- and CP-symmetry are violated
in the SM in the weak interaction, the size of this e�ect measured so far is thought
to be too small to generate the observed matter anti-matter asymmetry.

Taking all this together, it is certainly uncontroversial to say that the SM can
not and will not be the last word spoken. Although more and more precise tests
of the SM have been performed, reaching higher and higher energy scales, its re-
markable resilience has been barely scratched. However in recent years, some ex-
citing hints of possible deviations from the SM predictions have been observed in
several measurements performed at di�erent experiments, which indicate that lep-
ton flavour universality, as implicitly assumed in the SM, might be broken. These
studies are discussed and an overview of the experimental results are given in the
next section.
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I.2 Experimental tests of lepton flavour universality

The SM implicitly assumes that the gauge couplings of the charged leptons to the
gauge bosons of the electroweak interaction, the γ ,W ± andZ , are the same. Since
there is no fundamental symmetry requiring this, it is often called an ’accidental’
symmetry. In that sense, the leptons of di�erent flavours are universal with their
only di�erence being their masses. Lepton flavour universality in the sense of the
coupling strength to the Z and W bosons can be directly tested in the decays
Z → `+`− and W −→ `−ν`, for example at LEP expressed as ratios of partial
decay widths of the bosons [14] [15]

ΓZ→µ+µ−

ΓZ→e+e−
=1.0009± 0.0028,

ΓZ→τ+τ−

ΓZ→µ+µ−
=1.0019± 0.0032,

ΓW −→τ−ντ
ΓW −→e−νe

=1.063± 0.027,

ΓW −→τ−ντ
ΓW −→µ−νµ

=1.070± 0.026.

(23)

The observed tensions in the case of W decays have been resolved by measure-
ments performed by the LHC experiments, with the story being closed by the
latest ATLAS result [16]

ΓW −→τ−ντ
ΓW −→µ−νµ

= 0.992± 0.013, (24)

in combination with a previous measurement [17] of

ΓW −→e−νe
ΓW −→µ−νµ

= 0.997± 0.010. (25)

From this experimental evidence, lepton universality in the boson couplings is
confirmed to a high precision. Observing a process where lepton universality is
broken would be evidence of a BSM interaction.

Thus, when measuring the relative branching ratio of two decays which di�er
only in the flavour of the involved lepton, one would expect from the SM that
this ratio only deviates from unity due to the di�erent available phase space in
these decays. Recently, such tests of lepton flavour universality have been per-
formed at e+e−- and pp colliders, resulting in observed deviations from the SM
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Figure 5: Feynman diagram of the decay B0→D∗+`ν` .

which are in some cases above the typical 3σ limit used to claim evidence for a
new phenomenon. Performing these measurements at an e+e−- or pp collision en-
vironment has several implications. Generally speaking, e+e− collisions produce
less background and the well known centre-of-mass energy of the collision, to-
gether with full angular coverage of the detector, makes the reconstruction of un-
detected particles like neutrinos easier. On the other hand, pp colliders typically
have higher signal yields and reach higher centre-of-mass energies, so that such
measurements can be also performed with heavier b-hadrons like B+

c or Λ0
b . In

particular, a lot of interest has focused on decays of hadrons containing b-quarks
with the transitions b→ c`ν or b→ s`+`−. While the former is a tree-level tran-
sition with typically a relative large branching fraction, the later is forbidden at
tree-level in the SM. But still this transition can occur mediated via loop diagrams,
which results in an extremely rare process. As example the Feynman diagrams
for the decays B0→ D∗−µ+νµ and B0→ K ∗0µ+µ− are shown in Figures 5 and
6. Their respective branching fractions are di�erent by multiple magnitudes with
B(B0→D∗−µ+νµ) = 5.05% and B(B0→ K ∗0µ+µ−) = 9.4× 10−7 [18].

From a theoretical point of view, such ratios of branching fractions are interest-
ing as they can be precisely predicted in the SM as uncertainties related to describ-
ing the hadronic transition in the decay cancel to first order. From the experimen-
tal side ratios of branching fractions can generally be measured to a better preci-
sion than absolute values, as systematic uncertainties can cancel. In the following
sections, the measurements performed with b→ c`ν and b→ s`+`− transitions
are summarised and more detail is given how the cancellation of theoretical and
experimental uncertainties occurs.

I.2.1 Electroweak penguin decays

Electroweak penguin decays are suppressed strongly in the SM due to the appear-
ance of the loop in the Feynman diagram. They consist of a flavour changing neu-
tral quark current, forbidden at tree-level in the SM. New particles could enter
these loops as virtual particles and measurably change observables like the branch-
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Figure 6: Examples of Feynman loop diagrams contributing to the process B0→ K∗0`+`−.

ing fraction of the decay or angular distributions of the decay products. Since
these decays have small branching ratios experiments have only recently collected
enough data to make measurements with enough precision to make meaningful
comparisons with the SM. As an example for such an electro-weak penguin decay,
where lepton universality has been tested, the Feynman diagram of the process
B0→ K ∗0`+`− is shown in Figure 6. Here the lepton-antilepton pair consists of
either muons or electrons. To reduce systematic uncertainties the measurement at
LHCb is performed as double-ratio relative to the control channel B0→ J/ψK ∗0

RK∗0 =
B(B0→ K ∗0µ+µ−)

B(B→ K ∗0J/ψ (→ µ+µ−))
B(B→ K ∗0J/ψ (→ e+e−))
B(B0→ K ∗0e+e−)

, (26)

using the observation that lepton universality is fulfilled in J/ψ decays to a lepton
pair [19]. Systematic e�ects, for example related to the di�erence of reconstruction
performance between muons and electrons, are expected to cancel by measuring
this double-ratio.

The measurement is typically performed in di�erent regions of q2, which is
the square of the invariant mass of the lepton-antilepton system, as the SM pre-
diction typically depends on this variable. A comparison of this ratio measured at
LHCb with the SM prediction is shown in Figure 7. A similar measurement was
performed using B+→ K+`+`− decays, where a 2.5σ deviation from the SM has
been observed in the range 1.1 < q2 < 6.0GeV2 [20]. More recently such a ratio
was measured using the b-baryon decay Λ0

b→ pK−`+`−, found to be compatible
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Figure 7: Comparison of the measured values of R(K∗0) with the SM prediction in two di�erent ranges of
the squared invariant mass of the lepton-lepton system [22].

with the SM within the experimental uncertainties [21].
Additional tensions with the SM are seen in angular analyses, as shown in Fig-

ure 8. The P ′5 variable used here is constructed in a way to reduce the uncertainties
on the theoretical predictions. The measurement is performed in bins of q2 and
a tension with the SM at a 2.9σ level can be observed in one of the bins. An-
other tension is seen in the measurement of the di�erential branching fraction
B(B0

s→ φµ+µ−) as function of q2 [23] in shown in Figure 9. The tension becomes
more evident when considering the 1.0 < q2 < 6GeV2 region, where the di�eren-
tial branching fraction is measured to be (2.58+0.33−0.31 ±0.08±0.19)×10−8 GeV−2,
which is more than 3σ below the SM prediction of (4.81± 0.56)× 10−8 GeV−2.

To summarise, deviations from the SM have been observed at several places
in electroweak penguin decays of b-hadrons. Although no single measurement has
yet reached the 5σ threshold to claim the observation of a new e�ect, taking all the
observations together in a global analysis shows that allowing for BSM contribu-
tions can improve the description of the data with respect to the SM, as discussed
in Section I.4.

I.2.2 Semileptonic B-hadron decays

For semileptonic b→ c`ν decays, mediated by a charged weak current at the tree-
level, the SM branching fraction is large and new physics e�ects might be hard to
notice. Still these decays are interesting if one assumes that BSM e�ects primarily
a�ect the third lepton generation. This could happen if the coupling strength of
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Figure 8: Measurement of the angular variable P
′

5 as function of q2 [24].
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Figure 9: Measured B0s → φµ+µ− di�erential decay rate as function of q2. Predictions by the SM, if
available, are shown as blue bands [23].

the BSM particles depends on the mass of the involved lepton. Then the BSM
contribution to the decay to the heaviest lepton, the τ , can become significant
enough to modify the observed branching fraction while leaving the branching
fraction of decays to lighter leptons almost unchanged with respect to the SM
expectation. Typically relative branching fractions defined as

R(Hb) =
B(HB→Hcτντ)
B(HB→Hc`ν`)

(27)

are measured, where, depending on the experimental set-up, the lepton in the de-
nominator is either an electron, muon or a combination of both. Measurements us-
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Table 2: Experimental results of R(Hc) measurements performed at LHCb.

Hb Hc τ decay mode R(Hc) Reference
B0 D∗− hadronic 0.291± 0.019(stat)± 0.026(syst)± 0.013(ext) [25]
B0 D∗− muonic 0.336± 0.027(stat)± 0.030(syst) [26]
B+c J/ψ muonic 0.71± 0.17(stat)± 0.18(syst) [27]
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Figure 10: Summary of measurements ofR(D∗) andR(D) compiled by the Heavy Flavor Averaging Group
[28]. The average of the experimental results is shown as red ellipsis with the dotted line indicating the 3σ
region. The average of SM predictions is shown as black point.

ing the b hadrons B0, B+ or B+
c decaying toD(∗)+,D(∗)0 and J/ψ have already been

performed, while measurements using b-baryons decays, for example Λ0
b →Λ+

c ,
are foreseen. These measurements have been performed with di�erent decay chan-
nels of the τ , either decaying to a muon or electron or to a di�erent number of
charged and neutral pions, as summarised in Table 2 for measurements performed
at LHCb.

A recent summary of measurements of lepton universality in b→ c`−ν` tran-
sitions is shown in Figure 10. Here, R(D) signifies the charm hadronsD+ andD0,
while R(D∗) signifies the charms hadrons D∗+ and D∗0. Depending on the mea-
surement, not all charm hadrons are included when determining R(D∗) or R(D),
but they can be related by isospin considerations, where the spectator quark is ex-
changed, by R(D∗) = R(D∗0) = R(D∗+) and R(D) = R(D0) = R(D+). Since the
excited charm hadrons decay to their ground state emitting a photon or a pion,
which can be missed, the decays used for measuring R(D∗) can enter as a back-
ground contribution when measuring R(D) (’feed-down’ background) leading to
a correlation when doing a combined measurement of both, which shows as an
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ellipsis in Figure 10.
For the measurements performed at LHCb, reconstructing the τ either as τ→

µνµντ or as τ→ π+π−π+ντ leads to a di�erent analysis strategy. In the first case
the ratio

R(D∗) =
B(B0→D∗−τ+ντ)
B(B0→D∗−µ+νµ)

(28)

is measured directly by determining the relative yield of B→ D∗τντ to B→
D∗µνµ. The D∗− is reconstructed in the decay D∗→ D0π− and the D0 in the
decay D0→ K+π−. As the τ decays to a µ and additional neutrinos, the recon-
structed final state particles are the same in both cases. The relative yield can then
be determined from the (µ+K+π−π−) sample.

When reconstructing the τ in the hadronic decay mode τ→ π+π−π+ντ the
measured quantity is

Rhad(D
∗) =

B(B0→D∗−τ+ντ)
B(B0→D∗−π+π−π+)

. (29)

The relative branching fraction is then determined by

R(D∗) = Rhad(D
∗)× B(B

0→D∗−π+π−π+)
B(B0→D∗−µ+νµ)

, (30)

using the already measured values of B (B0 →D∗−π+π−π+) and B (B0

→D∗−µ+νµ) as external inputs.

Light leptons

The universality of the light electron and muon can be tested at low energies using
decays of pseudoscalar mesons, whose invariant mass is too low to decay into a tau
lepton. The relative rates of theX−→ `−ν` decay have been measured for di�erent
mesonsX and can be predicted by the SM, where theX−→ e−νe decay is typically
helicity suppressed. Kaon decays have been used by the NA62 collaboration [29] to
measure

ΓK−→e−νe
ΓK−→µ−νµ

= (2.488± 0.007± 0.007)× 10−5, (31)

where the first uncertainty is statistical and the second systematic. This is found
to be in agreement with the SM expectation of [30] ΓK−→e−νeΓK−→µ−νµ

SM = (2.477± 0.001)× 10−5. (32)
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For pion decays the corresponding ratio has been measured by the PIENU Collab-
oration to be [31]

Γ (π+→ e+νe +π+→ e+νeγ)
Γ (π+→ µ+νµ +π+→ µ+νµγ)

= (1.2344± 0.0023± 0.0019)× 10−4, (33)

where the first uncertainty is statistical and the second systematic. This is consis-
tent with the SM prediction of [30](

Γ (π+→ e+νe +π+→ e+νeγ)
Γ (π+→ µ+νµ +π+→ µ+νµγ)

)SM
= (1.2352± 0.0001)× 10−4. (34)

The universality of the couplings gµ and ge of the light leptons to theW boson
have also been tested using the τ−→ µ−νµντ and τ−→ e−νeντ decays [32](

gµ
ge

)
= 1.0036± 0.0020, (35)

which again is found to be consistent with the SM expectation.
Due to the agreement of experiment and SM prediction, it is usually assumed

that BSM e�ects are negligible for semileptonic decays involving muons or elec-
trons. This assumption has further been substantiated by the B-factories for b-
meson decays, but single electron final states have not been included yet in mea-
surements at hadron colliders. Defining the ratio R(D∗+)light in a similar way to
R(D∗) as

R(D∗+)light =
B(B0→D∗+e−νe)

B(B0→D∗+µ−νµ)
, (36)

it was measured by Belle to be 1.01 ± 0.01(stat.) ± 0.03(syst.) [33], where the
first uncertainty is statistical and the second systematic, consistent with the SM
expectation of one, since the muon and electron masses are small compared to the
typical momentum transfers in this interaction so that their phase space factors
are very similar.

As usual for relative branching fraction measurements, many systematic uncer-
tainties are expected to cancel to first order and only e�ects due to the di�erent
behaviour of electrons and muons in the detector remain. In the case of the Belle
measurement, the dominating uncertainty is due to the electron and muon iden-
tification. For a measurement at a hadron collider, additional uncertainties are
related to the partial reconstruction of the decay. Due to Bremsstrahlung, a�ect-
ing electrons more than muons, the reconstruction e�ciencies can be di�erent.
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When selecting events with electrons or muons care must be taken not to intro-
duce di�erences between the two samples, for example when triggering on the
electron or muon.
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I.3 Theoretical treatment

An e�ective field theory approach is typically used to make precise predictions of
the observables of interest and to interpret potential deviations in a generic way.
This is motivated by the fact that the energy scales involved in the weak decay of
a hadron are much smaller than the mass of the W boson and in particular much
smaller than the mass scale of potential BSM particles. In the following, the focus
will be on semileptonic decays. An e�ective HamiltonianHef f for the b→ c`−ν`
can be written as

Hef f (b→ c`−ν`) =
4GF√
2
Vcb

∑
i

CiOi , (37)

where Ci are Wilson coe�cients, encapsulating the e�ects at larger energies and
short-distances, and the operators Oi describing the low energy, long-distance
part. In the case of the SM, the relevant operator is the product of the two axial-
vector currents:

OVA = (cγµPLb)(`γ
µPLν`), (38)

while the normalisation of (37) was chosen such that the corresponding coe�cient
is unity. In the SM, the coe�cient and operator is the same for all three generations
of leptons, while BSM models could add new operators or modify the coe�cient
for a particular flavour. Since the decay can be split into a purely leptonic part and
a hadronic part, it is possible to further factorise the problem. Because hadrons are
not point-like particles but composite objects consisting of quarks held together
by the strong force, this part requires careful treatment as described in the next
section.

I.3.1 Hadronic form factors

The transition b→ c`−ν` can be described using the formalism of e�ective Hamil-
tonians. In this way, it can be separated into a leptonic and hadronic part. While
the calculation of the leptonic part is easier, as the involved particles are point-like
and the QED mediator does not self-interact, the hadronic part requires QCD in-
teractions by (soft) gluon exchange to be taken into account. In this regime, QCD
is non-perturbative as the strong coupling constant αs is large and more involved
approaches are necessary for a precise calculation. For example, in the lattice QCD
approach space-time is discretised as a four-dimensional ’lattice’ to perform nu-
merical calculations. The precision of this approach is limited by the spacing of
the lattice and the computational expense involved in reducing this spacing.
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Alternatively, some approximation has to be made or symmetry arguments
have to be employed to simplify the calculations, which is the approach for the
calculations described below. The matrix elements involving hadrons, like

〈Hc|cγµ(1−γ5)b|Hb〉 (39)

will be described using form factors encapsulating the e�ects of gluon exchange
and the presence of virtual quark-antiquark pairs, which is di�cult to calculate as
this lies in the non-perturbative regime of QCD. Since these form factors are not
predicted by this approach, they have to be measured for a certain decay. In some
cases, it is possible to calculate form factors using lattice QCD.

A very fruitful approach to obtain a parametrisation for the form factors
has been Heavy Quark E�ective Theory (HQET) [34], exploiting the fact that
the b and c-quarks are much heavier than the involved spectator quarks. The
partition of quarks in ’heavy’ and light’ is typically done according to the scale
mu,md ,ms << ΛQCD << mc,mb,mt, where ΛQCD ≈ 200MeV is the hadronisa-
tion scale of QCD, where the strong coupling constant starts to become large so
that the perturbative approach breaks down. The basic assumption of HQET in
the case of a meson consisting of a heavy and a light quark is that the heavy quark
has the same velocity as the meson and the light quark only sees it as a static source
of colour. Spin interactions between the heavy quark and light degrees of freedom
(the gluon exchanged between the two quarks) are suppressed by the heavy quark
mass. This means that the heavy quark can be replaced by another heavy quark
of di�erent flavour (in practice exchanging the b- by a c-quark) and its spin can
be flipped without any di�erence to the light degrees of freedom (spin-flavour
symmetry) if the velocity remains unchanged. If the velocity is changed, the light
degrees of freedom need to ’follow’ the heavy quark, resulting in suppression by a
so-called form factor.

For the concrete case of a B→ D∗ transition, four form factors are necessary.
By splitting the hadronic current into vector and axial-vector parts, these form
factors are defined by [35]

〈D∗(pD∗,εα)|c̄γµb|B(pB)〉 =
2iV (q2)
mB +mD∗

εµναβε
∗νpαBp

β
D∗ ,

〈D∗(pD∗,εα)|c̄γµγ5b|B(pB)〉 = 2mD∗A0(q
2)
ε∗ · q
q2

qµ + (mB +mD∗)A1(q
2)

(
ε∗µ −

ε∗ · q
q2

qµ

)
−A2(q

2)
ε∗ · q

mB +mD∗

(
(pB + pD∗)µ −

m2
B −m2

D∗

q2
qµ

)
,

(40)
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where ε is the polarisation vector of the D∗ and the form factors V (q2), A0(q2),
A1(q2) and A2(q2) depend on the square of the four-momentum q2 carried away
by the vector boson. The factor A0(q2) only contributes to the term suppressed
by helicity and is therefore only relevant for decays to the heavy τ lepton.

In the heavy quark approximation, where the spin-flavour symmetry holds, the
four form factors can be expressed by a single function, called the Isgur-Wise func-
tion hA1

(w) [36] [37], which describes the transition probability from one rest-
frame to the other by a Lorentz boost by encapsulating the overlap of the light de-
grees of freedom of two heavy quarks moving with vB and vD∗ . The four-velocity
transfer w = vB · vD∗ is related to q2 by

q2 =m2
B +m

2
D∗ − 2mBmD∗w. (41)

As the heavy quark mass is finite, the spin-flavour symmetry is not exact and short-
distance e�ects have to be taken into account, complicating the picture. The form
factors are then written as

A0(w) =
R0(w)
rD∗

hA1
(w),

A1(w) =
w+1
2

rD∗hA1
(w),

A2(w) =
R2(w)
rD∗

hA1
(w),

V (w) =
R1(w)
rD∗

hA1
(w), (42)

using the form factor ratios R0(w), R1(w) and R2(w) to express the di�erence
between the form factors and defining the factor rD∗ =

2
√
mBmD∗

(mB+mD∗ )
.

These functions can further be parametrised around the point of zero recoil
(w = 1) by the so-called CLN parametrisation [38] [35]:

hA1
(w) =hA1

(1)
[
1− 8ρ2z+ (53ρ2 − 15)z2 − (231ρ2 − 91)z3

]
,

R1(w) =R1(1)− 0.12(w − 1) + 0.05(w − 1)2,
R2(w) =R2(1) + 0.11(w − 1)− 0.06(w − 1)2,
R0(w) =R0(1)− 0.11(w − 1) + 0.01(w − 1)2, (43)

using z =
√
w+1−

√
2√

w+1+
√
2

and introducing the free parameters hA1
(1), R0(1), R1(1),

R2(1) and ρ2, which can be measured in the B0→ D∗`ν decay, for example re-
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cently by Belle [33] to be

ρ2 =1.106± 0.031± 0.007,
R1(1) =1.229± 0.028± 0.009,
R2(1) =0.852± 0.021± 0.006.

(44)

The parameter R0(1) was not measured since the analysis only used transitions to
electrons and muons, where the helicity-suppressed amplitude, the only oneR0(1)
contributes to, is negligible. Since the normalisation factor hA1

(w) appears in all
factors it will cancel when considering the relative branching fraction and is not
important when predicting the ratio of interest. For calculating ratios involving a
τ , it is necessary to also know R0(1), which can be approximated from leading or-
der perturbative estimations using the experimental results for the other factors to
be R0(1) = 1.14 [35], where an uncertainty estimate of 10% is applied to account
for higher order corrections.

An alternative approach is the BGL parametrisation [39], where the form fac-
tors are parametrised by a generic expansion in z following the form

f (z) =
1

P (z)φ(z)

∞∑
n=0

a
f
nz
n. (45)

so that the four form factors are parametrised by

f (z) =
1

P1+(z)φf (z)

∞∑
n=0

a
f
nz
n,

g(z) =
1

P1−(z)φg(z)

∞∑
n=0

a
g
nz
n,

F1(z) =
1

P1+(z)φF1(z)

∞∑
n=0

aF1n z
n,

F2(z) =
1

P2(z)φF2(z)

∞∑
n=0

aF2n z
n,

(46)

with the Blaschke factor P (z) and the weighting factor φ(z). The Blaschke factor
depends on the number of Bc states below the BD∗ mass threshold. When measur-
ing the parameters of this series, the expansion in zn has to be truncated at some
point. Usually including terms up to n = 2 or n = 3 is su�cient to describe the
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data well. These parameters have been measured to be [33]

ã
f
0 × 10

3 = −0.506± 0.004± 0.008

ã
f
1 × 10

3 = −0.65± 0.17± 0.09
ãF11 × 10

3 = −0.270± 0.064± 0.023
ãF12 × 10

3 = +3.27± 1.25± 0.45
ã
g
0 × 10

3 = −0.929± 0.018± 0.013,

, (47)

where the parameters are scaled by |Vcb| and an electroweak correction ηEW

ãbi = |Vcb|ηEWa
b
i . (48)

As for the CLN parametrisation, one of these form factors, F2(z), is only sensitive
to the helicity-suppressed amplitude and was not measured here and needs to be
predicted, for example described in [40].

I.3.2 Standard Model prediction

It is instructive to briefly repeat the calculation of the expected value for theR(D∗)
ratio in the SM, which uses these form factor measurements. From this, it can
be understood how new physics could enter, modifying the decay rate to tauons,
while leaving the rate to electrons and muons almost untouched as present exper-
imental results suggest. From the e�ective Hamiltonian describing the b→ cτντ
transition

Hef f =
4GF√
2
(cγµPLb)(τPLντ) + h.c. (49)

the double-di�erential decay rate of B0→D∗−`+ν can be written [35] as

d2Γτ
dq2d cosθ

=
G2
F |Vcb|

2 |p|q2

256π3m2
B

(
1− m

2
τ

q2

)2
×[

(1− cosθ)2 |H++|2 + (1+ cosθ)2 |H−−|2 +2sin2θ |H00|2+
m2
τ

q2
(
sin2θ(|H++|2 + |H−−|2) + 2 |H0t −H00 cosθ|2

)]
,

(50)
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Table 3: Recent SM predictions for the value of R(D∗).

Reference Predicted R(D∗)
[41] 0.257± 0.003
[42] 0.260± 0.008
[40] 0.257± 0.005

where θ is the angle between theD∗ and τ three-momenta in the τ−ντ rest frame
and using the helicity amplitudes

H±±(q
2) =(mB +mD∗)A1(q

2)∓ 2mB

mB +mD∗
|p|V (q2),

H00(q
2) =

1

2mD∗
√
q2

[
(m2

B −m2
D∗ − q2)(mB +mD∗)A1(q

2)−
4m2

B |p|
2

mB +mD∗
A2(q

2)
]

H0t(q
2) =

2mB |p|√
q2

A0(q
2),

(51)

which depend on the the form factors V (q2), A0(q2), A1(q2) and A2(q2) intro-
duced earlier.

Integrating (50) over θ, one can obtain

dΓτ
dq2

=
G2
F |Vcb|2|p |q2

96π3m2
B

(
1− m

2
τ

q2

)2 [(
|H++|2 + |H−−|2 + |H00|2

)(
1+

m2
τ

2q2

)
+
3
2
m2
τ

q2
|H0t|2

]
,

(52)
which is now used to obtain the ratio of di�erential decay rate between a tau and
a light lepton in the final state:

R∗D∗(q
2) =

dΓτ/dq
2

dΓ`/dq2
=

(
1− m

2
τ

q2

)2 [(
1+

m2
τ

2q2

)
+
3
2
m2
τ

q2
|H0t|2

|H++|2 + |H−−|2 + |H00|2

]
,

(53)
where the mass of the light lepton is neglected. By integrating over q2 and using
the measured form factors, one can obtain SM predictions for R(D∗) summarised
in Table 3, with the average

R(D∗)avg = 0.258± 0.005. (54)

By substituting the τ by a light lepton in (53) the ratio between two light lep-
tons, i.e. an electron and muon, becomes unity. Since the term including |H0t|2
only becomes relevant for heavy lepton masses, BSM e�ects modifying this helicity
amplitude would change the relative branching ratio between tauons and the light
leptons, but not the ratio between an electron and a muon.

32



I.4 Explaining lepton universality violation

It would be a desirable feature of a BSM theory to be able to consistently explain
the observed deviations from the SM for penguin decays as well as those measured
in semileptonic decays. At the same time, other constraints, like the lifetimes of B-
hadrons and the measured upper limits on lepton flavour violating decays have to
be respected, as BSM contributions could have an impact on them. There are vari-
ous attempts to extend or augment the SM to be able to account for the observed
deviations. As an example, the existence of leptoquarks are hypothesised, which
are particles coupling to quarks and leptons. As a consequence lepton flavour is
not conserved anymore. In this way, tests for lepton universality and observed
tensions there serve as a motivation of the search for lepton-flavour violating de-
cays [43]. Another possible BSM scenario is the introduction of additional heavy
bosons. Figure 11 shows examples of Feynman diagrams where BSM particles enter.

However, it is quite di�cult to devise a specific model, which explains all ten-
sions while leaving other experimentally confirmed expectations intact. As men-
tioned earlier, instead of regarding a specific BSM model the experimental results
can be analysed using the e�ective Hamiltonian approach in a generic way. Global
fits, which include di�erent observations, can be performed and it can be tested
if introducing additional Wilson coe�cients or modifying the SM ones can yield
a better description of the data. In the following, the results of such fits in the
b→ s`+`− and b→ c`ν cases are discussed.

b c

q q

νl

l−

LQB D(∗)
b s

d d

l−

l+

Z ′

B0 K∗0

Figure 11: Example of a leptoquark contribution to the b→ c`ν transition (left) and a BSM neutral gauge
boson Z

′
to the b→ s`+`− transition (right).

Penguin decays

The experimental results summarised earlier can be used in global fits to Wilson
coe�cients including terms representing non-SM contributions to obtain a to-
tal significance of the potential BSM e�ects. Allowing the contribution of some
combination of BSM Wilson coe�cients can improve the description of the data
significantly by modifying the b→ sµ+µ− currents. For example, the analysis
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Figure 12: Comparison of the fitted Wilson coe�cients with the constraints obtained from experiment
for the scenarios (CNP

9 ,C′9) and (CNP
9 ,C′10) [44].

presented in [44] uses as input the observed R(K), R(K ∗), P
′
5 and B0

s → φµ+µ−

branching ratio measurements discussed earlier. Without going into detail here,
the following BSM Wilson coe�cient-operator combinations are considered:

CNP
9 (sγµPLb)(µγµµ),

CNP
10 (sγ

µPLb)(µγµγ5µ),

C ′9(sγ
µPRb)(µγµµ),

C ′10(sγ
µPRb)(µγµγ5µ),

(55)

where the C9 and C10 terms also appear in the SM Hamiltonian. These terms are
used in the fit in pairs of two, testing six scenarios in total. It is seen that adding
the combinations (CNP

9 ,C ′9) = (−1.28,+0.68) or (CNP
9 ,C ′10) = (−1.38,−0.48) to

the Hamiltonian improves the description the most compared to the SM. These
fitted values are compared with the measurement constraints in Figure 12.

Semileptonic decays

One way to introduce new physics contributions in the b → cτντ transition
within the e�ective approach described earlier is by introducing new operators
which modify the helicity-suppressed amplitude. In this way, the heavier the lep-
ton, the more the influence of new physics contributions are apparent, matching
the experimental observations. It is clear that with the current experimental re-
sults tensions with the SM only reveal themselves by looking at R(D) and R(D∗)
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Belle (2015), had. tag
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Belle (2019), sl.tag
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 0.005±0.258 

PRD 95 (2017) 115008 
 0.003±0.257 

 JHEP 1711 (2017) 061  
 0.008±0.260 

JHEP 1712 (2017) 060 
 0.005±0.257 

HFLAV
Spring 2019

/dof = 0.4/ 1 (CL = 52.00 %)2χ

Figure 13: Summary of measurements and SM predictions of R(D∗) and R(D) compiled by the Heavy
flavour averaging group [28].

together, taking correlations into account if a combined measurement was done.
Looking only at the single ratios, shown in Figure 13, no large tension with the SM
is observed. Maybe more worryingly, one could get the impression that the more
recent the measurement, the closer one gets to the SM prediction, especially in the
case ofR(D). The latest combined measurement from 2019 by Belle, which has the
smallest uncertainties of the measurement included in the averaged value, is very
consistent with the SM prediction. In fact, in the shown update of the HFLAV
averages in the spring of 2019, the tension was reduced from about 4σ to about
3σ . One could interpret this in several ways. One could argue that lepton flavour
universality holds in the SM and the 2012 BaBar measurement, which is one of the
main drivers of the tension underestimated its uncertainties, overlooked a system-
atic e�ect shifting the result or was just an unlucky fluctuation. From the point of
BSM, this would be very disappointing.

On the other hand, one could argue that a tension remains, which should mo-
tivate further measurements, and together with the observations in electro-weak
penguin decays, this chapter is far from closed. In the end, it is evident that more
measurements are required to finally confirm if the SM expectation is violated.
Especially exciting here are the ongoing measurements using LHCb data and the
data collected by the currently running Belle II experiment, which should bring
more clarity and resolve this issue.
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In the e�ective field theory approach, global fits to the Wilson coe�cients are
made to find the values, which best describe the data. In many cases, only one
or two coe�cients are allowed to vary. For the study of b→ c`ν` transitions,
it is commonly assumed that new physics only contributes to the τ decay mode,
as the experimental evidence does not show deviations in the muon or electron
modes. From measurements of Rµ/e(D) and Rµ/e(D∗), consistent with the SM
expectations, it seems unlikely that there are BSM contributions to the b→ cµντ
transition, so that it is well motivated to try to explain the tensions by only looking
at the τ currents.

To describe the data and fit for BSM e�ects, the e�ective Hamiltonian defined
in (37) can be expanded in a generic way as [45]

Hef f =
4GF√
2
Vcb

OVL +

√
2

4GFVcb

1
Λ2

∑
i

(
CiOi +C

′
iO
′
i +C

′′
i O

′′
i

)
 , (56)

where OVL is the SM operator and Λ is the BSM scale. The possible operators
are summarised in Table 4. TheO

′
i andO

′′
i operators correspond to quark-lepton

currents, which could be generated in leptoquark models.

Table 4: All possible four-fermion operators that can contribute to b → cτν̄ transition assuming only
left-handed neutrinos exist. Taken from [46].

Operator
OVL (c̄γµPLb) (τ̄γµPLν)
OVR (c̄γµPRb) (τ̄γµPLν)
OSR (c̄PRb) (τ̄PLν)
OSL (c̄PLb) (τ̄PLν)
OT (c̄σµνPLb) (τ̄σµνPLν)

O
′
VL

(τ̄γµPLb) (c̄γµPLν)
O
′
VR

(τ̄γµPRb) (c̄γµPLν)
O
′
SR

(τ̄PRb) (c̄PLν)
O
′
SL

(τ̄PLb) (c̄PLν)
O
′
T (τ̄σµνPLb) (c̄σµνPLν)

O
′′
VL

(τ̄γµPLcc) (b̄cγµPLν)
O
′′
VR

(τ̄γµPRcc) (b̄cγµPLν)
O
′′
SR

(τ̄PRcc) (b̄cPLν)
O
′′
SL

(τ̄PLcc) (b̄cPLν)
O
′′
T (τ̄σµνPLcc) (b̄cσµνPLν)

As an example, the new physics contributions are fitted in [46] using the CLN
form factor parametrisation and the BSM scale Λ = 1TeV. As input the then-
available measurements of R(D∗), R(D) and R(J/ψ ) and of the τ polarisation
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are used, also taking into account a constraint on the upper limit of BR(B+
c →

τντ) < 0.1 [47]. One particularly appealing result is that the relatively simple
shift in the contribution of the SM operator OV τ = (c̄γµPLb)(τ̄γµPLν) by a co-
e�cient of value CVL = 0.149 ± 0.032 describes the measured values well. In
the study presented this goes however with the caveat that the predicted value of
R(J/ψ ) using this fit result is smaller than the measured one. But since the exper-
imental uncertainties are fairly large, this tension is not significant and can only
be resolved by more precise measurements. In addition, three alternative solu-
tions were identified. One tensor solution with CT = 0.516 ± 0.015, one with
C
′′
SL

= −0.526± 0.102 and one with both CVL = −1.286 and CVR = 1.512. It is
pointed out that the tensor contribution can be distinguished from the other solu-
tion by more precise measurements of R(J/ψ ) and the τ polarisation. To di�eren-
tiate between the other viable results angular analysis and measuring the forward-
backward asymmetry is necessary [48].

In an update to this work [49], which now includes the 2019 Belle measurement
of R(D(∗)) and a measurement of the D∗ polarisation fraction f D

∗
L , only the CVL

solution remains with a value of CVL = 0.10± 0.02. It should be noted that here
only combinations of ’similar’ operators were allowed, meaning that the scalar,
vector and tensor operators are not mixed when allowing two coe�cients to vary.
In the e�ective field theory picture, the combination of ’non-similar’ operators
corresponds to the contribution of more than one BSM particle with di�erent
spins to the transition. If this mixing is allowed, additional combinations of two
coe�cients can describe the data. It is argued that a precise measurement of the
branching fraction B (B+

c →τν) would allow distinguishing between these solu-
tions.
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Chapter II

The LHCb experiment

“»Es ist ein eigentümlicher Apparat«,
sagte der O�zier zu dem
Forschungsreisenden und überblickte mit
einem gewissermaßen bewundernden
Blick den ihm doch wohlbekannten
Apparat.”

Franz Kafka, In der Strafkolonie

The LHCb detector is built, maintained, operated and the recorded data is
analysed by an international collaboration of over 1000 people. It is situated at the
Large Hadron Collider (LHC) operated by the European Organization for Nuclear
Research (CERN). In the following, an overview of the LHC and the detector
components of LHCb are given.

Since the data sample used in the presented analysis was taken exclusively dur-
ing Run 2 in the years 2016, 2017 and 2018, the description of the detector and
trigger focuses on that period, with changes and improvements compared to Run
1 (2011-2012) briefly described where necessary.

II.1 The Large Hadron Collider

The LHC is a circular proton-proton collider. It has been running in the years
2009-2013 (Run 1) and 2015-2018 (Run 2). After starting with low-energy pro-
ton beams at the end of 2009, the beam energy was ramped up so that the first
proton-proton collisions with a centre-of-mass energy

√
s of 7 TeV could be pro-

duced in March 2010. The LHC continued operating at this
√
s in 2011, while it

was increased for the 2012 period to 8 TeV. The first months of 2013 were used for
proton-lead and lead-lead collisions, which were followed by the first long shut-
down. When restarting the LHC in 2015 a centre-of-mass energy of 13 TeV could
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Figure 14: Accelerator chain feeding the LHC [50].

be reached, which were used for the remainder of Run 2 until the LHC was shut
down for maintenance at the end of 2018.

The protons pass through several pre-accelerators and are injected into the
LHC ring with an energy of 450 GeV, where there are accelerated to their final
collision energy. A scheme of the di�erent parts involved in the accelerator chain
is shown in Figure 14. The protons are accumulated in bunches and brought to
collision at several places (’interaction points’) where the di�erent detectors are
installed. In total seven experiments record and analyse the data generated by
these collisions. The ’general-purpose’ detectors ATLAS and CMS, responsible for
observing the Higgs boson in 2012, ALICE, optimised for studying heavy-ion colli-
sions, and LHCb, and three ’smaller’ experiments (TOTEM, LHCf and MoEDAL).
In addition to the proton-proton collision program, heavy-ion beams can also be
accelerated and brought to collision. The proton bunches are spaced in time with
a distance of 25 ns resulting in a bunch-crossing rate of 40 MHz. Since some of the
bunches must be empty the average collision rate is about 30 MHz. To increase the
interaction rate the beams are squeezed at the interaction points. In contrast to
other experiments like ATLAS and CMS the luminosity at LHCb is kept constant
at a lower value by shifting the beam focus to counteract the depletion of the cir-
culating protons. In this way, the average number of inelastic pp interactions per
collision is kept around µ = 1.1 during Run 2. The total pp collision rate also in-
cludes elastic scattering, which is of no interest in this analysis. The instantaneous
luminosity reached at LHCb during Run 2 was around 4× 1032 cm−2 s−1.
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II.2 The LHCb detector

The LHCb detector is a forward-facing spectrometer, primarily envisioned for the
precise study of CP-violation, but by now with a physics program wide enough
to rightly deserve the description as a ’general purpose detector in the forward
direction’. Its design is optimised for detecting the decay products of charm and
bottom hadrons produced in a pp collision with a boost along the beam axis. As
described in more detail below, its basic components are a tracking system up- and
downstream of a magnet, whose bending of charged particle trajectories allows to
measure their momenta, a tracker close to the interaction region to reconstruct the
pp collision points, the RICH system and calorimeters for particle identification
and the muon stations for muon reconstruction and identification.

A scheme of the detector and the definition of the coordinate system used is
shown in Figure 15. The positive z-axis is aligned with the beam axis in direction
of the detector with the origin being placed at the centre of the interaction region.
The remaining horizontal and the vertical directions are described by the x- and
y-axis, respectively, to form a right-handed coordinate system. The commonly
used transverse plane is spanned by x and y . Additionally, the coordinates r , φ
and θ are utilised. The angles φ and θ are the angles in the transverse plane
and with respect to the z-axis, while the radius r is the radius in the x-y-plane.
Another commonly used variable is the pseudorapidity η defined by the angle θ
by η = − ln

[
tan

(
θ
2

)]
. Expressed in this way, the LHCb detector has a angular

coverage of 2 < η < 5.
The forward-facing layout was chosen since the main mechanism of bb produc-

tion at the collision energies at LHCb is gluon-gluon fusion, where the bb-pair
is boosted along the beamline since the momenta of the two interacting gluons
from each proton are asymmetric, as illustrated in Figure 16 The lifetime of these
boosted b hadrons is large enough that they decay at a discernible distance at the
order of a centimetre from the original proton-proton interaction. For this reason,
the first level of the software trigger is based on displaced topologies, as described
below.

A proton-proton bunch crossing producing particles traversing the detector
is called an event. The interaction point of a collision is called a primary vertex
(PV), displaced vertices of particles with large enough lifetime are called secondary
vertices (SV). In Run 2 events are produced at a rate of up to 30 MHz with about
one PV on average per event. In the following, a brief description of the detector
components and chosen hardware is given.
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Figure 15: Schematic side view of the LHCb detector. The coordinate system is defined by the horizontal
z-axis from left to right and the vertical y-axis from bottom to top. Particles are produced on the left side
and traverse the detector elements [51].
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Figure 16: Angular distribution of the bb pair produced in pp-collisions at LHCb [52].

Vertex Locator

The Vertex Locator (VELO) consists of 21 silicon modules arranged along the beam
axis, where each module is made up of an R-sensor and a φ-sensor to provide a
measurement of the corresponding radial coordinates. The VELO is designed to
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reconstruct the position of the proton-proton collision with the highest possible
resolution. For this purpose, the modules are placed at a distance of about 8 mm
from the beamline. This reduces the distance a charged particle travels to its first
measured point and therefore improves the resolution of the reconstructed trajec-
tory. The VELO modules can be opened to protect the sensors from being dam-
aged before the beams are stabilised and closed again once safe beam conditions
are reached. Because of this, the VELO modules can be slightly displaced between
di�erent fills, which has to be corrected by an alignment procedure.

The modules are contained within a box with a secondary vacuum separated
from the beam vacuum by a thin corrugated aluminium sheet (RF-foil) shown in
Figure 17. The RF-foil introduces additional material traversed by the particles,
up to about a 10% increase in radiation length for particles travelling along the
beam axis passing through many layers of the foil.

Particles produced in the interaction region traverse the VELO in approxi-
mately straight lines since the remaining magnetic field is very weak. Charged
particles deposit charge when passing through the detector planes (’hits’), which
are used to reconstruct the particle trajectories. When traversing the material,
the charged particles undergo multiple scattering depending on their momentum,
the thickness and properties of the material. The design and layout of the VELO
take several considerations into account. The innermost planes are placed close to
the interaction region to precisely reconstruct the PVs. The number of detector
planes needs to be su�cient for charged particles to leave enough hits that they
can be reconstructed. At the same time, the overall traversed material has to be
kept small to reduce the amount of multiple scattering. A scheme of the VELO
layout is shown in Figure 18.

Upstream tracker

The next tracker upstream of the magnet is the Tracker Turicensis (TT). It consists
of four stations, each made up of four layers of silicon microstrips in an (x−u−v−
x) arrangement, meaning that the two inner layers are rotated by an angle of ±5◦
with respect to the vertical x-layers (0◦,+5◦,−5◦,0◦). A residual magnetic field in
the TT allows for a rough momentum estimation before extrapolating the tracks
to the downstream tracking layers. As their naming implies, the x-layers provide a
measurement of the x-position of a hit, which then can be used in conjunction with
the information from the tilted layers to get a y-position. The layout of the TT
with the tilted inner layers is shown in Figure 19. This so-called stereo layout was
chosen to be able to ensure mechanical stability and to be able to place read-out
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Figure 17: Scheme of the RF-foil separating the two VELO halves [51].

Figure 18: Schematic side-view of the LHCb VELO detector (top) and the VELO in open and closed
position (bottom) [51].

electronics and cooling and support structures at the top and bottom outside of the
detector acceptance. This design also ensures that the most precise measurement
is made in the x-direction, the bending plane of the residual magnetic field, while
the y-coordinate is still measured with su�cient precision.
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Figure 19: Schematic view of the TT layout [53].

Figure 20: Sketch of the LHCb magnet (left) and magnetic field strength along the beamline (right) [51].

Magnet

A warm dipole magnet with an integrated magnetic field of 4Tm is used to de-
flect charged particles to measure their momenta. The main component By of the
magnetic field is along the vertical axis, while the components Bx and Bz are al-
most negligible, so that charged particles are mainly bent in the horizontal plane.
The RICH detectors described below have to be shielded from the magnetic field
to function properly. A residual magnetic field remains in the region of the TT,
which is used to get a rough estimate of the particle momenta. A scheme of the
magnet and the magnetic field strength along the beam-axis are shown in Figure
20. The polarity of the magnet is regularly switched within a data-taking period
(MagDown and MagUp) to be able to check for detector asymmetries.
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Figure 21: Layout of the inner part of the downstream tracker [51].

Figure 22: Layout of the outer part of the downstream tracker [51].

Downstream tracker

The tracking system downstream of the magnet consists of three stations T1-T3,
each made of the Inner Tracker (IT) and Outer Tracker (OT). The IT, covering
the high occupancy inner region, uses silicon microstrips, while the OT uses straw
tubes. Similar to the TT, a (x−u−v−x) layout is chosen for the layers within each
station. Again the tilting angle is chosen such that the most precise measurement
is made in x-direction, as charged particles are mostly bent in that direction, while
the y-coordinate can be measured with a precision su�cient for track reconstruc-
tion. The layout of the IT and OT are shown in Figure 21 and 22, respectively. The
downstream tracker allows for the reconstruction of tracks after they have been
bent by the magnet to be able to determine their momenta.
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Calorimeters

The principle of calorimeters, generally speaking, is to measure the energy of parti-
cles by stopping them in an absorbing material and measure the deposit of energy
in the resulting particle shower. Furthermore, by using di�erently built calorime-
ters and the observation that showers produced by electrons and photons look
distinct to showers caused by hadrons, the calorimeter system also provides infor-
mation about the species of showering particle. For this purpose, the calorime-
ter system of LHCb is composed of an electromagnetic calorimeter (ECAL) and
a hadronic calorimeter (HCAL). Hadrons deposit some energy in the ECAL and
then produce showers in the HCAL, while photon and electron showers are mostly
contained in the ECAL.

The ECAL is preceded by a preshower detector (PS) to be able to separate back-
grounds due to charged pions and a scintillating-pad detector (SPD) to distinguish
electrons from photons. The ECAL follows a shaslik design, where layers of lead
and sampling scintillators, collecting the produced photons, are alternated. The
energy resolution of the ECAL is designed to be σE

E = 10%√
E
⊕1%, where the energy

is given in units of GeV.
The absorber material used in the HCAL is iron with scintillating tiles be-

ing the active material running parallel to the beam axis. The energy resolution
achieved is σEE = (69±5)%√

E
⊕(9±2)% (energy in units of GeV). The segmentation of

the calorimeters is shown in Figure 23. The innermost section of the calorimeters
has a finer segmentation as the occupancy is higher in this region. The inner sec-
tion of the ECAL is made up of cells of size40.4mm×40.4mm, the middle section
of size 60.6mm× 60.6mm and the outer section of size 121.2mm× 121.2mm.
The inner region of the HCAL has cells of size 131.3mm × 131.3mm and the
outer region of size 262.6mm× 262.6mm.

Each calorimeter cell is equipped with a photomultiplier (PMT), which detects
photons collected by wavelength-shifting fibres from the scintillating elements.
The photon yield corresponds to the energy E deposited in the cell. The ECAL
and HCAL responses are adjusted so that each cell provides the same dynamic
range in transverse energy ET, which is defined as

ET = E sinθ, (57)

where θ is the angle between the beamline and the line connecting the centre of
the cell and the interaction point.

The ECAL is calibrated using π0→ γγ candidates. Photon candidates are
reconstructed as neutral clusters consisting of 3 × 3 cells. After enough π0 can-
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Figure 23: Segmentation of the ECAL (bottom) and HCAL (top) [51].
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Figure 24: Invariant mass spectrum forπ0→γγ candidates before (red) and after (blue) ECAL calibration
[54].

didates are collected, the γγ invariant-mass spectrum is fitted to determine the
reconstructed π0 mass. The energy deposit in each cell is then scaled so that the
di�erence between reconstructed and known π0 mass is reduced. This process is
repeated until a stable calibration has been achieved. The e�ect of this calibration
on the invariant mass of π0 candidates during Run 1 is shown in Figure 24. To ac-
count for the ageing e�ect on the photo-multipliers collecting the photon signals
the calorimeter system is equipped with a LED-system1, which emit light flashes
of known intensity. The gain of the PMTs can then be adjusted after each fill to
match a reference value.

During Run 2 an additional online calibration of the ECAL was implemented,
which, by monitoring the relative occupancy in the ECAL cells, kept its response at
a stable level by adjusting the high voltages if necessary. In particular, this ensured
that the hardware trigger using the ECAL (described in Section II.5) had a near-
constant output rate. Before this method was implemented it was observed that
this rate would drop over time due to ageing e�ects.

RICH system

Particle identification at LHCb makes use of two Ring-Imagining Cherenkov
(RICH) detectors (RICH1 and RICH2). Particles travelling in a medium at a speed
faster than the speed of light in that medium emit Cherenkov radiation at an angle
θC depending on the refraction index n of the medium and the velocity v of the

1light emitting diodes
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particle

cosθC =
1
nv
, (58)

where v is given as a fraction of the speed of light. If the momentum of a parti-
cle has been determined by the tracking system, measuring the Cherenkov angle
allows for the identification of di�erent particle species. The main purpose of the
RICH system is to distinguish pions, kaons and protons. The RICH1 detector
uses as medium fluorobutane (C4F10) gas. In Run 1 it also contained an aerogel,
which was removed for Run 2, since its ability to provide PID information below
the Cherenkov threshold of the gas was reduced by the large photon occupancy.
Also, it blocked some of the photons produced in the gas radiator from reaching
the photon-detectors. The momentum range where the RICH1 can provide par-
ticle identification to distinguish between kaons and pions is about 1 − 60GeV.
For RICH2 CF4 gas is used, providing this separation in the momentum range
of about 10 − 100GeV. The produced Cherenkov light is collected by mirrors
and detected using hybrid photon detectors. The Cherenkov angle produced by
particles with a certain momentum in the material at LHCb is shown in Figure 25.
The angular acceptance of RICH1 is from ±25mrad to ±300mrad in the horizon-
tal and to ±250mrad in the vertical direction. RICH2 has a reduced acceptance
from ±15mrad to ±120mrad in the horizontal and to ±100mrad in the vertical
direction. Schemes of RICH1 and RICH2 are shown in Figure 26.

Muon stations

The five muon stations M1-M5 dedicated to the reconstruction of muons are
placed upstream of the calorimeters in the case of M1 and downstream in the case
of M2-M5. The muon system is composed of multi-wire proportional chambers
(except for the inner region of M1 where triple-GEM2 are used). The detection
chambers of M2-M5 are interleaved with absorbers made of 80 cm thick iron to
reduce the number of non-muon particles traversing all the stations. Muons with
energy above 6 GeV typically are able to traverse all muon stations. A schematic
view of the muon stations is shown in Figure 27.

2gas electron multiplier
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Figure 25: Cherenkov angle as function of particle momentum for the material used in the RICH system
[51].

Figure 26: Schematic side view of the RICH1 (left) and top view of the RICH2 (right) detectors [51].

Figure 27: Schematic view of the side (left) and front (right) of the muon stations [55].
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II.3 Charged particle tracking performance

An overview of di�erent track types reconstructed at LHCb is shown in Figure
28. Most relevant for this work are the ’long’ tracks used in the analysis, which
leave hits in the VELO, TT and T1-3 tracking stations and typically have the best
momentum resolution and ’Velo’ tracks, which are used to reconstruct primary
vertices. After a long track has been reconstructed, it is fitted with a Kalman filter
[56] [57] to obtain the best estimate of the particle momentum and its uncertainty.

VELO track Downstream track

Long track

Upstream track

T track

VELO
TT

T1 T2 T3

Figure 28: Track types used by LHCb [58].

The purpose of the vertex locator is the reconstruction of the (x,y,z)-
coordinates of the proton-proton-interaction points, as well as the associated un-
certainties, and to provide the starting point to extrapolate the track through the
following tracking systems downstream. The resolution of reconstructed PVs is
shown in Figure 29.

The so-called impact parameter (IP), defined as the minimum distance of a
track to a PV, can be determined with a resolution of (15 + [29GeV]/pT)µm de-
pendent on the transverse momentum pT measured in units of GeV, as shown in
Figure 30. The impact parameter is typically used to identify displaced decays of b
hadrons. The momentum resolution of long tracks depends on the track momen-
tum and ranges from about 0.5% at low momentum (p < 20GeV) to about 1.1%
at large momenta (p > 200GeV), as shown in Figure 31. The tracking e�ciency
determined for muon tracks is shown in Figure 32. The lower e�ciency in Run 2
compared to Run 1 is caused by larger spillover e�ects in the OT due to a reduced
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Figure 29: Primary vertex resolution as function of number of track in the PV in the x- (left) and z- (right)
coordinates [59].
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Figure 30: Impact parameter significance in x (left) and y (right) as function of the inverse transverse
momentum for the 2012, 2015, 2016 and 2017 data-taking periods [59].

proton-bunch spacing.
To reduce tracks consisting of random combinations of hits (’fake’ tracks),

which do not belong to the same particle, a neural network is employed, tuned on
simulation to reduce 60% of fake tracks and keep 99% of ’real’ tracks. The perfor-
mance of this classifier is validated on data, shown in Figure 33, whereD→ K−π+

decays are used.

Electron reconstruction

Compared to other charged particles traversing the LHCb detector, electrons are
a special case, as they produce the most Bremsstrahlung due to their low mass.
This has consequences on the reconstructed momentum of electrons and the ef-
ficiency of reconstructing them. If an electron radiates Bremsstrahlung before
passing through the magnet, its momentum will be estimated to be lower than it
originally was. This results in long tails in invariant mass distributions of particles
decaying to electrons extending to lower masses. If the Bremsstrahlung is emitted
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Figure 32: Muon tracking e�ciencies determined on data obtained from a J/ψ→ µ+µ− sample as function
of the momentum (left) and pseudorapidity (right) of the muon for the 2012, 2015 and 2018 data-taking
periods [61].

after passing through the magnet, the emitted photon and electron will likely be
hit the same region in the electronic calorimeter, so that the energy carried away
by the photon is restored. If the photon is radiated before the magnet, the elec-
tron and photon will hit di�erent parts of the calorimeter. There are procedures in
place to recover the energy carried away by these photons. They are however not
perfect resulting in the aforementioned radiative tails. Since the electron-photon
separation is based on the ratioE/p of the particle, the identification performance
is not disturbed by Bremsstrahlung.

For electrons with low momentum, it can happen that the electron will be
swept out of the downstream tracker acceptance by the magnet after radiating
Bremsstrahlung. The reconstruction e�ciency for electron long tracks is there-
fore expected to be smaller compared to other particle species. This demonstrated
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Figure 33: Performance of the classifier rejecting fake tracks [59].

on simulated data in Figure 34, where it can be seen that the e�ciency to recon-
struct a muon or an electron in the VELO is similar over a large kinematic range,
but the e�ciency to reconstruct an electron as long track is smaller compared
to the muon case, especially at low transverse momenta. For precision measure-
ments, it is required to perform a data-driven measurement of the electron recon-
struction e�ciency together with an estimation of associated systematic uncer-
tainties, as was already done for muons. While it is not straight-forward to get a
background-subtracted data sample to measure this reconstruction e�ciency due
to Bremsstrahlung, it was shown that it is feasible [62]. Special care has to be taken
to account for regions where the amount of material traversed is larger, such as the
RF-foil region, which has to be taken into account when making the measurement.
For this reason, it is performed in regions of pT, η of the electron separately for
electrons travelling in parallel or not to the RF-foil, as shown in Figure 35.
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Figure 34: Simulated long track (left) and VELO-track reconstruction e�ciency (right) for electrons and
muons [62].
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Figure 35: Electron reconstruction e�ciency obtained on data and simulation as function of the transverse
momentum and pseudo-rapidity of the electron. The top rows show electrons not travelling parallel to the
RF-foil, while the bottom row shows electrons that do [62].
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II.4 Particle identification

Particle identification (PID) information is used at various places in the selection
and analysis of data. In the case of the RICH, particle identification is achieved
by comparing the measured light ring with the expected ring of a particle of a
specific mass. Assigning a particular mass hypothesis to a particle, its velocity can
be estimated using its measured momentum and the expected Cherenkov angle
can be compared with the measured one. In this way, the probabilities of di�erent
mass hypotheses can be compared and the mass assignment most consistent with
the produced angle can be found.

Energy deposits in di�erent parts of the calorimeter system indicate if the par-
ticle was a hadron, photon or electron, as photons and electrons typically deposit
all their energy in the ECAL, while hadrons deposit some energy in the ECAL
and the majority in the HCAL. The presence or absence of a track consistent with
an energy deposit in the calorimeters can be used to distinguish between charged
and neutral particles. Muons can be identified by the presence of hits in the muon
stations consistent with the corresponding particle track.

It is possible to define di�erential logarithmic likelihoods for the di�erent sys-
tems used for particle identification that a particle is a particular species compared
to the pion hypothesis. In addition, information of all subdetectors used for par-
ticle information can be combined to a single di�erential logarithmic likelihood.
The e�ciency of correctly identifying a kaon and the probability of misidentify-
ing a pion as kaon for di�erent selections on the di�erential likelihood are shown
in Figure 36. The performance of the particle identification depends on the mo-
mentum and angle of the particle, as well as the overall occupancy in the detector.
Particles must have a certain momentum to produce Cherenkov light and at large
momentum is becomes more di�cult to distinguish the rings produced by di�er-
ent types of particles.

Electrons and muons behave very di�erently in the detector. Electrons can
be identified by having energy deposits in the SPD, PS and ECAL. While muons
leave some energy in the calorimeter system, they are minimally ionizing and are
likely to reach the muon stations. By matching hits in the muon system to tracks
muons can be distinguished from other particle species. This is exploited by the
IsMuon criterion [64], which, based on the momentum of the track, classifies tracks
as muons depending on the number of muon stations with hits consistent with
the track trajectory. The performance of the electron and muon identification is
shown in Figure 37.

The input from di�erent parts of the detector can be combined using multi-
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Figure 36: Kaon identification and pion misidentification performance obtained on the 2017 calibration
data sample as function of the momentum of the particle [63].

Figure 37: Muon identification (left) and electron identification (right) performance as function of the
momentum of the respective particle for two PID selections. Also shown is theπmis-identification rate [65].

variate classifiers or neutral networks. One such centrally trained and optimised
neural network provides the so-called ProbNN variables combining various inputs
from the tracking, RICH, calorimeter and muon systems into a single number,
which is akin to the probability of the particle being of a particular species.
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II.5 Data acquisition and trigger

Since it is impossible to record all the data produced by the LHCb detector at
the event rate of up to 30 MHz due to constraints on computing power and disk
space, a trigger system implemented at the hardware and software level is used
to select and only save interesting events. First, the hardware-level trigger (L0)
selects events based on energy deposits in the electronic or hadronic calorimeters
and track "stubs" in the muon stations to reduce the rate by about a factor 30 to
1 MHz. If the event meets any of the L0 requirements, it is passed to a software-
level trigger consisting of two stages (HLT1 and HLT2).

HLT1 performs a partial event reconstruction using information from the
tracking system (VELO, TT, T1-T3 and muon system) to select displaced tracks or
displaced two-track vertices as well as (di-) muons. By varying the selection crite-
ria applied in HLT1 its output rate can be tuned to a typical value around 110 kHz.
The events selected by HLT1 are saved to a disk bu�er until they are processed by
HLT2. At this input rate, it is possible to use the full detector information includ-
ing particle-identification from the RICH systems and calorimeters. The event
rate is further reduced to about 12.5 kHz (in the Run 2 case) and written to final
storage. During Run 2, it was made possible to do an online calibration and align-
ment of the detector, such that HLT2 could perform a selection with o�ine-like
quality. This means that physics analysis could already be performed using these
events without requiring an additional re-reconstruction step after data-taking.
This quality is exploited in the Turbo stream [66].

A trigger system typically consists of a set of classification algorithms (trigger
’lines’) deciding if the event at hand will be kept or discarded. Generally speaking,
those lines are independent but can be combined, and the final decision is the log-
ical ’OR’ of all lines meaning that the positive decision of a single line is su�cient
to save the event. It is often useful to have access to the decisions of all lines even
if the particular trigger selection is not used in an analysis to calibrate the e�-
ciency of the simulated trigger response in a data-driven way using the TISTOS
method [67], as will be used in Section III.2.

From Run 1 to Run 2

To expand the physics program in the areas of the electroweak sector and soft QCD,
the software-level trigger of LHCb was evolved during Run 1 and beyond. Dur-
ing Run 1 the transverse momentum threshold, below which tracks are not recon-
structed, in the first stage of the software-level trigger was tighter due to through-
put constraints. This reduced the e�ciency in particular of selecting decays of c
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hadrons. Also this meant that the data had to be re-reconstructed o�ine to be able
to reach the final precision, resulting in di�erences between the online and o�ine
selection, which were hard to account for. For these reasons, the high-level trigger
was re-designed and improved for Run 2. Due to the timing constraints in Run 1
in the HLT1 step only long tracks of non-muon particles with a minimum trans-
verse momentum of pT > 1.2GeV could be reconstructed. Low transverse momen-
tum muons could be recovered by directly matching VELO-tracks with hits in the
muon stations down to a threshold p > 6GeV and pT > 0.5GeV [68]. The line se-
lecting displaced tracks (’TrackAllL0’) required p > 10GeV and pT > 1.7GeV,
while the line selecting single displaced muons (’TrackMuon’) used p > 8GeV
and pT > 1GeV.

Due to the optimisation for Run 2, the reconstruction threshold applied in
HLT1 could be lowered to pT > 500MeV for all tracks, and for reconstructing
muons down to pT > 80MeV. A new line for selecting two displaced tracks form-
ing a vertex was introduced, which increased the e�ciency for b and c hadrons
with low transverse momentum.

In Run 2 events could be reconstructed in full o�ine-like quality at the HLT2
level. This was in particular made possible by the real-time alignment and cali-
bration performed run-by-run on the events selected by HLT1 stored to a bu�er
before they are reconstructed by HLT2. All this brought an improvement in the se-
lection e�ciencies of the trigger system, especially for decays from c- or s-hadrons.

L0

The hardware-level trigger L0 is made up of three components: the pile-up sys-
tem upstream of the main detector, the calorimeter trigger and the muon trigger.
The calorimeter trigger is based on particles leaving large transverse energy ET

deposits in the calorimeter. Electrons, photons and π0 converting to two photons
leave the main part of their energy in the electronic calorimeter, while hadrons
typically produce clusters starting in the ECAL and spreading out into the HCAL.
The energy deposits of 2 × 2 adjacent cells are clustered for the trigger decision
and photons are distinguished from electrons by additionally using information
from the SPD and PS. The calorimeter trigger decision is thereby divided into the
’L0Electron’, ’L0Photon’ and ’L0Hadron’ decisions.

Muons are reconstructed in the L0 by building crossings of the strip and pads
of the muon system. The transverse momentum of the muons is estimated by as-
suming that they originate from the interaction region with a resolution of about
∼ 20% . The two muons with the largest transverse momentum are used in the
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trigger decision. Either the largest pT (’L0Muon’ decision) or the product of both
(’L0DiMuon’ decision) are required to surpass a certain threshold for the respec-
tive line reaching a positive decision.

HLT1

The first stage of the software-level trigger HLT1 uses information from the track-
ing systems to do a partial event reconstruction. First the tracks of charged par-
ticles in the VELO are reconstructed and fitted with a simplified Kalman filter.
Since no momentum estimate is known at the stage of the VELO reconstruction,
an average of 300 MeV is assumed for each particle to estimate the track uncertain-
ties due to multiple scattering. The obtained track states are used to reconstruct
the primary vertices. By finding matching hits in the TT the charge of the par-
ticle associated with a VELO track can be estimated. The tracks are propagated
through the magnet field to the T stations and combined with the hits there to
a full (long) track, using a search window for finding T station hits assuming a
transverse momentum above 500 MeV, taking into account the sign of the charge.
Finally, they are fitted with a Kalman filter to get a more precise estimation of
their momentum and to reject ’fake’ tracks. By associating long tracks with hits in
the muons stations it is possible to identify muons.

Using the reconstructed long tracks with muon identification information and
primary vertices, the following decisions are mainly used for analysis: A trigger on
a single track with high pT displaced from all PVs (’Hlt1TrackMVA’), another
line selecting two-track vertices (’Hlt1TwoTrackMVA’), also with large pT and
displacement from any PV. These lines are optimised for selecting decaying c and
b hadrons, whose decay vertex is typically displaced from the PV. The e�ciency
of selecting various b- and c-hadron decays of the single-track line, two-track line
and a combination of both is shown Figures 38 and 39.

The muon-ID information is used to select displaced muons with large pT
(’Hlt1TrackMuon’), non-displaced muons with even higher pT, dimuon pairs
within a certain invariant mass range (’Hlt1DiMuonHighMass’) and displaced
dimuon vertices. These lines are chosen to be able to identify and select (di-)muons
from c and b hadrons as well as from W and Z boson decays.

HLT2

The incoming event rate in HLT2 is low enough that the full detector information
can be used to make the final decision if an event is saved or discarded. This means
that now particle identification information from the calorimeters and RICH sys-
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Figure 38: E�ciency of the HLT1 single-track line (left), two-track line (middle) and combination of both
(right) as function of the b hadron pT [59].
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Figure 39: E�ciency of the HLT1 single-track line (left), two-track line (middle) and combination of both
(right) as function of the c-hadron pT [59].

tems is used and more complicated selection sequences can be employed. Of cen-
tral importance is the topological trigger on two-, three- and four-track vertices
to inclusively select b-hadron decays (’Hlt2Topo{2,3,4}Body’). These vertices are
required to have significant pT and displacement from the PVs. A multi-variate
classifier is employed [69] to select the track combinations most likely to originate
from b hadron decays. Since for decays into three or more final states, the trans-
verse momentum of a final state particle might be below the 500 MeV threshold
used in the HLT1 sequence when propagating tracks to the downstream tracking
stations, an additional step is taken to recover tracks with low transverse momen-
tum. After the same track reconstruction as in HLT1 is repeated, the VELO tracks
are extrapolated through the magnetic field to the T-stations with a search win-
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dow assuming a minimum pT of 80 MeV without using hits in the TT stations.
To further increase the long track reconstruction e�ciency an independent algo-
rithm is executed, which first finds tracks segment in the T-stations, which are
then matched to VELO tracks to construct long tracks.

After all long tracks are identified they are fitted with a Kalman filter. A neural
network is used to reject fake tracks, tuned to keep 99% of ’real’ tracks and to
reject 60% of fake tracks.
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II.6 Offline processing & simulation

After the data has been selected by the HLT and is stored, it is made available
for analysis via the so-called ’stripping’ step. In the stripping, various ’lines’ are
defined, applying selections on the particles and combining them to reconstruct
certain decays. Similar stripping lines are grouped into streams so that one does
not need to regard the whole data sample when looking for events of interest. The
user has then access to the candidate particles reconstructed and saved by the strip-
ping and can define which information like momenta or PID variables they want
to have accessible in the next analysis steps. This analysis is largely based on the
ROOT software package [70]. Since in Run 2 the best reconstruction performance
was already achieved in the online processing, re-running the reconstruction soft-
ware o�ine is generally not necessary.

A commonly used tool during the o�ine processing is decay tree fitting (DTF)
[71], where the decay is (re-)fitted using all external particles and four-momentum
conservation constraints at the decay vertices. It is possible to impose additional
constraints on a DTF such as setting the mass of an intermediate particle to its
known value. This process can improve the momentum and mass resolution of the
particles at the top of the decay chain.

Simulation using Monte-Carlo (MC) methods is essential for performing any
analysis. It is used to describe the shapes of signal and background contributions
to the observed data, as well as to estimate selection e�ciencies. For this purpose
pp collisions are first generated using Pythia [72] with a configuration adapted
for LHCb [73]. Particle decays are described using EvtGen [74] while final-state
radiation is simulated using Photos [75]. The interaction of the particles with the
detector and its response are modelled using Geant4 [76] [77].

Since the simulation can not model the measured data perfectly, it is corrected
using data-driven methods. For example, particle identification information is
usually not simulated well enough and so the e�ciency of PID selections is esti-
mated using dedicated calibration samples. Correction weights to the simulated
sample can be obtained by comparing distributions in the background-subtracted
data and the simulated samples. The kinematic distributions of simulated semilep-
tonic decays depend on the choice of form factor parametrisation. While the de-
cays are generated with a specific model and parameter values, the simulated data
can be weighted to a di�erent choice of form factor model using the HAMMER
package [78].
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Chapter III

Testing lepton-flavour universality in

semileptonic decays using electrons

and muons

“All animals are equal, but some animals
are more equal than others.”

George Orwell, Animal Farm

As described in the previous section, tests of lepton flavour universality begin
to paint a path towards BSM physics. In the case of hadron collider experiments,
one missing piece is the test of lepton universality in semileptonic b-hadron decays
using electrons. This work describes the first measurement of the ratioR(D∗+)light
with pp-collisions at LHCb, which is the relative branching fraction of the B0→
D∗+e−νe decay relative to the B0→D∗+µ−νµ decay

R(D∗+)light =
B(B0→D∗+e−νe)

B(B0→D∗+µ−νµ)
. (59)

Measuring relative branching fractions is advantageous, as previously explained.
The B0-production fraction and the branching fraction of the D∗+ meson decay
chain do not need to be known. Some systematic uncertainties are expected to
cancel to first order in the ratio, for example, systematic uncertainties related to
the reconstruction and identification of the hadrons, as they appear in both decay
chains. However there are systematic uncertainties that can not cancel in the ra-
tio as muons and electrons behave di�erently when traversing the detector. Such
uncertainties are related to the PID and tracking performance of electrons and
muons. The main aim of this work is to demonstrate that these uncertainties can
be controlled to a high precision and that it is possible to perform precise mea-
surements with single electron final states in pp collisions.
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The reason why B0→ D∗+`−ν` decays are chosen for this work is to profit
from the experience of a previous measurement of R(D∗) by the LHCb collabora-
tion [79], where the tauon was reconstructed in the muonic decay mode. The pro-
cedure chosen here to determine the signal yields follows the same strategy. Of all
the possible decays to choose from to test lepton universality in the b→ceνe tran-
sition, B0→ D∗+`−ν` decays are one of the simpler choices when compared to,
for example, the similarB+→D0`+ν` decay. While the additional pion present in
the B0→D∗+`−ν` final state results in a lower expected signal yield, as it can not
be reconstructed with 100% e�ciency, the background when using B+→D0`+ν`
decays would be larger. This is due to B0→D∗+`−ν` and similar decays entering
the B+→ D0`+ν` decay sample as background when the additional pion is not
reconstructed. Other possible decays like B0→π+`−ν` or B0

s →K+`−ν` are more
di�cult to use for such an analysis as the signal yields are smaller due to Cabbibo-
suppression and the expected combinatorial background is larger as kaons and
pions are more abundant than D∗ mesons.

This chapter first outlines the analysis strategy and steps taken to measure this
ratio in Section III.1. The data and simulated samples are described and the con-
trol channel B0→ J/ψK ∗0 is introduced. The simulated samples used need to be
weighted to account for di�erences between data and simulation as described in
Section III.2. The control channel is employed for this purpose. The extraction of
the relative signal yield with a template fit is described in Section III.3. The rela-
tive e�ciency is determined and combined with the relative yield to R(D∗+)light
in Section III.4. Sources of systematic uncertainties are discussed and their impact
is estimated in Section III.5. To improve the readability of the text some plots of
intermediate results are shown only for the 2017 period if there is no significant
di�erence between the years. Figures which do not indicate the period in their
caption are produced from the 2017 samples.

III.1 Analysis strategy

The relative branching fraction can be determined by measuring the yield N of
each signal mode in the used data sample and the e�ciency ε of reconstructing
and selecting the decays

R(D∗+)light =
B(B0→D∗+e−νe)

B(B0→D∗+µ−νµ)

=
N (B0→D∗+e−νe)

N (B0→D∗+µ−νµ)
×
ε(B0→D∗+µ−νµ)

ε(B0→D∗+e−νe)
.

(60)
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In the following the B0→ D∗+e−νe and B0→ D∗+µ−νµ decays are referred to
as ’electron signal mode’ and ’muon signal mode’, respectively. The D∗+ is recon-
structed in theD∗+→D0π+ decay and theD0 in theD0→K−π+ decay. Defining
the ’raw’ ratio Rraw and the relative e�ciency εrel

Rraw =
N (B0→D∗+e−νe)

N (B0→D∗+µ−νµ)
, εrel =

ε(B0→D∗+µ−νµ)

ε(B0→D∗+e−νe)
, (61)

it can be written as
R(D∗)eµ = Rraw × εrel . (62)

The ratio Rraw is determined using a simultaneous template fit to the muon and
electron data samples. Since the neutrino is not reconstructed, the B0 invariant-
mass distribution is very broad with a considerable tail to lower values. Therefore
separating the signal contribution from background is more involved. As first step
the B0 momentum is approximated from the partially reconstructed values. Using
this approximation kinematic variables are calculated in the rest frame of the B0,
which allows to distinguish between the signal decays and background sources.
The shapes used in the template fit to estimate Rraw are obtained using simulated
samples and data-driven methods. The e�ciency ratio is calculated using simu-
lated signal mode decays, which is corrected for di�erences to the data.

The o�ine selection requirements are chosen to select a data sample with high
signal purity and to focus on a kinematic region where the muon and electron
channels have similar kinematic distributions and reconstruction performances
to minimise systematic uncertainties. In particular, a requirement on the pseu-
dorapidity of the charged lepton is made to reduce the systematic uncertainties
associated with the reconstruction e�ciency of the lepton. In general, as the un-
certainty of the R(D∗+)light measurement is expected to be systematic-dominant,
a strategy of ’sacrificing’ statistical power to reduce the expected systematic uncer-
tainty is employed in the selection.

The determination of R(D∗+)light is performed separately for each year and
then combined to the final result. The analysis is performed blinded to avoid
biasing the result. This is achieved by multiplying the fitted Rraw with a random
factor. To avoid being able to infer Rraw by comparing the signal contributions in
the fit projections shown in Section III.3 with the background contributions, all
freely floating yields are blinded by an additional common random factor. This
factor is shared since the relative size of the background yields with respect to each
other and the signal is of interest when developing the analysis.
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III.1.1 Data samples

The analysis is based on proton-proton collision data recorded in the years 2016-
2018 with the LHCb detector. Data samples collected during Run 1 (2011-2012)
and in 2015 are not included since the sensitivity of the measurement is not ex-
pected to be statistically limited. Adding these samples would increase the analy-
sis complexity without o�ering many benefits as in these periods the calibration
of the calorimeter system was not as well understood. The occupancy calibration
described in Section II.2 was not used yet and ageing e�ects of the ECAL were not
accounted for.

The signal modes are selected starting from the centrally defined stripping se-
lections1, which select combinations of D0µ− and D0e− particles. At first, the
D0` are ’separated’ again and theD0 candidates are combined with an additional
π+ candidate, referred to as ’soft pion’, to form a D∗+ candidate. To form the
B0 candidate the D∗+ candidate is in turn combined with the µ− or e− from the
original combination. This is done in this way since theD∗+ decays via the strong
interaction and is thus short-lived so that it makes almost no practical di�erence
if using D∗+ or D0 candidates when making the initial combination with a lep-
ton. The advantage is that the stripping selection is kept more flexible and the
D0` combinations could also be used for other analyses. Both stripping selections
also contain (D0`+) combinations built with a wrong-sign lepton, which is used to
model the combinatorial background. To study the background due to di�erent
particles misidentified as muons or electrons (’fake’ muons or electrons), candi-
dates selected by a dedicated stripping line2 are used, which is the same as the line
selecting D0µ− candidates but with the muon PID requirement inverted.

The 2016, 2017 and 2018 data samples are treated separately since the correc-
tions to the simulation might be di�erent between the years and the trigger e�-
ciency can vary because of di�erent trigger thresholds.

III.1.2 Background sources

Possible background sources are decays with additional charged or neutral parti-
cles in the final state compared to the signal modes. Since the signal mode is only
partially reconstructed, these decays can look similar to the signal modes when
looking at quantities like the B0 invariant-mass distribution.

Decays of a b hadron to two charm mesons can mimic the signal mode if the
first charm meson is a D∗+ or decays into one and the second charm meson de-

1StrippingB2DMuNuX_D0 and StrippingB2DMuNuX_D0_Electron
2StrippingB2DMuNuX_D0_FakeMuon
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cays semileptonically to a muon or electron final state. For example the decay
B0→D∗+D− can occur, where theD− meson then decays asD−→ K0µ−νµ. Sim-
ilar decays are also possible for B+ hadrons resulting in the same reconstructed
particles as the signal modes. The case where the second charm meson first de-
cays to a τ , which in turn decays to an electron or muon and neutrinos, is also
considered. This contribution is referred to in the following as ’double-charm’
background.

Other background sources are semileptonic b-hadron decays to higher excited
D∗∗ states, with decay chains that contain aD∗+ and additional charged and neutral
particles. For example the decayB0→D

′−
1 e

+νe needs to be considered as potential
background source, as the D

′−
1 meson decays as D

′−
1 → D∗−π0. Similar decays of

B+ and B0
s hadrons also can contribute to the total background. These decays

are labelled as ’excited D∗∗’ background. Most of these backgrounds are expected
to a�ect the electron and muon signal modes in the same way as the muon and
electron masses are small compared to the b-hadron masses and the available phase
space in the decays is similar. This is a main di�erence to the R(D∗) measurement
with tauons and muons where the backgrounds contribute di�erently due to the
large mass of the tauon and one of the main challenges was the separation of the
tauon mode from similar-looking backgrounds.

The B0→ D∗+τ−ντ decay, with the τ− decaying as τ−→ µ−νµντ and τ−→
e−νeντ , is also considered a background for this analysis.

III.1.3 Simulated samples

Various decays are simulated to model the signal and background contributions.
The simulated samples include the muon and electron signal modes, as well as
various background decays to excited charmed meson and double-charm interme-
diate states. The simulation is known to not model the data perfectly well. The
procedure to correct for these discrepancies is described in Section III.2.

Similar background decays are combined in ’cocktail’ samples. The excited
charm mesons considered in the D∗∗ background samples are summarised in Ta-
ble 5. In addition to that, decays to even heavier excited states, which are not well
measured, are included in a separate sample (’higher’ excited background), which
are summarised in Table 6. In total 11 di�erent samples are simulated for each the
muon and electron signal mode covering di�erent background sources and the
signal mode decay. The samples are summarised in Table 7.

68



Table 5: Excited D∗∗ states contained in the B+→D∗∗`ν and B0→D∗∗`ν simulated cocktail samples.

D∗∗ Mass (MeV) Γ (MeV)
D0
1 2421.4 27.1

D
′0
1 2445 250.27

D∗02 2462.6 49
D−1 2423 20.006
D
′−
1 2445 250.27 2

D∗−2 2464.3 37

Table 6: Higher excited D∗∗ states contained in the B+ → D∗∗`ν and B0 → D∗∗`ν simulated cocktail
samples.

D∗∗ Mass (MeV) Γ (MeV) cocktail fraction (%)
D∗0(2S) 2640 - 5
D0(2S) 2580 - 45
D0(2750) 2462.6 49 45
D0(3000) 2421.4 27.1 5
D∗−(2S) 2640 - 5
D−(2S) 2580 - 45
D−(2750) 2464.3 37 45
D−(3000) 2423 20.01 5

Table 7: Simulated samples used in the analysis. Cocktail samples do not include a single decay, but a mixture
of various similar decay chains.

initial hadron sample type

B0

B0→D∗+`−ν` (signal decay)
B0→D∗+τ−ντ
double-charm background cocktail
double-charm via τ decay cocktail
excited D∗∗ background cocktail
higher excited D∗∗ background cocktail

B+

double-charm background cocktail
double-charm via τ decay cocktail
excited D∗∗ background cocktail
higher excited D∗∗ background cocktail

B0s excited D∗∗s background cocktail
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III.1.4 Kinematic reconstruction

The z-component of the B0 momentum (pB0)z is approximated using the partially
reconstructed momentum vector pB0,reco, the known B0 mass mB0,P DG and the
reconstructed B0 mass mB0,reco by

(pB0)z ≈
mB0,P DG

mB0,reco
× (pB0,reco)z. (63)

The other components of the B0 momentum are calculated using this estimated
(pB0)z and the B0 direction of flight obtained using the reconstructed positions
of the PV and the B0 decay vertex. With this estimated momentum the B0

rest frame is approximated and the following quantities are calculated using this
frame: the square of the missing massm2

missing carried away by the additional not-
reconstructed particle(s), the energy of the muon or electron E∗l and the square of
the invariant mass q2 of the lepton-neutrino system. The values of m2

missing and
q2 are calculated as

m2
missing = (pB0 − pD∗ − plepton)2,

q2 = (pB0 − pD∗)2,
(64)

using the measured four-momenta pD∗ and plepton of the D∗+ and the lepton and
the approximated four-momentum pB0 of the B0 candidate. As will be shown,
these three variables are suitable to distinguish the signal decays from the various
background sources. The resolution of the approximated variables is dominated by
the partially reconstructed B0 momentum and to a lesser extent by the resolution
of the B0 decay vertex position. The other used variables – the PV position and
the B0 daughter momenta – are reconstructed with higher precision, as the PV
resolution is determined by the other tracks it produces and the D∗+ and charged
lepton momenta are fully reconstructed.

III.1.5 Initial studies

Semileptonic decays to an electron-neutrino pair have not been used for analysis in
LHCb before. Therefore initial studies are performed to establish the feasibility of
this analysis and to devise a strategy, where systematic uncertainties are expected
to cancel in the ratio measurement or at least to be minimised. First, kinematic
quantities of the muon and electron decay channels are compared after a selec-
tion requirement on the number of hits in the SPD (nSPDHits < 450) on the data
events selected by the stripping procedure. This requirement on the multiplicity
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Table 8: Relative yield of inclusive trigger categories, normalised to sum of all three categories.

µ e
2016 2017 2018 2016 2017 2018

L0H 11% 12% 12% 20% 22% 23%
L0L 62% 59% 59% 39% 30% 29%
L0I 27% 29% 29% 41% 47% 48%

is chosen since it is also applied in most of the L0 lines used in this analysis. For
the cancellation to occur the kinematic distributions should be similar between
the electron and muon modes.

The three variables used in the fit, as well as the momentum and pseudorapid-
ity of the lepton and the L0 trigger decision, are of interest. In the latter, the three
trigger categories L0H, L0L and L0I are defined. The category L0H signifies that a
hadron which is part of the signal decay deposited enough energy in the calorime-
ters to trigger the L0Hadron line. Similarly, for L0L the lepton of the signal decay
triggered the relevant line (L0Muon or L0Electron). Finally, L0I corresponds to the
L0Global_TIS decision, where any of the L0 lines is fired by particles not belonging
to the signal decay. The trigger categories are not exclusive, such that an event
could be included in multiple categories. The relative number of events observed
in each category is summarised in Table 8. For the muon signal mode, a large
portion of the candidates is included in the L0L category, while for the electron
mode the fraction in the L0I category is equal or larger than the one in the L0L
category. The di�erence between the muon and electron modes can be explained
by the threshold in the L0 trigger being higher for the L0Electron line than for the
L0Muon line. This results in an increased fraction of candidates selected by the
L0H and L0I categories compared to the L0L category in the case of the electron
signal mode. It is expected that the statistical sensitivity is driven by the electron
mode yield and rejecting proportionally more muons than electrons should not
heavily impact the final statistical uncertainty.

Trigger categories

Looking at the total and transverse momentum of the lepton in those trigger cat-
egories, shown in Figures 40 and 41, it is observed that for L0H and L0I the dis-
tributions are fairly similar, but di�erent for L0L. This can be explained by the
hardware used and thresholds required when comparing the muon and electron
hardware triggers. While the former is based on the muon system and lower thresh-
olds can be chosen, the latter uses the ECAL, where higher thresholds are necessary
to suppress backgrounds from QCD processes and non-electron charged particles.
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This results in the distribution for electrons being shifted to larger values. From
this, the L0L category seems not to be suitable for this analysis, as the shifted kine-
matic spectrum could result in systematic uncertainties, which do not cancel in the
ratio. The L0H category in principle could be used, but can introduce other com-
plications. Since the simulated e�ciency of the event selection at the L0-level does
not reflect the actual one well enough, it needs to be corrected in a data-driven
way using the TISTOS method [67], explained in more detail in Section III.2.3. In
the HCAL showers from di�erent particles can overlap, making a determination
if a decision was caused by a signal or unrelated particles more di�cult. Since the
L0Hadron decision also takes into account the energy deposited by an electron in
the ECAL, the events with an electron final state could be a�ected di�erently than
ones with a muon. To avoid the systematic uncertainties associated with this cor-
rection, only the L0I category is used in the analysis, where a signal-independent
trigger selection should yield in cancelling uncertainties when correcting for the
trigger e�ciency. The small di�erence between the momentum distribution for
muons and electrons can be explained by the electron emitting Bremsstrahlung,
which is not recovered.

Lepton pseudorapidity range

Now only considering the L0TIS category, a fiducial region, where the fit variables
agree reasonably well has to be identified. In particular, the pseudorapidity η of
the lepton is of interest, since the amount of material traversed and so the amount
of Bremsstrahlung emitted depends on it. The fit variablesm2

miss andE∗l are shown
for di�erent regions of q2 and η in Figures 42 and 43, respectively. For larger values
of the pseudo-rapidity, the disagreement between the distributions of the muon
and electron final states increases. This motivates rejecting this region by imposing
ηlepton < 3.5.

Another motivation for selecting a specific η region is the lepton reconstruc-
tion e�ciency. The analysis is performed in the pseudorapidity region 2.5 <
ηlepton < 3.5 of the lepton, since the simulated VELO reconstruction e�ciency
is very similar in this region for electrons and muons and the simulated overall
reconstruction e�ciency is stable, as shown in Figure 44.

Charm reconstruction

The analysis relies on tagging the signal mode decay with the D∗+ to D0 decay,
where a pure sample is selected already at the stripping stage. This has been used
for the muon mode in the past and also works well with the electron mode. To
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Figure 40: Muon (red) and electron (black) momentum in the trigger categories L0H (left), L0L (middle)
and L0I (right).
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Figure 41: Muon (red) and electron (black) transverse momentum in the trigger categories L0H (left), L0L
(middle) and L0I (right).
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Figure 42: M2
miss for the muon (solid lines) and electron (dashed lines) final states in four q2 bins in the

L0I trigger category. The di�erent colours indicate di�erent lepton pseudorapidity ranges.
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Figure 43: E∗l for the muon (solid lines) and electron (dashed lines) final states in four q2 bins in the L0I
trigger category. The di�erent colours indicate di�erent lepton pseudorapidity ranges.

Figure 44: Overall (left) and Velo (right) reconstruction e�ciency determined with a simulated B+ →
J/ψK+ sample [80].

demonstrate this, the invariant mass of the D0 candidate and the D∗+-D0 mass
di�erence are shown in Figure 45.

III.1.6 Signal reconstruction and selection

In general, the selection requirement on the electron and muon signal modes are
kept as similar as possible to reduce systematic uncertainties. Signal candidates
are first built from events selected by the central stripping step and then a final
’o�ine’ selection is performed to reduce the amount of background. The meaning
of the di�erent variables used in the selection is explained in Appendix A.

74



1800 1850 1900

) (MeV)0m(D

0

100

200

310×

en
tr

ie
s/

(1
.6

 M
eV

)

1800 1850 1900

) (MeV)0m(D

0

50

100

310×

en
tr

ie
s/

(1
.6

 M
eV

)

140 145 150

) (MeV)0) - m(D*+m(D

0

100

200

310×

en
tr

ie
s/

(0
.2

 M
eV

)

140 145 150

) (MeV)0) - m(D*+m(D

0

50

100

310×

en
tr

ie
s/

(0
.2

 M
eV

)

Figure 45: Invariant mass of the D0 (top) and D∗+- D0 mass di�erence (bottom) for the muon (left) and
electron (right) signal modes.

Stripping selection

In the stripping, D0 candidates are centrally reconstructed from K−π+ combi-
nations and combined with µ− or e− candidates, with the selection requirements
summarised in Table 9 applied. TheK−,π+ and lepton tracks are required to be of
good quality and displaced with respect to their associated PV. PID requirements
are included to reduce the number of misidentified particles selected. The tracks
are required to be inconsistent with being fake tracks. The D0 candidate is re-
quired to be within 80 MeV of the knownD0 mass, have a good quality vertex and
the distance of its decay vertex to the associated PV has to be significant. Finally,
the (D0`−) combination should have an invariant mass between 2200MeV and
8000MeV, result in a good quality vertex and the combined momentum vector
should point in the same direction as the vector between the associated PV and the
vertex. The stripping selection is the same for the muon and electron final states
except for the PID requirement on the charged lepton. The stripping selection
does not include any requirement on the HLT decision.

Additional selection requirements are imposed when combining the particles
selected by the stripping to the final candidates and are summarised in Table 10.
The vertices of the B0 and D∗+ candidates are required to be of good quality. The
di�erence between the invariant masses of theD∗+ andD0 candidates is restricted
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Table 9: Selection applied by the stripping step for the signal modes.

common selection

B0

m > 2200.0 MeV
m < 8000.0 MeV
χ2
DOCA < 10.

χ2
vtx/DOF < 9.0
DIRA > 0.999

D0

χ2
DOCA < 20.∣∣∣m− 〈mD0,P DG〉

∣∣∣ < 80.0 MeV
χ2
vtx/DOF < 6.0

χ2
VD > 25.0 DIRA > 0.99

DIRA > 0.99

K+

p > 2000.0 MeV
pT > 250.0 MeV
χ2
tr /DOF < 3.0

min. χ2
IP > 4.0

P IDK > −2.0
GHOSTPROB < 0.35

π−

p > 2000.0 MeV
pT > 250.0 MeV
χ2
tr /DOF < 3.0

min. χ2
IP > 4.0

P IDK < 10.0
GHOSTPROB < 0.35

e+/µ+

p > 6000.0 MeV
pT > 1000.0 MeV
χ2
tr /DOF < 3.0

min. χ2
IP > 9.0

FAKEPROB < 0.35
µ e

e+/µ+ PID P IDmu > 0.0 P IDe > 3.0
isMuon

to suppress the combinatorial background contribution from adding random soft
pions to the D0 candidates. The soft pion track is required to be inconsistent
with being a fake track. These selection requirements are chosen to reject some
combinatorial background while being e�cient on the signal decays to reduce
time spent on processing the data. The final selection requirements to further
reduce the amount of background are described below.
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Table 10: Selection applied by the event building on top of the stripping selection.

B0

m > 1500.0 MeV
m < 10000.0 MeV
χ2
DOCA < 10.

χ2
vtx/DOF < 12.0
DIRA > 0.999

D∗+
mD∗ −mD0 < 160.MeV

χ2
vtx/DOF < 9.0

soft π+ FAKEPROB < 0.25

Trigger selection

At the L0 level, only events triggered independently of the signal decay (TIS) are
considered for further analysis. To reduce the possible di�erence between muons
and electrons in the HLT selection, trigger-on-signal (TOS) decisions on the D0

and its decay products are used. For HLT1 the single track and two-track combi-
nation TOS decisions and for HLT2 the two-body topological TOS decision on
the two daughters of the D0 are chosen. The trigger selection is summarised in
Table 11.

Table 11: Summary of the trigger requirements for the signal modes.

L0 L0ElectronDecision_TIS || L0PhotonDecision_TIS
|| L0MuonDecision_TIS || L0DiMuonDecision_TIS

HLT1 Hlt1TrackMVADecision_TOS || Hlt1TwoTrackMVADecision_TOS on D0

HLT2 Hlt2Topo2BodyDecision_TOS on D0

Offline selection

The selection applied after the events are reconstructed by the stripping and event
building are summarised in Table 12. A tight window around the known value
of the D∗+- D0 mass di�erence is chosen to minimise combinatorial background
contributions.

To reduce backgrounds from decays with additional charged tracks, an MVA-
based isolation criterion is applied, which considers all tracks in an event, which
are not part of the signal decay. If an unrelated track is found to be consistent with
theB0 vertex, the event should be classified by the MVA as background rather than
signal and be rejected. For this purpose, a boosted decision tree (BDT) classifier
is trained using the TMVA package [81]. Isolated tracks from the B0→ D∗−µ+νµ
decay and associated tracks from the B0→ D∗∗µ+νµ decay are used as signal and
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Table 12: Selection applied by the o�ine selection.

common selection

B0
m < 5480. MeV
2.5 < η < 3.5

D∗+ |mD∗ −mD0 | < 6.0MeV

D0 χ2
IP ,P V > 9.

1835.MeV < m < 1895.MeV

e+/µ+
p > 3000.0 MeV
2.5 < η < 3.5

occupancy nSPDHits < 450
isolation MVA maximum MVA output < 0.1

Table 13: Input variables in the isolation MVA training.

B log(P T )

additional particle
log(P T ) ∆φ ∆θ αopening arccos(αopening) cos(αopening)

log(IPnew) log(IPold) log(χ2
IP ,new) log(χ2

IP ,old)
log(χ2

FD,new −χ
2
FD,old) log(χ2

FD,new) log(min(χ2
IP ))

vertex log(χ2
vtx,new) log(χ2

vtx,old) log(χ2
vtx,new −χ2

vtx,old)

background input samples. ’Isolated’ signifies here additional tracks in the events,
which are not part of the B0→D∗−µ+νµ decay, whereas associated tracks are the
additional tracks from theB0→D∗∗µ+νµ decay. In both cases, all the long, VELO
and upstream tracks in the event are used to not miss any additional particles. The
input variables used for the classifier are summarised in Table 13. They are based
on geometric quantities of the additional tracks with respect to the B0 candidate,
as well as quantities related to the vertex fit with and without the additional track
included. The BDT classifier is configured such that its output is large if a track is
likely to originate from the B0 vertex. For each event, the maximum value of the
BDT output of all tracks is used in the selection.

Di�erent values for the hyperparameters have been tried out when training the
BDT to find the configuration which maximises the area under the ROC (receiver
operating characteristic) curve, which is the background rejection rate as function
of the signal e�ciency obtained on the BDT input samples for di�erent require-
ments on the BDT output. To optimise the BDT selection requirement the signal
significance is used as the figure of merit (FOM) defined as

FOM =
S

√
S +B

, (65)

where S and B are the expected signal and background number of events. The
FOM is evaluated at di�erent requirements of the maximum BDT output to esti-
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Figure 46: Signal significance as function of the isolation requirement. The dashed black line indicates the
value where the signal significance is at its maximum.

mate the position of the maximum, as shown in Figure 46. The expected number
of events is estimated from the simulated samples, where the background includes
the excited and double-charm samples with yields scaled to account for the rela-
tive branching fraction of signal and the backgrounds and the di�erent number
of events generated in the simulation. Also the expected relative amount of com-
binatorial background is included when determining B, which is estimated from
a fit to the signal sample without any BDT requirement. The rejection rate of the
isolation requirement for the B→ D∗∗ samples as function of the e�ciency on
the signal mode, estimated from the simulated cocktail samples, is shown in Fig-
ure 47. Since decays of D∗∗ from B0 mostly produce additional π0 particles, the
rejection power on this sample is smaller compared to theB+ sample, where mostly
additional charged pions are produced. The performances on the double-charm
background cocktail samples are also shown. The larger rejection performance
compared to theD∗∗ cocktail samples can be explained by the double-charm cock-
tail samples including more decay paths with additional charged particles.
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III.1.7 The B0→ J/ψK ∗0 control channel

The channel B0→ J/ψK ∗0 is used extensively to verify the analysis procedure and
to calculate corrections to the simulation where applicable. For the reconstruction
of the J/ψ meson, both the J/ψ → e+e− and J/ψ → µ+µ− channels are used, and
named as dimuon and dielectron control mode, respectively. The K ∗0 particle is
reconstructed in the K+π− decay.

The dimuon control mode, B0→ J/ψK ∗0 with J/ψ → µ+µ−, which is chosen
because of its large data and simulation sample sizes and signal purity, is recon-
structed by the stripping procedure3 with the selection requirements summarised
in Table 26 in Appendix B. The stripping selection requires B0, J/ψ and K ∗0 can-
didates with good quality vertices. The final state particles are required to be
displaced with respect to the associated PV. For the dielectron control mode, a
stripping line4 similar to the dimuon mode is used, with the main di�erence be-
ing the lepton PID selection. The stripping selection requirements are summarised
in Table 27, also found in Appendix B. The dielectron mode is less clean compared
to the dimuon mode due to Bremsstrahlung, but still can be used to cross-check
the simulation corrections obtained on the dimuon mode.

The invariant-mass distributions of the reconstructed J/ψ , K ∗0 and B0 candi-
dates after the stripping selection and a requirement on the number of hits in the
SPD (nSPDHits < 450) are shown in Figures 48 and 49 for the dimuon and
dielectron modes, respectively. Also shown is the B0 invariant mass distribution
after the decay chain is re-fitted with a DTF where the J/ψ mass is constrained to
its known value, which improves the resolution of the B0 mass peak, especially for
the dielectron mode.

As alternative decay mode to obtain the correction weights the B+→ K+J/ψ
mode could be used. The advantage would be its larger signal yields. The reason
why theB0→ J/ψK ∗0 decay was chosen instead is that the large simulated samples
necessary were already available for the B0→ J/ψK ∗0 decay for all years at the
beginning of the analysis, while B+→ K+J/ψ simulation samples still had to be
produced. The e�ect of this choice on the sensitivity is estimated in Section III.5.3.

Selection

To increase the purity of the control channel and reject specific backgrounds addi-
tional selection requirements are applied after the stripping selection. Kinematic,
topological and PID variables are used, and the detailed selections are listed in

3Bu2LLK_mmLine
4Bu2LLK_eeLine
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Table 28 for the dimuon control mode, and Table 29 for the dielectron control
mode, both found in Appendix B. The trigger requirements are the same for both
dimuon and dielectron modes, which are listed in Table 14. The simulation uses
the same thresholds for the L0 trigger lines within each year, while they were var-
ied during data-taking. To account for this only the fraction of the control mode
data where the thresholds align with the simulation is used.

Additional selection requirements are imposed to reduce contributions from
specific background sources. The Λ0

b→ J/ψpK− decay can be reconstructed as a
control mode candidate if the proton is misidentified as a pion. The amount of this
background contribution is estimated in the dimuon control mode. The invariant
mass distribution when assigning the pion the proton mass is shown in Figure 50
as blue curve. A peaking structure at the known value of the Λ0

b mass can be seen
after the stripping selection but vanishes after the following selection step. Still,
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Figure 48: Invariant-mass spectra of the J/ψ (top left), K∗0 (top right) and B0 (bottom) candidates of
the dimuon control mode. The bottom left figure is the B0 candidates’ mass spectrum without a m(J/ψ )
constraint, and the bottom right one is for the B0 candidates’ mass spectrum with the m(J/ψ ) constraint.
Data samples of 2016, 2017 and 2018 data-taking years are combined when making these figures.
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to decrease this background contribution a veto is applied when the pion is likely a
misidentified proton by rejecting events withm(J/ψpK−) ∈ (5570,5670)MeV/c2

and probNNp(π misID to p) > 0.2.
Another potential background contribution is the decay B+→ J/ψK+ in com-

bination with an additional random pion. To estimate the size of this background
the invariant-mass distribution of the J/ψK+ system, leaving out the pion, is
shown in Figure 51. A peaking structure can be seen at the B+ invariant-mass
indicating the presence of these decays. They are vetoed by rejecting events with
m(J/ψK+) > 5230MeV/c2.
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Figure 49: Invariant-mass spectra of the J/ψ (top left), K∗0 (top right) and B0 (bottom) candidates of
the dielectron control mode. The bottom left figure is the B0 candidates’ mass spectrum without a m(J/ψ )
constraint, and the bottom right one is for the B0 candidates’ mass spectrum with the m(J/ψ ) constraint.
Data samples of 2016, 2017 and 2018 data-taking years are combined when making these figures.
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Figure 50: Invariant-mass spectrum of the J/ψπ+K− system when assigning the proton mass to the pion.
The left distribution is obtained after the stripping selection and the right one after the following selection
step. The blue curve is the distribution before the veto to the Λ0

b →J/ψpK
− misID background and B+

→J/ψK+ partially reconstruction background, and the red one shows the distribution after the veto.
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Figure 51: Invariant-mass spectrum of the J/ψK− system. The blue curve is the distribution before the
veto to the Λ0

b →J/ψpK
− misID background and B+ →J/ψK+ partially reconstruction background, and

the red one is the distribution after the veto.
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To subtract the contribution from the remaining combinatorial background,
the sPlot technique [82] is used. This method allows the calculation of per-event
weights based on the distribution of a discriminating variable. For each category
– in this case signal and combinatorial background – a weight is obtained. By
construction, the sum of the respective weights is equal to the yield of the contri-
bution and by using these weights the distributions of other variables can be ex-
tracted. One limitation to this approach is that the discriminating variable must
be uncorrelated to the variable in question.

To obtain these so-called ’s-weights’ the invariant mass distribution of the B0

candidates is used as the discriminating variable and fitted for both the dimuon
and dielectron modes. The correlation of the B0 invariant mass distribution with
other variables has been checked and found to be small so that the sPlot method
is applicable. The signal component is described by the sum of two single-sided
Crystal ball functions [83] with shared mean and the combinatorial background
by an exponential function. The parameters describing the tails of the Crystal Ball
functions are fixed to the values obtained from a fit of the signal component to the
distribution in simulation. In addition, the contribution from the B0

s → J/ψK ∗0

decay is considered in the fit model. The shape of the B0
s peak is assumed to be

the same as that of the signal component of the B0
s→ J/ψK ∗0 decay. The distance

between the B0 and B0
s peak is fixed to the di�erence of known masses of the B0

s

and B0 particles [84]. For the dimuon control mode, the yield of the B0
s→ J/ψK ∗0

component is left as a free parameter, while for the dielectron control mode, the
yield ratio between the B0

s → J/ψK ∗0 and B0
s → J/ψK ∗0 components is fixed to

that obtained from the fit of the dimuon mode. The fitted distributions are shown
in Figure 52 for the dimuon control mode, and Figure 53 for the dielectron control
mode.

Table 14: Trigger selection of the control channel B0→ J/ψK∗0, J/ψ → l+l−, where l stands for a muon
or electron particle. The DiMuon and TrackMuon lines are added to enlarge the statistic of the dimuon
control mode, and they are kept also for the dielectron control mode to have a consistent trigger requirement
between the two control channels.

L0 Photon, Electron, Muon, DiMuon Decision TIS

HLT1
Hlt1DiMuonHighMassDecision_TOS Hlt1TrackMuonDecision_TOS

Hlt1TrackMVADecision_TOS Hlt1TwoTrackMVADecision_TOS

HLT2
Hlt2DiMuonDetachedJPsiDecision_TOS Hlt2Topo2BodyDecision_TOS

Hlt2Topo3BodyDecision_TOS Hlt2Topo4BodyDecision_TOS

85



5200 5300 5400
 candidate) (MeV)0m(B

0

2

4

6

310×
E

ve
nt

s 
/ (

 3
 M

eV
 )

5200 5300 5400
 candidate) (MeV)0m(B

1

10

210

E
ve

nt
s 

/ (
 3

 M
eV

 )
5200 5300 5400

5−

0

5

5200 5300 5400
4−

2−

0

2

Figure 52: Fit of the signal component to simulated sample (left) and fit of total p.d.f to data (right). The
invariant mass of the B0 candidate is obtained after am(J/ψ ) constraint. The distribution is obtained using
the B0→J/ψK∗0,J/ψ →µ+µ− sample collected in 2017 after all the event selections. The data distribution
is displayed as the black dots. The total PDF is shown in the blue solid line. The red solid line, magenta solid
line and black dashed line show the contribution from the signal B0→ J/ψK∗0 decays, the B0s → J/ψK∗0

decays and the combinatorial background, respectively.
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Figure 53: Fit of the signal component to simulated sample (left) and fit of total p.d.f to data (right). The
invariant mass of the B0 candidate is obtained after am(J/ψ ) constraint. The distribution is obtained using
the B0→J/ψK∗0,J/ψ →e+e− sample collected in 2017 after all the event selections. The data distribution
is displayed as the black dots. The total PDF is shown in the blue solid line. The red solid line and black
dashed line show the contribution from the signal B0→ J/ψK∗0 decays and the combinatorial background,
respectively.
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III.1.8 Combinatorial background

Background caused by random combinations of particles needs to be considered
to describe the signal mode data well. Three di�erent sources of combinatorial
background are included. A real D∗+ combined with a fake muon or electron
(track misidentified as lepton), a ’fake’ D∗ (random D0 soft π combination) with
a real lepton and the random combination of a real D∗+ with a real lepton. In all
three cases, the shape of the corresponding background template is determined
using a dedicated data sample.

Real D∗ with misidentified lepton

Three di�erent types of lepton misidentification are considered: h→ e, µ→ e
and (h,e)→ µ, where h = K , π, p.

h→ e and (h, e)→ µ misidentification

To estimate the shape of the h→ e and (h, e)→ µ background, the data sample
produced by a dedicated stripping line5 is used. It consists of the same selections as
the line used for the muon signal channel selection described earlier, with the only
di�erence being that the PID requirement on the muon is inverted to (P IDmu <
0.0). The same o�ine selection without PID requirements is applied.

Four sub-samples are selected from the FakeMuon sample, each containing
mainly pions, kaons, protons or electrons. The true number of each particle species
for the PID selections in bins of p, η and nTracks is estimated by

Nπ,true
NK,true
Np,true
Ne,true

 =H−1

Nπ,sel
NK,sel
Np,sel
Ne,sel

 , (66)

where H is the matrix 
επ→π εK→π εp→π εe→π
επ→K εK→K εp→K εe→K
επ→p εK→p εp→p εe→p
επ→e εK→e εp→e εe→e

 . (67)

The selection criteria for pions, kaons, protons and electrons within the FakeMuon
sample are listed in Table 15. The PID selection e�ciency εi→k for a particle

5B2DMuNuX_D0_FakeMuon
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Table 15: Criteria used to select pions, kaons, protons and electrons from the FakeMuon sample. When
processing the PIDCAlib performance histograms for PID (mis)ID e�ciencies, DLLmu < 0 is required for
all four particle species in addition to the cuts listed in the table, since this cut is applied within the stripping
of the FakeMuon line.

Pions MC15TuneV1_ProbNNpi > 0.2 && DLLp < 1 && DLLK < 1
Kaons MC15TuneV1_ProbNNK > 0.2 && DLLp - DLLK < 0 && DLLK > 0
Protons MC15TuneV1_ProbNNp > 0.2 && DLLp - DLLK > 4 && DLLp > 0
Electrons MC15TuneV1_ProbNNe > 0.2 && DLLe > 0 && DLLp < 1 && DLLK < 1

Table 16: Binning scheme used to create PIDCalib performance histograms for PID (mis)identification e�-
ciencies.

p [3, 6, 9.3, 10, 15.6, 20, 40, 60, 100] GeV
η [2.5, 3.5]
nT racks [0, 150, 225, 500]

of species i to pass the selection requirement of the species k is estimated with
the PIDCalib package [85], which employs centrally selected calibration samples
for this purpose. Further requirements are imposed on the calibration samples
to avoid biases when estimating the h→e and h→µ misidentification rate and
to ensure that acceptance e�ects are separated from the misidentification proba-
bility. The (p, η, nT racks) binning scheme is listed in Table 16. The obtained
misidentification matrices H are shown in Appendix C.

The PID requirements to select the di�erent particle species in the FakeMuon
sample are not exclusive and each event can pass or fail each requirement. Using
the estimated true number of each particle species in each bin the probability
that an event in the FakeMuon sample contained a certain particle species can be
estimated taking into account which of the PID selections are passed by the event.
For this purpose the modified matrix H ′ is calculated

H ′ij =

εqi→qj , if the track fulfils the PID criteria of qj
1− εqi→qj , if the track does not fulfil the PID criteria of qj

(68)

where qi ,qj ∈ K,π,p,e. The probability pk for a track to be of a certain particle
species is then calculated using this matrix by

Nk,exp =Nk,true ×
∏
i

H ′ik (69)

Ntot =
∑
k

Nk,exp (70)

pk =Nk,exp/Ntot. (71)
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Finally the shape of the (h, e)→ µ background is obtained by weighting the Fake-
Muon sample with weights calculated by

w =
∑
k

pk × εk→µ, (72)

where k = K , π, p, e. The weights for h→ e are obtained similarly by

w =
∑
k

pk × εk→e, (73)

where k = K , π, p. The probabilities εk→µ and εk→e that a particle of species k is
misidentified as a muon or an electron are again determined from the PIDCalib
calibration samples using the same binning and taking the PID requirements im-
posed on the muon or electron when selecting the signal samples into account.

µ→ e misidentification

The amount of µ→ e misidentification is estimated from the PIDCalib perfor-
mance histogram of muons with the electron selection requirement of DLLe > 3
applied, in bins of p, pT and nTracks. The average µ → e misidentification ef-
ficiency for the kinematic distribution of muons in data is less than 0.05% for
all data samples. Therefore, this component is negligible and its shape is not ac-
counted for in the template fit.

Combinatorial D∗ with real lepton

The template shape used in the fit of the combinatorial background due to fake
D∗ is estimated using a data sample where a D0 is combined with a wrong-sign
π−. This sample is reconstructed and selected in the same way as the signal
modes when constructing the template used in the fit, while the requirement
on the D∗+-D0 mass di�erence is removed for the study below. To verify that
this sample accurately describes the kinematic distribution in the signal samples,
various quantities are compared between the signal and fake D∗ sample in di�er-
ent bins in the upper sideband of the ∆(MD∗+ −MD0) distribution, defined by
150MeV < ∆(MD∗+ −MD0) < 160MeV, as shown in Figures 118 and 119 in Ap-
pendix D. The distributions agree reasonably well and do not depend on the value
of ∆(MD∗+−MD0), giving confidence that the sample should be able to model the
background below the signal peak in the ∆(MD∗+ −MD0) distribution.

To estimate the expected yield of this background, a fit to the mass di�erence
∆(MD∗+ −MD0) spectrum of the signal samples is used, shown in Figure 54. The
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Figure 54: ∆(MD∗+ −MD0) distribution (black points) overlaid by the fitted total function (blue) for the
muon (left) and electron (right) final states. The signal distribution is shown as red solid line, the background
as blue dotted line.

signal shape is described by the sum of a CrystalBall and Gaussian function, while
the phenomenological DstD0BG function, implemented in the RooFit package [86],
is used to describe the distribution of the background. It can be seen that the
background distribution is well described. The expected yield is then taken as the
integral of the fitted background shape in the nominal selection region.

Real D∗ with real lepton

The shape of the background due to random combinations of real D∗+ with a
real µ−/e− is obtained by adding wrong-sign leptons to a D0 in the stripping and
then building the B0 candidate as before. To estimate the expected yield of this
contribution, the number of events of the wrong-sign (WS) and right-sign (RS)
sample in the upper B0 mass region are compared as shown in Figure 55. The ratio
of RS to WS number of events is determined in bins of theB0 mass. A dependence
of this ratio on the B0 mass is observed and described by a linear function. The
expected yield of this combinatorial background is then determined by integrating
the fitted linear function over the B0 mass region included in the signal selection,
which gives an overall scale of RS to WS number of events in the signal region.
The expected number of WS events in the signal region is then multiplied by this
scale to get the expected number of background events in the RS sample.
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Figure 55: Fit of the ratio of number of events between the right- and wrong-sign sample in bins of the B0

mass for the muon (left) and electron (right) signal modes for 2017 data.
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III.2 Corrections to the simulation

The simulation is known not to describe the data perfectly well. This can impact
the shapes used in the template fit obtained from simulation and the determina-
tion of the e�ciency ratio. There are many well-known discrepancies, which must
be corrected to allow for a precise measurement. It is known that the kinematic
distribution of B0 particles generated in simulation di�ers from the one observed
in data. This is due to the di�culties of accurately simulating the pp collision and
the strong processes taking place there. Variables related to particle identification
(PID), especially those from the RICH detectors, are not well described by the
simulation as these depend on external conditions, which are hard to emulate in
the simulation. For example, the temperature and pressure of the RICH gases vary
during data-taking but are set to a fixed value in simulation. The multiplicity of
particles traversing the detector is in general underestimated by simulation. The
e�ciency of the track reconstruction requires a correction to achieve consistency
with data. Also the response of the trigger system is not perfectly modelled.

Such discrepancies can be studied by comparing the normalised distribution of
a particular variable for a particular decay mode in background-subtracted data to
the one obtained when simulating that decay. Agreement between data and simu-
lation is then achieved by defining a correction weight as the ratio of data and sim-
ulation in bins of the variable in question. The binning scheme needs to be chosen
in a way that each bin has enough statistics to reduce the statistical uncertainty, but
the bin widths can not be too broad, as variation within a bin would increase the
systematic uncertainty. By correcting the simulated sample using these weights on
an event-by-event basis the discrepancies can be reduced. In practice, this means
down- or up-weighting events lying in regions where the simulation produced too
many or too few decays. In a similar way, the simulated tracking and trigger e�-
ciencies can be corrected. The challenge is to obtain the background-subtracted
data sample to be able to do this comparison. This is achieved by using calibra-
tion samples with high purity and obtaining the signal component using the sPlot
method. When comparing trigger e�ciencies they are obtained on simulation and
data using the TISTOS method.

The strategy followed for obtaining the correction weights for the simulated
signal decay samples is to rely on the control channel as much as possible, as it is
more di�cult to separate the signal contribution from the background in case of
the signal modes. For this purpose, the simulated sample of the control channel is
corrected in an iterative way, where each correction step is applied before the next
one is calculated. The corrections are determined and applied in the following
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order:

1. Particle identification e�ciency

2. Tracking e�ciency

3. L0 trigger e�ciency

4. Event multiplicity

5. B0 kinematics

6. HLT trigger e�ciency

This order is chosen to be able to obtain correction weights for generator-level
e�ects, which a�ect the B0 kinematics and event multiplicity, without being dis-
torted by the trigger e�ect. This is necessary as the generator-level events are also
weighted with the B0 kinematics and multiplicity corrections when determining
the e�ciency from simulated samples. With the exception of the HLT trigger ef-
ficiency corrections, all the correction weights obtained on the control modes are
applied on the signal modes. The PID and tracking e�ciency correction steps rely
on centrally produced calibration samples and can be directly applied on the sig-
nal and control modes. Since the multiplicity and kinematic corrections aim to
correct for generator-level e�ects, it should be possible to apply them to the signal
modes, as they should be independent of the decay channel. In a similar vein, the
L0 e�ciency corrections obtained from the control mode are applied to the signal
modes, as in both cases the same TIS decisions are used, which are not expected
to depend on the decay. Only the HLT1 and HLT2 trigger e�ciency corrections
are determined on the signal channel itself.

III.2.1 Particle identification efficiency

The PID variables in simulation are calibrated using high statistics, well-
understood calibration samples [85] [87]. For this analysis, the PID variables used
in the selection are replaced in the simulation samples by variables sampled from
a distribution obtained from the calibration samples. This is done by estimating a
four-dimensional distribution of the PID variable, pT, η and number of tracks in
the event using a kernel-density method [88]. The replacement can then be done
for each event by looking at the pT and η of the corresponding particle and the
number of tracks in the event and randomly sampling a new value for the PID
variable from the distribution estimated by the kernel-density method (’PID re-
sampling’). These kernel distributions are provided by a centralised package. The
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calibration sample used for electrons consists of B+→ K+J/ψ (→ e+e−) decays,
J/ψ →µ+µ− decays for muons and D∗+→ D0(→ K−π+)π+ decays for kaons and
pions.

III.2.2 Track reconstruction

The e�ciency of the track reconstruction is known to be di�erent between data
and simulation. This has been observed by measuring the e�ciency using J/ψ
→µ+µ− decays in a tag-and-probe approach [89]. The probe muon is recon-
structed using hits in the TT and muon stations to obtain the e�ciency of it
being reconstructed as long track with hits in the VELO and T-stations. By mea-
suring this e�ciency on data a correction weight to the simulated samples can be
calculated by dividing it by the e�ciency determined on simulated J/ψ →µ+µ−
decays. This is done by the LHCb collaboration in a centralised manner. The
correction weights depend on the p and η of the particle in question and there-
fore the weights are obtained as function of those variables. While this correction
weight is obtained using muons, it is typically also used for hadron tracks. In this
case, hadronic interactions, which modify the tracking e�ciency, are not taken
into account in the correction weight but are considered as a source of systematic
uncertainty. This additional systematic uncertainty is expected to cancel in the
ratio as the same hadrons appear in the signal mode final states.

Electrons have to be treated as special case [62] since the emission of
Bremsstrahlung impacts the reconstruction e�ciency. Electrons which emit
Bremsstrahlung before the magnet might lose so much momentum that they are
’swept out’ of the downstream tracker acceptance by the magnet. This e�ect might
not be properly reflected in simulation and therefore the reconstruction e�ciency
correction is determined in a dedicated approach. The corrections are binned in
φ, η and true pT of the electron, as the probability of Bremsstrahlung emission
depends on the amount of material traversed. In some regions of φ the electron
will cross through the RF-foil multiple times increasing the material budget.

This method requires the electron to be reconstructed as VELO track and thus
potential di�erences between muon and electron VELO reconstruction e�cien-
cies are a source of systematic uncertainty. But the fiducial region of the analysis
was chosen such that the VELO reconstruction e�ciencies of electrons and muons
are very similar and nearly constant, so the associated systematic uncertainty is ex-
pected to be small.

The soft pion track from the D∗ decay is not assigned a track reconstruction
correction as its kinematic distribution is for a large part outside of the coverage
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Figure 56: Transverse momentum of the soft pion in the muon (black) and electron (red) signal modes for
the years 2016 (left), 2017 (middle) and 2018 (right).

of the control sample used to determine these corrections. Since the kinematic
distribution of the soft pion agrees well between the muon and electron signal
modes, as shown in Figure 56, the e�ect of omitting this correction is expected to
cancel in the ratio.

The tracking e�ciency corrections are applied to the control modes samples
before calculating the ratio between background-subtracted data and simulated
distributions for the L0 e�ciency correction step described next.

III.2.3 L0 trigger

Since the selection strategy relies on L0 being triggered independently of the sig-
nal, the L0 e�ciency should not strongly depend on the channel and cancel to
first order in the e�ciency ratio. Still the simulated samples can be weighted to
better reflect the L0 e�ciency determined on data.

The control mode decays B0→J/ψK ∗0, with J/ψ →µ+µ− and J/ψ →e+e−, are
used to obtain the L0 e�ciency on data and simulation employing the TISTOS
method. This method is based on selecting a sub-sample of data with a certain
trigger decision, which contains also events selected by the trigger decision of in-
terest. The trigger e�ciency is then obtained on this sub-sample by additionally
requiring the trigger decision in question. This means that the trigger e�ciency
is determined on a sub-sample of data with the assumption that this e�ciency is
representative of the trigger e�ciency on the whole sample. Here the sub-sample
is selected by requiring a TOS decision and the e�ciency of the TIS requirement
is determined by

εT ISL0 =
N (L0T IS AND L0TOS)

N (L0TOS)
, (74)

where N (L0TOS) is the number of events in the sample selected by the TOS
decision and N (L0T IS AND L0TOS) the number of events when additionally
requiring the TIS decision.
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The e�ciency of triggering an event independent of the decay is to a large part
influenced by the kinematics of the other b hadron of the initial bb pair. To take
this into account the L0 e�ciency is determined as function of the pT of the B0

hadron in the event, as this is correlated with the other b hadron. The L0 correc-
tions for di�erent data-taking years are obtained individually using the samples
in the corresponding year. To obtain the number of signal decays in data the sPlot
technique is used as discussed in Section III.1.7. The yield of the simulated sample
is obtained by taking into account the tracking reconstruction e�ciency correc-
tion weights. The fit projections to obtain the s-weights are shown in Figure 57
for 2017.

The obtained values of εtisL0,MC and εtisL0,data in di�erent pT(B0) regions are
shown in Figure 120 in Appendix E, and their ratios are shown in Figure 58. As
the L0 trigger requirements are TIS on the B0 decay products, the correction of
the L0 e�ciency for candidates in a certain B0 kinematic region should be consis-
tent for di�erent channels. To improve the consistency between the dimuon and
dielectron control modes the B0 momentum is estimated by the DTF with the
J/ψ constrained to its known value, which reduces the e�ect of Bremsstrahlung
on the B0 momentum resolution. To compare the correction factors obtained on
the dimuon and dielectron modes, the ratio of both are shown in Figure 59. The
correction factors show some discrepancies, especially at small and large pT of
the B0. This could be due to statistical fluctuations as the uncertainties on the
correction factor are the largest in these regions or due to residual di�erences be-
tween the simulation of electrons and muons. While it is worrisome that for all
three years the ratio of correction weights shows a downwards trend when going
to lower values of pT of theB0, the electron correction factor does not consistently
decrease and the muon correction factor does not consistently increase between
the years in this region. This might further indicate that the downwards trend and
disagreement is caused by fluctuations instead of a systematic e�ect. Still, to ver-
ify the assumption that the correction factor is independent of the specific decay
channel, as is expected for the L0TIS e�ciency, the correction factors obtained
from the dimuon mode are taken as nominal choice and the dielectron correction
factors are used for cross-checking. This choice is motivated by the dimuon mode
generally being cleaner. When performing the cross-check by using the dielectron
correction factors instead, a negligible di�erence in the final result is observed.
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Figure 57: Projections of the fit to the B0 invariant-mass spectrum in the (L0TOS) (left) and
(L0T IS AND L0TOS) (right) categories. The top row shows the dimuon and the bottom row the di-
electron control modes for 2017.
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Figure 58: Ratios between εtistosL0,data and εtistosL0,MC as a function of pT(B0) for the dimuon (red) and dielectron
(blue) control modes for the years 2016 (left), 2017 (middle) and 2018 (right).
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Figure 60: Multiplicity corrections obtained from the 2017 background-subtracted data and simulated
samples of the dielectron (left) and dimuon (right) control mode.

III.2.4 Event multiplicity

The simulation is corrected for di�erences in quantities related to the event mul-
tiplicity. This correction is determined as a function of the total number of re-
constructed long tracks (nTracks) and the number of hits in the SPD (nSPDHits).
The correction weights are obtained as the ratio of the binned two-dimensional
distribution of nTracks and nSPDHits in data and in simulation. The sPlot proce-
dure is used to obtain the background-subtracted distribution in data, while the
weights from the previous correction steps are applied to the simulated samples.
The chosen binning scheme of the multiplicity correction weights are

• nTracks: [0, 45, 90, 135, 180, 225, 270, 315, 360, 405, 450]

• nSPDHits: [0, 45, 90, 135, 180, 225, 270, 315, 360, 405, 450]

The multiplicity correction weights obtained with this binning are shown in Fig-
ure 60 obtained for the 2017 sample. As the signal yield in the dielectron control
channel is smaller than in the dimuon mode, only the weights obtained from the
dimuon mode are used. Since the weighting is done in 2D with more bins in total
than the previous correction step, the smaller yield of the electron control mode
limits its usefulness as correction factors in more bins would have a larger uncer-
tainty. The correction factors obtained on the dimuon mode are then applied on
the dimuon and dielectron control modes, as well as the muon and electron signal
modes. This is motivated by the event multiplicity being largely independent of
which B0 decay took place.
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Figure 61: Kinematic weights in bins of B0 p and pT, obtained from the 2017 background-subtracted data
and the simulated signal samples of the dimuon (left) and dielectron (right) control modes. A J/ψ mass
constrain is applied when calculating the B0 p and pT.

III.2.5 Kinematic corrections

The simulation is known to not describe the kinematic distributions of B0-
hadrons produced by the pp collision well. The correction weights to account
for this are calculated in bins of the fully reconstructed p and pT of the B0 meson.
The weights are obtained using only the dimuon control mode since it has a larger
sample size and the e�ect corrected for is caused at the generation level of the B0

and is independent of its decay. The binning scheme splits the pT spectrum from
0 to 40 GeV/c into 20 bins and the p spectrum from 0 to 400 GeV/c into 20 bins,
with a constant bin width in both cases.

As in previous steps, the correction weight is obtained as the ratio of the distri-
bution in data and simulation. Again the s-weighted data is used and the tracking,
L0 and multiplicity weights are taken into account in case of the simulation. The
resulting weights for 2017 are shown in Figure 61.

In the dimuon control channel, the reconstructedB0 momentum is a good mea-
surement of the ’true’ momentum with a small resolution, which is even more pre-
cise when using the DTF with the J/ψ and B0 masses constrained to their known
values. Since the correction weights obtained on the dimuon control channel are
also used when correcting simulation of the dielectron control channel as well as
the electron and muon signal channels, where the B0 momentum resolution is
much worse due to Bremsstrahlung in the former case and the missing neutrino in
the latter, the weights are attached using the known values of the B0 momentum
generated in simulation.
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III.2.6 HLT corrections for signal modes

For the signal modes, the HLT selection requirements are based on decisions re-
lated to theD0 candidate to reduce any potential bias on theR(D∗+)light measure-
ment, as it is the shared part between the electron and muon modes. For both the
HLT1 and HLT2 selections only decisions which are TOS on theD0 candidate are
considered. As the HLT 2 topological trigger line implicitly depends on the HLT1
decision, an overall correction is obtained to account for di�erences between the
HLT selection e�ciency in data and simulation. Similar to the L0 e�ciency, the
HLT1 selection e�ciency can be studied with the TISTOS method

εtosHLT =
N (HLT T IS AND HLT TOS)

N (HLT T IS)
, (75)

Here HLTTIS indicates the sample selected by a HLT decision independent of
the D0 candidate, and HLTTOS is the HLT requirement of the signal mode se-
lection listed in Table 11. The correction weight is obtained as the ratio between
the HLT e�ciency determined on data and simulation as function of the pT of
the D0 candidate. The binning scheme splits the pT spectrum from 0 to 30 GeV
into 20 bins with a constant bin width. The HLT selection e�ciency is obtained
on simulation taking into account the previous corrections steps. For data the
background-subtracted pT(D0) spectrum is determined using the sPlot technique.
For this purpose, the distribution of the mass di�erence between the D0 and D∗

candidates is fitted with the sum of two CrystalBall functions with a shared mean
to describe the signal and an exponential function to describe the background.
The shape parameters of the CrystalBall functions are fixed to the values obtained
from a fit to the signal shape found in simulation. The fit results for each period
are shown in Figure 62 for 2017.

The HLT selection e�ciency determined on data and simulation as function
of the pT of the D0 candidate is shown in Figure 122 in Appendix E. The ratio
between data and simulation is shown in Figure 63. To compare the correction
factors obtained from the electron and muon signal modes their ratio is shown in
Figure 64. Within the statistical uncertainties they are consistent. To reduce the
uncertainty on the final correction factor in a certain pT(D0) region it is obtained
by averaging the correction factors obtained from the electron and muon signal
modes, using 1

σ2
as the weights, where σ indicates the uncertainty of a certain

correction factor.
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Figure 62: Projections of the fit to them(D∗+)−m(D0) invariant-mass di�erence in the (HLT T IS) (left)
and (HLT T IS AND HLT TOSS) (right) categories. The top row shows the muon and the bottom row
the electron signal modes for 2017.
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Figure 63: Ratios between εtistosHLT ,sig,data and εtistosHLT ,sig,MC as a function of pT(D0) for the electron (blue)
and muon (red) signal modes obtained in the years 2016 (left), 2017 (middle) and 2018 (right).
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Figure 64: Ratios of the HLT correction weight obtained on the electron signal mode over the weight
obtained on the muon signal mode of pT(D0) for the years 2016 (left), 2017 (middle) and 2018 (right).
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III.2.7 HLT corrections for control modes

While it is not required for correcting the signal mode simulated samples, the HLT
e�ciency corrections are also obtained for the control mode. They are used in the
R(J/ψ ) cross-check described in Section III.2.9. Similar to the weights obtained
on the signal channel, the HLT1 and HLT2 e�ciencies are corrected for in the
same step. Again the TISTOS method is employed to estimate the HLT selection
e�ciency on data and simulation as

εtosHLT ,con =
N (HLT T IS AND HLT TOS)

N (HLT T IS)
. (76)

Here HLTTIS indicates that the positive HLT decision is not related to the B0

decay, and HLTTOS is the HLT requirement for control mode listed in Table 14.
The correction weight is determined as a function of the pT of the B0 meson. The
binning scheme splits the pT spectrum from 0 to 50 GeV into 10 bins with a con-
stant bin width. The HLT selection e�ciency is obtained on simulation taking
into account the previous corrections steps. For data the background-subtracted
pT(B0) spectrum is again determined using the sPlot technique. The s-weights are
obtained from fits to the B0 mass spectrum, which are shown in Figure 65 for
the 2017 data-taking year. The values of εtosHLT ,con,MC and εtosHLT ,con,data in di�erent
pT(B0) regions are shown in Figure 121 in Appendix E. Their ratio are shown in Fig-
ure 66. The obtained correction weights are observed to be close to unity, which
indicates that the HLT selection e�ciency of the control channel is well modelled
by the simulation. Their ratio is shown in Figure 67 The final correction factor in
a certain pT(B0) region is obtained by averaging the correction factors obtained
from the electron and muon control modes, using 1

σ2
as the weights, where σ indi-

cates the uncertainty of a certain correction factor. Again the averaging serves to
reduce the uncertainty on the weights.
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Figure 65: Projections of the fit to the B0 invariant-mass spectrum in the (HLT T IS) (left) and
(HLT T IS AND HLT TOS) (right) categories. The top row shows the dimuon and the bottom row the
dielectron control mode for 2017.

0 10000 20000 30000 40000 50000
]cpT(B) [MeV/

0

0.5

1

1.5

2

2.5

L
0,

M
C

ε/
L

0,
da

ta
ε

electron
muon

0 10000 20000 30000 40000 50000
]cpT(B) [MeV/

0

0.5

1

1.5

2

2.5

L
0,

M
C

ε/
L

0,
da

ta
ε

electron
muon

0 10000 20000 30000 40000 50000
]cpT(B) [MeV/

0

0.5

1

1.5

2

2.5

L
0,

M
C

ε/
L

0,
da

ta
ε

electron
muon

Figure 66: Ratios between εtistosHLT ,con,data and εtistosHLT ,con,MC obtained on the dielectron (blue) and dimuon
(red) control modes as a function of pT(B0) for the years 2016 (left), 2017 (middle) and 2018 (right).
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Figure 67: Ratios between εtistosHLT ,con,data and εtistosHLT ,con,MC obtained on the dielectron (blue) and dimuon
(red) control modes as a function of pT(B0) for the years 2016 (left), 2017 (middle) and 2018 (right).
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III.2.8 Comparison of data and simulation distributions of control

mode decays

To verify that the correction procedure to improve the agreement between data
and simulation is yielding in the desired result the simulated control channel sam-
ples with and without the application of the weights is compared to s-weighted
data distributions for di�erent quantities in Figures 68- 73.

The application of the corrections improves the agreement between
background-subtracted data, especially in the variables weighted for, like the mo-
mentum of theB0 and multiplicity. However the agreement is still not perfect and
in some bins the weighting procedure worsens the agreement. This indicates that
there are other sources causing discrepancies between data and simulation, which
are not addressed yet. If and how the remaining disagreement can be expected to
be a source of systematic uncertainty on the measurement is studied using ’flatness’
checks discussed next and in Section III.4 for the signal modes.
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Figure 68: Comparison of background-subtracted data and simulated distributions in the control channel
before and after weighting the simulation for the 2016 dimuon control mode sample.
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Figure 69: Comparison of background-subtracted data and simulated distributions in the control channel
before and after weighting the simulation for the 2016 dielectron control mode sample.
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Figure 70: Comparison of background-subtracted data and simulated distributions in the control channel
before and after weighting the simulation for the 2017 dimuon control mode sample.
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Figure 71: Comparison of background-subtracted data and simulated distributions in the control channel
before and after weighting the simulation for the 2017 dielectron control mode sample.
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Figure 72: Comparison of background-subtracted data and simulated distributions in the control channel
before and after weighting the simulation for the 2018 dimuon control mode sample.
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Figure 73: Comparison of background-subtracted data and simulated distributions in the control channel
before and after weighting the simulation for the 2018 dielectron control mode sample.
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III.2.9 R(J/ψ ) flatness cross-check

In order to validate the e�ciency estimation and correction scheme of the simu-
lated samples, the ratio R(J/ψ ), defined as

R(J/ψ ) =
N (B0→ J/ψK ∗0, J/ψ→ e+e−)
N (B0→ J/ψK ∗0, J/ψ→ µ+µ−)

×
ε(B0→ J/ψK ∗0, J/ψ→ µ+µ−)
ε(B0→ J/ψK ∗0, J/ψ→ e+e−)

, (77)

is plotted as function of various quantities, shown in Figures 74, 75 and 76. Also
shown is the result of a fit with a constant straight line to each distribution with
the parameter p0 and the resulting fit probability. Since this ratio is expected to be
unity, a flat distribution consistent with that value is suitable to demonstrate that
the di�erences between the data and simulated distributions are well understood
and corrected for in the control modes. TheR(J/ψ ) are observed to be flat and are
consistent with unity within the uncertainties. For the distribution in nSPDHits
for 2017, it seems that a trend could be present. But this could also be explained by
a fluctuation of the first bin, which has the largest uncertainty. Here the R(J/ψ )
distribution as function of the B0 kinematic and multiplicity variables is studied
as those variables are corrected for in the signal modes using the weights obtained
from the control modes. Although the data-simulation agreement in the control
modes was observed not to be perfect after weighting, it can be seen that this does
not impact the R(J/ψ ) ratio in the relevant variables. This indicates that these
remaining discrepancies will not introduce a large systematic uncertainty to the
determination of R(D∗+)light .
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Figure 74: The ratio R(J/ψ ) as function of the B0 transverse momentum and pseudorapidity and the
number of hits in the SPD and number of tracks in the event for the 2016 sample.
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Figure 75: The ratio R(J/ψ ) as function of the B0 transverse momentum and pseudorapidity and the
number of hits in the SPD and number of tracks in the event for the 2017 sample.
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Figure 76: The ratio R(J/ψ ) as function of the B0 transverse momentum and pseudorapidity and the
number of hits in the SPD and number of tracks in the event for the 2018 sample.
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III.2.10 Form factor weighting

For the semileptonic decays, a realistic description of the form factors in the simu-
lated samples used to determine the selection e�ciency is necessary since they can
modify the decay kinematics of the process and so the e�ciency of selecting that
decay. The approximated q2 distribution is one of the variables used to separate
signal and background decays. The distribution of q2 in simulated samples de-
pends on the form factor model so that a reasonable form factor model is required
to describe the data well. It is possible to use di�erent form factor models when
describing the data and to look for new physics by checking agreement of data
with simulated samples using form factors models including BSM contributions.

Simulated samples generated with a specific form factor model and values for
the form factors can be weighted to match a di�erent form factor parametrisation.
This form factor weighting is achieved using the HAMMER tool [78]. The signal
modes, as well as the B→ D∗τ decay modes, are weighted to match the CLN
and BGL parametrisations with the measured values from (44) and (47) described
in Section I.3.1. The CLN parametrisation is used to extract the baseline result
and the BGL parametrisation as cross-check to estimate the impact of using a
particular form factor model, described in more detail in Section III.5.4.

To illustrate the e�ect of the form-factor weighting the distributions of the fit
variables are shown in Figures 77 and 78 with the initial phase space distributions
and the distributions weighted to match the CLN and BGL parametrisations. It is
observed that the CLN and BGL parametrisations result in similar distributions.
The E∗l and q2 distributions are seen to depend on the chosen form factor model
the most, where large di�erences between using a phase space decay model and
the CLN or BGL parametrisations are present.

The simulated higher excited D∗∗ and double-charm background samples
would also require a form factor weighting to get the most realistic description
of the data. Especially for the double-charm decays, this is more involved due
to the two hadron final state. At the present stage, no form factor weighting is
performed for these samples.

III.2.11 Comparison of data and simulated distributions of signal

mode decays

Using the respective yields of the signal and background contribution to the signal
channels obtained from the template fit described below in Section III.3 and the
respective shapes obtained from corrected simulation, it is possible to compare
distributions in data and simulation for the signal modes. In practice, this means
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Figure 77: Fit variables in the simulated signal electron samples generated with a phase space model (blue)
and weighted to the CLN (red) and BGL parametrisations for the B0 decay for the 2016 (top), 2017 (middle)
and 2018 (bottom) periods.

creating the histograms of all samples contributing to the fit in the variable to be
compared and adding them according to their respective yields as determined by
the fit. The combined histogram can then be compared to the data. The compar-
ison then shows the distribution of the signal candidates in data including back-
ground contributions with the distribution expected from the fitted yields. These
comparisons are shown in Figure 79.

The weighting procedure improves the agreement in the multiplicity variables
but worsens it in case of the B0 pT. At the current stage of the analysis, this is
something still under study. As the muon and electron modes are a�ected in the
same way the e�ect of this increased discrepancy can be expected to cancel in the
ratio. This is checked in Section III.4.2.

III.2.12 Summary

To correct the signal mode simulation samples, correction factors, addressing dis-
crepancies due to the generated B0 kinematics, the generated event multiplicity
and the L0 trigger e�ciency, are taken from the control modes. As the HLT selec-
tion di�ers between the signal and control modes the problem could arise that a
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Figure 78: Fit variables in the simulated signal muon samples generated with a phase space model (blue)
and weighted to the CLN parametrisation (red) for the B0 decay for the 2016 (top), 2017 (middle) and 2018
(bottom) periods.

mismodelling of the HLT e�ciency in the control mode simulation would distort
the other correction weights and make the application of the weights obtained
from the control channel on the signal modes less justified. However it is seen
that the HLT e�ciency is well modelled in the control mode simulation and the
associated correction weight could be expressed by a constant factor close to unity.

The HLT e�ciency correction factor for the signal modes is obtained from the
signal mode itself. The HLT selection for the signal modes was chosen to only
use the D0 decay products so that the HLT e�ciency and its correction factor is
independent of the lepton in the decay. It is seen that the HLT correction factors
obtained on the electron and muon mode reasonably agree for a large region of the
D0 pT. Therefore it can be expected that uncertainties due to the HLT e�ciency
correction will cancel in the ratio.
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Figure 79: Comparisons of the data and expected distributions for the (left) muon and (right) electron
signal modes. The expected distributions is obtained by adding the di�erent components included in the
template fit according to their fitted yields.
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III.3 Extraction of the relative signal yields

Central to the analysis is the extraction of the relative yield Rraw of the electron
and muon signal channels. To obtain the final relative branching fraction, Rraw
then needs to be multiplied by the relative selection e�ciencies. As alluded to
previously, the missing neutrino and the resulting partial reconstruction of the B0

hadron makes the extraction of the signal yield more di�cult than performing
a ’simple’ fit to the B0 invariant-mass distribution. Instead a template fit is per-
formed where the probability density distributions are approximated using his-
tograms. The distribution observed in data is described by considering the signal
and several background template shapes. The shapes of the signal and most of
the background decays are obtained from simulation taking into account the cor-
rection weights. The remaining background sources due to random combinations
and misidentification of particles are described by control samples obtained in a
data-driven way, as described earlier in Section III.1.8.

III.3.1 Description of the template fit

A three-dimensional template fit in q2, m2
missing , E∗lepton is performed using the

data samples of each year of the signal modes to separate the signal components
from the background contributions. The fit is performed simultaneously on the
electron and muon samples, sharing the ratio Rraw. The choice of binning for
the templates is summarised in Table 17 with 400 bins in total. The choice of
the discriminating variables is motivated by a previous measurement of R(D∗) by
LHCb [79]. Compared to that analysis, the upper limit of the binning has been
lowered in M2

miss and q2. This is motivated by the trigger selection chosen here,
which greatly reduces the number of candidates in that region, which is expected to
mostly contain events which are considered background for this analysis, demon-
strated in Figure 80 showing the result of the template fit to the B0→ D∗−µ+νµ
sample collected during Run 1 at LHCb.

Table 17: Binning used for the templates.

lower border upper border number of bins
m2
missing −2GeV2 6GeV2 10

E∗lepton 100MeV 2500MeV 10
q2 −0.5GeV2 8.5GeV2 4

The template fit uses the HistFactory [90] package. A simplified (’lite’) ver-
sion of the Beeston-Barlow method [91] is employed, allowing the sum of the tem-
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Figure 80: Projections of the three-dimensional template fit of the Run 1 B0→D∗−µ+νµ sample [79].

plates obtained from simulated samples to vary bin-by-bin by the corresponding
statistical uncertainties due to finite sample sizes. This ’lite’ version makes the sim-
plification of not varying each simulated template shape separately, which would
introduce one parameter for each template per bin, but instead calculating the
overall uncertainty in each bin as the weighted average of the simulated templates
at the beginning and varying each bin by this value during the fit. This variation is
implemented by introducing the parameters γi for each bin i, which are included
in the likelihood as Poisson constraint terms. With this method, the uncertainty
due to limited simulated sample size can be considered in the fit and its impact
on the sensitivity can be estimated.

Since the uncertainty estimation of the Beeston-Barlow method is only accu-
rate when the initial amount of each simulated component is close to the final
result, the fit is performed in two steps. As a first step, a fit without the Beeston-
Barlow method is performed to get a first estimation of the yields. In the second
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Table 18: Parameters used in the template fit. A red colouring signifies that the parameter is constrained to
a certain value.

muon electron
N
µ
sig -

Rraw
N (B0→D∗D(→ µ+νµ)X) N (B0→D∗D(→ e+νe)X)
N (B+→D∗D(→ µ+νµ)X) N (B+→D∗D(→ e+νe)X)

N (B→D∗∗µν) N (B→D∗∗eν)
αB+/B0

αBR(B0→D−1 )
αBR(B0→D ′−1 )
αBR(B0→D∗−2 )
αBR(B+→D0

1 )
αBR(B+→D ′01 )
αBR(B+→D∗02 )

Nµ(B0→D∗∗∗) N e(B0→D∗∗∗)
Nµ(B+→D∗∗∗) N e(B+→D∗∗∗)

N
µ
misID N e

misID
N
µ
comb,WS N e

comb,WS

α
µ
comb,WS αecomb,WS

N
µ
comb,D∗ N e

comb,D∗

α
µ
comb,D∗ αecomb,D∗

Nµ(B0→D∗−τ+ντ ) N e(B0→D∗−τ+ντ )
Nµ(B0→D∗D+

s (→ τ+ντ )X) N e(B0→D∗D+
s (→ τ+ντ )X)

Nµ(B+→D∗D+
s (→ τ+ντ )X) N e(B+→D∗D+

s (→ τ+ντ )X)
N (B0s→D∗∗s µνµ) N (B0s→D∗∗s eνe)

step, these yields are taken as the starting point and the Beeston-Barlow method
is enabled.

The parameters floating in the fit are summarised in Table 18. By expressing
the electron signal yield as a function of the muon signal yield and the raw ra-
tio, a simultaneous fit is performed. The α parameters correspond to Gaussian
constraints imposed on various yield parameters.

The fitting procedure relies on the ability of the fitter to distinguish between
the di�erent contributions based on their template shapes. To illustrate this in
the following the di�erent background contributions considered in the fit are dis-
cussed and one-dimensional projections of the fit variable of the signal modes are
compared with the various background shapes. The figures for all years can be
found in Appendix F.
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III.3.2 Templates from simulation

Templates for B0→D∗−τ+ντ

The B0→D∗−τ+ντ decay, where the tau decays to a muon or electron and a pair
of neutrinos, is treated as background in this analysis. The form-factor model of
the B0 decay is weighted to the CLN parametrisation. A comparison of this back-
ground shape to the signal template is shown for both signal modes in Figures 123,
136 and 149 in Appendix F for 2016, 2017 and 2018, respectively.

Templates for B→D∗∗`+ν`

The contribution from B→ D∗∗`ν decays is described using the cocktail sam-
ples summarised in III.1.3. The di�erent decays of both the B0 and B+ samples
are added to the fit model with a shared total yield and their relative branching
fractions, which are constrained to the known values [84].

Since for the B0→D∗∗+`−ν decay, theD∗∗+ have only been measured using de-
cays to D

∗0
π−, a factor of 0.5 is added, derived from the isospin symmetry when

considering the decay to D
∗+
π0. An additional factor is added to account for the

relative e�ciency between the B0 and B+ modes, mostly caused by the isolation
requirement having di�erent rejection power for the two samples. Finally, a rela-
tive factor to account for di�erences between the abundance of B0 and B+ mesons
is introduced constrained to the nominal value of 1 with an uncertainty of 15%.
The nominal template shapes are shown for the electron mode in Figures 124 , 137,
150 and for the muon mode in Figures 138 in Appendix F, separately for each year.

Templates for higherD∗∗ resonances, which are less understood, are included in
the fit with the templates shown in Figures 139 and 140. As their relative branching
fractions are not well known, the composition of the di�erent decay chains in the
cocktail sample is kept to the fractions initially generated.

Templates for B→D∗DX

The double-charm background, where the the additional D-meson decays to final
states involving a muon or an electron, are included with the template shown for
the electron mode in Figures 128, 141, 154 and for the muon mode in Figures 129,
142, 155 in Appendix F, separately for each year.

Also included are templates, where the D meson decays to a τ first, shown for
the electron mode in Figures 130, 143, 156 and for the muon mode in Figures 131,
144, 157 in Appendix F, separately for each year.
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Templates for B0
s→D∗∗s `ν`

The templates for backgrounds from semileptonic B0
s decays including D∗∗s states,

which can decay to D∗+, are shown for the electron mode in Figures 132, 145, 158
and for the muon mode in Figures 133, 146, 159 in Appendix F, separately for each
year.

III.3.3 Data-driven templates

The combinatorial background shapes obtained from data, as described earlier,
are shown for the electron mode in Figures 134, 147, 160 and for the muon mode
in Figures 135, 148, 161 in Appendix F, separately for each year. The yields of
the ’fake’D∗’real’ lepton and ’real’D∗’real’ lepton combinations are constrained in
the fit to their respective expected value with an uncertainty of 15%. The fake
lepton contribution is left freely floating due to an ongoing discussion within the
collaboration about the limitations of the PIDCALIB approach, which could lead
to a biased estimate of the yield of this contribution.

III.3.4 Fit results

One-dimensional projections in m2
miss, E

∗
l and q2 of the fit results are shown in

Figures 81, 82 and 83 for the muon and electron signal modes, separately for the
2016, 2017 and 2018 data samples. The template shapes describe the data well in
most of the kinematic regions and the pulls are small. At the edges of the m2

miss

and E∗l the description of the data gets worse, as seen from larger pulls. Especially
the first bin in m2

miss is not well modelled. A possible explanation is that the
combinatorial background templates have low statistics in this bin and so their
contribution is not well accounted for. A possible improvement could be to allow
the combinatorial background shapes also to vary according to their uncertainties
with the Beeston-Barlow method as the simulated samples do. As the yield in those
edge bins is much smaller compared to the overall yield this mismodelling should
have a negligible e�ect on the signal mode yields and their ratio.

Projections in m2
miss and E∗l in the four q2 bins ares shown in Appendix G in

Figures 162, 164 and 166 for the muon final state, and in Figures 163, 165 and 167,
separately for the 2016, 2017 and 2018 data samples.

To give an impression of how the templates are varied by the Beeston-Barlow
method, the same projections, but with the shape variation set to unity are shown
in Appendix H. It should be noted that the pulls shown in that case do not take
into account the uncertainty on the simulated template shapes. From this, it can
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Figure 81: One-dimensional projections in m2
miss (left), E∗µ (middle) and q2 (right) of the fit result of the

model to data for the muon (top) and electron (bottom) signal modes for 2016.
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Figure 82: One-dimensional projections in m2
miss (left), E∗µ (middle) and q2 (right) of the fit result of the

model to data for the muon (top) and electron (bottom) signal modes for 2017.
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Figure 83: One-dimensional projections in m2
miss (left), E∗µ (middle) and q2 (right) of the fit result of the

model to data for the muon (top) and electron (bottom) signal modes for 2018.

be seen that the Beeston-Barlow method is necessary to obtain a good fit result as
the simulated samples are too small to provide accurate template shapes.
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III.4 Determination of the ratio R(D∗+)light

After obtaining the ratio of the yieldsRraw of the electron and muon signal modes
from the template fit, the only missing ingredient is the estimation of the relative
reconstruction and selection e�ciencies. The e�ciency is obtained separately for
the electron and muon signal channels.

III.4.1 Selection efficiencies

The total e�ciency εtot to reconstruct and select an event estimated by simulation
is given by the product

εtot = εgen × εreco|gen × εstrip|reco × εsel|strip × εtrig |sel , (78)

where each e�ciency is defined ’on top’ of the preceding ones.
The generator-level e�ciency εgen describes the e�ciency of the selection ap-

plied at the generator-level of the simulation. This includes a selection, which
requires the final state particles of the simulated decay to lie within the LHCb
acceptance. Additional requirements on the momentum and pseudo-rapidity are
applied to save time spent on simulating events, which would be later rejected due
to the stripping and o�ine selection requirements, by already rejecting them at
this stage. This e�ciency can be directly obtained from the simulation step by gen-
erating a large enough sample. The reconstruction e�ciency εreco|gen describes the
e�ciency of reconstructing all (visible) final state particle tracks of the simulated
decay given that the generator-level selection is passed. The stripping e�ciency
εstrip|reco is defined here as the e�ciency of the stripping selection of the simulated
decay if the tracks of the final state particles have been reconstructed. The selec-
tion e�ciency εsel|strip is the e�ciency of all further selections performed o�ine,
with the exception of the trigger requirements, given that the event was selected
by the stripping step. Finally the trigger selection e�ciency εtrig |sel is defined as
the e�ciency of events passing the L0 and HLT requirements given they passed
all previous steps. The combined e�ciency εreco|gen×εstrip|reco×εsel|strip×εtrig |sel
is estimated from the corrected simulation samples. It is defined as the weighted
number of events in the simulated sample after all selection steps and taking all
the correction weights into account, divided by the weighted number of events
passing the generator-level selection.

III.4.2 R(D∗+)light flatness cross-check

Similarly to what was done for the control mode, the data is split in bins of various
variables and the template fit is repeated in each. The ratio obtained in each bin
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is then again corrected by the e�ciency ratio, taking into account the additional
selection e�ciency for an event being in that bin. This serves as a cross-check
that the fitting procedure and e�ciency correction are well understood by check-
ing the flatness of the resulting distribution, as shown in Figures 84, 85 and 86 as
function of pT and η of the B0 and nSPDHits, where the uncertainty is the sta-
tistical uncertainty and the systematic uncertainty due to the simulated sample
size. No significant trends are observed which demonstrates that the remaining
data-simulation discrepancies observed in Section III.2.11 cancel in the ratio.
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Figure 84: R(D∗+)light as function of various quantities for the 2016 sample.

III.4.3 Combination of results

The ratio R(D∗+)light is obtained separately for the three data samples, sum-
marised in Figure 87. The values are combined as uncertainty-weighted average

Rcomb =

∑
i
Ri
σ2i∑

j
1
σ2j

(79)

with the uncertainty

σcomb =

√√√∑
i

1
σ 2
i


−1

, (80)
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Figure 85: R(D∗+)light as function of various quantities for the 2017 sample.
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Figure 86: R(D∗+)light as function of various quantities for the 2018 sample.

as the uncertainties under consideration are uncorrelated between the years. This
results in R(D∗+)light = 2.938± 0.064 where the uncertainty is composed of the
statistical uncertainty and the systematic uncertainty due to the simulated sample
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Figure 87: Blinded value of R(D∗+)light obtained for the three years (blue) and the combined value (red).
The uncertainties include the statistical uncertainty and the systematic uncertainty due to the size of the
simulated samples. The CLN parametrisation is chosen as form factor model.

sizes. The three years are in good agreement with each other and the combined
value. In the next chapter additional sources of systematic uncertainties are evalu-
ated and the expected sensitivity is estimated.
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Table 19: Sources of systematic uncertainties taken into account and the associated relative systematic un-
certainty on R(D∗+)light . Also shown is the total statistical uncertainty.

source uncertainty ∆R(D∗+)light (%)
simulated sample size 2.12

lepton tracking e�ciency 0.22
lepton identification 0.16

form factor parametrisation 0.19
total systematic uncertainty 2.15

statistical uncertainty 0.48

III.5 Estimation of systematic uncertainties

As mentioned before, many sources of systematic uncertainty are expected to can-
cel in the ratio. Of primary interest to estimate the sensitivity of the measurement
are the systematic uncertainties, which do not cancel out. These are related to the
di�erent behaviour of electrons and muons in the detector. Another source of
systematic uncertainty is the size of the available simulation samples. The choice
of form factor model is treated as a source of systematic uncertainty. The system-
atic and statistical uncertainties are summarised in Table 19. This results in the
blinded value

R(D∗+)light = X × (2.937± 0.014(stat.)± 0.063(syst.)), (81)

with the blinding factor X . The Belle measurement of this ratio cited in the intro-
duction has a relative statistical uncertainty of 0.99% and a relative systematic un-
certainty of 2.97%, while this measurement has a relative statistical uncertainty of
0.48% and a relative systematic uncertainty of 2.15%. Exploiting the large LHCb
data set the relative statistical uncertainty is smaller than the Belle measurement,
even though the fiducial region selection sacrifices many events. The systematic
uncertainties evaluated so far show that the di�erent behaviour between electrons
and muons in the LHCb detector can be kept under control by this choice of fidu-
cial region. This gives confidence that the sensitivity of this analysis should be
at the level of the Belle measurement. While other sources of systematic uncer-
tainty are expected to cancel in the ratio, this needs to be verified to get the final
estimate of the total systematic uncertainty. The statistical uncertainty is much
smaller than the total systematic uncertainty and the dominant systematic uncer-
tainty is caused by the size of the simulated samples. Increasing the simulation
sample sizes by ’simply’ generating more events would therefore greatly improve
the precision of this analysis.

133



Table 20: Relative systematic uncertainty due to the lepton tracking e�ciency.

tracking correction systematic uncertainty (%)
year muon electron total
2016 0.24 0.20 0.31
2017 0.24 0.20 0.31
2018 0.23 0.19 0.30

combined 0.17 0.14 0.22

III.5.1 Tracking efficiency correction

To correct the simulated tracking e�ciency for muons and electrons centrally pro-
duced correction factors are applied, as described in Section III.2. These correction
factors have an associated statistical uncertainty, due to the sizes of the data and
simulation samples used, and a systematic uncertainty, due to the procedure of
how they were obtained. The statistical and systematic uncertainty on the correc-
tion factors needs to be propagated and are a source of systematic uncertainty for
this measurement.

To estimate this contribution, a new correction table is created by resampling
each correction factor according to its uncertainty, assuming a Gaussian distribu-
tion around its central value. Then the newly created table is used for correcting
the simulated samples and the e�ciency is re-evaluated. By repeating this proce-
dure a distribution of new e�ciency values is obtained. The relative systematic
uncertainty due to the tracking e�ciency corrections is then taken to be the stan-
dard deviation of this distribution divided by its mean. The relative uncertainty
for the muon and electron tracking e�ciencies corrections for each period esti-
mated with 1000 resampled correction tables each is summarised in Table 20. The
combined relative systematic uncertainty on the e�ciency ratio is also given. It
can be seen that the systematic uncertainty is independent of the year and that
it is very similar between muons and electrons. This is a result of the choice of
fiducial region of the lepton kinematics and demonstrates that final states with
electrons can be measured as precisely as final states with muons.

III.5.2 Particle identification efficiency

The particle identification variables used in the selection are replaced by KDE
estimates of their distribution obtained from background-subtracted calibration
modes. As the systematic uncertainty due to muon and electron identification
does not cancel in the ratio its e�ect needs to be quantified. The sizes of the cal-
ibration samples and the kernel-density method are sources of systematic uncer-
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Table 21: Relative systematic uncertainty due to the lepton identification e�ciency for each year. The
uncertainties for each year are combined to obtain the uncertainty on the final result.

year calibration sample size (%) KDE method (%) total (%)
µ e µ e µ e

2016 0.08 0.17 0.13 0.63 0.15 0.65
2017 0.01 0.26 0.04 0.06 0.05 0.27
2018 0.10 0.24 0.01 0.02 0.10 0.24

combined 0.10 0.12 0.01 0.02 0.10 0.12

tainty on the ratio. The size of the former is estimated by using resampled kernel
densities. By using these alternative densities for the PID resampling, the PID
e�ciency can be estimated for each for them. The expected relative uncertainty
is then estimated as the standard deviation divided by the mean of the resulting
distribution of e�ciencies. This estimation comes with the caveat that only up
to ten resampled densities per year and PID variable are available. While this al-
lows for an approximation of the size of the e�ect, the small number of alternative
templates prohibits an exact determination.

The e�ect of the kernel-density method is estimated by using a KDE with 50%
larger kernel width. This results in alternative resampled PID variables. The PID
selection e�ciency is estimated using these alternative values and the systematic
uncertainty is taken as the relative di�erence between the nominal and alterna-
tive PID e�ciency. The relative systematic uncertainty due both these e�ects is
summarised for electrons and muons for each year in Table 21.

III.5.3 Size of simulated samples

To estimate the e�ect of the limited size of the simulated samples on the fit result,
the template fit is repeated with and without using the Beeston-Barlow method. In
the former case, the uncertainty on Rraw obtained from the fit includes the statis-
tical uncertainty and the systematic uncertainty due to the size of the simulation
samples used to create the template shapes. In the latter, only the statistical uncer-
tainty is obtained. The systematic contribution can be calculated as the quadratic
di�erence between the respective relative uncertainty. The systematic uncertainty
due to the simulation sample sizes and the statistical uncertainty is summarised
in Table 22 for all years and the expected uncertainty when combining the three
years is given.

This uncertainty also includes the e�ect of the weighting of the simulated sam-
ples, which reduces their e�ective statistical power. The increase in systematic
uncertainty due to the weighting is estimated by repeating the analysis without
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applying the simulation correction weights but the form factor weights, which are
necessary to obtain reasonable template fit results. The quadratic di�erence of the
relative uncertainties of both scenarios gives the size of the e�ect of the weighting.
It is estimated that the weighting presents a contribution of 1.40% to the relative
systematic uncertainty in the quadratic sum in the combination of all years. From
this, the e�ect of choosing the B0→ J/ψK ∗0 decay mode as control channel rather
than the B+→ K+J/ψ decay can be approximated. The B+→ K+J/ψ yield is ob-
served to be about three times larger than the B0→ J/ψK ∗0 yield within a given
year. Obtaining the weights from the B+→ K+J/ψ sample would then reduce the
contribution of the weighting procedure to the systematic uncertainty by a factor
of
√
3 to 0.81%. The overall systematic uncertainty due to the size of the simu-

lated samples and the weighting procedure then would decrease from 2.12% to
1.78%.

To verify the uncertainty estimate of the Beeston-Barlow method, a toy study
is performed, where the data sample is repeatedly refitted 500 times, while the
simulated shapes are re-sampled according to their bin uncertainties before each
toy fit. These fits are done with the Beeston-Barlow method enabled. The aver-
age value and standard deviation of the resulting distribution of fitted ratios are
then used to calculate the expected relative uncertainty. This toy study results in
uncertainty estimates similar to the ones from the Beeston-Barlow method, but
they are up to 8% smaller in each year. Nevertheless this gives confidence that
the Beeston-Barlow method gives reasonable estimates of the uncertainty, which
in the worst case could be thought of as slightly too conservative.

It is also studied which contribution has the largest influence on the systematic
uncertainty. The data fit is repeated with one simulated sample being artificially
increased by a factor of 10 by dividing the bin errors of the corresponding his-
togram by

√
10 before re-doing the fit employing the Beeston-Barlow method. In

each fit, the more a sample contributes to the total systematic uncertainty, the
more the uncertainty on the fitted ratio will decrease. Using these studies, the to-
tal uncertainty due to the limited size of the simulated samples estimated with the
Beeston-Barlow method ∆BBMC is then split into the contributions

∆2
MC = ∆2

sig,µ +∆2
sig,e +∆2

other , (82)

where ∆sig,µ is the contribution due to the size of the muon signal simulated sam-
ple, ∆sig,e due to the size of the electron signal simulated sample and ∆other due
to all other simulated samples, shown in Table 23. As expected, the dominating
contribution to this systematic uncertainty is the sample size of the signal modes,
as they present the largest yield fraction.
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Table 22: Relative systematic uncertainty due to simulated sample sizes obtained with the Beeston-Barlow
method and statistical uncertainty for 2016, 2017, 2018 and the combination of the years.

year ∆BBMC (%) statistical uncertainty (%)
2016 3.47 0.85
2017 3.68 0.84
2018 3.94 0.81
combined 2.12 0.48

Table 23: Contribution to the relative systematic uncertainty due to simulated sample sizes broken down
into the contributions from the muon signal, electron signal and all other simulated sample sizes.

expected ∆BBMC ∆sig,µ ∆sig,e ∆other
2016 3.47% 2.51% 1.99% 1.33%
2017 3.68% 2.46% 2.48% 1.16%
2018 3.94% 2.65% 2.63% 1.26%

III.5.4 Form factor model

To estimate the e�ect of the choice of form factor parametrisation the analysis is
repeated with the signal simulation sample weighted to match the BGL model in-
stead of the CLN parametrisation using the measured values of (47). The obtained
R(D∗+)light for each year and the combination is shown in Figure 88, were only the
statistical uncertainties and the systematic uncertainties due to simulation sample
sizes are considered. Comparing with the results from using the CLN parametri-
sation, the values for R(D∗+)light agree within 1% or better for each year. To
estimate the systematic uncertainty due to the choice of form factor model, the
relative di�erence between the result for BGL and CLN for each year are com-
bined, as summarised in Table 24. This results in a relative systematic uncertainty
of 0.19%.

Table 24: Results for R(D∗+)light for 2016, 2017 and 2018 using the BGL and CLN form factor parametri-
sations. The relative di�erence between the two is also shown and combined to estimate the systematic
uncertainty due to form factor model choice.

year R(D∗+)light (CLN) R(D∗+)light (BGL) relative di�erence BGL/CLN
2016 2.886 2.892 0.21%
2017 2.907 2.937 1.03%
2018 3.047 3.033 0.46%
combined uncertainty 0.19%
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Figure 88: Blinded value of R(D∗+)light obtained for the three years (blue) and the combined value (red).
The uncertainties include the statistical uncertainty, the uncertainty on the e�ciency calculation and the
systematic uncertainty due to the size of the simulated samples. The BGL parametrisation is chosen as form
factor model.

III.5.5 Estimation of selection efficiency

The systematic uncertainty due to the signal muon and electron simulation sample
sizes is already taken into account by the Beeston-Barlow method when perform-
ing the template fit. As the same simulated samples are used to estimate the signal
selection e�ciencies no further systematic uncertainty is assigned on the e�ciency
to avoid double-counting this e�ect. To estimate the systematic uncertainty due to
the simulation correction weights the final R(D∗+)light ratio is obtained without
using the weights when calculating the signal selection e�ciencies. The di�erence
is of the order O(0.1%) and thus presents a negligible contribution to the overall
systematic uncertainty.
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Chapter IV

Primary vertex reconstruction for the

LHCb Upgrade

“Every point of the universe is a fixed
point: all you have to do is hang the
Pendulum from it.”

Umberto Eco, Foucault’s Pendulum

For the data-taking period of the LHC set to start in March 2022, the LHCb
detector is being upgraded. Not only are many hardware and electronic compo-
nents replaced, but also the L0 hardware trigger is going to be removed leaving
the software-level trigger to deal with the full event rate of 30MHz. At the same
time, the instantaneous luminosity is going to be increased by a factor five to
L = 2× 1033 cm−2 s−1.

The main motivation to completely forgo the hardware trigger is that for many
decay channels the signal yield per unit of luminosity saturates at some point
if the same trigger strategy as in Run 2 was used, as shown in Figure 89, limit-
ing the e�ect of increasing the instantaneous luminosity on the collected amount
of data. This saturation occurs since above a certain instantaneous luminosity
prompt QCD background processes dominate the output rate of the calorimeter
triggers. To counteract the increased output rate tighter constraints would have
to be introduced at the L0 level, reducing the overall signal selection e�ciency.
Since many measurements performed at LHCb are limited in statistical precision,
collecting more data is necessary. A saturated hardware-level trigger would re-
sult in ine�cient data-taking and defeat the purpose of the LHCb Upgrade. To
overcome this the first stage of the trigger would need to use higher-level objects,
such as tracks and PVs, to identify displaced signatures instead of relying on ’raw’
detector information.

Removing the L0 trigger puts an enormous strain on the throughput require-
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Figure 89: Expected trigger yield per unit of luminosity as function of instantaneous luminosity. The yield
for hadronic decays is expected to saturate at large instantaneous luminosity [92].

ment of the software-level trigger, especially its first stage HLT1 [93], as now long
tracks and PVs have to be reconstructed at a rate of 30 MHz. Because of this, it
was not only necessary to rethink and to improve the reconstruction algorithms al-
ready used during Run 2, but also the decision was taken to make use of accelerator
hardware by moving the HLT1 sequence to be executed completely on GPUs. This
e�ort was achieved through the Allen project [1] [94] within the real-time analysis
(RTA) project of LHCb.

The main work performed in the context of the Allen project during the course
of this thesis consisted of adapting a new PV reconstruction algorithm, originally
devised for CPU architectures, to an implementation suitable for GPUs, exploit-
ing its capabilities for parallel execution. Parts of this algorithm, especially con-
cerning the PV fitting part, were modified significantly to achieve the required
performance on a GPU.

This chapter first introduces the LHCb Upgrade detector and the boundary
conditions HLT1 must fulfil during the Run 3 data-taking period. The motivation
for using GPUs to execute the HLT1 sequence is discussed. The adaption of the
PV reconstruction algorithm to GPU architectures is described and its physics and
timing performance evaluated. Finally a cross-check comparison of the results of
compiling the Allen software on CPU and GPU hardware is presented.
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IV.1 The LHCb Upgrade

While the overall design concept of the LHCb detector remains the same for the
Upgrade, many parts are replaced. The opportunity is taken to insert detector ele-
ments with finer spatial granularity and more radiation resistance to last until the
aimed for 50 �−1 integrated luminosity of data are taken with the Upgrade detec-
tor. In case of the VELO, the R−φ-sensors are replaced by silicon pixel detectors.
The previously semicircular detector halves are replaced with two "L"-shapes, as
shown in Figure 90. Instead of separate measurements of the r- and φ- coordi-
nates the pixel detector delivers the x- and y− coordinates of a hit. A new tracker,
called Upstream Tracker (UT), will replace the TT in front of the magnet, while
the downstream tracking stations will be replaced by new stations made from scin-
tillating fibres (SciFi). The PS and the first muon station M1 are removed. The
optical system and photodetectors of the RICH system are replaced. In addition,
a large part of the electronics is changed out due to the L0 being removed. The
updated electronics allow for reading out the detector at a maximum data rate of
40 Tbit/s. A schematic view of the Upgrade LHCb detector is shown in Figure 91.

Figure 90: Schematic front view of an Upgrade VELO detector plane in closed (left) and open (right)
positions [95]

Figure 91: Schematic view of the LHCb Upgrade detector [96].
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The software-level trigger for Run 3 and beyond is a particular challenge, as
described below. In the e�ort to address this the LHCb collaboration came up with
two viable implementations of the first stage of the software-level trigger HLT1.
One was to be executed on CPU architectures, the other on GPU architectures.

IV.1.1 Run 3 trigger

The trigger strategy of the LHCb Upgrade detector for Run 3 is fundamentally
changed compared to previous data-taking periods. With the hardware trigger re-
moved and the instantaneous luminosity increased the throughput requirement
(in terms of events processed per second) of the software trigger is much harsher,
while it also needs to deal with larger occupancies in the detector. This change of
paradigm is illustrated in Figure 92 showing an overview of the trigger stages dur-
ing Run 2 and Run 3. Now the full 30 MHz non-empty event rate is sent directly
to the first stage of the software-level trigger, where all sub-detectors have to be
read out and the event is partially reconstructed. Similar to the Run 2 HLT1, the
first stage of the software-level trigger requires at least the output of the VELO,
UT, SciFi and muon stations and the amount of work it has to perform in Run 3
is at least reconstructing charged long tracks using the upstream and downstream
tracking stations, reconstructing primary vertices, identifying muons and making
selections based on single tracks and two-track combinations. Reaching this mini-
mum baseline for the HLT1 proved a non-trivial challenge, though it was achieved
using both CPU- and GPU-based architectures within the budget constraints of
the LHCb Upgrade.

Using CPUs or GPUs has consequences on the data flow of the trigger and data
acquisition system, as illustrated in Figure 93. The GPUs are placed in the event
building servers so that the HLT1 sequence can already be executed at this stage.
If the HLT1 decision is positive the event is kept and sent to the even-filter farm.
This saves part of the budget which has to be spent on the network as onboard
10 Gb/s network cards are su�cient instead of having to buy custom 100 Gbit/s
network cards, as the data rate sent over the network is reduced from a maximum
of 40 Tbit/s to 1-2 Tbit/s. An added benefit is that this also frees up slots in the
event-builder server to place the GPUs.
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Figure 92: Trigger strategies employed during Run 2 (left) and Run 3 (right) [97].
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Figure 93: Data flow for the CPU- (left) and GPU- (right) based HLT1. By placing the GPUs in the event-
builder server farm, the data rate sent to the event-filter farm can be reduced by an order of magnitude
before sending it to the server farm via the network. Adapted from [1] with updated numbers.
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IV.2 The Allen project

For the Allen project to be chosen as the baseline solution, it had to show that it can
address several issues. It needed to be more cost-e�cient compared to the CPU
solution while reaching the same or better physics and selection performance. As
there is only limited space in the event-filter farm servers to place the GPUs, its
throughput per GPU must be high enough to meet the overall throughput require-
ment of 30 MHz. There is space to place two GPUs in each of the 170 servers,
which means that a single GPU needs to process events at a rate of about 88 kHz
with an appropriate safety margin. To reduce the complexity of the overall system
and to avoid having too many data-transfers to and from the GPUs it is a desirable
feature that the complete HLT1 sequence runs on GPUs and not only parts of it.
The Allen software would then take as input the raw detector information of the
relevant sub-detectors and deliver as output a report of the decision of each trigger
line and which physical objects caused positive decisions.

At the current time, it is not feasible to use GPUs and run Allen on them when
simulating the HLT1 on the LHC computing grid, where mostly CPU servers are
available. For this reason, the Allen software must also be compilable and exe-
cutable on CPU architectures. As compiling software on di�erent architectures
can give rise to small di�erences in the results, for example due to di�erent round-
ing schemes, it had to be shown that these di�erence between the CPU and GPU
compilations of Allen are small, as it otherwise would introduce additional discrep-
ancies between the data and simulation samples.

IV.2.1 Modern processing architectures

Modern CPUs can exploit the SIMD (single instruction, multiple data) paradigm
to achieve high throughput. This means that each instruction, e.g. an addition, is
not executed on a single entry in memory, but on multiple ones at the same time.
The addition of two vectors of the same length can serve as an illustrative example.
The corresponding elements of both vectors have to be read from memory, the
addition is performed and the result is stored. Without SIMD each element is
processed in sequential order, while with SIMD multiple elements are processed in
parallel. The number of simultaneously processed elements depends on the vector
length available on the employed CPU, which typically is up to 16 on modern
hardware.

In contrast, the main paradigm for GPUs is SIMT (single instruction, multiple
threads). On a GPU multiple independent threads are launched, which execute the
same code. Each thread then operates on a di�erent element in memory. In the
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example of vector addition, each thread would perform the addition of a di�erent
element. Depending on the length of the input vector and the capabilities of the
GPU, one could launch a thread for each element. Alternatively one can loop over
the vector in steps given by the number of threads.

The programming language chosen for the Allen project is C++ combined with
CUDA [98], developed by Nvidia, which allows the writing and compiling of code
to be executed on Nvidia GPUs. The CUDA code is written in a way that by us-
ing macros it can be compiled and executed on CPUs. In the CUDA framework
threads are organised within ’blocks’, which in turn are organised in a ’grid’. As an
example of how this would map to the use case at LHCb, one could imagine having
a one-dimensional grid with a block associated with each event. Within each event-
block threads could be launched to, for example, perform an operation on already
found tracks. The number of blocks and threads used for each algorithm and how
they are used is non-trivial and an important part of optimizing the code in terms
of throughput. An important feature is that threads within the same block can be
synchronised and have access to a common memory, called shared memory, which
provides a way where the independent threads can exchange information. The
GPU ’device’ communicates with the CPU ’host’ via a global memory, which both
can access and write data to. The thread blocks are executed on streaming mul-
tiprocessors, which contain many computing cores performing the calculations.
Each streaming multiprocessor can handle multiple blocks at the same time de-
pending on its memory resources. Within each block, threads are grouped into
so-called ’warps’ consisting of 32 threads. The threads in a warp execute the code
instructions at exactly the same time.

The GPUs are connected to a server by a PCIe (Peripheral Component Inter-
connect Express) connection, which puts some limits on the rate at which data
can be exchanged between the server and the GPU. To avoid these limitations the
whole HLT1 sequence is executed on GPUs so that partial results do not have to
be copied to and from the GPU.
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IV.3 Primary vertex reconstruction

The first stage of the software-level trigger relies to a large part on displaced sig-
natures. Either high transverse momentum tracks with significant displacement
with respect to each PV in an event or a two-track vertex displaced from any PV
are used in the selection. For this purpose, PVs must be reconstructed in the HLT1
with high e�ciency and a low fake rate. A high e�ciency is needed so that prompt
tracks are not misclassified as displaced if their associated PV is not reconstructed.
A low fake rate ensures that displaced tracks are not misclassified as prompt if
they happen to point towards the fake PV. In addition to the general challenges
due to the increased instantaneous luminosity and trigger input rate, the PV re-
construction used in the LHCb Upgrade software needs to cope with an increased
expected number of PVs per event of about 5, which leads to a higher rate of spa-
tially overlapping PVs, which are more complicated to deal with compared to PVs
which are isolated.

The PV reconstruction is based on the tracks found in the VELO, which sur-
rounds the interaction region, as indicated in Figure 94. For Run 3 each event
contains on average about 200 VELO tracks and 5.6 ’visible’ PVs, which produce
enough tracks1 in the VELO so that they can be reconstructed. The PVs are dis-
tributed in x and y with a spread of about±20µm and in zwith about±6 cm. The
simulated distribution of x- and z-positions of PVs for Run 3 events is shown in
Figure 95. The simulation assumes the beamline to be positioned at (x,y) = (0,0)
and the centre of the pp collisions to be at z = 0.

x

z

1 m

390 mrad

interaction region showing
2xσbeam = ~12.6 cm

70 mrad

15 mrad 66 mm

cross section at y=0

Figure 94: Schematic side view of the Upgrade VELO detector with the pp interaction region [95].

The outputs of the PV reconstruction are the positions of the PVs, the associ-
ated uncertainties and the list of tracks associated with each PV. In addition to
the throughput requirements, there are several physics performance parameters

1typically four tracks are required
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Figure 95: Simulated distribution of PV x- (left) and z- (right) positions during Run 3 [99].

used to judge the viability of a PV reconstruction algorithm as described in Sec-
tion IV.3.3.

IV.3.1 The Run 3 algorithm

After the tracks in the VELO are found, previous vertex reconstruction algorithms
employed at LHCb [100] usually consist of a seeding step, where the initial PV po-
sitions are obtained and a vertex fitting part, where the final vertex positions and
the corresponding uncertainties are estimated. In the PV reconstruction algorithm
used for Run 2, the seeding part was building vertex candidates using track-track
combinations. Since this becomes more time-intensive the larger the track mul-
tiplicity in the VELO in an event, a di�erent approach – initially implemented
on CPU architectures– was developed for Run 3 data-taking. Now the seeding is
based on identifying peaks in a histogram to avoid doing such combinations. This
histogram is created for each event by first extrapolating the VELO tracks from
their first measurement to their point of closest approach to the beamline ~xPOCA.
This requires that the position of the beamline is known with su�cient precision.
It is obtained during the VELO closing procedure as straight-line tracking and
vertexing of the beam-beam vertices can be performed while the VELO is closing.
This information must be accessible to the GPU. The histogram is filled with den-
sity distributions around those points taking into account the uncertainty of the
track states. In the following, the basic steps of the algorithm are discussed as it
was implemented on CPU architectures. In Section IV.3.2 the changes made to
obtain a fast implementation on GPUs are discussed.

The main motivation of the histogramming approach can be understood by
comparing the distribution of the PVs in x, y and z with the distance of the
track x,y,z-position to the PV position in simulated data. In case of the x- and y-
coordinates, the distance is defined as the distance of the track x- and y-position
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Figure 96: Distance between the x-position of the track when extrapolated to the z-position of its origin
PV and the true z-position of the PV (left). Di�erence between the true z-position of a PV and the z-position
of the point of closest approach to the beamline of a track originating from the PV. Both distributions are
obtained from simulation of Run 3 conditions [99].

after extrapolating the track state to the true z-position of its origin PV. For the
z-coordinate, the z-position zPOCA of the point of closest approach (POCA) of
the track to the beamline is compared with the simulated MC PV z-position.

Since the distributions in x and y a very similar, only x and z distributions are
shown in Figure 96, to be compared with Figure 95. For x (and y), the distribution
of the PVs is similar to the distance to the tracks meaning that it is not possible to
infer the PV x-position from xtrack . For the z-coordinate on the other hand, the
PVs are spread out over a wide range compared to the distance of the track to the
PV. From this, it seems that it should be possible to get a reasonable estimate of
the PV z-position by looking at the zpoca of its tracks. This can be done by filling a
histogram with the values of zpoca. Since the tracks originating from a certain PV
should have similar values of zpoca, peaking distributions in the histogram should
indicate the presence of a PV, roughly at the z-position of the peak. When this
algorithm was developed, the novelty of also taking into account the uncertainty
on zpoca when filling the histogram was introduced.

With this in mind the algorithm can be roughly divided into the following
steps:

1. extrapolation of the VELO track states to the point of closest approach
~xPOCA to the beamline

2. filling a histogram with a density distribution around zPOCA of the extrapo-
lated tracks

3. searching for peaks in this histogram

4. assigning tracks to the identified peaks
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5. fitting each vertex using the assigned tracks

VELO track extrapolation

Before the PV reconstruction algorithm is executed, the track state (x,y, tx, ty) at
a certain z-position, where tx = dx

dz and ty =
dy
dz are the track slopes, is estimated

with a simplified Kalman filter [101], where the x and y components are treated
independently. From this the covariance matrix C, describing the uncertainties
and correlations of the track parameters, is obtained

C =


σ 2
x σxy σxtx σxty
σxy σ 2

y σytx σyty
σxtx σytx σ 2

tx σtxty
σxty σyty σtxty σ 2

ty

 . (83)

Since x and y are treated independently, the corresponding correlation terms are
zero and the covariance matrix simplifies to

C =


σ 2
x 0 σxtx 0
0 σ 2

y 0 σyty
σxtx 0 σ 2

tx 0
0 σyty 0 σ 2

ty

 . (84)

The track states are extrapolated from the first-measured point to their point
of closest approach to the beamline by propagating the track state and covariance
matrix by the distance ∆z with

∆z =
tx (xbeamline − x) + ty (ybeamline − y)

t2x + t2y
. (85)

Histogram filling

To take into account the uncertainty of the track extrapolation when filling the his-
togram of zPOCA values, each track contributes to multiple histogram bins around
its estimated zPOCA value. The contribution to each bin is calculated according
to a Gaussian density distribution with mean value zPOCA and standard deviation
σzPOCA defined by

σzPOCA =

(txty
)T (

σ 2
x σxy
σxy σ 2

y

)−1 (
tx
ty

)−
1
2

. (86)
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The uncertaintyσzPOCA is defined this way so that it increases when the uncertainty
on the track position, σx and σy , is larger or when the track slopes are small. A
small track slope means that its angle with respect to the z-axis is small, so that it
provides less precise information about zPOCA. The contribution of a track to a
bin i in the histogram with the upper and lower limits zi,max and zi,min can then
be obtained by integrating the Gaussian density in this range

1
√
2πσzPOCA

∫ zi,max

zi,min

exp
(
−(z − zPOCA)

2

2σ 2
zPOCA

)
dz. (87)

To avoid having to calculate these integrals of Gaussian distributions, which might
slow down the algorithm, template distributions are used instead, which are cre-
ated and saved in advance. The template distribution approximates the contribu-
tion to each bin for a track with a σzPOCA in a certain range.

The histogramming approach requires the definition of several parameters, like
the size of the bins, which can influence the physics and timing performance. A too
small bin size could make it harder to identify peaks in the histogram, negatively
a�ecting the reconstruction e�ciency, as statistical fluctuations could be misiden-
tified as peaks. A too large bin size on the other hand could result in two distinct
PVs being merged into one peak, reducing the overall reconstruction e�ciency.

A typical histogram covering the full z-range where PVs are expected is shown
in Figure 97. Peaking structures, which likely correspond to the presence of a PV
at that z-position, can already be seen ’by eye’.

Peak search

The peak finding algorithm first identifies ’proto-clusters’, which are a continuous
range of bins with bin content larger than a certain threshold, by ’scanning’ the
histogram from left to right. These clusters are then subdivided into significant
peaks and dips. The exact definition of ’significant’ depends on a configurable
parameter. The peaks identified in the example histogram are shown in Figure
98, marked by blue lines. The central region of the histogram is shown in Figure
99, also marking the edges of each cluster by red lines. Each peak corresponds to
a vertex candidate for the subsequent fit if it has enough associated tracks. Also
shown are the z-positions of reconstructible and non-reconstructible simulated
PVs by green and yellow lines, respectively. It can be seen that for most cases the
peak corresponds to a true PV. In this example, a broader structure is observed
around z = −40mm caused by a true PV. This broad structure is not identified
as a peak and the corresponding PV is not reconstructed, which is a source of
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Figure 97: Typical histogram filled by the PV reconstruction algorithm. The histogram is filled with the
zPOCA values of all VELO tracks taking into account the uncertainty. The green and yellow lines indicate
the position of reconstructible and non-reconstructible simulated PVs, respectively. Adapted from [99].
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Figure 98: Typical histogram filled by the PV reconstruction algorithm zoomed on central z-values. The
histogram is filled with the zPOCA values of all VELO tracks taking into account the uncertainty. Identified
peaks are shown as blue vertical lines. The green and yellow lines indicate the position of reconstructible
and non-reconstructible simulated PVs, respectively. Adapted from [99].

ine�ciency of the algorithm. Other regions where the histogram has non-zero
entries, but no true PV is presented are likely due to tracks from secondary PVs.
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Figure 99: Typical histogram filled by the PV reconstruction algorithm zoomed on some of the identified
peaks. The histogram is filled with the zPOCA values of all VELO tracks taking into account the uncertainty.
Identified peaks are shown as blue vertical lines and the borders of the peaks as vertical red lines. The green
and yellow lines indicate the position of reconstructible and non-reconstructible simulated PVs, respectively.
Adapted from [99].

Track association

After the peaks at positions zi have been found, the VELO tracks are distributed
among them. This is done by assigning a track to the closest PV candidate in z.
Each peak is required to have a minimum amount of associated tracks to be used
as vertex candidate in the fitting step. If a vertex candidate has too few tracks as-
signed, the tracks are re-distributed among the other neighbouring candidates. In
this way, each track is assigned to exactly one vertex candidate and can only con-
tribute to the fit of this vertex as explained in the next step. This is a fundamental
di�erence to the GPU implementation as explained in the next section.

Vertex fit

The PV reconstruction algorithm needs to provide an estimation of the position
of the vertex

~qvertex =


xvertex
yvertex
zvertex

 (88)

and the associated uncertainties. As starting point for the vertex fit the initial
position of the vertex candidate is defined using the known (x,y)-position of the
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beamline and the z-positions of the found peaks as

~qvertex,initial =


xbeamline
ybeamline
zpeak

 . (89)

The problem of fitting a single vertex using a number i of associated tracks can be
solved by finding the vertex position minimizing the χ2-sum defined as

χ2 =
∑
tracks

rTi Wiri , (90)

where ri are the residuals of the track extrapolated to the current vertex z−position
with respect to the current vertex x− and y−positions,

ri =
(
xres
yres

)
i

=
(
xvtx + tx(ztrki − zvtx)− xtrk,i
yvtx + ty(ztrki − zvtx)− ytrk,i

)
, (91)

andWi is the inverted reduced track covariance matrix of the x and y-coordinates

Wi =
(
σ 2
x σxy
σxy σ 2

y

)−1
i

. (92)

It is advantageous to multiply the contribution of each track by a Tukey weight
wi [102], which reduces the impact of outliers or unrelated tracks from secondary
vertices on the PV fit

χ2 =
∑
tracks

wir
T
i Wiri . (93)

The Tukey weights are defined as a function of the χ2
i of a track by

w(χ2
i ) =


√
1− χ2i

χ2max
, χ2

i < χ
2
max

0, χ2
i ≥ χ2

max

, (94)

where χ2
max is a cut-o� value and χ2

i is defined as

χ2
i =

(
xres
yres

)T
i

(
σ 2
x σxy
σxy σ 2

y

)−1
i

(
xres
yres

)
i

, (95)

which simplifies to

χ2
i =

x2res,i
σ 2
x,i

+
y2res,i
σ 2
y,i

(96)
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Figure 100: Tukey weight as function of the χ2 of a track with a cut-o� at χ2
max = 12.

using that x and y are independent and the o�-diagonal element of the reduced
covariance matrix are zero. An example with χ2

max = 12 is shown in Figure 100.
Minimizing the χ2-sum means finding the vertex position qf inal for which

dχ2

dq

∣∣∣∣
qf inal

= 0. (97)

This is done using the Newton–Raphson method, which provides an estimation
of the position of the zero of a function f (X) starting from an initial guess at x0.
A better approximation x1 of the zero is then obtained by

x1 = x0 −
f (x0)
f ′(x0)

(98)

By repeating this a more precise estimation can be reached.
The quantities that need to be calculated are

dχ2

dq
=

∑
tracks

2wiH
T
i Wiri (99)

and
d2χ2

dq2
=

∑
tracks

2wiH
T
i WiHi , (100)

where Hi is the derivative of the residuals

155



Hi =
dri
dq

=
(
1 0 −tx,i
0 1 −ty,i

)
. (101)

The vertex position ~q =
(
xvtx, yvtx, zvtx

)T
is then updated by

∆q = −
(
d2χ2

dq2

)−1
dχ2

dq
. (102)

The covariance matrixCvtx describing the uncertainty on the reconstructed vertex
position and the correlation between the vertex parameters is calculated by

Cvtx = 2
(
d2χ2

dq2

)−1
. (103)

The vertex fit is executed iteratively, updating all the weights in each step, until it
has converged. The convergence criterion used is that the change in vertex position
is small or a maximum number of iterations have been performed.

IV.3.2 Implementation on GPUs

The GPU implementation for the Allen project is based on the algorithm devised
for CPU architectures described in the previous section and follows a similar logic.
The challenge is to identify the parts of the algorithm which can make use of the
thread-level parallelism o�ered by GPUs to achieve the necessary throughput. Es-
pecially for the vertex fit part, this meant choosing a di�erent approach as ex-
plained below.

The first step, the track extrapolation, can be performed in parallel by assigning
one thread to a track since the track states are independent of each other and are
read from and saved to distinct places in memory. The histogram can be filled in
a similar manner, where one thread is assigned to an extrapolated track, looks up
its zPOCA-position and increases the corresponding histogram bins, again taking
into account the uncertainty on zPOCA. However one must be careful to avoid so-
called ’race conditions’, where two threads access and write to the same memory
location at the same time. For example, two threads could read the content of the
same bin at the same time, increase it by the respective amount, but one thread
first writes the result to memory, which is overwritten by the second thread. One
way to address this is the usage of ’atomic’ functions, which are built-in functions
which block other threads from accessing the memory until a thread is finished
with increasing the bin content. The drawback is that this could slow down the
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execution of the algorithm if a large number of threads try to access the same
memory location at the same time, but this is not observed to be a significant
problem here.

The peak search is at the current moment not yet optimised for execution on
GPUs. It still follows the sequential logic of the initial CPU implementation. The
reason for this is that other parts of the algorithm, especially the vertex fitting,
contributed more to the overall execution time of the PV finding and so got more
attention first. In the future, one could devise more suitable implementations
of the peak finding procedure. For example, one could subdivide the histogram
into di�erent, possibly overlapping regions, where within every region a thread is
assigned to identify peaks.

The next two steps –the association of tracks to PV candidates and the PV
fitting– were changed the most compared to the initial CPU algorithm and in a
sense merged into one part. The changes were motivated by the track assignment
algorithm not necessarily being suitable for GPUs. As tracks get re-distributed
if a vertex candidate turns out to have too few associated tracks this creates de-
pendencies between the vertex candidates which might make an e�cient GPU
implementation, which ideally has independent tasks acting on independent sets
of data, more di�cult. Another issue being addressed with the changed algorithm
is how to assign a track to a certain PV candidate. With multiple PVs per event,
two or more PVs may be close to each other. In these cases, it might make more
sense to ’share’ the track between the PVs instead of strictly assigning it to one
candidate. Therefore, an alternative approach was developed which mapped well
to the capabilities for parallel execution o�ered by GPUs by fitting all PVs simul-
taneously.

This is achieved by changing the definition of the weights used in the fitting
procedure. The weights used in the GPU implementation now not only depend
on the χ2

i of a track with respect to the current vertex candidate being fitted, but
also on the presence of other nearby vertex candidates and instead of assigning a
track to a single vertex candidate, it can contribute to the fit of each candidate
using this weight. This approach is inspired by multi-vertex fitter algorithms and
the same definition of the weights is used [103]. The weight wij with which the
track i contributes to the fit of vertex candidate j is then given by

wij =
exp(−χ2

ij/2)

exp(−χ2
cut/2) +

∑
k=vertices exp(−χ2

ik/2)
, (104)

whereχ2
cut is a cut-o� value and theχ2

ij of a track i with respect to a PV j is defined
as in (96). This means that a track, which is close to two vertex candidates, will
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Figure 101: Multi-vertex track weights as function ofχ2 for a vertex candidate with no competing vertices,
a competing vertex with χ2=3 and χ2 = 9, all with χ2

cut = 7.5.

contribute to both in the respective fits, but with a smaller weight, reducing its
impact on both fits. As an illustration of this, Figure 101 shows the weight as
function of χ2 in the case where no other competing vertices are in proximity
and the cases where there are other PVs with χ2 = 9 and χ2 = 3 with respect
to that track. The parameter controlling the steepness of the curve is χ2

cut . The
smaller its value, the faster the weight falls to zero with increasing χ2. It is not
a strict cut-o� like in the case of the Tukey weight introduced earlier but can
be understood as the χ2 value at which the weight is 0.5 in the case of no other
competing vertices. If there are no other consistent vertices nearby, this weight
function becomes very similar to the Tukey weight distribution. To keep the fit
of a certain vertex candidate independent of the other vertices in the event, the
weight is always calculated using the initial position of the other vertices.

Each vertex fit can be done in parallel, where within each the χ2-sum over all
tracks and derived quantities can also be computed in parallel. To speed up the
calculations and to prevent completely unrelated tracks, whose weights would be
in any case almost zero, from contributing to the vertex fit, only tracks within a
certain χ2

i with respect to the vertex candidate are considered. To speed up the
matrix calculations they are explicitly written out exploiting the fact that many
elements of the matrices are zero.

To reduce the amount of duplicate PVs, where one ’true’ PV is reconstructed as
two separate PVs, an additional step after the fitting part searches for PVs within
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close proximity of each other and rejects the one with fewer associated tracks. The
amount of ’fake’ reconstructed PVs which do not correspond to a simulated PV are
reduced by a radial requirement around the beamline.

IV.3.3 Performance evaluation

The physics performance is evaluated using simulated samples of the LHCb Up-
grade detector under the expected Run 3 conditions. Since the quantities of the
true simulated PVs is known in simulation, they can be matched to the recon-
structed ones and the performance parameters can be determined. A true PV
is matched to a reconstructed PV by checking if the reconstructed z-position is
consistent with the true value taking into account the uncertainty on the recon-
structed value. If a simulated PV could be matched to more than one reconstructed
PV only the closest PV is considered. An alternative matching approach uses the
tracks associated with the reconstructed PVs. Using that tracks can be matched
to its corresponding simulated particle and each simulated particle to its PV of
origin it is possible to match reconstructed PVs to the true simulated PVs by com-
paring these lists of tracks and particles. However, when two reconstructed PVs
are close together it is not straightforward to associate a track to one PV over the
other and this approach does not perform well.

Efficiency

The PV reconstruction e�ciency ε is defined as the number of matched recon-
structed PVs divided by the total number of reconstructible PVs

ε =
N rec
matched

N simulated
reconstructible

. (105)

The typical criterion for a PV to be considered as reconstructible is that it produces
at least four reconstructible VELO tracks. Since in the trigger selection displaced
tracks are identified by their minimum IP with respect to any PV, this can only
work properly if the PV reconstruction e�ciency is as high as possible. Otherwise,
tracks produced by a PV could be misclassified as displaced tracks if their PV was
not reconstructed.
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Fake rate

The fake rate f is the number of reconstructed PVs, which are not matched to a
true simulated PV, divided by the total number of reconstructed PVs

f =
N rec
total −N

rec
matched

N rec
total

=
N rec
notmatched

N rec
total

. (106)

A large fake rate could change the minimum IP of a track since it could accidentally
point to a fake PV. Furthermore, SVs from long-lived particles could be misiden-
tified as PVs, which would reduce the e�ciency of selecting that decay since now
its decay products seem like prompt tracks.

Position resolution

The resolution of the (x,y,z)-position of the vertex is defined as the standard de-
viation of the distribution of the di�erences between the positions of the true
simulated PV and its matched reconstructed PV in one of the variables. The res-
olution impacts the precision of the impact parameter and its significance, which
are the quantities used to select displaced particles.

Physics performance

The PV reconstruction e�ciency is shown in Figure 102 as a function of the num-
ber of associated tracks and z-position of the simulated PV. The PV reconstruc-
tion e�ciency is expected to be lower for PVs with a smaller number of associated
tracks, for example if a peak resulting from such PVs is not significant enough
to be identified by the peak finding procedure. It can also be seen that the PV
reconstruction e�ciency is slightly reduced at the centre. This can be explained
by the observation that at the centre the PVs are more densely populated and are
more likely to spatially overlap. Such PVs are hard to distinguish and they may be
reconstructed as a single PV instead of two distinct ones. The figures also show
the performance of the initial implementation of the algorithm on CPUs. It can
be seen that the Allen implementation achieves a similar or even slightly better
reconstruction e�ciency performance.

The resolution of the x- and z-positions of the reconstructed PVs is shown in
Figure 103. It can be seen that the resolution strongly depends on the number of
tracks, as more tracks contributing to a PV allow it to be reconstructed with larger
precision. The resolution is degraded in the region of about−150 < z < −100mm.
This can be understood by the spacing of the VELO layers chosen for the Upgrade,
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Figure 102: E�ciency to reconstruct PVs as function of the tracks associated to the PV (left) and true
z-position of the simulated PV (right) obtained from simulation of Run 3 conditions. The red points are
obtained from the CPU implementation of the PV reconstruction algorithm, the blue points from the ported
and changed GPU implementation. The distribution of reconstructible simulated PVs is shown as grey
histogram. The hollow red and blue points show the distribution of reconstructed PVs in the CPU and
GPU cases, respectively.

as shown in Figure 104. This region falls within a gap between the detector lay-
ers, where the distance to the closest layer is larger compared to other regions in
z where PVs are found. This means that the distance the track state has to be ex-
trapolated to the PV position is larger resulting in larger associated uncertainties.
This leads to a reconstruction of the PV position with a larger uncertainty. While
this degradation in resolution is quite significant it should be noted that in this z-
region only a small fraction of the total number of PVs are expected so the overall
e�ect on the selection of displaced tracks is expected to be small.

IV.3.4 Timing performance

The relative timing of the di�erent parts of the GPU implementation of the PV
reconstruction algorithm is broken down in Figure 105. A large part is taken by
the peak finding. This is because other parts of the algorithm, especially the fitting,
have received more attention and have been optimised for e�cient execution on
GPUs 2. The peak finding procedure on the other hand still follows the sequential
logic of the initial CPU implementation. It is clear that this part should be looked
at next for speeding up the PV reconstruction algorithm. This demonstrates the
importance of devising implementations optimised for GPU architectures. In a
previous version of the algorithm the fitting part, before it was optimised, took
almost twice as long as the peak finding, as shown in Figure 106.

Within the whole GPU HLT1 sequence the PV reconstruction algorithm takes
2a lot of the credit for the improvements in speed, especially for the fitting part, goes to collaborators, not the

author

161



0 10 20 30 40 50 60 70
number of tracks in Primary Vertex

0

5

10

15

20

25

30

35

40 m
]

µ
 x

 [
∆

R
es

ol
ut

io
n 

CPU GPU

LHCb simulation

0 10 20 30 40 50 60 70
number of tracks in Primary Vertex

0

50

100

150

200

250

300

350

400 m
]

µ
 z

 [
∆

R
es

ol
ut

io
n 

CPU GPU

LHCb simulation

200− 150− 100− 50− 0 50 100 150 200
z [mm]

0
2
4
6
8

10
12
14
16
18 m

]
µ

 x
 [

∆
R

es
ol

ut
io

n 

CPU GPU

LHCb simulation

200− 150− 100− 50− 0 50 100 150 200
z [mm]

0
20
40
60
80

100
120
140
160
180

 m
]

µ
 z

 [
∆

R
es

ol
ut

io
n 

CPU GPU

LHCb simulation

Figure 103: Resolution of the x-position (left) and z-position (right) of the reconstructed PVs as function
of the number of tracks in the PV (top) and true z-position of the simulated PV (right) obtained from
simulation of Run 3 conditions. The red points are obtained from the CPU implementation of the PV
reconstruction algorithm, the blue points from the ported and changed GPU implementation.

about 13% of the total, keeping it well within the timing budget. It is seen that
the whole HLT1 sequence achieves a throughput of over 100 kHz on a consumer-
grade GPU, which means that the HLT1 can be run using less than 300 GPUs,
which easily fit within the 340 available slots in the event-building farm.
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Figure 104: Comparison of current (top, black) and Upgrade (bottom, red) VELO layer z-positions [95].
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Figure 105: Timing fractions of the di�erent step of the PV reconstruction of the GPU implementation.
The fractions were determined with the version of the software in September 2020.
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Figure 106: Timing fractions of the di�erent step of the PV reconstruction of the GPU implementation.
The fractions were determined with the version of the software in May 2020. [99].
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IV.4 Compilation on CPU

It is a desirable feature to be able to compile the Allen software also on CPU archi-
tectures. Not only is this a requirement for simulating events processed by Allen
in the trigger and to re-run the HLT1 steps in HLT2 if necessary, it is also useful
from a practical point of view if one wants to work on the Allen software, but does
not have a GPU available for testing. For this purpose, it has to be demonstrated
that the compilation for GPU or CPU based architectures does not significantly
change the result. Potential di�erences could arise for example due to di�erent
floating-point number rounding. Also the compilers processing the code are dif-
ferent. As they internally optimise the code instructions, it can lead to di�erent
results. This is not unique when comparing compilations for CPU and GPU but
can also happen when compiling the same code on di�erent CPU architectures3.
While this might not be significant for intermediate quantities as e.g. the covari-
ance matrix element of a certain track state, the di�erences might cumulate in the
final objects used in the selection, for example the vertices reconstructed using
multiple tracks as input, slightly changing the result when compiling and execut-
ing the Allen application on GPUs and CPUs. It should be stressed that this is
not a comparison of the implementation of similar algorithms on CPU or GPU
architectures, as was the case in the previous section for the PV reconstruction pro-
cedure, but the compilation of the same code on di�erent hardware. In an ideal
world, this would result in exactly the same results, but this is rarely the case for
the previously stated reasons.

Potential di�erences in various quantities are checked for using simulated
B0 → K ∗0µ+µ− decays generated with Upgrade conditions. As an example that
the final quantities show deviations at the per-mile level Figures 107 and 108 show
the di�erences in the track and PV reconstruction e�ciencies when compiling
Allen on CPU and GPU architectures. The observed di�erences are small and so
it can be guaranteed that executing the HLT1 sequence in simulation processes
running on CPU reproduce well what happens when Allen runs on GPUs during
Run 3 data-taking.

As a final comparison, the selection rates of the main HLT1 trigger lines are
compared in Table 25 showing again consistent results between the compilations
for the two architectures. Performing these cross-checks also turned out to be use-
ful for spotting bugs in the code or detecting non-deterministic behaviour when
executing on GPUs caused for example by race conditions, where di�erent threads
simultaneously read and write to the same memory location.

3for example X86 and ARM CPUs
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Table 25: Comparison of the selection rates between the compilation of Allen for GPU and x86 architec-
tures. Di�erences are at the permille level or smaller [94].

GPU compilation CPU compilation ∆(GPU-CPU)
Trigger line rate (kHz) rate (kHz) (kHz)
One track 4086 4074 12
Two track 13410 13404 6
Single muon 516 516 0
Displaced dimuon 8808 8808 0
High mass dimuon 6924 6930 -6
Dimuon Soft 480 480 0
Inclusive 17232 17238 -6
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Figure 107: Relative di�erence in reconstruction e�ciency between CPU and GPU compilations of
Allen for the (top) Velo, (middle) VeloUT and (bottom) Forward reconstruction sequences as function of
momentum. The e�ciencies are shown for long tracks from B hadrons in the range 2 < η < 5 excluding
electron tracks [94]. 167



200− 0 200
z [mm]

0.01−
0.008−
0.006−
0.004−
0.002−

0
0.002

0.004
0.006
0.008

0.01

(G
PU

)
ε

(C
PU

))
/

ε
(G

PU
) 

- 
ε(

20 40
track multiplicity of MC PV

0.01−
0.008−
0.006−
0.004−
0.002−

0
0.002

0.004
0.006
0.008

0.01

(G
PU

)
ε

(C
PU

))
/

ε
(G

PU
) 

- 
ε(

Figure 108: Relative di�erence in PV reconstruction e�ciency between CPU and GPU compilations of
Allen [94].
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Chapter V

Conclusion

“Verrückt, aber weise.
Gefangen, aber frei.
Physiker, aber unschuldig.”

Friedrich Dürrenmatt, Die Physiker

Experimental tests of lepton universality have in recent times received a lot of
attention. In many cases, the measured observables di�er significantly from the
prediction by the SM. While no single measurement showed the magical 5σ devia-
tion yet, considering all the experimental evidence points to the violation of lepton
universality. This would be a clear observation of an e�ect not described by the
SM and would motivate the introduction of BSM particles. Examining the results
using EFT approaches the introduction of BSM contributions can yield in a better
description of the data. This thesis documents a test of lepton universality using
semileptonicB0 decays by measuring the relative branching fraction to a final state
containing an electron or a muon. This is the first time this has been measured
with pp collision data and is complementary to measurements performed at e+e−-
colliders, where no sign of lepton universality violation has been observed in this
decay. The blinded value is determined to be

R(D∗+)light =
B(B0→D∗+e−νe)

B(B0→D∗+µ−νµ)

= X × (2.937± 0.014(stat.)± 0.063(syst.)),
(107)

whereX is the blinding factor. The total uncertainty is at a comparable level com-
pared to the Belle measurement, which demonstrates that precision measurement
can be performed at hadron colliders using semileptonic decays to a single elec-
tron.

This measurement can also be understood as a first step towards a measurement
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at LHCb of the relative branching fraction

B(B0→D∗−τ+ντ)
B(B0→D∗−e+νµ)

, (108)

where the tau lepton decays to an electron and neutrinos. This would be comple-
mentary and a cross-check to the already performed measurement of the ratio with
muons instead of electrons. As the expected systematic uncertainties between us-
ing muons or electrons are mostly independent this would increase the sensitivity
of the R(D∗) measurement.

To estimate the increase in sensitivity of the R(D∗) measurement by LHCb
when using the electron final states in addition to the muon states, the following
is considered. From the data and simulation samples used in this analysis, it is
seen that the muon signal yield is about 10 − 20% larger than the electron sig-
nal yield after the selection is applied. As only the L0I trigger category is used,
which presents about 30% of the total muon and 45% of the total electron yields,
the overall ratio of muon to electron yield is about 1.8. This means that it would
be expected that a measurement of R(D∗) using electron final states would have
a
√
1.8 larger statistical uncertainty compared to a measurement using muon fi-

nal states. As the main systematic uncertainties should be independent between
the two measurements and as it should be possible to reach a similar systematic
uncertainty using electrons instead of muons, the systematic uncertainty would
decrease by a factor

√
2 when adding the electron measurement. With these as-

sumptions, the overall uncertainty of the R(D∗) measurement would be reduced
by about 25% when adding the measurement using the electron final states to the
muon final states if the muonic measurement has a statistical and systematic un-
certainty of similar size, as was the case for the R(D∗) measurement using Run 1
data. In the end, all final states, with tauons decaying to electrons or muons, could
be included in a combined analysis.

The Allen project implements the full HLT1 sequence used in the Upgrade
LHCb trigger during Run 3 on GPUs. With the removal of the hardware-level
trigger, the input rate to the HLT1 is 30MHz. To reach this rate, given the exter-
nal constraints, the HLT1 sequence is implemented on GPUs optimizing the usage
of their capabilities for parallel execution. During this thesis, the PV reconstruc-
tion step, necessary to identify displaced signatures, was ported from the initial
CPU implementation to GPUs. For this, the existing code not only had to be re-
written, but major changes to the PV fitting were made. The change allows tracks
to contribute to several fits, if they are consistent with multiple PV candidates, by
defining an appropriate weight. The GPU implementation performs equally well
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as the initial CPU algorithm in terms of physics performance and is fast enough
so that the whole sequence can be executed within the timing constraints.
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Appendix A

Meaning of selection requirements

m or M Invariant mass of the candidate.

χ2
DOCA Distance of closest approach significance.

χ2
vtx/DOF χ2 of the vertex fit divided by the number of degrees of freedom.

DIRA Direction angle defined as cosine between the momentum vector of the
particle and the direction vector between its decay and origin vertices.

χ2
VD Significance of the vertex distance with respect to the associated PV.

χ2
tr/DOF χ2 of track fit divided by the number of degrees of freedom.

IP impact parameter of track with respect to a (primary) vertex

χ2
IP impact parameter significance

min. χ2
IP Minimum χ2

IP with respect to all PVs in the event

FAKEPROB Probability that the track is a fake track.
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Appendix B

Control channel selection

Table 26: Stripping selection in Bu2LLK_mmLine , for the control channel B0→ J/ψK∗0, J/ψ→ µ+µ−.

Particle Selection

J/ψ
M < 5500MeV
χ2

vtx/ndf < 9
χ2
VD > 16
χ2

IP > 0
χ2
DOCA < 30

µ

P T > 300MeV
χ2

IP > 9
ISMUON

HASMUON

K∗0

M < 2600MeV
χ2

vtx < 25
PT > 400 MeV
χ2
doca < 30

APT > 500MeV
|AM −m(K∗0)| < 300MeV

(χ2
IP > 9 or χ2

IP(both daughters) > 9)
K P IDK > −5

B0

|M −m(B0)| < 1.5GeV
χ2

vtx/ndf < 9
χ2

IP < 25.
χ2
VD > 100

DIRA> 0.9995
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Table 27: Stripping selection in Bu2LLK_eeLine, for the control channel B0→ J/ψK∗0, J/ψ→ e+e−.

Particle Selection

J/ψ
M < 5500MeV
χ2

vtx/ndf < 9
χ2
VD > 16
χ2

IP > 0
χ2
DOCA < 30

e
P T > 500MeV/c

χ2
IP > 9

P IDe > 0

K∗0

M < 2600MeV
χ2

vtx < 25
pT > 400 MeV
χ2
doca < 30

APT > 500MeV
|AM −m(K∗0)| < 300MeV

(χ2
IP > 9 or χ2

IP(both daughters) > 9)
K P IDK > −5

B0

|M −m(B0)| < 1.5GeV
χ2

vtx/ndf < 9
χ2

IP < 25.
χ2
VD > 100

DIRA> 0.9995
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Table 28: First part of tuple-level selections for the control channel B0→ J/ψK∗0, J/ψ→ µ+µ−.

Particle Selection
J/ψ 3048.9MeV <M < 3139.9MeV
K∗0 792.MeV <M < 992.MeV

µ

P IDmu > 2.0
p > 2600.MeV
p < 200000.MeV
2.5 < η < 3.5
pT > 150MeV
pT < 50000MeV

K

P IDK − P IDp > −10
ProbNNk> 0.2
p > 2600.MeV
p < 200000.MeV

1.5 < η < 5.
χ2
IP > 4

π

P IDK < 10
ProbNNpi> 0.2
p > 2600.MeV
p < 20000.MeV
1.5 < η < 5.
χ2
IP > 4.
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Table 29: First part of tuple-level selections for the control channel B0→ J/ψK∗0, J/ψ→ e+e−.

Particle Selection
J/ψ 3048.9MeV <M < 3139.9MeV
K∗0 792.MeV <M < 992.MeV

e

P IDe > 2.0
p > 2600.MeV
p < 200000.MeV
2.5 < η < 3.5
pT > 150MeV
pT < 50000MeV

K

P IDK − P IDp > −10
ProbNNk> 0.2
p > 2600.MeV
p < 200000.MeV

1.5 < η < 5.
χ2
IP > 4.

π

P IDK < 10
ProbNNpi> 0.2
p > 2600.MeV
p < 200000.MeV

1.5 < η < 5.
χ2
IP > 4.
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Appendix C

Matrix elements of misidentification

matrix used for lepton misID back-

ground
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Figure 109: Matrix of (mis-)identification probability of di�erent particle species in the bins of p and η bin
using the muon signal mode PID requirement for the 2016 sample.
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0.0146521 0.018108 0.753151 0.00633108
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 < 3.5, 15600 MeV/c < p < 20000 MeV/c, 150 < nTracks < 225η2.5 < 

0.00620998 0.000182245 5.90439e-05 0.319415

0.0238929 0.0329617 0.699095 0.0244467

0.00372215 0.732619 0.0450591 0.000823768
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 < 3.5, 20000 MeV/c < p < 40000 MeV/c, 0 < nTracks < 150η2.5 < 

Figure 110: Matrix of (mis-)identification probability of di�erent particle species in the bins of p and η bin
using the muon signal mode PID requirement for the 2016 sample.
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0.013522 0.000165862 9.11334e-05 0.610844

0.00820688 0.00836829 0.901692 0.0100769
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 < 3.5, 20000 MeV/c < p < 40000 MeV/c, 150 < nTracks < 225η2.5 < 
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0.0142642 0.014766 0.887697 0.0189595
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0.00284398 0.00631732 0.93476 0.000905678
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0.136772 0.855507 0.016046 0.0833478

0.843079 0.108168 0.00770264 0.834689

 < 3.5, 60000 MeV/c < p < 100000 MeV/c, 0 < nTracks < 150η2.5 < 

π K p e

e

p

K

π

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 < 3.5, 60000 MeV/c < p < 100000 MeV/c, 0 < nTracks < 150η2.5 < 
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 < 3.5, 60000 MeV/c < p < 100000 MeV/c, 225 < nTracks < 500η2.5 < 

Figure 111: Matrix of (mis-)identification probability of di�erent particle species in the bins of p and η bin
using the muon signal mode PID requirement for the 2016 sample.
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0.000167095 -0.000249837 0.000148208 0.0816148
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 < 3.5, 9300 MeV/c < p < 10000 MeV/c, 150 < nTracks < 225η2.5 < 

Figure 112: Matrix of (mis-)identification probability of di�erent particle species in the bins of p and η bin
using the muon signal mode PID requirement for the 2017 sample.

181



-2.09351e-05 -0.000367898 5.97215e-05 0.0688107

0.000293416 0.00245457 0.00511878

0.0159709 0.45672 0.362553 -0.00671886
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 < 3.5, 9300 MeV/c < p < 10000 MeV/c, 225 < nTracks < 500η2.5 < 
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 < 3.5, 10000 MeV/c < p < 15600 MeV/c, 0 < nTracks < 150η2.5 < 

0.0011749 6.7775e-05 -9.81149e-06 0.167807

0.00539357 0.0119395 0.440435 0.0158289

0.00422687 0.689667 0.124974 0.00627068
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 < 3.5, 10000 MeV/c < p < 15600 MeV/c, 150 < nTracks < 225η2.5 < 

0.00141615 1.85412e-05 4.05499e-05 0.166931

0.0103844 0.0226702 0.36448 0.0107235

0.00756464 0.645252 0.14894 0.00768195
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0.00704687 0.0119662 0.804707 0.00870825

0.000686588 0.802142 0.0190253 0.00244692
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 < 3.5, 15600 MeV/c < p < 20000 MeV/c, 0 < nTracks < 150η2.5 < 

0.00350026 1.84073e-05 3.62607e-05 0.289327

0.0117502 0.0196251 0.752715 0.0266216

0.00146164 0.773372 0.0303637 -0.00466865
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 < 3.5, 15600 MeV/c < p < 20000 MeV/c, 150 < nTracks < 225η2.5 < 

0.00407337 5.11877e-05 8.22748e-05 0.271549

0.0210563 0.0371656 0.696093 0.00862017

0.00301577 0.727378 0.0440529 0.00136523

0.794919 0.00200329 0.00834998 0.333805
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0.00314571 0.00411172 0.914311 0.00688344

0.0131109 0.921485 0.00211546 0.00180185
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 < 3.5, 20000 MeV/c < p < 40000 MeV/c, 0 < nTracks < 150η2.5 < 

Figure 113: Matrix of (mis-)identification probability of di�erent particle species in the bins of p and η bin
using the muon signal mode PID requirement for the 2017 sample.
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0.00827967 4.3733e-05 0.000168711 0.569773

0.00595665 0.0079331 0.900919 0.00768042

0.0159372 0.90371 0.00342091 0.00662254
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 < 3.5, 20000 MeV/c < p < 40000 MeV/c, 150 < nTracks < 225η2.5 < 

0.0083412 0.000101809 8.56137e-05 0.585961

0.0110244 0.014597 0.884963 0.016288

0.0188913 0.871526 0.00600881 0.00525722

0.847898 0.00815382 0.00496889 0.644158
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0.0131814 0.000307045 0.000155671 0.753943

0.00200248 0.00524737 0.935965 0.0040684

0.0571353 0.926914 0.00505621 0.0394953
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 < 3.5, 40000 MeV/c < p < 60000 MeV/c, 0 < nTracks < 150η2.5 < 

0.0127891 0.000352448 0.000257525 0.759726

0.00350246 0.00768367 0.921184 0.00560575

0.0649752 0.912184 0.00700185 0.048686

0.884196 0.0336111 0.00464111 0.787189
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0.0128861 0.000411106 5.25889e-05 0.768911

0.00574787 0.0105832 0.903746 0.00954134

0.0717089 0.886342 0.0101217 0.0326321
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0.00793387 0.0160825 0.935545 0.00188522
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 < 3.5, 60000 MeV/c < p < 100000 MeV/c, 225 < nTracks < 500η2.5 < 

Figure 114: Matrix of (mis-)identification probability of di�erent particle species in the bins of p and η bin
using the muon signal mode PID requirement for the 2017 sample.

183



0.000186528 -0.000697187 -0.000288604 0.0966565

3.8645e-06 7.93008e-06 0.000679079

3.81853e-06 0.000295993 5.08515e-05

0.960725 0.0635503 0.0279477 0.0529643

 < 3.5, 3000 MeV/c < p < 6000 MeV/c, 0 < nTracks < 150η2.5 < 

π K p e

e

p

K

π

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 < 3.5, 3000 MeV/c < p < 6000 MeV/c, 0 < nTracks < 150η2.5 < 

0.000233769 -0.000254242 6.39544e-05 0.0901921

4.89344e-06 0.000866002

8.26407e-06 0.000337637 4.79089e-05

0.938172 0.0930502 0.046884 0.0618646

 < 3.5, 3000 MeV/c < p < 6000 MeV/c, 150 < nTracks < 225η2.5 < 

π K p e

e

p

K

π

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 < 3.5, 3000 MeV/c < p < 6000 MeV/c, 150 < nTracks < 225η2.5 < 

0.00017896 0.000545224 5.61135e-05 0.129356

7.87685e-06 8.47734e-06 0.00086499

8.18931e-06 0.000510497 0.000201905

0.908183 0.110163 0.0634276 0.142234

 < 3.5, 3000 MeV/c < p < 6000 MeV/c, 225 < nTracks < 500η2.5 < 

π K p e

e

p

K

π

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 < 3.5, 3000 MeV/c < p < 6000 MeV/c, 225 < nTracks < 500η2.5 < 

0.000126056 -3.68456e-05 3.15008e-05 0.0455497

1.89603e-06 7.63887e-05

0.00019245 0.0150427 0.0148022 -0.000454458

0.924082 0.0153553 0.0159346 0.0384006

 < 3.5, 6000 MeV/c < p < 9300 MeV/c, 0 < nTracks < 150η2.5 < 

π K p e

e

p

K

π

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 < 3.5, 6000 MeV/c < p < 9300 MeV/c, 0 < nTracks < 150η2.5 < 

0.000233073 2.42689e-05 5.22322e-05 0.0634386

2.09224e-06 -1.16635e-06 7.2997e-05

0.000285432 0.0141913 0.0134695 0.000826763

0.894809 0.0242104 0.0247545 0.0386621

 < 3.5, 6000 MeV/c < p < 9300 MeV/c, 150 < nTracks < 225η2.5 < 

π K p e

e

p

K

π

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 < 3.5, 6000 MeV/c < p < 9300 MeV/c, 150 < nTracks < 225η2.5 < 

0.000523009 -0.000171812 0.000251481 0.0661236

3.11603e-06 5.03025e-06 8.25876e-05

0.000431122 0.0125312 0.0124364 0.00342822

0.859795 0.0328391 0.0358982 0.0567891

 < 3.5, 6000 MeV/c < p < 9300 MeV/c, 225 < nTracks < 500η2.5 < 

π K p e

e

p

K

π

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 < 3.5, 6000 MeV/c < p < 9300 MeV/c, 225 < nTracks < 500η2.5 < 

0.000391996 0.000143819 -4.7358e-05 0.0491618

3.72748e-05 0.00196675 0.0134451

0.00545302 0.483454 0.332976 0.00392104

0.883227 0.0104925 0.00944606 0.0429516

 < 3.5, 9300 MeV/c < p < 10000 MeV/c, 0 < nTracks < 150η2.5 < 

π K p e

e

p

K

π

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 < 3.5, 9300 MeV/c < p < 10000 MeV/c, 0 < nTracks < 150η2.5 < 

0.000217499 4.71134e-05 0.000207575 0.0544717

6.87409e-05 0.00139415 0.00658912 0.000810736

0.0100621 0.455655 0.346248 0.0127465

0.850443 0.0144605 0.0145674 0.0931006

 < 3.5, 9300 MeV/c < p < 10000 MeV/c, 150 < nTracks < 225η2.5 < 

π K p e

e

p

K

π

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 < 3.5, 9300 MeV/c < p < 10000 MeV/c, 150 < nTracks < 225η2.5 < 

Figure 115: Matrix of (mis-)identification probability of di�erent particle species in the bins of p and η bin
using the muon signal mode PID requirement for the 2018 sample.
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Figure 116: Matrix of (mis-)identification probability of di�erent particle species in the bins of p and η bin
using the muon signal mode PID requirement for the 2018 sample.
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Figure 117: Matrix of (mis-)identification probability of di�erent particle species in the bins of p and η bin
using the muon signal mode PID requirement for the 2018 sample.
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Appendix D

Background studies
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Figure 118: Comparison of B invariant mass, pT of the D∗ and the fit variables between real and fake D∗

templates in bins of the ∆(MD∗+ −MD0) upper sideband from left to right for the muon final state for 2017
data.
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Figure 119: Comparison of B invariant mass, pT of the D∗ and the fit variables between real and fake D∗

templates in bins of the ∆(MD∗+ −MD0) upper sideband from left to right for the electron final state for
2017 data.
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Appendix E

TISTOS efficiencies on data and simu-

lation

E.1 L0 control mode
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Figure 120: Values of εtistosL0,data (red) and εtistosL0,MC (blue) as a function of pT(B0). The background-subtracted
pT(B0) distribution of data with L0TOS requirement is also overlaid. The top row shows the dielectron
control mode and the bottom row the dimuon control mode with the 2016, 2017 and 2018 samples from left
to right.
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E.2 HLT control mode
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Figure 121: Values of εtistosHLT ,con,data (red) and εtistosHLT ,con,MC (blue) as a function of pT(B0). The background-
subtracted pT(B0) distribution of data with HLT T IS requirement is also overlaid. The top row shows
the dielectron control mode and the bottom row the dimuon control mode with the 2016, 2017 and 2018
samples from left to right.
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E.3 HLT signal mode
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Figure 122: Values of εtistosHLT ,sig,data (red) and εtistosHLT ,sig,MC (blue) as a function of pT(D0). The background-

subtracted pT(D0) distribution of data with HLT T IS requirement is also overlaid. The top row shows
the dielectron control mode and the bottom row the dimuon control mode with the 2016, 2017 and 2018
samples from left to right.
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Appendix F

Template projections
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Figure 123: Comparison of the signal shape (red) with the background template (blue) from B0 →
D∗−τ+ντ with τ→ µνν (top) and τ→ eνν (bottom) for 2016.
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Figure 124: Comparison of the signal shape (red) with the background template (blue) fromB0→D∗∗e+νe
(top) and B+→D∗∗e+νe (bottom) for 2016.
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Figure 125: Comparison of the signal shape (red) with the background template (blue) fromB0→D∗∗µ+νµ
(top) and B+→D∗∗µ+νµ (bottom) for 2016

193



2− 0 2 4 6
)2 (GeV2

missM
0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(0

.8
 G

eV signal template

 e higher
**

 D→ 0B

500 1000 1500 2000 2500
 (MeV)lE

0

0.2

0.4

0.6

0.8

no
rm

al
iz

ed
 e

nt
ri

es
 / 

(2
40

 M
eV

)

0 1 2 3 4 5 6 7 8
)2 (GeV2q

0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(2

.2
5 

G
eV

2− 0 2 4 6
)2 (GeV2

missM
0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(0

.8
 G

eV signal template

 e higher
**

 D→ +B

500 1000 1500 2000 2500
 (MeV)lE

0

0.2

0.4

0.6

0.8
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(2

40
 M

eV
)

0 1 2 3 4 5 6 7 8
)2 (GeV2q

0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(2

.2
5 

G
eV

Figure 126: Comparison of the signal shape (red) with the background template (blue) from higher B0→
D∗∗e+νe (top) and B+→D∗∗e+νe (bottom) for 2016.
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Figure 127: Comparison of the signal shape (red) with the background template (blue) from higher B0→
D∗∗µ+νµ (top) and B+→D∗∗µ+νµ (bottom) for 2016.
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Figure 128: Comparison of the signal shape (red) with the background template (blue) fromB0→D∗D(→
e+νe)X (top) and B+→D∗D(→ e+νe)X (bottom) for 2016.
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Figure 129: Comparison of the signal shape (red) with the background template (blue) fromB0→D∗D(→
µ+νµ)X (top) and B+→D∗D(→ µ+νµ)X (bottom) for 2016.
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Figure 130: Comparison of the signal shape (red) with the background template (blue) from B0 →
D∗D+

s (→ τ+ντ )X (top) and B+→D∗D+
s (→ τ+ντ )X (bottom) with τ→ eνν for 2016
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Figure 131: Comparison of the signal shape (red) with the background template (blue) fromB0→D∗D+
s (→

τ+ντ )X (top) and B+→D∗D+
s (→ τ+ντ )X (bottom) with τ→ µνν for 2016.
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Figure 132: Comparison of the signal shape (red) with the background template (blue) from B0s→D∗∗s eνe
for 2016
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Figure 133: Comparison of the signal shape (red) with the background template (blue) from B0s→D∗∗s µνµ
for 2016.
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Figure 134: Comparison of the signal shape (red) with the combinatorial background templates (blue) for
’fake’D∗ and ’real’ electron combinations (top), ’real’D∗ and ’real’ electron combinations (middle), and ’real’
D∗ and ’fake’ electron (bottom) combinations for 2016.
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Figure 135: Comparison of the signal shape (red) with the combinatorial background templates for ’fake’
D∗ and ’real’ muon combinations (top), ’real’ D∗ and ’real’ muon combinations (middle), and ’real’ D∗ and
’fake’ muon (bottom) combinations for 2016.
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Figure 136: Comparison of the signal shape (red) with the background template (blue) from B0 →
D∗−τ+ντ with τ→ µνν (top) and τ→ eνν (bottom) for 2017.
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Figure 137: Comparison of the signal shape (red) with the background template (blue) fromB0→D∗∗e+νe
(top) and B+→D∗∗e+νe (bottom) for 2017.
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Figure 138: Comparison of the signal shape (red) with the background template (blue) fromB0→D∗∗µ+νµ
(top) and B+→D∗∗µ+νµ (bottom) for 2017
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Figure 139: Comparison of the signal shape (red) with the background template (blue) from higher B0→
D∗∗e+νe (top) and B+→D∗∗e+νe (bottom) for 2017.
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Figure 140: Comparison of the signal shape (red) with the background template (blue) from higher B0→
D∗∗µ+νµ (top) and B+→D∗∗µ+νµ (bottom) for 2017.
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Figure 141: Comparison of the signal shape (red) with the background template (blue) from B0→D∗D(→
e+νe)X (top) and B+→D∗D(→ e+νe)X (bottom) for 2017.
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Figure 142: Comparison of the signal shape (red) with the background template (blue) fromB0→D∗D(→
µ+νµ)X (top) and B+→D∗D(→ µ+νµ)X (bottom) for 2017.
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Figure 143: Comparison of the signal shape (red) with the background template (blue) from B0 →
D∗D+

s (→ τ+ντ )X (top) and B+→D∗D+
s (→ τ+ντ )X (bottom) with τ→ eνν for 2017
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Figure 144: Comparison of the signal shape (red) with the background template (blue) from B0 →
D∗D+

s (→ τ+ντ )X (top) and B+→D∗D+
s (→ τ+ντ )X (bottom) with τ→ µνν for 2017.
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Figure 145: Comparison of the signal shape (red) with the background template (blue) from B0s→D∗∗s eνe
for 2017
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Figure 146: Comparison of the signal shape (red) with the background template (blue) from B0s→D∗∗s µνµ
for 2017.
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Figure 147: Comparison of the signal shape (red) with the combinatorial background templates (blue) for
’fake’D∗ and ’real’ electron combinations (top), ’real’D∗ and ’real’ electron combinations (middle), and ’real’
D∗ and ’fake’ electron (bottom) combinations for 2017.

205



2− 0 2 4 6
)2 (GeV2

missM
0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(0

.8
 G

eV signal template

comb. bkg

500 1000 1500 2000 2500
 (MeV)lE

0

0.2

0.4

0.6

0.8

no
rm

al
iz

ed
 e

nt
ri

es
 / 

(2
40

 M
eV

)

0 1 2 3 4 5 6 7 8
)2 (GeV2q

0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(2

.2
5 

G
eV

2− 0 2 4 6
)2 (GeV2

missM
0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(0

.8
 G

eV signal template

wrong-sign bkg

500 1000 1500 2000 2500
 (MeV)lE

0

0.2

0.4

0.6

0.8

no
rm

al
iz

ed
 e

nt
ri

es
 / 

(2
40

 M
eV

)

0 1 2 3 4 5 6 7 8
)2 (GeV2q

0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(2

.2
5 

G
eV

2− 0 2 4 6
)2 (GeV2

missM
0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(0

.8
 G

eV signal template

misID muon

500 1000 1500 2000 2500
 (MeV)lE

0

0.2

0.4

0.6

0.8

no
rm

al
iz

ed
 e

nt
ri

es
 / 

(2
40

 M
eV

)

0 1 2 3 4 5 6 7 8
)2 (GeV2q

0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(2

.2
5 

G
eV

Figure 148: Comparison of the signal shape (red) with the combinatorial background templates for ’fake’
D∗ and ’real’ muon combinations (top), ’real’ D∗ and ’real’ muon combinations (middle), and ’real’ D∗ and
’fake’ muon (bottom) combinations for 2017.
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Figure 149: Comparison of the signal shape (red) with the background template (blue) from B0 →
D∗−τ+ντ with τ→ µνν (top) and τ→ eνν (bottom) for 2018.
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Figure 150: Comparison of the signal shape (red) with the background template (blue) fromB0→D∗∗e+νe
(top) and B+→D∗∗e+νe (bottom) for 2018.
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Figure 151: Comparison of the signal shape (red) with the background template (blue) fromB0→D∗∗µ+νµ
(top) and B+→D∗∗µ+νµ (bottom) for 2018

2− 0 2 4 6
)2 (GeV2

missM
0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(0

.8
 G

eV signal template

 e higher
**

 D→ 0B

500 1000 1500 2000 2500
 (MeV)lE

0

0.2

0.4

0.6

0.8

no
rm

al
iz

ed
 e

nt
ri

es
 / 

(2
40

 M
eV

)

0 1 2 3 4 5 6 7 8
)2 (GeV2q

0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(2

.2
5 

G
eV

2− 0 2 4 6
)2 (GeV2

missM
0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(0

.8
 G

eV signal template

 e higher
**

 D→ +B

500 1000 1500 2000 2500
 (MeV)lE

0

0.2

0.4

0.6

0.8

no
rm

al
iz

ed
 e

nt
ri

es
 / 

(2
40

 M
eV

)

0 1 2 3 4 5 6 7 8
)2 (GeV2q

0

0.2

0.4

0.6

0.8)2
no

rm
al

iz
ed

 e
nt

ri
es

 / 
(2

.2
5 

G
eV

Figure 152: Comparison of the signal shape (red) with the background template (blue) from higher B0→
D∗∗e+νe (top) and B+→D∗∗e+νe (bottom) for 2018.
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Figure 153: Comparison of the signal shape (red) with the background template (blue) from higher B0→
D∗∗µ+νµ (top) and B+→D∗∗µ+νµ (bottom) for 2018.
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Figure 154: Comparison of the signal shape (red) with the background template (blue) fromB0→D∗D(→
e+νe)X (top) and B+→D∗D(→ e+νe)X (bottom) for 2018.
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Figure 155: Comparison of the signal shape (red) with the background template (blue) from B0→D∗D(→
µ+νµ)X (top) and B+→D∗D(→ µ+νµ)X (bottom) for 2018.
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Figure 156: Comparison of the signal shape (red) with the background template (blue) from B0 →
D∗D+

s (→ τ+ντ )X (top) and B+→D∗D+
s (→ τ+ντ )X (bottom) with τ→ eνν for 2018
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Figure 157: Comparison of the signal shape (red) with the background template (blue) from B0 →
D∗D+

s (→ τ+ντ )X (top) and B+→D∗D+
s (→ τ+ντ )X (bottom) with τ→ µνν for 2018.
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Figure 158: Comparison of the signal shape (red) with the background template (blue) from B0s→D∗∗s eνe
for 2018
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Figure 159: Comparison of the signal shape (red) with the background template (blue) from B0s→D∗∗s µνµ
for 2018.
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Figure 160: Comparison of the signal shape (red) with the combinatorial background templates (blue) for
’fake’D∗ and ’real’ electron combinations (top), ’real’D∗ and ’real’ electron combinations (middle), and ’real’
D∗ and ’fake’ electron (bottom) combinations for 2018.
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Figure 161: Comparison of the signal shape (red) with the combinatorial background templates for ’fake’
D∗ and ’real’ muon combinations (top), ’real’ D∗ and ’real’ muon combinations (middle), and ’real’ D∗ and
’fake’ muon (bottom) combinations for 2018.
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Appendix G

Template fit projections in q2 bins
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Figure 162: One-dimensional projections in m2
miss (top) and E∗µ (bottom) in bins of q2 of the fit result of

the model to data for the muon final state for 2016.
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Figure 163: One-dimensional projections in m2
miss (top) and E∗µ (bottom) in bins of q2 of the fit result of

the model to data for the electron final state for 2016.
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Figure 164: One-dimensional projections in m2
miss (top) and E∗µ (bottom) in bins of q2 of the fit result of

the model to data for the muon final state for 2017.
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Figure 165: One-dimensional projections in m2
miss (top) and E∗µ (bottom) in bins of q2 of the fit result of

the model to data for the electron final state for 2017.
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Figure 166: One-dimensional projections in m2
miss (top) and E∗µ (bottom) in bins of q2 of the fit result of

the model to data for the muon final state for 2018.
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Figure 167: One-dimensional projections in m2
miss (top) and E∗µ (bottom) in bins of q2 of the fit result of

the model to data for the electron final state for 2018.
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Appendix H

Template fit projections without MC

shape variations

To give an impression how the templates are varied by the Beeston-Barlow method,
the same projections, but with the shape variation set to unity are shown in Fig-
ures 168-179 for the 2016, 2017 and 2018 samples. It should be noted that the pulls
shown in this case do not take into account the uncertainty on the MC templates.
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Figure 168: One-dimensional projections inm2
miss (left), E∗µ (middle) and q2 (right) of the fit result of the

model to data for the muon final state for 2016 with the shape variations introduced by the Beeston-Barlow
method set to unity.
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Figure 169: One-dimensional projections in m2
miss (top) and E∗µ (bottom) in bins of q2 of the fit result

of the model to data for the muon final state for 2016 with the shape variations introduced by the Beeston-
Barlow method set to unity.
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Figure 170: One-dimensional projections in m2
miss (left), E∗µ (middle) and q2 (right) of the fit result of

the model to data for the electron final state for 2016 with the shape variations introduced by the Beeston-
Barlow method set to unity.
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Figure 171: One-dimensional projections in m2
miss (top) and E∗µ (bottom) in bins of q2 of the fit result of

the model to data for the electron final state for 2016with the shape variations introduced by the Beeston-
Barlow method set to unity.
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Figure 172: One-dimensional projections inm2
miss (left), E∗µ (middle) and q2 (right) of the fit result of the

model to data for the muon final state for 2017 with the shape variations introduced by the Beeston-Barlow
method set to unity.
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Figure 173: One-dimensional projections inm2
miss (top) andE∗µ (bottom) in bins of q2 of the fit result of the

model to data for the muon final state for 2017 with the shape variations introduced by the Beeston-Barlow
method set to unity.

 )2
E

ve
nt

s 
/ (

 0
.8

 G
eV

fake lepton bkg
combinatorial bkg

 s

*
 excited D→ sB
 double-charm→0,+

B
*

 excited D→+,B0B
*

higher excited D
Signal

τ *- D→0B
τ → double-charm →0,+

B

2− 0 2 4 6
)2 (GeVmiss

2m

5−

0

5

Pu
lls

E
ve

nt
s 

/ (
 2

40
 M

eV
 )

500 1000 1500 2000 2500
 (MeV)leptonE

5−

0

5

Pu
lls

 )2
E

ve
nt

s 
/ (

 2
.2

5 
G

eV

0 2 4 6 8
)2 (GeV2q

5−

0

5

Pu
lls

Figure 174: One-dimensional projections inm2
miss (left), E∗µ (middle) and q2 (right) of the fit result of the

model to data for the electron final state for 2017 with the shape variations introduced by the Beeston-Barlow
method set to unity.
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Figure 175: One-dimensional projections in m2
miss (top) and E∗µ (bottom) in bins of q2 of the fit result of

the model to data for the electron final state for 2017with the shape variations introduced by the Beeston-
Barlow method set to unity.
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Figure 176: One-dimensional projections inm2
miss (left), E∗µ (middle) and q2 (right) of the fit result of the

model to data for the muon final state for 2018 with the shape variations introduced by the Beeston-Barlow
method set to unity.
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Figure 177: One-dimensional projections inm2
miss (top) andE∗µ (bottom) in bins of q2 of the fit result of the

model to data for the muon final state for 2018 with the shape variations introduced by the Beeston-Barlow
method set to unity.
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Figure 178: One-dimensional projections in m2
miss (left), E∗µ (middle) and q2 (right) of the fit result of

the model to data for the electron final state for 2018 with the shape variations introduced by the Beeston-
Barlow method set to unity.
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Figure 179: One-dimensional projections in m2
miss (top) and E∗µ (bottom) in bins of q2 of the fit result of

the model to data for the electron final state for 2018with the shape variations introduced by the Beeston-
Barlow method set to unity.
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