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A B S T R A C T

The Global Financial Crisis of 2008 left was also a crisis for macroe-
conomic models. On the one hand, orthodox economists persist in
using the skeleton of classical models, while on the other hand, var-
ious groups of heterodoxes have proposed different ways to change
the foundations of Economics. My research aims to bridge the gap
between Neo-classical Economics and complexity Economics using
methods and techniques from statistical physics. Beginning with stan-
dard economic models, I study the addition of a self-reflexive feed-
back impacting the confidence of individual economic agents. This
induces large output swings despite only minor variations in eco-
nomic conditions. Within this framework, economic crises propagate
endogenously and are amplified by interactions. Later on, I enrich the
previous framework by taking into account heterogeneities, studying
how economic recessions propagate through different strata of soci-
ety. In the last part of this work, I present a behavioural economic
model where the stability of the economy is jeopardised by the lack
of investments in risky markets.

R É S U M É

La crise financière mondiale de 2008 a également été une crise pour
les modèles macroéconomiques. D’une part, les économistes ortho-
doxes persistent à utiliser le squelette des modèles classiques, tan-
dis que d’autre part, divers groupes d’hétérodoxes ont proposé dif-
férentes manières de modifier les fondements de l’économie. Mes re-
cherches visent à combler le fossé entre l’économie néo-classique et
l’économie de la complexité en utilisant des méthodes et des tech-
niques issues de la physique statistique. En partant de modèles éco-
nomiques standard, j’étudie l’ajout d’une rétroaction autoréflexive af-
fectant la confiance des agents économiques individuels. Cela induit
de grandes variations de production malgré des variations mineures
des conditions économiques. Dans ce cadre, les crises économiques
se propagent de manière endogène et sont amplifiées par les interac-
tions. Par la suite, j’enrichis le cadre précédent en prenant en compte
les hétérogénéités, en étudiant comment les récessions économiques
se propagent à travers différentes strates de la société. Dans la der-
nière partie de ce travail, je présente un modèle économique compor-
temental où la stabilité de l’économie est mise en péril par la propen-
sion des agents à investir dans des marchés risqués.
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R É S U M É E N F R A N Ç A I S

La physique est généralement considérée comme la science qui étudie
les particules subatomiques au CERN à Genève ou les étoiles et leurs
champs gravitationnels.

La physique est la science étudiée dans des laboratoires, éventuelle-
ment souterrains, à l’écart des autres personnes. Les résultats pro-
duits par les médecins ne sont compris par personne, sauf par les
membres de la secte des physiciens, qui les gardent jalousement.

Je suis allé à l’encontre de cette tendance.
Dans cette thèse, j’ai choisi d’étudier un sujet qui n’est pas typique

des physiciens. En effet, l’économie est souvent considérée comme
non scientifique et très éloignée du "monde pur" des phénomènes
naturels. Je me suis retrouvé à l’interface de deux mondes, avec de
nombreux physiciens qui considéraient mon domaine comme pure-
ment motivé par la cupidité et l’intérêt matériel, et des économistes
qui me voyaient comme un je-sais-tout arrogant espérant réinventer
en quelques mois un domaine vieux de plusieurs décennies.

Ce commentaire peut bien sûr être accueilli avec scepticisme par le
lecteur, car il peut sembler être un témoignage très dur, mais je peux
attester de la réalité des différentes remarques qui m’ont été faites par
divers collègues au fil des ans. Personnellement, l’une des choses qui
m’a le plus fasciné au cours de mon doctorat est la quantité de points
communs entre l’économie et la physique.

En particulier, la branche de la physique qui m’intéresse est la
physique statistique, ou plutôt la physique des systèmes complexes,
qui est le domaine de la physique qui étudie l’émergence de phénomènes
macroscopiques complexes dus aux interactions de ses constituants
microscopiques. Les systèmes complexes sont une science très adap-
tée aux applications interdisciplinaires, avec une aptitude particulière
pour les sciences sociales.

Son objectif principal est d’étudier les phénomènes émergents dans
les systèmes d’agrégats, où l’étude des interactions entre les différents
éléments est la clé fondamentale pour comprendre leur phénoménolo-
gie. De ces interactions émergent des phénomènes surprenants et
profondément fascinants. Les exemples les plus classiques sont l’eau
et le ferromagnétisme. La physique vise à étudier comment certains
changements dans les propriétés macroscopiques se produisent lorsque
la température varie. Comment est-il possible que, lorsque le système
est chauffé, l’eau s’évapore et que l’aimant perde ses propriétés at-
tractives ? L’explication ne peut être attribuée aux composants indi-
viduels, mais plutôt aux propriétés de l’agrégat. Le modus operandi
du physicien statisticien consiste à créer des modèles mathématiques,
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fondés sur des hypothèses raisonnables, capables de reproduire les
phénomènes naturels observés. Dans ce chapitre, je détaillerai ces ex-
emples, en me concentrant sur le processus de modélisation et sur la
manière dont, à mesure que les hypothèses sont affinées, les résultats
deviennent de plus en plus réalistes.

À titre d’exercice mental, si nous simplifions à l’extrême, la so-
ciété dans laquelle nous vivons et évoluons chaque jour est composée
d’agents qui, comme les molécules d’eau, interagissent les uns avec
les autres. Chaque action, des vêtements que nous achetons aux ac-
tions dans lesquelles nous investissons, est le résultat d’interactions.

Il semble donc évident que les travaux du physicien statisticien
et du macroéconomiste sont compatibles. Cependant, il existe des
différences radicales entre les deux domaines qu’il ne faut pas sous-
estimer.

Sans aucun doute, la nature des interactions sociales est plus com-
plexe et plus articulée que les lois régissant deux molécules d’eau
adjacentes. des molécules d’eau adjacentes. Les gens agissent sou-
vent de manière impulsive, guidés par leurs sentiments plutôt que
par la raison. Les secteurs de la mode et de l’art sont deux exem-
ples auxquels nous sommes confrontés tous les jours. Si la beauté
devrait être un concept universel, nos goûts sont soumis au filtre de
notre personnalité. Cela explique pourquoi le choix d’acheter un man-
teau de créateur trois fois plus cher qu’un manteau plus "standard"
ne peut être considéré comme une décision rationnelle, mais plutôt
comme une question de sentiments. C’est la subjectivité qui prévaut.
En revanche, lorsque les physiciens modélisent des molécules d’eau,
ils ne discutent pas de leur processus de décision. Par conséquent,
le comportement des nuages de vapeur est soumis aux lois de la
thermodynamique et de la dynamique des fluides, qui sont déter-
ministes et bien établies et comprises. En combinant ces deux en-
trées, nous sommes en mesure de prévoir l’évolution des conditions
météorologiques qui, malgré le contrôle que nous avons sur les mod-
èles au niveau micro, restent très imprécises en raison de la nature
chaotique inhérente à son évolution dynamique. Essayer de prédire
les conditions macroéconomiques de la même manière que nous prédis-
ons la météo semble un objectif inatteignable. Comme nous le verrons
au cours de cet article, il existe trop de variables sur lesquelles nous
n’avons aucun contrôle (par exemple, par une estimation correcte) et,
dans certains cas, nous ne savons même pas qu’elles existent. L’esprit
dans lequel j’ai mené mes recherches consiste à éviter cette approche,
en préférant une autre. Pour maintenir la similitude avec le climat,
j’ose écrire que mon attitude est plus proche de la climatologie que
de la météorologieLa métaphore n’est pas fortuite : il existe dans la
littérature quelques exemples d’études liant les domaines de la clima-
tologie et de l’économie, voir Ref.[4–6]. La climatologie vise à fournir
un résultat probabiliste selon lequel certains phénomènes vont se pro-
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duire. Personne ne me croira si je dis qu’il pleuvra à Paris dans ex-
actement deux ans. Même avec les logiciels les plus sophistiqués, les
prévisions météorologiques sont inexactes à deux jours près, sans par-
ler de deux ans.

Il en irait tout autrement si je disais qu’il pleuvra à Paris dans deux
ans avec une probabilité de 15

Mon approche, comme je l’expliquerai également dans la conclu-
sion de cette thèse, consiste à me concentrer sur les distributions de
probabilité plutôt que sur les trajectoires footnotesLes trajectoires sont
tracées et étudiées, mais considérées uniquement comme des faits
stylisés. Ils servent principalement à se faire une idée des résultats
du modèle de l’économie, qui restent dominés par l’incertitude.

Cependant, pour obtenir des résultats, des modèles sont néces-
saires.

La crise financière mondiale de 2008 a laissé un vide dans la mod-
élisation macroéconomique. Les modèles existants se sont avérés in-
adéquats car ils n’ont pas réussi à fournir une réponse à ce qui s’est
passé. Ce n’est qu’après quelques années, et de nombreux ajuste-
ments, que certains ont finalement pu comprendre (et reproduire)
ce que les économistes recherchaient. Comme je l’expliquerai dans
le chapitre sur le "modèle monétaire", cela a créé un profond fossé
dans la communauté des chercheurs, qui ne semble pas encore s’être
refermé. Les chercheurs en économie sont déchirés : les plus con-
servateurs pensent que l’ancienne méthodologie axiomatique est tou-
jours valable, tandis que d’autres, les révolutionnaires, estiment que
les théories économiques doivent être reconstruites à partir de zéro.
Le dialogue entre les deux communautés, comme le lecteur peut le
deviner, est sporadique et difficile.

L’objectif ultime de ma recherche est particulièrement ambitieux et
vise à combler le fossé entre ces deux communautés. Dans la conclu-
sion de ce manuscrit, je résumerai mon point de vue en essayant de
mettre en évidence quelles sont les prochaines pierres à poser.

J’espère qu’en rédigeant cette thèse, j’ai réussi à saisir les aspects
essentiels de mon travail. Mes principaux efforts ont porté sur la déf-
inition des modèles que j’ai développés au cours de la thèse et sur
la discussion de leurs solutions. Ce n’est pas une tâche facile, car
les hypothèses qui sous-tendent les modèles doivent être plausibles
et leurs résultats doivent être en accord avec les observations. Les
modèles que je présenterai dans les chapitres suivants sont des mod-
èles jouets conçus uniquement pour illustrer certains faits stylisés. Il
leur manque encore de nombreux ingrédients pour être considérés
comme matures. Je suis convaincu que les faits stylisés sont essen-
tiels pour comprendre la dynamique économique. Tout comme les
modèles réduits. Ce n’est que lorsqu’ils sont compris et maîtrisés que
leur complexité peut être accrue.
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Au cours de mon travail, j’ai utilisé différentes techniques. Chaque
fois que nous avons pu obtenir des dérivations analytiques, nous
avons utilisé leur puissance pour éclairer les résultats et développer
l’intuition économique. Lorsque, en revanche, les techniques analy-
tiques ont échoué sur l’obstacle de la complexité algorithmique, nous
avons exploité les simulations numériques. À l’aide de simulations
numériques, nous avons généré des données synthétiques pour tester
notre hypothèse.

0.1 le modèle monétaire le plus simple

Les modèles de référence pour les policy makers, sont appelés modèles
d’équilibre général stochastique dynamique (DSGE), modélisent les
relations entre les principaux acteurs participant au cycle économique
(un ménage représentatif, une entreprise représentative et la banque
centrale, etc.) et établissent certaines règles à partir desquelles sont
calculées les quantités macroéconomiques agrégées les plus pertinentes
(comme la consommation, le travail, les salaires, etc.). Plus précisé-
ment, l’objectif des modèles DSGE est de déterminer comment les
chocs exogènes se propagent dans le système et affectent les quan-
tités agrégées.

Le ménage représentatif

À chaque période t, l’agent représentatif vivant à l’infini maximise
son flux d’utilité attendu Ut sur un horizon temporel discret infini.
La fonction d’utilité encode les préférences du ménage concernant sa
consommation globale ct et sa propension à fournir nt de travail à
l’entreprise. A chaque pas de temps t, la fonction d’utilité du ménage:

U(ct,nt) :=
c1−σt

1− σ
− γ

n
1+φ
t

1+φ
, (1)

où γ est un terme de disutilité couplé au travail, σ et φ deux ex-
posants qui modulent respectivement la concavité de la fonction d’utilité.
La fonction d’utilité a une dépendance concave croissante sur le terme
de consommation et est décroissante et convexe (et négative) sur le
travail Nt.

Un choix fréquent est de prendre les deux limites σ → 1 et φ → 1,
ce qui entraîne une dépendance logarithmique de la fonction d’utilité
à la consommation globale et une relation quadratique au travail.

La maximisation de l’utilité du ménage est limitée par son bud-
get. La contrainte budgétaire compare le revenu du ménage avec sa
production, cette dernière devant être plus petite.

Le revenu est constitué du salaire nominalwt que l’entreprise verse
au ménage pour l’unité de travail fournie nt. La deuxième source



0.1 le modèle monétaire le plus simple 7

de revenus provient du marché obligataire. Chaque période, l’agent
représentatif reçoit bt−1 qui représente le montant des obligations
d’une période achetées au temps t− 1 au prix (1+ rt−1)

−1, où rt est
le taux d’intérêt, et qui sont dues au temps t. À chaque pas de temps,
le ménage achète des biens à un prix pt et achète des obligations.
L’équation du bilan se lit alors comme suit :

ptct +
bt

(1+ rt)
6 wtnt + bt−1 + Et , (2)

où le terme Et représente les autres sources externes de revenu
(telles que les dividendes, les impôts, etc.). En outre, pour éviter toute
possibilité d’emprunt infini (également connu sous le nom de schéma
de Ponzi), la contrainte suivante est imposée aux obligations :

lim
t ′→∞ Et[bt ′ ] > 0 (3)

Enfin, la famille maximise le flux de son utilité actualisée attendue
(nous introduisons un terme de myopie β ≈ 1− ρ, avec ρ � 1) sous
la contrainte budgétaire :

max
{ct,nt,bt,λt}

Λ = max
{ct,nt,bt,λt}

Et

[ ∞∑
t ′=0

βt
′
U(ct ′ ,nt ′)

+ βt
′
λt ′

(
pt ′ct ′ +

bt ′

(1+ rt ′)
−wt ′nt ′ − bt ′−1 + Et ′

)]
(4)

Cette maximisation est obtenue en exploitant la méthode du multipli-
cateur de Lagrange et conduit à un système de 4 équations présenté
ci-dessous.

∂ctΛ = 0 → ptλt + c
−σ
t = 0 (5)

∂ntΛ = 0 → −γnφt − λtwt = 0 (6)

∂btΛ = 0 → λt

(1+ rt)
−βEt [λt+1] = 0 (7)

∂λtΛ = 0 → ptct +
bt

(1+ rt)
−wtnt − bt−1 − Et = 0 . (8)

L’équation, Eq.(35), fixe le multiplicateur de Lagrange à λt = −c−σt /pt.
En injectant sa valeur dans l’ Eq.(36), la dérivation de l’équation d’état
de la famille suit :

cσt n
φ
t =

ωt

γ
, (9)

où ωt représente le salaire réel et ωt := wt/pt. La combinaison des
deux équations Eq.(35) et Eq. (37) donne l’équation d’Euler : Eq:(??)
donne l’équation d’Euler :

cσt = β(1+ rt)Et

[
c−σt+1

1+ πt+1

]
, (10)

où πt est l’inflation définie comme πt := pt/pt−1 − 1.
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L’entreprise représentative

L’entreprise représentative embouche le travail des ménages et fab-
rique un produit selon une fonction de production du type Cobb-
Douglas Yt :

Yt = zt
n1−αt

1−α
, (11)

où l’exposant α = 1/3 module la relation entre la production et le
travail. La fonction de production a une dépendance concave du tra-
vail requis du ménage, nt, et est modulée linéairement par un choc
technologique exogène zt, qui est pris sous la forme zt := z̄eξt . La
log-productivité ξt suit un processus AR(1) :

ξt = ηzξt−1 +
√
1− η2z,N

(
0,σ2z

)
, (12)

où ηz module les corrélations temporelles des chocs technologiques
et σz l’amplitude de ces chocs.

L’entreprise cherche à maximiser son profit réel Pt/pt :

Pt/pt = ct −ωtnt (13)

qui compare le niveau de consommation du ménage (non encore
fixé) et la demande de travail de l’entreprise nt pour son coût réel
ωt := wt/pt.

Les deux ingrédients manquants nécessaires pour clore le modèle
sont (i) l’hypothèse de la market clearing, ct = Yt et (ii) l’hypothèse
de l’équilibre général. L’équilibre des marchait fournit au système la
dernière équation, qui sert à fermer le système.

0.2 l’effondrement de la confiance

Afin de tenir compte des phénomènes non linéaires dans la modélisa-
tion DSGE, tels que l’effondrement de la confiance, nous remplaçons
initialement le ménage représentatif par un ensemble de ménages
homogènes mais en interaction. L’approche présentée ci-dessous cor-
respond donc à un modèle proto-DSGE. Ici, chaque ménage forme
son propre sentiment, c’est-à-dire sa propension à consommer, en ob-
servant quelle était la consommation moyenne de ses voisins au cours
de la période précédente. Il en résulte une fonction d’utilité, qui pour
chaque agent i ∈ [0,M] prend la forme suivante:

Ut = f
i
t log cit − γ

i(nit)
2 (14)
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où le terme fit contient l’élément de rétroaction. Dans la limite en
champ moyen, c.à.d. ct = 1

M

∑
cit, on trouve que, en suivant la procé-

dure décrite ci dessus, les équations sont données par:

(
cit
)σ

=
fit
λitpt

(15)

(
nit
)φ

= ωtpt
λit
γi

(16)

fit
(
cit
)−σ

= β(1+ rt)Et

[
fit+1

(
cit+1

)−σ

1+ πt+1

]
. (17)

Pour les détails je renvoie au texte en anglais. De son cote l’entreprise
a une fonction de production Cobb-Douglas exactement égale à Eq.(11)
mais avec un terme multiplicatif représentant la mise à l’échelle cor-
recte de la production avec le nombre d’agents. En suivant quelques
étapes algébriques simples, il est possible de trouver que la solution
du modèle est :

ct = e
ξtG(ct−1), avec G(x) := z̄

(
9F(x)

4γ

)1/3
, (18)

ou la fonction G est prise, sans perte de généralité, sous la forme:

G(c) =
1

2
((cmax − cmin) tanh(θ(c− c0)) + cmax + cmin) , (19)

ou

• cmin > 0 est le niveau minimum de biens que les ménages con-
sommeront jamais lorsque la productivité est normale.

• cmax > cmin est le niveau maximum de biens que les ménages
pourront jamais consommer lorsque la productivité est normale.

• c0 est un seuil de confiance, où la concavité de G(c) change. Intu-
itivement, c > c0 tend à favoriser un état de confiance élevé et
c < c0 un état de confiance faible.

• θ > 0 définit la largeur sur laquelle s’effectue la transition d’un
état de confiance faible à un état de confiance élevé.

L’ effet du feedback implique la possibilité qu’une baisse relative-
ment faible de la production totale entraîne un effondrement de la
confiance et une forte baisse de l’activité économique. Ces effets sont
visibles dans la Fig.22. L’Eq.(18) admets un diagramme de phase com-
prenant 4 différents régions:

• Phase A : Cette phase correspond à la phénoménologie DSGE,
où l’équilibre est unique et la seule solution de eξG(c) = c

est une solution de forte consommation c > c0 pour toutes
les valeurs de ξ. Même pour de grands chocs négatifs ξ < 0,
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l’économie reste dans son état de confiance. Pour une petite am-
plitude de bruit σz � 1, la consommation reste autour de la
valeur c> solution de G(c>) = c> même si l’ effet du feedback
augmente la volatilité, qui est proportionnelle à l’amplitude σz
des chocs technologiques.

• Phase B+ : Dans cette phase B+, il existe encore un état d’équilibre
unique lorsque la productivité est normale, c’est-à-dire une so-
lution unique à G(c>) = c> avec c> > c0. Cependant, les fluctu-
ations à la baisse de la productivité peuvent être suffisamment
fortes pour donner naissance à deux autres solutions c< < c∗ <
c0, une instable (c∗) et une stable (c<). Avec une certaine prob-
abilité exponentiellement faible lorsque σ0 , l’économie peut
être chassée de l’état normal c> et s’écraser dans un état de
faible production, dans lequel elle restera piégée pendant un
temps de l’ordre de Tη := −1/ log(ηz), c’est-à-dire le temps
d’autocorrélation de ξt. En d’autres termes, les fluctuations suff-
isamment importantes de la production sont initialement dé-
clenchées par une baisse relativement faible de la productivité,
qui est ensuite amplifiée par l’effet "panique" autoréférentiel.
Mais comme l’état de faible production n’est qu’un point fixe
transitoire, la récession n’est que de courte durée.

• Phase C : La phase C est telle que l’équation G(c) = c pos-
sède deux solutions stables c<, c> et une solution instable c∗.
En l’absence de fluctuations (σz = 0), l’économie en phase C
s’installe soit dans un état de faible production, soit dans un
état de forte production. Mais n’importe quelle quantité, même
minime, de fluctuations de la productivité est capable d’induire
des transitions entre ces deux états. Le temps nécessaire pour
que de telles transitions aient lieu est cependant exponentielle-
ment long lorsque σz0. Il s’agit clairement du régime le plus in-
téressant : l’économie peut rester très longtemps dans un état de
production élevée c>, avec des fluctuations relativement faibles,
jusqu’à ce qu’un mécanisme de panique auto-réalisateur fasse
basculer l’économie dans un état de crise où la production est
faible (c<).

• Phase B− : La phase B− est la contrepartie de la phase B+

lorsque c0 est à droite de la limite de phase. Dans ce cas, la
seule solution à G(c) = c est c< : la confiance est la plupart du
temps faible, avec des pics de production occasionnels lorsque
la productivité fluctue à la hausse.

Le mécanisme de rétroaction auto-réflexive résout deux des princi-
pales critiques adressées aux modèles DSGE. Tout d’abord, le concept
d’équilibre général est ici dépassé par la présence de deux équilibres
distincts, qui génèrent respectivement une production élevée et faible.
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Le deuxième point concerne l’origine exogène des crises économiques
des DSGE standards. Dans ce cadre, les baisses de consommation
sont alimentées par des mécanismes endogènes et auto-entretenus.
L’une des principales conclusions de ce modèle est qu’il suggère des
outils comportementaux alternatifs pour la politique monétaire, en
particulier en temps de crise. En plus d’ajuster les taux d’intérêt et
la masse monétaire, les décideurs politiques pourraient également
utiliser des “récits de réussite” pour restaurer la confiance, paramétrée
dans notre modèle par le seuil de confiance c0.

0.3 les ménages hétérogènes

Dans la suite, Ch.4, je présente l’extension hétérogène du modèle
présenté dans le chapitre précédent. Dans ce cadre, l’Eq. (18) devient
un peu plus compliqué et est mise sous la forme:

cit = zt
ziGit
1−α


 1

M

∑
j

zjG
j
t




−α

. (20)

ou M est le nombre d’agents, zi les technologies individuelles et Git
de la fonction, individuelles bien sûr de la forme Eq.(19), mais avec
les couplages Jij différents. A travers ces couplages on définit une
société ségrégée et une société non ségrégée. Comme avant, cmin ∼ 0

et cmax ∼ 1. Dans ce cadre, la consommation est hétérogène et est
donnée par l’équation (20). La rétroaction de confiance est médiée
par le réseau social de chaque agent, que nous supposons être soit au
sein des classes sociales uniquement (réseau ségrégué), soit entre les
classes sociales (réseau non ségrégué), avec un paramètre permettant
d’interpoler de manière lisse entre ces deux extrêmes. Selon la spéci-
fication de la fonction de rétroaction de confiance, nous trouvons une
grande variété de types de crises possibles : se propageant principale-
ment au sein des ménages à hauts revenus, ou principalement au sein
des ménages à faibles revenus, ou encore, dans une région étroite du
paramètre, à travers toute la société. Il est intéressant de noter que les
crises sont plus graves pour les réseaux ségrégués, pour lesquels les
effets de contagion sont plus forts. Les interactions entre classes so-
ciales tendent à atténuer la propagation du pessimisme, car les agents
appartenant à des classes sociales différentes ont des sensibilités dif-
férentes aux chocs économiques. Nous trouvons également qu’une
plus grande inégalité des revenus conduit à une plus faible prob-
abilité de crises mondiales (tous les autres paramètres étant main-
tenus fixes). Toutefois, cette conclusion doit être prise avec un grain
de sel, car d’autres effets affectant directement la confiance (tels que
l’insécurité, la violence sociale, etc.) ne sont pas pris en compte dans
le modèle - bien qu’il soit possible d’étendre le modèle dans cette
direction également.
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Enfin, nous avons comparé la prédiction du modèle avec des don-
nées réelles, qui quantifient la baisse relative de la consommation du
décile de revenu le plus bas par rapport au décile de revenu le plus
élevé pendant les récessions. De manière peut-être contre-intuitive,
nous constatons que dans les pays plus inégaux (avec des coefficients
de Gini élevés), la consommation des ménages aux revenus les plus
faibles a tendance à baisser moins que celle des ménages aux revenus
les plus élevés. Cette tendance est principalement déterminée par le
coefficient de Gini et non par le PIB/habitant du pays. Notre mod-
èle peut être calibré pour reproduire ce résultat empirique - en fait,
seule une petite région des paramètres est compatible avec le signe
de l’effet empirique. En particulier, nous constatons que l’hypothèse
du réseau ségrégée est fortement favorisée par les données, bien que
d’autres mécanismes, comme les fluctuations des marchés financiers
qui n’affectent que les ménages à hauts revenus, puissent conduire à
des effets similaires.

Comme pour tous les modèles, notre modèle ne tient pas compte
de nombreuses caractéristiques potentiellement pertinentes. Par ex-
emple, on peut envisager une extension où la structure du réseau est
endogénéisée en fonction du PIB/habitant. Une autre direction im-
portante est la mise en œuvre d’une politique monétaire, que nous
laissons pour des travaux futurs. Nous espérons cependant que le
cadre proposé ici – qui permet de combiner les inégalités de revenus
et le retour de confiance médié par des réseaux sociaux hétérogènes
– pourra être soudé à d’autres approches, comme les modèles popu-
laires HANK par exemple . Cela permettrait d’améliorer notre com-
préhension des récessions économiques et de leur impact sur les dif-
férentes couches de la société.

Dans ce chapitre, je présente un modèle comportemental basé sur
un DSGE classique. Ce qui est nouveau par rapport aux chapitres
précédents, c’est l’introduction du capital et d’un "pseudo" marché
financier. L’agent (représentatif) décide d’allouer ses ressources sur le
marché obligataire ou sur le marché des capitaux, plus risqué. L’usine
paiera avec une certaine probabilité les retours promis. Une autre in-
novation est que l’usine produit selon une fonction CES, dans laque-
lle le capital et le travail ne sont pas totalement substituables. Cela
conduit à des périodes où le capital est rare et où la consomma-
tion est limitée par son niveau. Cet effet, combiné à la rétroaction
éprouvée de la consommation, génère des effets de panique dont
l’ampleur dépasse les attentes. En particulier, si les crises sont suff-
isamment persistantes, les agents perdent confiance dans le marché et
cessent d’investir dans le capital. Cela génère une boucle autoréflex-
ive qui conduit l’économie à l’effondrement. Dans ce modèle, nous
proposons plusieurs approches que les gouvernements devraient adopter
pour atténuer la durée des crises économiques. Ce modèle est celui
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qui décrit le mieux les événements qui auraient eu lieu pendant la
crise financière mondiale de 2008.

0.4 allocation des investissements et pénurie de capi-
tal

L’objectif de ce chapitre est d’étendre de manière significative notre
modèle de référence présenté au Ch.3 en incluant l’investissement
en capital comme facteur déterminant la trajectoire de l’économie.
Ici, nous supposons que le capital et le travail sont essentiellement
non substituables, et nous posons une règle comportementale pour
l’investissement qui tient compte à la fois de la confiance des con-
sommateurs et de la qualité des rendements générés par les investisse-
ments en capital risqués. Les investissements sont donc animés par
cet esprit animal déjà observé par Keynes (voir Ch.2). Ce cadre per-
met d’étudier la dynamique conjointe de la confiance, de la disponi-
bilité du capital et de la production. En bref, notre modèle tente
de capturer un grand nombre des idées si clairement exprimées par
Keynes dans la citation d’ouverture ci-dessus, tout en s’inspirant large-
ment des modèles standard du cycle économique. En fait, ce modèle
ne peut pas être jugé comme un modèle DSGE car il lui manque
plusieurs éléments, comme la maximisation de l’utilité sur un horizon
temporel infini. Certaines tentatives d’implémentation de boucles de
rétroaction dans les modèles DSGE avec capital ont été faites, mais
elles se sont avérées trop robustes. Le problème clé que nous nous
sommes efforcés de résoudre est, entre autres, l’explication des at-
tentes qui, en présence d’équilibres multiples, n’est pas triviale.

Ce modèle comportemental vise à décrire un cycle économique
réel d’une manière plus réaliste. Pendant la crise financière mondi-
ale (GFC), déclenchée par la faillite de Lehman Brothers, la confiance
des ménages et des investisseurs s’est soudainement effondrée. Cela
s’est traduit par un effondrement quasi immédiat de l’investissement
et de la consommation. Ces faits stylisés peuvent être observés sont
rassemblés et illustrés dans la Fig.8, Ch.2. Après l’effondrement de
2008, il a fallu six ans pour retrouver les niveaux de confiance an-
térieurs, même si l’investissement et la consommation ont progressé
à moyen terme. Les données parlent d’elles-mêmes, et il est difficile
aujourd’hui d’attribuer les causes de la crise financière mondiale à un
choc exogène important (bien que persistant). L’histoire de Keynes,
citée plus haut, qui attribue la rapidité de la crise à un changement
dans les décisions d’investissement est bien plus plausible. En effet,
les preuves anecdotiques rapportées par des acteurs de premier plan
à l’époque suggèrent fortement que l’effondrement de la confiance a
joué un rôle essentiel dans le déroulement de la crise - voir le compte
rendu convaincant de Ben Bernanke et al. dans [7].
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0.5 un modèle comportemental du cycle économique

Le cadre présenté ici hybride certaines hypothèses standard utilisées
dans les modèles DSGE (voir [8]) avec des hypothèses comportemen-
tales plausibles concernant la propension à consommer et les straté-
gies d’investissement. L’environnement est basé sur deux blocs : le
consommateur représentatif et l’entreprise représentative. Nous ne
modélisons pas la dynamique de l’inflation et la politique monétaire,
bien que ces caractéristiques devraient être centrales dans une exten-
sion future de ce modèle. Néanmoins, la phénoménologie de notre
modèle est déjà assez riche et doit être rationalisée avant d’explorer
davantage la dynamique des prix.

Dans ce chapitre, qui conclut mon travail original, nous avons étendu
la formulation originale des modèles DSGE avec capital à un modèle
comportemental du cycle d’affaires réel dans lequel le travail et le cap-
ital sont quasiment insubstituables. Cette insubstituabilité est donnée
par une fonction de production de type CES.

Dans le modèle présenté ici, la consommation et l’investissement
sont contrôlés par deux rétroactions. La première rappelle (bien qu’implémentée
légèrement différemment) la confiance autoréflexive des ménages présen-
tée dans le chapitre Ch.3. La seconde module la propension des mé-
nages à investir sur le marché des capitaux et/ou sur le marché obli-
gataire (plus sûr). Dans ce modèle, le rôle du sentiment mesuré par
le ratio de Sharpe et le niveau de confiance lui-même est important.
Le rôle de la confiance, en revanche, est très similaire à celui présenté
dans les deux chapitres précédents : les chocs de productivité sur la
production peuvent conduire à des crises dans lesquelles la consom-
mation saute brusquement d’un niveau d’équilibre élevé à un niveau
d’équilibre bas. Selon les paramètres du modèle, ces crises peuvent
être plus ou moins fréquentes, et les périodes de faible consomma-
tion peuvent être plus ou moins longues : des pics courts (crises en
V) ou des phases longues et prolongées (crises en L). L’introduction
du capital influence la phénoménologie de l’économie qui en résulte,
qui, dans ce cas, est plutôt riche. En effet, le capital peut être abon-
dant (auquel cas le travail est le facteur limitant de la production) ou
rare, auquel cas il sera le facteur limitant de la production. Par rap-
port aux modèles illustrés ci-dessus, l’introduction des préférences
des investisseurs joue un rôle fondamental dans le cycle économique
car :

• Des taux de dépréciation du capital plus élevés, ceteris paribus,
entraînent une pénurie de capital et limitent la production. Cela
rend l’économie plus vulnérable aux crises de confiance, aug-
mentant ainsi leur prévalence ;

• L’influence accrue du niveau de confiance dans les décisions
d’allocation du capital crée une boucle de rétroaction similaire
au paradoxe de l’épargne de Keynes, déstabilisant et piégeant
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l’économie dans un état de faible consommation sous-optimale
;

• Le temps pendant lequel l’économie reste dans un état de faible
consommation est très sensible au délai dans lequel les investis-
seurs calculent le ratio de Sharpe. L’augmentation de ce délai en-
traîne des ajustements lents de l’investissement. Par conséquent,
l’augmentation instantanée du rendement du capital due aux
gains de productivité n’est pas suffisante pour stimuler la propen-
sion à investir. Cela conduit à une persistance de la rareté du
capital et empêche l’économie de sortir du piège du faible ren-
dement.

Nos résultats ont plusieurs implications politiques. Tout d’abord,
comme nous l’avons vu dans la Ch.3, la présence de boucles de
rétroaction autoréflexives exige que les gouvernements et les autorités
monétaires gèrent la confiance dans les perspectives futures de l’économie.
Bien que les indices de confiance soient couramment mesurés par les
instituts de sondage (voir Fig. 8 dans Ch.2), l’inclusion de tels indices
dans les modèles macroéconomiques DSGE et l’importance des réc-
its n’ont jamais vraiment été sérieusement pris en compte au-delà de
l’impact des chocs de nouvelles sur la productivité. 1

Outre la communication et les récits, les autorités monétaires de-
vraient également promouvoir directement l’investissement, en par-
ticulier pendant les récessions. Cela est nécessaire pour éviter que
l’économie ne soit piégée dans un environnement de faible produc-
tion et de faible confiance. Bien que cette conclusion semble parfaite-
ment intuitive, notre modèle révèle qu’un manque de capital peut
prolonger les récessions de plusieurs ordres de grandeur et trans-
former les récessions en V en récessions en L. L’augmentation de
l’investissement en fonds de roulement peut se faire par les canaux
traditionnels, en abaissant le taux d’intérêt sans risque (en le rendant
éventuellement négatif) ou par des investissements directs de type
keynésien dans les infrastructures et l’innovation, qui ont le double
effet d’augmenter la productivité du capital et de soutenir la confi-
ance des ménages.

Il existe bien sûr de nombreuses directions dans lesquelles notre
modèle devrait être étendu et amélioré. La première est de permet-
tre aux taux d’intérêt et à l’inflation d’être des variables dynamiques,
et d’introduire une politique monétaire explicite ayant le double rôle
de contrôler l’inflation et la confiance, via des récits [12]. Il serait im-
portant d’inclure un mécanisme de rétroaction entre la confiance et
l’échelle de temps Tλ ou le paramètre de sentiment ν. Cela permet-
trait de définir des effets de panique potentiellement pertinents dans

1 Par exemple, les travaux de [9] qui reflètent les interactions et la complémentarité.
De même, [10] a montré que les chocs de nouvelles uniques (chocs de confiance)
sont suffisants pour ajuster empiriquement les effets des cycles économiques. Voir
également [11].
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le modèle et de capturer de manière plus réaliste ce qui s’est passé
pendant le GFC en 2008, par exemple.
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F O R E W O R D

All truth passes through three stages. First, it is ridiculed. Second, it is
violently opposed. Third, it is accepted as being self-evident.

— Arthur Schopenhauer

Usually, when I meet someone new revealing I am doing a PhD, I of-
ten find it difficult to describe my research to a layman. I am formed
as a statistical physicist, but I later became interested in macroeco-
nomic models.

Physics is mostly seen as the science that studies either subatomic
particles at CERN in Geneva or stars and their gravitational fields.

Physics is the science studied in laboratories, possibly underground,
away from other people. The results produced by physicists are not
comprehensible to anyone except the members of the sect of physi-
cists, who jealously guard them.

I went against this trend.
During this thesis, I chose to study a subject that is not typical

among physicists. Indeed, economics is often seen as non-scientific
and far removed from the “pure world” of natural phenomena. I was
at the interface of two worlds, with many physicists thinking of my
field as one that is purely motivated by cupidity and material interest,
and with economists seeing me as an arrogant “know-it-all” hoping
to reinvent a decades-old field in a few months

These comments may be clearly met with scepticism from the reader,
as it may seem like a very harsh judgement, but I can attest to the
reality of the various remarks different colleagues addressed to me
during these years. Personally speaking, one of the things that has
fascinated me the most during my PhD is the amount of common
ground Economics and Physics share.

In particular, the branch of Physics that interests me is Statistical
Physics, or rather the Physics of Complex Systems, i.e. the field of
Physics which studies the emergence of complex macroscopic phe-
nomena due to the interactions of its microscopic constituents. Com-
plex Systems is a science very suitable for interdisciplinary applica-
tions, and has a particular flair for social sciences. Its main purpose
is to study emerging phenomena in aggregate systems, where the
study of the interactions between different elements is the fundamen-
tal key to the understanding of its phenomenology. From these in-
teractions emerge surprising and deeply fascinating phenomena. The
most classic examples are those of water and ferromagnetism. Physics
aim to investigate how certain changes in macroscopic properties oc-
cur as temperature varies. How is it possible that when the system
is heated, the water evaporates and the magnet loses its attractive
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properties? The explanation cannot be attributed to the individual
components, but rather to the properties of the aggregate. The modus
operandi of the statistical physicist is to create mathematical models,
based on reasonable assumptions, that are able to reproduce observed
natural phenomena. In Chapter 1, I will illustrate the details of those
examples, emphasising on the modelling process and how, when one
refines the assumptions, their outputs are more and more realistic.

By way of a mental exercise, in extreme simplification, the society
in which we all live and move on a daily basis is composed of agents
that, like water molecules, interact with each other. Each action, from
the clothes we buy to the shares we invest in, is the result of interac-
tions.

It seems therefore obvious that the work of the statistical physicist
and the macroeconomist are compatible. However, there are radical
differences between the two domains that should not be underesti-
mated.

Undoubtedly, the nature of social interactions is more complex and
articulated than the laws governing two adjacent water molecules.
People often act impulsively, driven by feelings rather than reason.
The fashion and art industries are two examples that we are con-
fronted with every day. Although beauty should be a universal con-
cept, our tastes are subject to the filter of our personality. This ex-
plains why the choice to buy a branded coat for three times the price
of a more “standard” one, can hardly be considered a rational de-
cision but rather a matter of feelings. On the other hand, when a
physicist models water molecules, they do not pause to think about
their decision-making process. As a result, the behaviour of vapour
clouds is subject to the laws of thermodynamics and fluid dynam-
ics, which are deterministic and well-established and understood. By
combining these two contributions, physicists are able to forecast the
evolution of weather conditions which, despite the control we have
over models at the microscopic level, remain very imprecise due to
the intrinsic chaotic nature of its dynamic evolution. Without a large
amount of data, trying to make a macroeconomic forecast in the same
way we predict the weather seems like an unattainable goal2. As we
shall see in the course of this document, there are too many vari-
ables over which we have no control (through, for example, correct
estimation) and, in some cases, we even ignore their existence. The
spirit with which I have conducted my research aims to avoid this
approach. To keep the similarity with climate alive, I would dare to
write that my attitude is closer to climatology rather than to meteo-
rology3. Climatology aims to provide probabilistic claims that certain
phenomena will occur. No one would believe me if I claim that it

2 Maybe in 50 years it will be easier due to the increasing availability of data.
3 The metaphor is not accidental: some examples of studies connecting the domains

of climatology and Economics exist in the literature, see Ref.[4–6]
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will rain in Paris in exactly two years from now. Even with the most
sophisticated software, weather forecasts are inaccurate within two
days, let alone two years.

It would be quite different if I state that in two years it will rain
in Paris, with a probability of 15%. This assertion is based on the
chronology of seasonal rainfall in Paris, matched with the observed
trend, and is correct in probabilistic terms.

My approach, as I will also discuss in the conclusion of this thesis,
is focused on probability distributions rather than on trajectories 4 of
the economy, which remain dominated by uncertainty.

To achieve results, however, models are needed.
The 2008 Global Financial Crisis (GFC) left a void in macroeco-

nomic modelling. The existing ones proved themselves to be inade-
quate, as they failed to provide an answer to what had happened.
Only after a few years, and after many adjustments, some were fi-
nally able to understand (and reproduce) what economists were look-
ing for. This, as I will discuss in Ch. 2, created a deep rift in the
research community which does not seem to have healed so far. The
economic researchers are torn: the most conservative think the old ax-
iomatic methodology is still valid, while others, revolutionary, believe
that economic theories must be rebuilt from the foundations. The di-
alogue between the two communities, as the reader might guess, is
sporadic and difficult.

The ultimate goal of my research is particularly ambitious, insofar
as it wants to bridge the gap between these two communities. In the
conclusions of this manuscript, I will summarise my point of view,
trying to highlight what the next bricks to place are.

I hope that, in writing this thesis, I have managed to capture the
key aspects of my work. My greatest efforts were directed towards
the definition of the models I have developed during the thesis and
the discussion of their solutions. The task is not easy, as the assump-
tions underlying the models have to be plausible, and their results
must be in line with observations. The models I will present in the
next chapters are toy models, see Ref.[13], designed only to illustrate a
few stylised facts. Many ingredients are still missing for them to be
considered mature. I strongly believe stylised facts are essential for
understanding economic dynamics. Only once they are understood
and mastered can one increase their complexity. During my work I
have used different techniques. Wherever it was feasible to obtain
analytical derivations, we exploited their power to shed a light on
the results and develop economic intuition. When, instead, analyti-
cal techniques broke down on the hurdle of algorithmic complexity,
we exploited numerical simulations. Through numerical simulations,
we generated synthetic data to test our hypotheses. This thesis’ struc-

4 Trajectories are traced and studied, but considered only as stylised facts. They mostly
serve to form an intuition of the outcomes of the model.
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ture is the following. In the next chapter, I will dig deeper into the
main concepts of Complex Systems, with particular emphasis on two
examples: (i) the Ising model shall convince the reader about the im-
portance of networks and interactions and (ii) the modellisation pro-
cess aimed at describing the phase portrait of water. Ch.2 focuses
on the main criticisms that Dynamic Stochastic General Equilibrium
models (DSGE) models have faced after the 2008 GFC. I introduce
the baseline DSGE model and two extensions: (i) the addition of the
capital market and (ii) the implementation of heterogeneities. Ch.3 is
devoted to the modification of the benchmark DSGE model. I show
how the implementation of simple features can effectively answer
some of the criticisms that DSGE models are facing. In the following
chapter, Ch.4 I present a first extension of the previous model where
we account for income inequalities and social networks. Finally, in
Ch. 5 I move a step towards Agents Based Models (ABM) model,
yet without abandoning the DSGE philosophy, adding elements that
were missing in the first two chapters, such as investors’ preferences
and capital market. In the conclusions, I summarise the main achieve-
ments of my PhD, giving my critical perspective. I discuss the limits
of my approach and the missing parts that should be investigated in
the future. Finally, I give my personal opinion on the debate.

I hope the reader will find this work interesting.



Part II

F R O M C O M P L E X S Y S T E M S T O E C O N O M I C S

This first part has an introductory role. In its first chapter
it is presented the methodology of the statistical physicist
and it is explained why it should be relevant for the macro
economic analysis. The second chapter, that concludes this
first part, is devoted to the introduction of the macro eco-
nomical models that will be studied in the next part of this
thesis. The DSGE models are introduced in their simpler
form and some of their extensions are presented because
useful in the debate.





1
C O M P L E X S Y S T E M S A S A N I N T E R D I S C I P L I N A RY
S C I E N C E

Roughly, by a complex system I mean one made up of a large number of
parts that interact in a non-simple way. In such systems, the whole is more

than the sum of the parts, not in an ultimate, metaphysical sense, but in the
important pragmatic sense that, given the properties of the parts and the

laws of their interaction, it is not a trivial matter to infer the properties of
the whole. In the face of complexity, an in-principle reductionist may be at

the same time a pragmatic holist.

— Herbert A. Simon [14]

1.1 introduction

The main subject of this dissertation is the application of concepts,
methods and techniques of Statistical Physics to Economics and so-
cial sciences. More precisely, the field to which I have dedicated my-
self is that of Macroeconomics and, in particular, the models that are
more popular among policy makers. As we will see in the next chap-
ter, the 2008 Global Financial Crisis (GFC) has exposed major prob-
lems in the existing macroeconomic models, as they did not prove
themselves capable of predicting the crisis nor of providing a solu-
tion to it. The great theoretical “void” left by the GFC has not been
filled to this date. The community of experts does not fully agree on
the path that best solves the problem. They can be divided into two
macro-categories. The first and largest group believes that it suffices
to modify the existing models to make them more plausible, while the
second group of researchers, fewer in number, argue that the macroe-
conomic laws should be revisited in depth, questioning the axioms.
This second group proposes a different methodology. The goal of my
research is to try to understand (and implement) the main ingredients
that bridge the gap between those two communities. In this chapter, I
introduce some key concepts of Statistical Physics that may be instru-
mental to bridging this gap. In doing so I hope to convince you, the
reader, of their efficacy in the domain of social science.

In physics, but perhaps it is more correct to say in epistemology,
two opposite approaches of research have formed. The first one, de-
fined as reductionist, holds that all natural phenomena can be un-
derstood starting from a fine understanding of the elementary con-
stituents of matter. An example is the field of high-energy Physics,
where research has focused on studying the atom and breaking it
down into its fundamental components to understand the shape of

25
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nature. Through this process it has been understood that the atom is
divisible and formed by the interaction of smaller particles, called pro-
tons, neutrons and electrons. The constituents of the atomic nucleus,
are themselves divisible into even smaller particles called quarks,
whose Physics is determined by a fundamental force called the strong
nuclear force. By reducing the scale further, we enter the string theory
domain. According to this formulation, every known particle would
be a string that vibrates differently. Their scale is approximately the
Planck scale 10−33 m and, given the impossibility for humankind to
obtain such a resolution, the falsifiability of the theory is questioned.
We will not dig deeper into the details of fundamental forces and
string theory, as it is not the purpose of this introduction.

The second modus operandi, diametrically opposed to the first, is the
holistic method. Within this paradigm, in a system made up of a mul-
titude of interacting components, the laws governing the individual
parts of the system do not allow for an easy deduction of the collec-
tive system, the behaviour of which needs to be studied as a single
entity or aggregate. In particular, the properties of these aggregates
themselves are extremely different from the original substance: the be-
haviours displayed are often surprising and unexpected. The physical
properties of water, and the solid, liquid and gaseous phases in which
it can be observed, cannot be inferred from the properties of quarks,
nucleons or even those of a single H2O molecule. To solve the puzzle,
water has to be understood as an aggregate of interacting molecules.
Another interesting example is Darwinism and the evolutionary the-
ory. If we want to apply the reductionist method, living beings are
made of cells, whose information is encoded in the DNA. The DNA
is a structure made of nucleotides, each of which is composed by
one of the four nucleobases (cytosine (C), guanine (G), adenine (A)
or thymine (T)). To understand how different species have developed
through millennia, one has to see the big picture. The chemistry of
DNA alone does not allow one to understand the larger scale biologi-
cal and ecological phenomena that have led to the species we can see
today. Many other examples are present in nature. Listing all of them
might result heavy for the reader. The core message of this paragraph
can be summarised by the fact that sometimes the key to unveiling
the rules of nature lies in the properties of the whole and not in the
single components of the substance or, quoting P.W. Anderson: “more
is different”[15].

1.2 more is different

The domain of science called Complex Systems aims to understand
how unexpected and sometimes surprising behaviours emerge at the
aggregate level, or collective behaviours. The date that best corresponds
to the founding of this domain of science is perhaps that of the publi-
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Figure 1: Two images depicting collective behaviour in the natural world.
On the right, a school of fish arranges itself in a sphere to de-
fend itself from possible predators, and on the left, a flock of birds
swirls in the air, assuming harmonious shapes.

cation of “More is Different” [15] by P. W. Anderson, where, he claimed
that:

“Simple laws, rules, and mechanisms can, when applied to very large as-
semblages, lead to qualitatively new consequences.”.

Collective phenomena are the consequence of the interaction of the
single elements of the aggregate. For example, no collective behaviour
emerges from a heap of stones, as they don’t interact. A heap of stones
remains such.

To illustrate the striking properties of aggregates, nature provides a
vast variety of examples of emerging collective behaviour. Two of the
most fascinating and studied, [16–18] are represented by schools of
fish and flocks of birds (unlike rocks, both fish and birds can interact
with each other), as shown in Fig. 1.

The formation of a school of fish is a response to important exter-
nal stimuli (such as the presence of food) that are transferred, via
interactions, throughout the school of fish and creates coordination
on a large scale. This coordination is also, for example, an effective
defence mechanism against predators, increasing the chances of sur-
vival. Being in a group favours movements that disorient the predator
and make the individual less identifiable.

The same reasoning applies, a few metres higher up, to flocks of
birds. Another surprising and fascinating example of collective be-
haviour is the synchronization of fireflies, described very well by S.H.
Strogatz and I. Stewart [19]

“[...] along the tidal rivers of Malaysia, Thailand and New Guinea, where
thousands of male fireflies gather in trees at night and flash on and off in
unison in an attempt to attract the females that cruise overhead. When the
males arrive at dusk, their flickerings are uncoordinated. As the night deep-
ens, pockets of synchrony begin to emerge and grow. Eventually, whole trees
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pulsate in a silent, hypnotic concert that continues for hours.”

Similar to the case of birds and/or fish, synchronization is achieved
via interactions. Each firefly sends and receives continuous signals
from its neighbours, and it adapts its frequency accordingly.

These examples, just a few of many in the natural word, describe
an emerging collective behaviour in which, in the words of Aristotle,
“the whole is greater than the sum of the parts”. What these systems have
in common are interactions between individuals that act on a small
scale (the distance between two birds, for example) and have large-
scale consequences.

Intuitively, a substantial difference emerges when one observes a
group of pigeons at rest in San Marco square in Venice or instead
an equally large flock of swallows circling in the sky. Although the
number of elements remains the same, the two systems are radically
different. By an effort of imagination, we can speak of two different
phases: uncoordination versus coordination. Statistical Physics is in-
terested, among other things, in the study of the properties of these
states and, in particular, in describing the underlying processes that
lead to the transition from one state to the other. When this transition
occurs, physicists call the process a phase transition. Phase transitions
are one of the most striking and studied properties of aggregate sys-
tems made up of interacting parts. Nature offers a wide variety of
examples of phase transitions, and in this chapter we will focus in
particular on the properties of water and the difference between a
magnetised and a non-magnetised metal.

The topics I will discuss later are set out clearly and extensively in
the book Statistical Mechanics: Entropy, Order Parameters, and Complex-
ity by J. Sethna [20]1, from which I took inspiration.

1.3 phase transitions and order parameters

Experience teaches us that there are different states of matter in na-
ture. With some of them we have daily contact. Three distinct phases
of the same substance are the water we drink, the ice we use to cool
our drinks, and the steam that forms in the shower. The same sub-
stance can have multiple phases and manifest itself in the form of
each of them depending on certain factors. Intuitively, we know that
ice, water and vapour are names we associate with different states of
the same substance, water, which is composed of a multitude of H2O
molecules. If the temperature drops, water will turn into ice, but if
we heat it long enough, it will evaporate. When the substance passes
from one state to another, undergoing an abrupt change in physical
properties – symmetry, for example – a phase transition occurs. The

1 I also suggest the reading of Yeomans’ book “Statistical mechanics of phase transitions”
[21] and Equilibrium Statistical Physics by Plischke [22]. See also Ref.[23].
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processes of boiling as well as freezing are examples of phase transi-
tions. Phase transitions are an intrinsic property of aggregates: in fact,
the macroscopic properties of ice and water are very different from
each other, but at the microscopic level both substances are formed
by the same H2O molecules.

Some questions arise spontaneously, and statistical physicists try to
provide an answer: why do phase transitions exist? What are the fac-
tors that condition their existence? What is the value of these factors
(e.g. why does water freeze at 0°C and not at 50°C)? To shed some
light on the problem, we must proceed in order. It is necessary to es-
tablish a method that allows one to both rigorously describe the state
of the system and to make predictions over its response to chang-
ing conditions. The first step is to isolate the key parameters that
influence the physics of the problem. Physical systems have many de-
grees of freedom, and their role is not always evident. Many param-
eters will turn out to play an irrelevant role in the description of the
phenomenology and will therefore be neglected. For this selection to
be effective, it is necessary to systematically study their impact onto
the system, by monitoring their effect individually. Those that will
prove to be fundamental for the description of the aggregate system
are called by physicists control parameters. Control parameters help
physicists to orientate themselves in the different phases of matter
and, depending on their value, to indicate its precise state. For an
accurate description of the physical state of water, intuition suggests,
temperature T , pressure P and volume V are key. If all three control
parameters P,V and T are fixed, the substance appears in a precise
state. A large enough change in temperature, as well as in volume or
pressure, could induce a phase transition.

The second point concerns the identification of the phase of the ag-
gregate system. To succeed, one must discard the possibility of con-
trolling the behaviour of the individual elements of the group. This is
too complicated and could prove to be misleading. For example, dis-
tinguishing between water and ice might be achieved by observing
the periodic order of the H2Omolecules, see Fig.2 for a schematic rep-
resentation of their different symmetries. Instead, as the arrangement
of H2O molecules is rather irregular, gas and liquid phases might be
confused.

The identification of those aggregate observables allowing to quan-
tify the phenomenology of the system is key. Such variables are called
by physicists order parameters and their identification is neither a sim-
ple task, nor does it follow a standard procedure. Quoting Sethna:
“Choosing an order parameter is an art”. However, there are some gen-
eral rules that a good order parameter must respect. From a mathe-
matical point of view, it takes on different values in each of the phases
of the system. The value of the order parameter is therefore a prop-
erty of each phase, allowing physicists to characterise it unambigu-
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ously. Technically speaking, it should vanish in one phase, say phase
A, and takes on non-zero values in phase B. To reconcile this differ-
ence, when a phase transition occurs, the control parameter has a
singular behaviour. This discontinuity characterises the order of the
phase transition. If the order parameter manifests a simple “jump”
the phase transition is said to be first-order, otherwise the control pa-
rameter is continuous, and its singularity is encoded in the deriva-
tives. The latter scenarios are classified by Physics as second-order (or
higher) phase transitions. The values of the control parameters for
which the order parameters manifest a singularity of any order are
called critical points. The study of the critical point unveils the prop-
erties of phase transitions.

When studying the critical properties of water, physicists are par-
ticularly interested in the changes of its density ρ, as a function of
temperature, the pressure and the volume of the reservoir. The den-
sity ρ, is a good order parameter as – in the case of many liquids – it
changes considerably between two different phases, while it remains
roughly constant within them. Intuitively, the density of vapour will
be lower than both the density of water and ice, while ice remains less
dense than water (ice floats)2. More specifically, the order parameter
ρ undergoes a first order discontinuity when it reaches, at standard
pressure for example, the critical temperature T = Tc = 0°C. To give
some numbers, when T = 0−°C the density of the ice, ρice ≈ 0.9g/cm3

is considerably smaller than the density of water, which at T = 0+°C
is ρwater ≈ 1g/cm3 3.

Once the order parameter has been chosen, it is systematically stud-
ied in relation to each of the control parameters. The aim is to create a
detailed map, noting all the positions of the critical points. The set of
these points form lines that are defined as critical. This diagrammatic
representation, usually two-dimensional for greater clarity, is called a
phase diagram.

The leftmost panel of Fig.2 shows a schematic representation of
the phase diagram of water as a function of the pressure and the
temperature, keeping the volume constant. The lines shown in the
figure are the collection of all the critical couples (Pc, Tc) for which
one observes a phase transition (solid/liquid and liquid/gas).

Given a set of parameters, the phase diagram provides not only
with precise information about the macroscopic properties of the sys-
tem, but also with a measure of their sensitivity to parameters’ vari-
ation. If the system lies well within the transition lines, then any rea-
sonable variation of the control parameters will not have a radical
effect on the system. Vice versa, if the system is close to the criticality,
a variation, however small, of the parameters may induce the system

2 This is a peculiarity of water: for other substances, the solid phase is denser than the
liquid phase.

3 We mentioned that the order parameter should vanish in one phase. This can be
achieved by a simple redefinition of the density.
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Figure 2: The rightmost panel of the figure shows a sketched version of the
water phase diagram. The two rightmost panels instead compare
the different symmetries of water and ice. Each dot corresponds to
an O atom.

to a phase transition. To understand the extent to which phase transi-
tions have a dramatic effect on the properties of the systems, it suffices
to think that such an infinitesimal change, alone, is capable of alter-
ing simultaneously both the macroscopic qualities and the system’s
microscopic structure. One fundamental microscopic property that is
spontaneously “broken” during a phase transition is symmetry.

For example, at normal pressure (1 atm) the liquid and solid phases
of water are separated by an apparently negligible variation of the
temperature (from 0+°C to 0−°C ). This drop changes the macro-
scopic properties (liquid vs. solid) as well as the microscopic structure
of the substance.

As illustrated in the two rightmost panels, water and ice have
clearly different symmetries. The oxygen atoms in the solid and liq-
uid forms of water form different patterns. On the one hand, the ice
crystal possesses discrete rotational and translational symmetries. If
one rotates the ice structure by a multiple of 60 degrees, the result
will be indistinguishable from the original, and similarly, if one trans-
lates the ice lattice in a direction by an integer multiple of the basic
lattice, the result will - again - be indistinguishable from the original.
On the other hand, water is invariant in rotation and translation. In
fact, any rotation or translation results in a representation that looks
exactly like the original.

Regarding the importance of symmetries in Physics, P.W. Anderson
wrote:

“It is only slightly overstating the case to say that Physics is the study of
symmetry.”.

By now, the reader should be convinced that aggregate systems ex-
hibit unpredictable behaviours that, like phase transitions, cannot be
deduced from individual components. At least two questions emerge
and are inevitably interconnected. The first concerns a formal aspect
of science. How is it possible to implement these collective phenom-



32 complex systems as an interdisciplinary science

ena in mathematically tractable theoretical models? The second ques-
tion is more philosophical and focuses on the vast number of aggre-
gate systems present in nature. What are the limits of validity of such
models? In other words, can we somehow deduce the properties of
different substances by developing a unified theory?

1.4 universality classes and modelisation

The multitude of substances present in nature differs from each other
both in their microscopical structure and in the way individual ele-
ments interact. At first glance, and because of the large number of pos-
sibilities, the role of physicists is extremely tough, as they necessarily
need to study all those possibilities individually to infer their criti-
cal properties. Nature, however, simplifies the task as, regardless of
the microscopical details, many systems are found to share the same
critical behaviour. At the critical point, the correlations between the
constituent elements of the substance become large scale 4, to the ex-
tent that the variations undergone by a single element affect elements
far away from it. At the critical point, the collective effects completely
dominate the phenomenology of the system, and the microscopic de-
tails become completely irrelevant in its description. The fact that
the critical behaviour loses its dependence on the microscopic details,
allows the mathematical description of its critical properties – i.e. oc-
curring during a phase transition – to be surprisingly common to
a wide variety of different systems. Those similarities are so recur-
rent that physicists started to classify different substances sharing the
same critical properties into distinct classes, called universality classes.
The study of critical behaviours then becomes the study of the uni-
versality class: as the study of one substance will provide “critical”
information to all the others belonging to the same universality class.

One of the first clues of this universal behaviour was provided by
E. A. Guggenheim in his work of 1945, see Ref. [24]. He showed
how the liquid-gas critical lines (in the density5 temperature plane)
have the same mathematical properties for different atoms and small
molecules, see Fig.36, that do not share the same microscopic prop-
erties. These striking similarities in the vicinity of a phase transition
cannot be accidental and must be explained by a common theory.
Nowadays, the distinct classes of universality are mostly identified
and listed in various review works, see Ref.[25]. Despite the fact that,
within the same universality class, critical behaviours have the same
fundamental structure, the phase portraits of the different systems
slightly differ from each other. Thus, to know the exact position of

4 In particular, the correlation length becomes infinite, and two constituent elements
of the system become correlated regardless of their distance.

5 Density is the order parameter
6 Neon, Argon, Krypton, Xenon, N2, O2, CO and CH4
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Figure 3: The figure shows how the critical liquid-gas coexistence lines su-
perpose for different atoms and small molecules, near to the criti-
cal point. The picture is taken from the book Statistical Mechanics:
Entropy, Order Parameters, and Complexity by J. Sethna [20] and it is
based on the original work of E. A. Guggenheim [24].

the critical lines, it would be necessary to investigate each substance
individually. However, if one is only interested in a qualitative study,
the structure of the phase diagram remains very similar and, conse-
quently, the underlying Physics. Carbon monoxide, CO, will display
the same phases as water (solid, liquid, gas, ...) but the transitions
occur at different values of the control parameters. At standard con-
ditions, carbon monoxide manifests as a gas while water is liquid.
Yet, surprisingly, critical properties are exactly the same for the two
substances.

Physicists are therefore allowed to infer the physical properties of
the molecule of dioxide from the properties of the carbon monoxide.

One of the most important consequences of universality classes,
and it is also the reason why they have been introduced here, is the
role they play in the process of modelisation. Thanks to universal-
ity, one can deduce the physical properties of very complicated sub-
stances by considering the simplest possible case. This will certainly
be mathematically more tractable (intuition and understanding both
benefit about this point) and at the same time it provides precise in-
formation about the phenomenology of the problem. For example,
the Ising model (will be introduced later) is a perfect candidate to
explore the paramagnetic/ferromagnetic transition, but it also pro-
vides the mathematical structure of all the phase transitions occurring
within the same class of universality. To list some, the liquid/vapour
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transition of the water, binary mixtures transition, uniaxial magnetic
systems belong to the same class as the Ising model, see [25] for ad-
ditional references.

Surprisingly, the concept of universality is not restricted to Physics,
and many examples of universal behaviour can also be found in Eco-
nomics. Many distributions, including the distribution of incomes in
different countries [26–28] and the growth rate of companies [28–31],
are universal and described by the power-law distribution with sim-
ilar exponents, despite all the countless differences that may exist at
the level of the individual agent.

1.4.1 The Process of Modellisation. The Case of Water

Let’s imagine one wants to describe the physics of water. Their goal is
necessarily aimed to derive its phase portrait, and they are looking for
the perfect model to achieve this goal. If they look closely, the water
molecule is a rather complicated object. It is composed of two hydro-
gens forming two covalent bonds with an oxygen atom. As oxygen is
more electronegative than hydrogen, it attracts more of the electrons
involved in the chemical bond. The resulting electric charge is there-
fore not homogeneous but concentrated on two extremes, showing
a dipole momentum. As an aggregate, dipoles interact via electro-
magnetic forces and keeping track of the resulting position of each
molecule becomes really hard, as they are large in number. How is it
possible to model all that? “It is not necessary” is the answer provided
by the Complex Systems. One of the most important successes of the
thermodynamics of the 19th century is the ideal gas law, formulated
by Clapeyron, which provides a relation between pressure, volume,
temperature and the number of particles for ideal gasses. The famous
law reads as PV = NkBT , where P is the pressure, V the volume, T
the temperature, N the number of particles and kB a constant.

In the process of modelling, the assumptions are fundamental. An
ideal gas, i.e. that follows the ideal gas law, has the following prop-
erties: (i) the molecules are so small in relation to the volume of the
system that they are considered as dimensionless (punctiform); (ii)
the gas is so diluted that all inter-molecular forces are neglected, and
the particles only interact through perfectly elastic collisions. As a re-
sult, the ideal gas law is not able to provide any explanation for phase
transitions. The reason relies on the fact that the underlying assump-
tions are too simple, and the interactions are mostly neglected, a part
for the elastic collisions among particles. Although not satisfactory
for our purpose, the ideal gas model is an excellent starting point.
Two of the most natural extensions that can be made to the perfect
gas formula are: (i) to exclude the volume occupied by the particles
and (ii) to include the interactions among particles in the simplest
possible way.
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Figure 4: The figure shows the Lennard-Jones potential as reported in
Eq.(22). The minimum of the potential is located at r0 = 21/6σ.
For r < r0 interactions are repulsive (−∂rV < 0), while for r > r0
the nature of interactions is attractive (−∂rV > 0).

First, to account for the impossibility of particles overlap the to-
tal volume is reduced by the volume occupied by the molecules, as
V → V −Nb, where b is the molecular volume of the single par-
ticle, and N their number. Intuitively, if the space occupied by the
molecules Nb coincide with the size of the system V , the pressure be-
comes infinite. Second, the attractive interactions of molecules reduce
the pressure: molecules close to the walls of the system are attracted
towards the centre as they “see” a higher density. This translates into
a reduction of the pressure by a term proportional to aN2/V2. Merg-
ing together those two ingredients lead to the so-called Van der Waals
state equation, introduced in 1873 by the homonymous physicist [32],
or:

P =
NkBT

V −Nb
−
aN2

V2
. (21)

By introducing simple interaction effects, the Van der Waals equa-
tion of state predicts the transition between liquid and gas phases
(but it misses the crystal phase), and it provides an estimation of the
position of the critical lines.

The Van der Waals model still neglects many ingredients, and this
omission is reflected by its imprecision. One of the defects of this for-
mulation is that it only accounts for aggregate variables, mean field for
a physicist. However, it is important to show how, even in such a sim-
ple approximation of the molecular interaction, one already grasps
some key features of the system as one phase transition.

To date, it does not exist any state equation that provides a full
explanation of the physics in all temperature ranges. If one wants to
draw the complete phase diagram of water, it is necessary to abandon
the mean field representation. The full phase portrait of water can be
derived assuming particles interact via the Lennard-Jones potential
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[33]. The Lennard-Jones potential of water molecules remain reduced
to hard spheres (again, the dipole moment is completely neglected7)
which, however, are subject to simple interactions. Molecules repel
each other at short distances, while their interaction is attractive at
long range. For the sake of clarity, Fig.4 shows the shape of the poten-
tial and distinguish the two attractive/repulsive regimes. The poten-
tial reads:

V(r) = 4ε

[(σ
r

)12
−
(σ
r

)6]
, (22)

where r design the distance between two interacting particles, ε is
the depth of the potential well and σ is the size of the particle (the
potential vanishes for r = σ). It is therefore possible to associate to
the system an energy, or Hamiltonian, H :

H({ri, vi}) =
∑
j

∑
i<j

V(|ri − rj|) +
∑
i

1

2
mv2i , (23)

where the set {ri} describes the particles’ position, {vi} their velocities
and m their mass (supposed to be the same). Indeed, the interaction
potential V only depends on the relative distance between particles
|ri − rj|. Statistical Physics teaches that every microscopic configu-
ration, i.e. the collection of all the possible positions and velocities
{ri, vi}, has a probability given by the Boltzmann law :

p({ri, vi}) = Z−1e−βH({ri,vi}) , Z =

∫
e−βH({ri,vi})dridvi , (24)

where Z is a normalization factor, also called partition function. The
inverse temperature β is defined as β := (κBT)

−1 with T the temper-
ature and κB ≈ 1.38× 10−23J ·K−1 the Boltzmann’s constant.

Combining the Hamiltonian described in Eq.(23) together with the
Boltzmann probability, Eq.(24) one can fully reproduce the phase di-
agram of the water. Within this framework, the simplicity of the Van
der Waals state equation is lost, but the correct critical behaviours
can be found exploiting the renormalization technique [34] or, al-
ternatively, they can be obtained through numerical simulations, e.g.
through a direct integration of Newton’s equations of motion or using
a Monte Carlo algorithm, see Refs.[35, 36] for insights on the method
and Ref.[37] for its applications to the Lennard-Jones potential.

This example aims to show how the process of refining hypothe-
ses distorts the results. Starting from non-interacting hard spheres of
the perfect gas law, a great improvement is achieved by taking into
account the volume occupied by the molecules and the mutual at-
traction. The problem is only finally solved when the assumption of

7 For this reason, the Lennard-Jones potential works particularly well with noble
gasses.
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treating the problem as a function of only global variables is relaxed
and the molecules are modelled as individual entities.

In this approach, however, many details, such as dipole moments,
are omitted. These details are essential if one wants to know the exact
location of the phase transitions in the parameter space, but are not
relevant as far as the qualitative shape of the phase diagram and the
critical properties are concerned. The message the layman has to re-
tain is that all the physics can be summed up in a simple interaction
potential, such as the one described by Eq.(22). The lack of reduction-
ist micro-foundations does not preclude the resolution of the problem,
and indeed simplifies it.

A note that we will also recall later in this work: the Lennard-Jones
framework increases considerably the complexity of the problem. The
Van der Waals equation is easy to manipulate analytically, whereas in
the case of the Lennard-Jones framework there is a price to be paid
as one can only rely on numerical simulations.

1.4.2 Interactions and Interdisciplinarity. The Ising Model

What do magnets, voters in the United States, and the neurons in our
brains have in common? At first glance, the answer is: “nothing”. In
reality, with a little imagination, all three systems share some prop-
erties and can, therefore, be described by the same model: the Ising
model.

The Ising model is a perfect starting point for studying all those sys-
tems where binary variables are connected through a network. Mag-
nets, as we shall see later, can be modelled as a set of spins lying
on a lattice that can be in two states: “↑” and “↓”. When the major-
ity of the spins are coordinated and oriented along the same axis,
the material is magnetic. Similarly, during the presidential elections,
American voters can be represented with two binary values depend-
ing on whether they prefer Democrats, say they are in a state “1”,
or Republicans, corresponding to “-1”. US citizens, even if they are
not aware of it, form a network and their preferences are influenced,
through constant interaction, by those of their neighbours. If the opin-
ion of one agent differs completely from that of his neighbours, with
a higher probability they will be persuaded (by the social pressure) to
switch his preference.8 When the majority of voters are synchronised,
one party will be victorious over the second. Refs. [38, 39] applies the
Ising model to vote-models. Neurons [40], similarly to magnets and
US voters, can be switched on “◦” or off “•” depending on whether
they receive an electrical impulse from their neighbours, which can
only fire if they are themselves turned on. The water/steam transi-
tion can also be described by the Ising model: one can consider the

8 In some cases, they will change neighbourhood. Let assume this is not possible in
order to keep the example simple
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problem to be a lattice where nodes are either occupied or empty.
A predominance of occupied sites represent the liquid state, while
sparse occupation better describes the gas phase. The properties of
the Ising model are worth to be discussed, as the model is very gen-
eral and prone to interdisciplinarity [41]. To describe these systems
correctly one would have to account for many details, making the
task extremely complicated (in the case of magnets one would have
to include dipole interactions, defects, etc.).

The concept of universality class, once again, comes to the rescue,
and the research for a model is reduced to finding the simplest model
that best represents the dynamics observed in nature. The Ising model
accurately reproduces the qualitative aspect of most of those transi-
tions, occurring between a phase where noise effects dominate (US
citizens vote randomly) and a phase where one observes coordina-
tion between those binary variables.

The problem was first formalised in 1920 by German physicist Wil-
helm Lenz and was designed to answer the question of why a magnet
loses its attractive properties above a certain temperature. He imag-
ined a magnet as a lattice made up of many small arrows, whose
overall orientation explains the presence of magnetisation. The one
dimensional case was solved by one of his students, Ernst Ising, from
which the model take its name. The Ising model is formed by a collec-
tion, of binary spins, that can be represented as small arrows pointing
into two possible directions: “↑” and “↓”. Without loss of generality,
one can associate to each spin the value 1 when it is in a “↑” state and
−1 otherwise. The spins’ interaction, say between first neighbours,
determine their preference to align with other spins or to be oriented
in the opposite direction (negative interaction). The Hamiltonian (en-
ergy) H of one configuration of N spins {si}, i ∈ [0,N] can be written
as:

H({si}) = −

N∑
i

N∑
j∈N(i)

Ji,js
isj , (25)

where Ji,j represents the interaction matrix between spins i and j. N(i)

is the collection of neighbours of the i-th spin. Thus, if we assume pos-
itive and homogeneous, anti-ferromagnetic, interactions among spins,
Ji,j > 0 if j ∈ N(i) and Ji,j = 0 otherwise. Conversely, negative, fer-
romagnetic, interactions are accounted by simply assuming Ji,j < 0.
For simplicity let assume Ji,j > 0 To each of the 2N configurations,
it is possible to associate a probability p({si}), measured by the Boltz-
mann’s weight:

p({si}) = Z−1e−βH({si}) ; Z =
∑

{sj=±1}

e−βH({si}) , (26)

where H is the Hamiltonian, Eq.(25), Z is the partition function and
β the inverse temperature.
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Figure 5: The left panel shows the global magnetisation m as a function
of the temperature T . At T = Tc, m start being non-vanishing.
The symmetry of the problem allow the spins to align in both
directions (up and down) and the resulting average magnetisation
is m∗ = 1 and −m∗ = −1 respectively.

From the definition of the Boltzmann’s weight, one can deduce that
it exists a competition of order versus entropy, corresponding respec-
tively to two distinct limits. On the one hand when the temperature
is very small T � J, the inverse temperature diverges, β → ∞ and
the measure is dominated by the states that minimise the Hamilto-
nian H, Eq.(25). Thus, the system develops a spontaneous magnetisa-
tion, as most of the spins are aligned up or down. This limit is well
represented by the leftmost panel of Fig.6, where a Monte Carlo sim-
ulation has been performed to 2D lattice9. The majority of the pins
are aligned upwards, but for some isolated islands of “↓” spins still
persist (the temperature is not exactly zero). On the other hand, when
the temperature is large T � J, the Boltzmann’s weight of the (fewer)
low-energy configurations is less important, the entropy effect domi-
nates the statistical measure. In this limit the orientation of the spins
is mostly random and the global magnetisation vanishes, as displayed
by the rightmost panel of Fig.6.

It is reasonable, as it takes different values in the two limit (and
it vanishes when T � J), that the average magnetisation is a perfect
candidate as an order parameter to describe the paramagnetic/ferro-
magnetic transition. The average magnetisation m(T), together with
its thermal average, 〈m(T)〉 are defined as:

m(T) =
1

N

N∑
i

si , 〈m(T)〉 = 1

NZ

N∑
{sj}=±1

N∑
i

sie−βH({si}) , (27)

From the competition between entropy and order discussed above,
the average magnetisation limT→0m(T) = ±1, while it vanishes for

9 The solution of the 2D Ising model has been provided by Onsager in 1944 [42]
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Figure 6: The figure shows the final configuration of a 2D Ising model
with first neighbours interaction for different temperatures.From
the left to the right. When T � Tc the system displays a global
magnetisation (the spins are aligned), at the critical temperature,
T ≈ Tc, clusters of different sizes of aligned spins coexist. Finally,
when T � Tc the entropic effects are dominant and the global
magnetisation is zero. Simulations are performed using a Monte
Carlo algorithm. The size of the lattice is 128x128 spins.

high temperature and limT→∞m(T) = 0. For all other temperature
ranges, the average magnetisation, m(T), behaves as shown in Fig.5.
The phase transition is spotted, and it is possible to clearly identify
the critical temperature. For all temperatures above the critical value
Tc, the effects of entropy are dominant and the magnetisation van-
ishes. Instead, when the system is cooled down and T < Tc a sponta-
neous finite mean magnetisation emerges.

When one takes a closer look, the Hamiltonian described in Eq.(25)
has a clear Z2 symmetry. In fact, the energy of a given configuration
is exactly the same as the one having all the spins flipped (“↑” to
“↓” and vice versa), as H({si}) = H({−si}). As a matter of fact, the
probability density function, Eq. (26), shares this property.

An apparently counterintuitive results needs to be commented. When
computing the thermal average magnetisation each of the terms sie−βH({si})

is odd under a Z2 symmetry transformation. Thus, each of their con-
tribution sums to zero with the configuration having all the spins
flipped. The resulting thermal average magnetisation, as written in
Eq. (27) vanishes for each temperature T . So how is it possible that be-
low a critical temperature Tc (Curie temperature) the system shows a
finite magnetisation, say m∗? The only answer to this question is that
the system (in the thermodynamic limit N → ∞) has spontaneously
broken the original Z2 symmetry. As in the case of water, the collec-
tive effects are so strong that they break the underlying symmetry
the system possesses at the microscopic level. Once again, this phe-
nomenon is an intrinsic property of aggregate systems and cannot be
explained by looking at the isolated degrees of freedom.

What happens at the critical point? In Sec.1.4, it has been explained
how, at the critical point T = Tc, the properties of the system no longer
depend on the microscopic details. We saw how this effect is due to
the divergence of the correlation length, which becomes infinite.
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In the 2D Ising model, the correlation function G(r) is defined as:

G(r) = 〈si · si+r〉− 〈si〉〈si+r〉 ∝ e−r/ξ , (28)

where ξ ≡ ξ(T) represents the correlation length of the spins, see [42]
for references. In physical terms, the correlation function provides a
measure of how the orientation of the spin located at the site i affects
the value of a spin distant r from it. Clearly, when G(r) → 0 the two
spins are completely uncorrelated (this happens for T � Tc), while
when G(r) → 1 the orientation of a spin i affects the sign of the spin
placed at i+ r.

At the critical point, T = Tc, the correlation length limT→Tc ξ(T)→∞ diverges and the correlation between spins becomes a power-law
or long-ranged. Consequently, the response of the system to any, how-
ever small, perturbation is extremely strong and highly non-linear.
Flipping a single spin, for instance, can switch many other spins,
even very far away from it. Suddenly the network’s structure loses its
meaning, as each of the spins “sees” all the others. The macroscopic
properties of the system have therefore detached from its microscopic
details. This allows, as shown in the central panel of Fig.6, the forma-
tion of islands of aligned spins of all sizes. These islands behave like
individual spins but on a larger scale. In the thermodynamic limit,
their presence leads the system to be “scale invariant”, or in simpler
words, fractal.

However, it is important to remark that the exact value of the crit-
ical temperature Tc depends on the kind of microscopic interactions
one considers, but the critical behaviours remain unchanged regard-
less of whether the microscopic parts of the system are iron atoms,
people voting for the US elections or neurons, or whether interac-
tions are modified to include more detailed and realistic features, e.g.
dipolar interactions etc.

This simple, yet very rich, model provides a quantitative view of
the paramagnetic/ferromagnetic phase transition. Let’s sum up the
achievements of this part. The concept of universality allows physi-
cists to study very complicated phenomena just building models that
only contains few key ingredients. Neither the Ising nor the Lennard-
Jones models provide a detailed description of ferromagnetic mate-
rials and the water molecule, respectively, but yet they explain well
the phenomenology of those problems. Despite their simple formula-
tion, they are very robust to any change in the microscopical detail.
In the case of the Ising model, the topology of the lattice and/or the
range of interactions (nearest vs second-nearest neighbours) do not
affect the final predictions of the model. In the case of the Lennard-
Jones potential, one might think that the variation of the exponents
(6-12) in Eq.(22), might alter the outcome of the theory but, in reality,
any other potential that contains the same ingredients would lead to
similar results.
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What are the limits of those two theories?

1.5 the role of disorder

A non-trivial role in phase transitions is played by disorder. Although
its effects are not always predominant (as in the case of a diluted
Ising model, i.e. some couplings are switched off Jij = 0, see Refs.[43,
44]), disorder can have a dominant effect on the physics completely
affecting the macroscopic phenomenology. The number of examples
is large, and we will not dwell on them. This would deviate from
the main purpose of this chapter, since models containing disorder
are in general very complex to solve, and such a challenge would be
difficult to introduce at this point. However, we will provide two ex-
amples that give the reader an idea of how the role of disorder can be
dominant and that will come in handy later on. First, heterogeneities
can be introduced associating to each spin allocated at site i an exter-
nal random magnetic field hi. The resulting Hamiltonian differs from
the one introduced above, Eq.(25), and accounts for this modification
as:

H({si}, {hi}) = −

N∑
i

N∑
j∈N(i)

Ji,js
isj −

N∑
i

hisi . (29)

The resulting model is known under the name of “Random Field
Ising model” (RFIM), see [45, 46]. The RFIM model still shows the
ferromagnetic phase, but the criticality behaviour is completely dom-
inated by disorder, allowing for hysteresis loops and avalanches. Go-
ing back to the example of American voters, this would translate into
associating individual preferences with each person. The propensity
of each individual to vote Republican, for example, will therefore be
conditioned by its natural political orientation. Making him to vote
against his natural tendencies would require a much bigger “persua-
sive effort” by its neighbours, generating a possible hysteresis cycle.
Hysteresis simply states that the critical points are different whether
one cools down or heat the system, see Ref.[47] for applications. In
the case of neurons, this translates into an individual threshold each
of the neurons has to achieve before turning “◦”, see Ref. [48]. Hetero-
geneities are particularly useful and interesting, and in the course of
the Ch. 4 we will focus on a particular “disordered” extension of the
model presented Ch.3. There I will present the effects that income
heterogeneities have on the crises’ propagation within the different
strata of the society. The second way of implementing disorder, is
to consider independent and identically distributed random pairings
Ji,j (dropping the assumption of first neighbours interactions). This
modification completely disrupts the underlying physics and the sys-
tem no longer shows the ferromagnetic phase. The resulting problem
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takes the name of spin glasses, and it is extensively studied in the
literature, see Ref.[49].

These two examples give the reader an idea what are the bound-
aries of a model, i.e. under what assumptions its results are no longer
valid.

1.6 from complex systems to economics

After these premises, a fundamental question emerges: how does the
job of a statistical physicist combine with Macroeconomics? How can
the concepts of universality classes 10 and phase transitions apply to
social sciences?

The consequences of non-linearities in the proximity of any phase
transition have dramatic repercussions if not well understood. Both
in the Ising model and in the case of water, next to the criticality, an
infinitesimal change in a control parameter (e.g. temperature) leads to
a macroscopic change in the state of matter: coordination vs uncoor-
dination and liquid vs solid respectively. Intuitively, if one observes
water at 30−°C or 30+°C they would hardly notice any difference,
even disposing of a thermometer. Vice versa, our observer will not be
puzzled between two samples at 0−°C and 0+°C. Thus, in a complex
system the presence of a phase transition does not allow one to freely
change the value of the control parameter, instead requires some de-
gree of prudence. Alternatively, one has to accept its consequences.

Let’s transpose this example to Economics. Imagine a policy maker
which goal is to decrease the interest rates (temperature) while adopt-
ing other policies to keep inflation constant (pressure). If, for what-
ever reason, the economy was at the edge of a tipping point, any minor
drop of the interest rates at constant inflation would have dramatic
consequences on the macro level. Admittedly, comparing the econ-
omy to water is reductive to say the least. On the one hand, one
might observe that the phase diagram of water is nowadays largely
understood and drawn with extreme precision, and the underlying
physical laws are known. On the other hand, the laws that determine
people’s behaviour and, therefore, the performance of the economy
are, and will remain to a large extent, unknown. A priori, it is even
challenging to claim that a phase portrait of economy exists. How-
ever, the importance of drawing a good phase portrait is key. In the
decision-making process, the policy makers have a valuable tool to
estimate the risk the economy incurs but, also, it provides them with
an insight on how to overcome possible phase transitions or, in other
words, economic crises. Monitoring the order parameter, they will re-
alise whether they are on the edge of a tipping point and will be able
to reverse the trend by acting directly, through policies and narratives,
on the control parameter.

10 Even if we are not sure that such concept holds in Economics
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As a parenthesis: much has been done in the past years by economists
and many problems have been already thought through. The goal of
my research, is to inject new ideas into the debate. Those concepts
are borrowed from Statistical Physics and are mostly not yet applied
to the economic research.

In this document I propose a Statistical Physics approach to modify
some classical macro economical models. The lesson of P. W. Ander-
son teaches that we cannot ignore the fact that society (and there-
fore its economy) it is composed by a multitude of interacting agents.
Similarly to the spins in a magnet, the aggregate of agents can show
behaviours that are not explained when one focuses on one single rep-
resentative of the population. Many dynamical concepts, such as imi-
tation processes, crisis propagation, feedback loops and panic effects
(to cite a few of them) can only be modelled in an environment where
the population is seen as an aggregate of interacting components. Al-
though the inclusion of social networks and interactions allow for
a more realistic description, their nature is admittedly very intricate
and, to some extent, not fully understood. In that regard, one needs
to remember that universality comes to rescue. In fact, in this chapter
I discussed how, many binary systems can be mapped onto an Ising
model, whose properties are known. Universality allows reducing the
microscopic description to a minimum, without losing information.

In Physics, the intellectual process of modelling strips the system
of its frills and seeks to retain only its key aspects.

This aspect is caught in Sec.1.4.1 where I presented the Lennard-
Jones potential. Within this framework, even barring few (not minors!)
details of the water molecule, the results are still consistent with the
experience.

This is the spirit with whom I conducted my research. In the mod-
els that are proposed in this thesis, both the agents and the interac-
tions will be simplified as much as possible. There are two reasons
for this: (i) the concept of universality teaches that even with a very
simple framework it is still possible to qualitatively describe com-
plex scenarios11 and (ii) simplifying allows reducing the number of
degrees of freedom. Reducing the number of parameters favours a
better development of both the intuition and the understanding of
the model. If, however simple, a model is built on a reasonable basis,
it will have the same role in the macroeconomic investigation as the
representative of a universality class. It can serve as a directive for pol-
icy makers to identify what are (i) the control parameters driving the
economy and (ii) what are the important indicators of the economy,
i.e. the order parameters.

11 Once again, one should think about how simple the Ising model is and how sophis-
ticated its results are.
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For each model I will present, we will systematically explore the
parameters’ space12 to understand which are the important directions.
The possible regimes described by the economy are explored, starting
from their pictorial representation in a phase diagram (which also
unveils their existence). In the course of the chapters, we will discuss
many of the concepts introduced here in more detail, also providing
concrete macro economical applications that will help the reader to
form an intuition. In the next chapter, I will present the benchmark
monetary models I have been working on during my thesis.

From Complex Systems to Economics: Highlights

This introductory chapter plays the role of a methodological
manifesto. It outlines the key concepts of Statistical Physics
with a focus on possible applications in Macroeconomics. In
particular, it presents key concepts such as aggregate systems,
control and order parameters, phase diagrams and universal-
ity. In order to provide the reader with suitable examples, two
in particular are introduced: the Ising model, which describes
the paramagnetic/ferromagnetic transition, and the Lennard-
Jones model, which allows the phase diagram of water to be
drawn accurately. The last part is devoted to a discussion of
how these concepts find their way into the macroeconomic de-
bate. More generally, this chapter provides an overview of the
Econophysics approach to Macroeconomics and justifies the
methodology that will be used in the following chapters.

12 The set of all parameters.





2
F R O M C L A S S I C S T O N E W A P P R O A C H E S : A N
O V E RV I E W O F M A C R O E C O N O M I C M O D E L S

If farming were to be organised like the stock market, a farmer would sell
his farm in the morning when it was raining, only to buy it back in the

afternoon when the sun came out.

— John Maynard Keynes

In the previous chapter, we focused on introducing some key con-
cepts underlying complex systems. The class of economic models I
studied during my PhD is the dynamic stochastic general equilib-
rium (DSGE) models. Before presenting them, I would like to spend
a few words introducing the intellectual path that led economists to
their formulation. The aim of this first section is to guide the reader
through the tipping moments in modern economic history that have
led economists to reflect on the foundations of the benchmark mod-
els.

2.1 a brief introduction to macroeconomic models

To paraphrase A. Kirman “The economic crisis is a crisis for economic the-
ory” [50], the history of economic models is rooted in the history of
their failures [51]. Very similarly, the most famous theories of Physics
were born from the ashes of the previous ones. In this spirit, I will
briefly review the major economic crises of the last century, trying to
understand how macroeconomic models have adapted to overcome
them. The three biggest economical crises of the last century can be
traced back to the Great Depression (GD) of 1929, see Fig.7, the Great
Inflation (GI) that swept the world from the mid-60s to the early 80s
and finally the more recent subprime crisis, that led to the Global
Financial Crisis (GFC) of 2008. The presentation of events is partly
inspired by the article of Vines and Wills [52] “The rebuilding Macroe-
conomics theory project: an analytical assessment”, written in the frame-
work of the project “Rebuilding Macroeconomics”. On some issues, and
in particular circa the “revolution” of Keynes, I have juxtaposed Min-
sky’s perspective as it appears in his book “John Maynard Keynes”[53].

2.1.1 The 1929 Great Depression

Before the Great Depression, the macroeconomic landscape was dic-
tated by the Alfred Marshall (1842-1924) school of thought. Their goal
was to understand what was the process underlying markets (the

47
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labour market, the goods market) equilibrium, namely the match be-
tween supply and demand sides. The Marshall’s economic view was
based on the concept of ceteris paribus1. The markets’ equilibrium con-
ditions are studied by assuming them as uncorrelated entities, i.e.
without considering the influence of other markets. This approach
is generally referred in the literature as partial equilibrium. The Great
Depression fostered fundamental contributions to the construction of
modern economic models. The mainstream economists believed in
the self-correcting properties of markets, through an invisible hand2

and their strategy was “wait-and-see”. The lack of useful active eco-
nomic public policies from these models during the GD set the stage
for John Maynard Keynes’ (1883-1946) ideas to have a strong impact
in the field of Macroeconomics, studying the equilibrating tendencies
of markets with mutual feedbacks. After the stock market crash of
October 29th, 1929, the US economy experienced a recession of enor-
mous magnitude. To give an idea of the amplitude of the crisis: the
Down Jones market index, see Fig.7 dropped by almost 50% in two
months (but more than 20% in the first day), and unemployment in-
creased from 0.4% of August 1929 to 25.6% of May 1932

3. Addressing
the problem of unemployment for someone trained with the Marshal-
lian method was relatively simple. In Marshallian terms, unemploy-
ment is merely a consequence of firms keeping wages above the mar-
ket level. The mismatch between the demand and supply of labour
can be solved by cutting down wages. At lower wages labour sup-
ply drops (working is less attractive), while demand increases, as it
is profitable to hire. This double effect allows matching the labour’s
demand with the supply and, even better, a wage cut is able to re-
store full employment4. In his “General theory” [55], Keynes observed
that if wages are cut, but there is no simultaneous raise in the ag-
gregate demand for goods, then firms are not able to increase their
production and consequently the labour demand. According to the
Marshallian view, wages are the result of interactions between indus-
try and employees, with central banks being an external actor to the
process. Similarly to the wage/labour’s demand relation, another ob-
vious problem for partial equilibrium theories was the savings/in-
vestments relation and the role of interest rates. When interest rates
are high, the demand for investments decreases as the cost of money
increases (borrowing becomes more expensive). In this situation, not
only firms do not ask for loans, but also people are also more eager to
save. In fact, savings are promoted by the propensity of households
to invest as the returns are high. Marshallian economists thought that
the cut of interest rates was enough to increase the investments’ de-
mand, matching it with savings’ supply. As the regulation of the inter-

1 From Latin: with all other condition being fixed
2 Concept introduced by Adam Smith (1723-1790)
3 Data provided by the National Bureau of Economic Research [54]
4 The unemployment level sustainable for the country.
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Figure 7: The graph illustrate the two main economic crises of the 20th cen-
tury. The left panel shows the Dow Jones Industrial Average (mar-
ket index) between 1920 and 1956. In the figure, it is clearly visible
the 1929 stock market crash. The recovery only occurred in 1955,
where the industrial average went back to comparable levels pre-
crisis. The right panel shows the percentage variation of inflation
from 1955 to 2015 approximately. Highlighted in grey is the period
known as the Great Inflation.

est rates is uncorrelated from the other sectors (partial equilibrium),
lowering the interest rates has no consequences on demand. Within
this framework, it is impossible that an excess of savings lead to a fall
in the production. In opposition to this paradigm, Keynes observed
that interest rates must be determined accounting for liquidity prefer-
ences of investors. According to the theory of liquidity preferences,
the interest rates must compensate the duration and the risk underly-
ing investments, otherwise investors will prefer liquid holdings, e.g.
cash. The interest rates should therefore be adjusted to ensure the
match of demand and supply of liquidity. In Ch.5 I present a model
where we account for a mechanism very similar to liquidity prefer-
ences theorised by Keynes. Agents invest in a portfolio according to
a Sharpe ratio: if interest rates are more appealing than the returns
the firm proposes, they will stop supplying capital for the produc-
tion. Consequently, the output will diminish and recessions are more
likely to occur.

According to Keynes the problem of equilibrium was misleading
per se as it is deeply bonded with capitalist economies. In a capitalist
economy a full-employment state is at best transitory, and it is intrin-
sically subject to successive booms and busts. His revolution (which
was not entirely accomplished [53]) concerned observations on the
quantity of money. The shortcomings of capitalism were due to its
necessity of a financial market. Here animal spirits5 are transformed
into effective demand for investments [53], making the structure of
financial system intrinsically fragile. In economic terms money and

5 A concept nowadays central into the macroeconomical debate
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finance are non-neutral6. On the other hand, money neutrality was
one of the cornerstones of classical economists. For a Marshallian
economists, prices would adjust (prices are flexible) to ensure the
market clearing, i.e. the match of the demand with the supply. For
Keynes, on the other hand, if central banks increase inflation by in-
jecting money into the market, the resulting inflation would not raise
nominal wages, leaving their real value unchanged. In this perspec-
tive, crises, i.e. low output and unemployment, were endogenously
driven via feedback effects and inherent to the system. As a parenthe-
sis: following Minsky[53] the endogenous nature of economic reces-
sions, nowadays central to the debate, was never taken too seriously
by the orthodox economists who set it aside. If wages don’t readjust
(sticky nominal wages) according to the variation of prices, the mar-
ket clearing cannot be achieved. To avoid recessions it is therefore nec-
essary for the state to actively intervene with targeted investments to
ensure full employment and the movement of goods. These concepts
profoundly challenged the mainstream idea of self-regulating mar-
kets via the help of an invisible hand. The invisible hand replaced the
role of Central banks, as there was no need for government interven-
tions. The change of methodology in Macroeconomics, after Keynes,
should have been radical.

According to the classic Economics interpretation [52], some efforts
were still necessary, Meade [56–58] and Hicks[59] among others, to
understand the general equilibrium properties of the General The-
ory. According to Vines and Wills [52] through the work of Keynes, a
transition has occurred both in the content of economic theory (with
the introduction of nominal wage rigidity, consumption function, liq-
uidity preferences etc.) and conceptually with a move to the general
equilibrium7 (GE). According to a more critical point of view, see
Minsky [53], the implementation of Keynes’ ideas into the “New Key-
nesian” school is only partial. Many key concepts that Keynes wrote
about were deliberately ignored. In particular, if the effort had been
directed into implementing two key concepts as (i) animal spirits as a
driver of financial decision-making process and (ii) non-equilibrating
markets, the current debate would be different. According to Minsky
[53], Keynes’ revolution did not take place for two reasons. First, he
could not support his ideas, as he died only 10 years after the pub-
lication of the General Theory. Secondly, the almost thirty years of
economic growth (40s-60s) misled the economists. In his book, “John

6 If money was neutral they would only affect nominal values, but in real terms (quan-
tities re-scaled by the price) nothing would change.

7 The concept of “General Equilibrium” was first introduced by the French economist
Walras [60], who stated that markets find a General Equilibrium through the progres-
sive adjustment of both demand and offer sides. This process is called tâtonemment.
The properties of Walrasian general equilibrium are still central in the debate, see
Ref.[61, 62]
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Maynard Keynes” Minsky states:

“As the sixties progressed, eminent economists—especially those associ-
ated with government policy formulation who in their own minds were disci-
ples of Keynes, were announcing that endogenous business cycles and domes-
tic financial crises were a thing of the past, now that the secrets of economic
policy had been unlocked. [...] In Economics if history over a thirty-year pe-
riod does not cast up observations with at least a family resemblance to a
financial panic or a deep depression, then arguments to the effect that these
anomalies are myths, or that what happened can be explained by measure-
ment errors, human (policy) errors, or transitory institutional flaws which
have since been corrected, may be put forth and gain acceptance. ”

The post WWII models are often referred to as “New Keynesian”
although many question the misuse of the Keynes reference, see Min-
sky[53].

The Marshall Plan, which was implemented on a global scale to lift
countries’ economies out of the disasters caused by the Second World
War, which consisted in massive public investments meant to achieve
full employment, was largely inspired by Keynesian theories.

2.1.2 The 1970s Great Inflation

Classic ideas dominated economic policies from the end of World War
II up to the 1970s, when a period of Great Inflation (GI) occurred. Dur-
ing the GI, many advanced economies suffered a period of great eco-
nomical stagnation and, at the same time, high inflation (12% on av-
erage in the decade 1970–1980

8). When stagflation [63] (combination
between the words stagnation and inflation) occurred, policy makers
were unable to adjust and control the inflation, that was further in-
creased by the raise of crude oil price 9. Macroeconomical theories
were, once again, challenged as they were unable to explain the ori-
gin of stagflation. Following the Vines and Wills analysis, two schools
of thought emerged. The “evolutionists” wanted to keep the classical
framework, but enriching it with few mechanisms that would have
been able to explain stagflation. In the second group, more radical
than the first one, were instead the “interventionists”10, predicting a

8 Data retrieved from FRED economic Data website, https://fred.stlouisfed.org/
series/FPCPITOTLZGUSA

9 A first significant raise of the oil price occurred in 1973 due to the Arab Oil em-
bargo (5 months), followed by a second crisis, in 1979 during the Iranian revolution.
Overall, in the decade from 1970 to 1980 the crude oil price raised by more than
twenty times, from 1.8$/barrel of 1970 to the 36.8$/barrel of 1980. Data are retrieved
from the website Our World in Data and are available for consultations. The raise
in crude oil price made energy, and therefore production, more expensive and less
competitive.

10 Vines and Wills name this second group the “revolutionaries”. The term seems too
strong, as both groups fundamentally agreed on the nature the macroeconomical

https://fred.stlouisfed.org/series/FPCPITOTLZGUSA
https://fred.stlouisfed.org/series/FPCPITOTLZGUSA
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complete change in the paradigm. I want to stress the formation of
two distinct groups as it has many analogies with today’s split be-
tween DSGE and ABM schools; even though today the gap is much
deeper and radical. In the following, we will mainly focus on the de-
bate over those aspects that will have a role in the next chapters, see
Wren-Lewis for more details [64]. Two key concepts were introduced
by the evolutionary school: (i) adaptive inflation expectations [65, 66]
and (ii) the nominal price anchors (see the discussion about the flexibil-
ity of prices made above). The justification for the introduction of an
adaptive inflation’s expectations is simple. The persistent increase in
the aggregate demand would raise over time, not only the inflation
itself, but also the expectations over its growth.

One successful way of introducing a nominal anchor controlling
the inflation was proposed some years later by Taylor, who gives its
name to the homonyms rule [67].

The Taylor rule is a prescriptive tool for monetary policy for restor-
ing equilibrium 11 as it gives the reaction that the Central Bank’s real
interest rate should have confronted to inflation variations and/or
to unemployment. It provides a simple relation between the interest
rates, the targeted inflation (acting as a price anchor) and the output
gap, the difference between the real output and the potential output
of the economy, i.e. the output at its full employment. According to
the Taylor rule, when inflation grows above the target, say by 1%,
the nominal interest rates (e.g. the federal funds rate) should raise by
more than 1% so that the real interest rates (interest rates minus the
inflation) are positive. A general form of the Taylor rule reads:

rt = r+ πt + aπ(πt − π) + ay

(
Yt − Y

Y

)
, (30)

where rt is the nominal interest rates, πt and π the current and the
target inflation12 respectively, (Yt−Y)/Y a measure of the output gap,
with Y the output level at full employment, and r the interest rates
at equilibrium. aπ and ay are two coefficients that Taylor fixed to 0.5
[67].

This should slow down the economy when the inflation grows, an-
choring prices. Similarly, when the output levels are above the full
employment (ideal level of output) the increase in the inflation cools
down the economy.

The Taylor rule proved itself to be quite a powerful tool to control
stagflation, and it took a central role in the macroeconomic analysis.

models should have. In the current debate, I would dare to call the ABM supporters
“revolutionaries” as they insist for entirely new foundations.

11 Although it has been shown that even if the Taylor rule stabilises inflation dynamics
it is not a sufficient condition for the economy to converge to equilibrium if many
exist [68]

12 It has been proven recently that the Taylor rule does not ensure convergence to the
inflation target, which is driven by self-organising effects of agents, see [69]



2.1 a brief introduction to macroeconomic models 53

The role of the Central Banks also changed: from actively pursuing
the full employment via public investments (as occurred with the
Marshall plan) to actively anchoring the price levels via the interest
rates [52].

The innovations brought by the interventionist group also deserve
some attention. In this document, I will mainly focus on the famous
Lucas critique [70], where the author questioned the forecasting pow-
ers of the existing models. In his article, Lucas argued that all the
decisions made by policy makers were intrinsically wrong as the cal-
ibration of macroeconomic models, and therefore economic policies,
was achieved exploiting pre-existing data. Policies are taken as if sec-
tors were not responsive to them, while in reality the economy adapts
to policies’ changes. The initial forecast based on prior data would
therefore prove itself to be outdated. The predictive power of macroe-
conomic models was challenged.

What Lucas was implicitly questioning is the ergodicity of Eco-
nomics[71]. Following Davidson “[...] Ergodicity implies that future out-
comes are merely the statistical shadow of past and current market signals.”
[72]. Samuelson wrote in 1969 [73] that if economists wants to move
Economics from “the realm of history” into “the realm of science”
then ergodicity must be imposed. The question of Economics being
ergodic is very delicate, and I will comment more on that in the con-
clusions of this document.

In order to avoid the Lucas’ paradox , they introduced the concept
of rational expectations. Today, we know that rational expectations (the
whole concept of rationality more in general) are one of the most
controversial points of the DSGE models [74, 75]. To coherently im-
plement rational expectations, Lucas and Sargent [76] advocated the
need for rational agents to optimise their utility function accordingly.
To ensure rationality, the macroeconomic agent is assumed to know
the precise state of the economy and its functional form. This infinite
knowledge allows the representative agent to maximise the stream
of expected utility according to the future expectations over the new
policies. An interesting justification for the introduction of rational ex-
pectations was provided by B.McCallum [77] where he commented:

“There are, I believe, two main justifications for this view. First, there is
no reason to believe that the assumption is terribly inaccurate, empirically, at
the macroeconomic level. Of course, it is literally untrue, but so is every be-
havioural relation in every formal economic model. Second, every alternative
assumption has an extremely unattractive property: it requires the assumed
existence of some particular pattern of systematic expectational error. ”

The representative agent becomes a fully rational, forward-looking,
maximiser of utility.
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Figure 8: Trajectories of the OECD confidence index, changes in consump-
tion [‰], and investment [%] in the United States over a period
from the beginning of 2000 to the present. The data were taken
from FRED and OECD.

The implementation of rational expectations mathematically trans-
lated into the Euler equation13. The Euler equation together with the
Taylor rule re-defined the way interest rates are computed14 as, joined
together, they provide a solution for the interest rates that depend
on the inflation’s future expectations (see Sec.(2.2) for details). The
last key element introduced by the interventionist community is the
implementation of the real business cycle (RBC) theories, via the ad-
dition of an exogenous shock to the aggregate output of the econ-
omy15. If one assumes the output’s amplitude is modulated by an
external perturbation, called technology, following an Auto Regres-
sive (AR) stochastic process, then the result reproduces the oscillating
pattern of the business cycle. O.Blanchard [78] finds in this last cate-
gory of models, and in particular the E.C. Prescott [79] Real Business
Cycle model, the birth of the New Keynesian Dynamics Stochastic
General Equilibrium (DSGE) models. Ever since, their formulation,
DSGE models have been the workhorse for central banks and policy
makers [80, 81]. During the years, DSGE models have developed and
their more recent formulations follow Christiano [82] , F. Smets and
R. Wouters [83] and others [84–86].

2.1.3 The 2008 Global Financial Crisis

In the same way the great depression of the 1930s challenged the
invisible hand, or the great inflation of the 1970s challenged the Neo-
classic approach, the global financial crisis of 2008 marked a profound

13 The result of the forward-looking utility function maximisation, see Sec.(2.2) for
insights

14 Before the Lucas critique [52] expected inflation was computed starting from past
inflation’s rate.

15 With a modern outlook introducing exogenous shocks with ≈ 100% auto-correlation
to generate cycles that otherwise would not exist otherwise, is not very “evolution-
ist”.
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break in the economic community16. Economists realised that the
DSGE models not only failed to predict the economic crisis but, as
Stiglitz said:

“under their core hypothesis (rational expectation, exogenous shocks), a
crisis of that form and magnitude simply couldn’t occur.”[91]

The gravity of the situation led to the denunciation of Jean-Claude
Trichet, then governor of the European Central Bank:

“Models failed to predict the crisis and seemed incapable of explaining
what was happening [...], in the face of the crisis we felt abandoned by con-
ventional tools.” [93]

In an attempt to appease some of the fierce criticisms that were
pronounced after the global financial crisis against the Neoclassical
models, the economic research community worked tirelessly adding
key parts that had been missing until then, such as, for example, the
absence of a financial sector [93–95].

Similarly to the diatribe between evolutionists and interventionists
that dominated the debate during the Great Inflation, following the
evident failure of DSGE models during the 2008 GFC [91, 93, 95, 96]
the debate has been fierce [97] and new approaches to modelling the
economy have started to arise.

To try to overcome the DSGE doctrine, a faction of even more “revo-
lutionary” economists is pushing for the classical doctrine to be com-
pletely abandoned and replaced by agent-based models (ABM). Their
efforts are devoted to overcome the axiomatic nature of macroeco-
nomic models. The change in the paradigm seems, this time, to be
radical. In contrast, the second group, more popular, still remaining
sceptical about the efficiency of the current DSGE formulation, be-
lieve in their improvement, including for example the financial mar-
kets [98], and their central role in the future of Macroeconomics[78,
96, 99].

The following part of the chapter is devoted to the introduction of
the DSGE framework. It will be used as a reference for the second
part of this thesis, where I present the work I have conducted dur-
ing the last years. Its structure is divided into three main sections.
In Sec.2.2, as it is the starting point of my research, I present and
solve the simplest monetary model. The following section, Sec.2.3 is
devoted to two relevant extensions. First, I discuss how the capital
is implemented in the benchmark DSGE. In particular, I show how
the household’s budget constraint and the production function of the
representative firm are modified when considering the existence of a

16 See the extensive discussions in [78, 87–91], with a recent review in [92].
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capital market. This setup is not completely solved, but all the key
features are discussed. The second expansion is the integration of
heterogeneities within the DSGE formulation. The analysis focuses
on the so-called Two-Agent New Keynesian models (TANK) and the
Heterogeneous-Agent New Keynesian (HANK) models, which are
compared to the Representative-Agent New Keynesian (RANK) frame-
work typical of the benchmark DSGE formulation. Since TANK mod-
els are a special case of the HANK formulation, the accent will be
put on the latter. Again, the benchmark HANK model will not be en-
tirely solved, but only the key ingredients are presented. These two
extensions serve to form an intuition on how those issues are tack-
led by the DSGE community. Finally, the third section, Sec.2.5 treats
the main differences between DSGE and ABM models. The discus-
sion focuses on what have been recognised (by the community) as
the main shortcomings of both schools of thought. On the one hand,
the ABM framework seems to be the natural answer to some issues of
the DSGE models, while, on the other hand, there still are some con-
cerns about this newer approach. The discussion will focus on four
main topics, which are inevitably interconnected and are:

• The versatility of DSGE/ABM to model endogenous and/or ex-
ogenous phenomena (such as economic crises)

• The general equilibrium principle on which DSGE models are
based

• The representative agent framework, whose formulation cancels
interactions and heterogeneities, versus multi agents modelling

• The axiom of rationality

During the discussion, and well aware of ideological fractures, I
will try to be critical of both approaches, highlighting their limitations
and strengths.

2.2 the simplest monetary model

A Dynamics Stochastic General Equilibrium model models the rela-
tionships between the major actors taking part in the business cycle
(representative household, a representative firm and the central bank
etc.) and sets some rules from which the most relevant aggregate
macroeconomic quantities (as consumption, labour, wages etc.) are
computed. More specifically, the goal of DSGE models is to deter-
mine how exogenous shocks propagate within the system and affect
aggregate quantities.

A rough sketch of the interactions of this DSGE is shown below,
see Fig.9.

The following setup will serve as a starting point for the next chap-
ter, Ch.3, where we show how the addition of simple behavioural
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Figure 9: A schematic representation of the most simple DSGE model. The
graph shows how the household, the firm and the central bank
interact.

rules can dramatically change the phenomenology. Similarly to the
mean field approach of the Ideal gas law equation, the DSGE mod-
els investigate the evolution of aggregate macroeconomical quantities,
e.g. consumption or labour.

2.2.1 The Representative Household

Every period t, the infinitely living representative agent maximises its
stream of expected utility Ut over an infinite, discrete, time horizon.
The utility function encodes the preferences of the household regard-
ing its aggregate consumption ct and its propensity to supply labour
nt to the firm. Every time period t, the household’s utility function
reads:

U(ct,nt) :=
c1−σt

1− σ
− γ

n
1+φ
t

1+φ
, (31)

where γ is a disutility term coupled to labour, σ and φ two expo-
nents that modulate the concavity of the utility function respectively.
The utility function has an increasing concave dependence on the con-
sumption term, and it is decreasing and convex (and negative) on the
labour Nt.

A frequent choice is to take the two limits σ→ 1 and φ→ 1, which
translates into a logarithm dependence of the utility function on the
aggregate consumption and a quadratic relation on labour.

The household’s maximisation of its utility is constrained by its
budget. The budget constraint compares the incomes of the house-
hold to its outcomes, with the latter constrained to be smaller.
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The income consists of the nominal wage wt that the firm pays to
the household for unity of labour supplied nt. The second source of
income comes from the bonds’ market. Every period the representa-
tive agent receives bt−1 representing the amount of one period bonds
bought at time t− 1 at a price (1+ rt−1)

−1, with rt being the interest
rate, and having matured at time t. Every time step, the household
buys goods at a price pt and purchases bonds. The budget equation
therefore reads:

ptct +
bt

(1+ rt)
6 wtnt + bt−1 + Et , (32)

where the term Et represents other external sources of income (as
for example dividends, taxes etc. etc.). In addition, to avoid any pos-
sibility for infinite borrowings (also known as Ponzi schemes), it is
imposed the following constraint on bonds:

lim
t ′→∞ Et[bt ′ ] > 0, ∀t . (33)

Finally, the infinitely rational household maximises the stream of
its expected discounted (a term of myopia β = 1− ρ, with ρ � 1 is
introduced) utility under the budget constraint:

max
{ct,nt,bt,λt}

Λ = max
{ct,nt,bt,λt}

Et

[ ∞∑
t ′=0

βt
′
U(ct ′ ,nt ′)

+ βt
′
λt ′

(
pt ′ct ′ +

bt ′

(1+ rt ′)
−wt ′nt ′ − bt ′−1 + Et ′

)]
(34)

This maximisation is achieved exploiting the Lagrange multiplier’s
method and yields to a system of 4 equations shown below.

∂ctΛ = 0 → ptλt + c
−σ
t = 0 (35)

∂ntΛ = 0 → −γnφt − λtwt = 0 (36)

∂btΛ = 0 → λt

(1+ rt)
−βEt [λt+1] = 0 (37)

∂λtΛ = 0 → ptct +
bt

(1+ rt)
−wtnt − bt−1 − Et = 0 . (38)

The equation, Eq.(35), sets the Lagrange multiplier to λt = −c−σt /pt.
Injecting its value into Eq.(36) follows the derivation of the household
state equation:

cσt n
φ
t =

ωt

γ
, (39)

whereωtrepresents the real wage andωt := wt/pt. The combination
of the two equations Eq.(35) and Eq. (37) gives the Euler equation:

c−σt = β(1+ rt)Et

[
c−σt+1

1+ πt+1

]
, (40)
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where πt is the inflation defined as πt := pt/pt−1 − 1.
It should be intuitive, for the reader, how rational expectations are

encoded in the Euler equation. This intertemporal optimisation is de-
rived by the infinitely rational household that forms its consumption
decisions at time t by estimating both the future inflation and its
proper future consumption.

2.2.2 The Representative Firm

The representative firm hires the household’s labour and produces its
output according to a Cobb-Douglas production function Yt:

Yt = zt
l1−αt

1−α
, (41)

where the exponent αmodulates the relationship between output and
labour. A common choice is to set α = 1/3. Again, the model pre-
sented here is the simplest setting possible, as the capital is absent.
Later in this document, I will introduce its extension to capital and
other types of production functions. The production function has a
concave dependence on the labour demanded to the household, say
lt, and it is linearly modulated by an exogenous technological shock
zt. As mentioned, the introduction of such exogenous shocks has its
roots in the need of reproducing the patterns of the business cycle.

In order to better reproduce the RBC patterns, the exogenous shock
is taken of the form zt := z̄eξt . The log-productivity ξt follows an
AR(1) process:

ξt = ηzξt−1 +
√
1− η2z N

(
0,σ2z

)
, (42)

where ηz modulates the temporal correlations of the technology shocks
and σz the amplitude of these shocks.

The firm seeks to maximise its real profit Pt/pt:

Pt/pt = ct −ωtlt , (43)

which compares the household consumption level (not fixed yet) and
the firm’s labour demand lt times its real cost ωt := wt.

The firm maximises Eq. (43) with respect to the labour demand lt,
or:

∂ltPt/pt = 0→ ∂ltct = ωt . (44)

The two missing ingredients necessary to close the model are (i) the
assumption that markets clear and (ii) the general equilibrium hy-
pothesis. These assumptions are extremely strong and not exempt
from criticisms.
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2.2.3 Market clearing

Imposing that both the labour and goods markets are in equilibrium
allows closing the model. More precisely, both the labour and the
goods marker clear simultaneously:

lt = nt (45)

ct = Yt . (46)

This allows to match the labour demand with the offer, Eq.(45), and to
equate the aggregate consumption of the household with the output
of the firm, Eq.(46).

Markets clearing allows setting the real wage in terms of the labour,
exploiting Eq. (44). This translates into:

ωt = ztn
−α
t . (47)

Combining Eqs. (47) and (45) together with Eq. (39) provides a self-
consistent equation for the aggregate consumption:

n
φ+α
t cσt =

zt

γ
, nt =

[
(1−α)ct

zt

] 1
1−α

. (48)

Mathematically speaking the macro economical aggregate variables
can already be computed, but it is necessary to assume the existence
of one unique equilibrium to set the relations between macroeconom-
ical variables and the exogenous shock ξt.

2.2.4 General Equilibrium

The general equilibrium paradigm describes the trajectories of the
macroeconomical variables as a series of immediately achieved equi-
libria. This translates into a linearisation of the Eqs. (48) and (40). The
analysis of this model is achieved comparing the first order expan-
sions of the aggregate quantities:

ct = c̄(1+ γt)

nt = n̄(1+ νt)

ωt = ω̄(1+ δt)

zt = z̄(1+ ξt)

β = 1− ρ , (49)

where the upper bar is used to distinguish equilibrium terms (time
independent). Skipping some algebra, the injection of the expansions
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defined in Eq.(49) into Eq. (48) provide the equilibrium level of the
macro economical quantities

c̄ =
1

γ
z̄Ac̄,z̄ , Ac̄,z̄ =

1−φ

(1−α)σ+φ+α

n̄ = (1−α)
1
1−α z̄An̄,z̄ , An̄,z̄ =

Ac̄,z̄ − 1

1−α

ω̄ = z̄Aω̄,z̄ , Aω̄,z̄ = 1−αAn̄,z̄ . (50)

The first order deviation from such equilibrium as a function of the
exogenous AR(1) process ξt:

γt = Mγ,ξ · ξt , Mγ,ξ = (2−α)/(φ+α+ σ−ασ)

νt = Mν,ξ · ξt , Mν,ξ =
Aγ,ξ − 1

1−α
δt = Mδ,ξ · ξt , Mδ,ξ = 1−αMν,ξ . (51)

From Eqs.(51) it is easy to understand how the exogenous shocks
propagates within the economy. To small shocks will correspond small
fluctuations of the aggregate quantities in a small shock small business
cycle fashion. Conversely, large shocks will linearly affect the macroe-
conomical variables. The remaining steps to close the model are the
computing of inflation and the setting of the interest rates, but these
should be addressed by the monetary policy

2.2.5 The Central Bank

The Central Bank fixes the interest rates taking into account the house-
hold’s future expectations, encoded in the Euler equation Eq.(40). The
first order expansion (the zero order is trivial) of Eq.(40) compares the
future increment in the consumption ∆γt+1 := γt+1 − γt, the in in-
terest rates rt and the expected inflation:

σEt [∆γt+1] = rt − ρ− Et [πt+1] . (52)

As discussed in the previous section, the monetary policy exploits
the Taylor rule to provide a relation between the inflation and interest
rates. Here, the Taylor rule is simpler than in Eq.(30) and takes the
form:

rt = ρ+Φπt , (53)

where Φ is a free parameter, related to aπ previously defined. The
most general Taylor rule, as proposed in Eq.(30), computes the inter-
est rates looking at the output gap of the economy, i.e. the difference
between the output of the firm and the optimal output of the econ-
omy, and the distance between current inflation and target inflation.
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Within this model, the output gap vanishes and accounting for a tar-
get inflation is irrelevant as the economy is price-less. Therefore, ac-
counting to the simplifications of the present model, the Taylor rule
reads as in Eq.(53).

Merging Eq.(52) together with Eq.(53) yields:

Φπt = Et [πt+1] + r̂t , r̂t := σEt [∆γt+1] , (54)

where Et [∆γt+1] = Mγ,ξEt[ξt+1 − ξt] can be expressed in terms of
the noise, exploiting the relations found above, Eqs.(51).

Being the distribution of ξt known, the expected log-technology
variation can be computed as Et[ξt+1 − ξt] = −(1− η)ξt. Finally, r̂t
is set by:

r̂t = −σ(1− η)Mγ,ξξt . (55)

The equation Eq.(54) can be solved in the two following regimes:

case Φ < 1: In the regime Φ < 1 the inflation at period t+ 1 reads:

πt+1 = Φπt − r̂t + ζt+1 , (56)

where ζt is a sequence of exogenous shocks satisfying E[ζt] = 0, ∀t17.
This solution states that inflation can’t be controlled by the monetary
policies, as its value is intrinsically affected by a random variable ζt+1.
To overcome this issue Φ is taken to be greater than unity.

case Φ > 1: whenΦ > 1 inflation is computed by solving forward
in time Eq. (54). This result reminds of a path integral, where inflation
is the result of all the possible trajectories of the noise, weighted by
their probability of occurrence. In this limit, the inflation reads:

πt =

∞∑
k=0

Φ−(k+1)Et [r̂t+k] = −σ(1−η)Mγ,ξ

∞∑
k=0

Φ−(k+1)Et [ξt+k] ,

(57)

where it has been exploited the explicit form of r̂t given in Eq.(55).
Exploiting the fact that E [ξt+1] = ηξt, the value of the inflation is
found, as a function of ξt, by solving a simple geometrical series:

πt = −(1− η)
Mγ,ξ

Φ− η
ξt . (58)

The choice of Φ > 1 is also known as the Taylor principle. We have
seen, in the previous section, how, following the introduction of the
Taylor rule, Central Banks reacts to inflation. Here is a practical ex-
ample: setting Φ = 1.5 and ρ = 0.1, when inflation grows, say by 1%,

17 So that taking E[?] on both sides of Eq.(56), equation Eq.(54) is recovered
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Figure 10: The figure sketches the dynamics of the log-consumption (solid
black line) versus the log-technology (solid faded red line) for the
simplest DSGE model, over 200 periods. Parameters chosen are:
σ = φ = 1, α = 1/3, z̄ = 1 and ηz = σz = 0.5.

the interest rates must grow by rt = 1.6% so the real interest rates
(computed as the difference between nominal interest rates and the
inflation) are positive.

With Eq.(58) the simplest monetary model is concluded and all
the aggregate quantities are computed as a function of the exogenous
shocks. The figure Fig.10 shows the trajectory of the log-consumption
(log ct) versus the technology shocks ξt (being z̄ = 1), over 200 peri-
ods. This trivial sketch of the trajectories visually shows how the con-
sumption oscillates around the equilibrium and any deviation from
it is fully explained by the technological shocks. This simple DSGE
framework allows for Business Cycles whose magnitude and dura-
tion is only determined by the parameters of the noise, i.e. σz and ηz.
Within this benchmark monetary model, the economical recessions
are not well-defined and even if they were, they are only driven by
some particularly low realisations of the exogenous shocks. In the
next sections, I present two extensions of this simple framework: (i)
the addition of capital and (ii) the implementation of heterogeneities.

2.3 beyond the simplest monetary model

Over the years and especially after the 2008 GFC, DSGE models have
considerably evolved. The main post-crisis objective has been the im-
plementation of the financial market into the business cycle, see [100]
and its frictions, see for example [101, 102]. Other related directions
consider the real estate market [103, 104] and its implications. Of all
the possible directions, I only consider two (important) ones: the im-
plementation of the capital market (pre-existing to the GFC) and the
introduction of heterogeneities.

These two directions follow the natural development of my re-
search work. In the second part of this thesis and in particular in chap-
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ter Ch.3 I will present a modification of the simplest DSGE model
which includes a simple feedback mechanism and displays some eco-
nomical recessions due to confidence collapse. In the following chap-
ters we will modify this model by adding first heterogeneity, Ch.4
and then the capital, Ch.5. The two extensions discussed below will
allow a better comparison between our results and the more “stan-
dard” DSGE predictions. In order to provide a clearer explanation,
the capital market extension will be presented before the heteroge-
neous one, in a reverse order compared to the second part of this
thesis.

2.3.1 The Addition of the Capital Market

The first extension to the DSGE model presented in Sec.2.2 is the ad-
dition of the capital market. The aim of this section is to describe how
the capital kt enters the DSGE framework. The setup presented here
is inspired by Jergen and Roehe [105, 106] and J.Gali [84, 86]. The orig-
inal model accounts for a continuum of intermediate firms i ∈ [0, 1]
producing a distinct good i, purchased by the household at a price
pt(i). In the following this sophistication is neglected as, in the next
chapters, we will not account for this diversity. The implementation
of the capital market is therefore focused on the stylised version of
this setup, where the firm is representative. As mentioned at the be-
ginning of the chapter, the goal of this part is not to solve the model,
but to provide the reader with an understanding of how the capital
market is implemented into the framework.

2.3.1.1 The Household

Similarly to the previous setup, the household maximises the same
utility function described in Eq.(31), with the addition of an invest-
ments/savings (IS) exogenous shock18 modulating the propensity of
the household to consume. For the sake of clarity we will neglect
this terms, but it is useful to mention its existence. The budget con-
straint, on the other hand, undergoes some major changes. Similarly
to Eq.(32), the household purchases bt bonds at a price (1 + rt)

−1,
holds bt−1 bonds that have matured, consumes ct and provides nt
hours of work to the firm that pays wt. The household also has some
external source of income, labelled Et. The new budget equation
reads:

ptct + ptit +
bt

(1+ rt)
+ ptφk

(
kt+1
kt

− 1

)2
kt 6

wtnt + bt−1 + qtkt + dt , (59)

18 Always considered to be of the form logat = ρa logat−1 +N(0,σ2a).



2.3 beyond the simplest monetary model 65

where xt is an exogenous term representing the efficiency of the in-
vestment. The distribution of xt is given by:

log xt = ρx log xt−1 +N(0,σ2x) , (60)

with 0 < ρx < 1 being a parameter that regulates its correlation. The
capital, kt depreciates at a constant rate δ and follows a dynamic
given by:

kt+1 = (1− δ)kt + xtit . (61)

The novelties of Eq.(59) are: (i) the household supplies kt units of
capital to the firm that pays revenues qt on it and (ii) to compensate
for the capital depreciation, Eq.(61), the household invests an amount
it in the capital market paying a penalty given by its adjustment cost:

φk

(
kt+1
kt

− 1

)2
kt , (62)

where Φk > 0 represents the amplitude of the friction. Third, at every
period, the firm pays to the household its dividends dt, as the latter
is the owner.

2.3.1.2 The firm

The firm’s output level Yt is modulated by the capital level kt and
the labour provided by the household nt. The standard approach
considers a Cobb-Douglas production function of the form:

Yt = zt
n1−αt kα

′
t

1−α
, (63)

where α and α ′ are exponent, determining the nature of returns to
scale. To ensure constant returns to scale19 the sum 1−α+α ′ is fixed
to unity. The overall productivity zt is defined as in Eq.(41) and ex-
ogenously determined. Thus, the production function reads:

Yt = zt
n1−αt kαt
1−α

. (64)

As a parenthesis: the Cobb-Douglas production function has some
downsides: if the capital level drops, the firm, to ensure a constant
output, compensates the lack of capital by increasing the labour de-
mand (labour demand and labour supply match as markets clear).
To completely avoid this mechanisms one can introduce the Leontief
production function, i.e. Yt = ztmin(nt,kt) and the output is lim-
ited when the capital is scarce. Through the Cobb Douglas produc-
tion function the firm, in order to keep the output level constant, can

19 Whenever the labour supplied by the household and the capital level simultaneously
double, the output doubles as well.
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make up for the lack of capital by investing in the labour market. Hir-
ing more labour will eventually compensate for the scarcity of capital.
The classic example that could be used as a counter-argument is that
when one wants to build 1 car from 3 wheels, they simply can’t. This
obvious result does not change even if the firm doubles the working
hours.

In the last chapter of this thesis, Ch.5, we investigate new pos-
sibilities for the production function. In particular, we will explore
the Constant Elasticity of Substitution (CES) production function, of
which Cobb-Douglas and Leontief are particular limits.

As in the benchmark model, the market clears and the household
consumption equates the firm’s output. The firm seeks to maximise
its real profit, Pt/pt, with respect to the labour nt the capital level kt
and the price pt.

Any price variation undergoes some frictions, modulated, similarly
to the adjustment for capital, by a quadratic term proportional to:

1

2
Φp

[
pt

(1+ π)pt−1
− 1

]2
Yt , (65)

where π is the target inflation, and Φp > 0 an overall amplitude term.
It is worth mentioning that when Φp = 0 price stickiness decays and
economy becomes price-less as all the quantities can be expressed in
real terms. The real profit, Pt/pt reads:

Pt/pt = Yt −ωtnt − qtkt −
1

2
Φp

[
pt

(1+ π)pt−1
− 1

]2
Yt . (66)

As the household owns the firm, the term dt appearing in the budget,
Eq.(59), coincides with the nominal profit, i.e. dt = Pt.

2.3.1.3 The Monetary Policy

Finally, the monetary policy is represented by a Taylor rule that can
be written as in Eq.(30), setting aπ = ay = 1

2 , with an additional
exogenous shock et:

rt = r+ πt +
1

2
(πt − π) +

1

2

(
Yt − Y

Y

)
+ log et . (67)

We recall Y is the optimal output level, π the target inflation and r the
ideal interest rates.

It is mandatory to add some remarks. First, the model here pre-
sented has some differences from most complex (and complete) ver-
sions (see below). It features perfect competition and flexible prices
in all the markets. As a matter of fact, the whole economy can be
re-scaled by the price and expressed in terms of real quantities. The
more sophisticated versions of DSGE account for nominal rigidities.
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For example, a simple way of implementing them would be achieved
by allowing the firm to fix the prices of the goods (multiple), but
any price change would cost a penalty in the profits (generally taken
quadratic, see [84, 86] for references). Secondly, this setup only con-
siders the exogenous technology shocks that affect the global output
of the firm. Other shocks might be added to the monetary policies
and to the household’s preferences, via financial markets, for exam-
ple. Those extensions go beyond the scope of this dissertation and are
not discussed here.

The versions of the DSGE models that are nowadays exploited by
the institutions –although not (yet) including heterogeneities, an ar-
gument treated in the next section– include many features that are
not presented here. At the beginning of Sec. 2.5, we will discuss how
the most updated DSGE model performs when calibrated with real
data. Its results will be compared to both real data (Austria) and to
the performance of an equally complex Agent-Based Model.

2.3.2 The Integration of Heterogeneities. TANK and HANK Models

Although reality displays a vast number of examples where hetero-
geneities play a crucial role in the economic analysis, for instance the
power-law distributed incomes and firms’ sizes, within the Represen-
tative Agent New Keynesian paradigm (RANK) of the benchmark
DSGE heterogeneities are clearly missing.

During the years, many attempts have been made to include dif-
ferent categories of households, for instance in the Two-Agent New
Keynesian models (TANK) [107–110], or heterogeneous households
with a continuum of possible accumulated wealth, as in HANK (Het-
erogeneous Agent New Keynesian) models [111–116] see also [117]
for a different approach leading to emergent heterogeneities.

The TANK framework, see [110, 118] for insights, models an econ-
omy composed by two agents: the hand-to-mouth20 household does
not have access to the bonds market and consume the entirety of
their income, is opposed to the well-off21 household which, instead,
invests in the bonds market. The same contrast also appears in the
HANK models, which, however, are not based on two discrete partic-
ipants, but rather on a continuum of constrained and unconstrained
households. The TANK framework is therefore a discrete limit of the
HANK, which is definitely more general. Because of its greater ver-
satility, I introduce the HANK setup, leaving for the conclusions the
comparison with the TANK framework.

The sketched Heterogeneous-Agent New Keynesian model discussed
in this section is inspired by the model presented by D. Debortoli and
J.Gali [110] in which they condense the relevant literature, see also

20 Also referred in literature as non - Ricardian
21 Also referred as Ricardian



68 from classics to new approaches : an overview of macroeconomic models

[119–121] and [122–124]. In the following, I put the accent on those
factors encoding heterogeneities in the HANK framework, trying to
grasp the salient points of their formulation. Let’s consider an econ-
omy with a continuum of households s ∈ [0, 1]. Each household is
represented by a utility function U of the form of Eq.(31), where the
individual labour’s disutilities γit ≡ γt are identical among agents
and exogenous. Similarly to the previous setups, households are in-
finitely rational entities maximising the stream of their expected util-
ity over a discrete and infinite time horizon, or:

Et

∞∑
t ′=0

βt
′
U(ct ′(s),nt ′(s)|γt ′) , ∀s , (68)

where β < 1 is a myopic term. The consumption of household s at
time t is noted as ct(s) and the amount of working hours it sup-
plies to the firm nt(s). As a short digression it is important to re-
mark that within this framework, households are ex ante all equals as
they all have the same preferences (utility functions). Heterogeneities
are introduced by assuming that every period t, a portion λt (this
choice has its root in [125–127]) of household are hands-to-mouth
as they have constrained access to the bonds market. The remaining
1− λt portion of the population has instead unconstrained access to
the bonds market. This latter group is subject to the standard Eu-
ler, Eq.(40)22. The unconstrained and constrained sets at time t are
noted Ut and, Ct respectively. For the sake of clarity, every house-
hold s ∈ Ut buys one period risk-less bonds bt at a price (1− rt)

−1,
with rt being the interest rates. Vice versa, if the household is con-
strained, s ∈ Ct it can’t. Thus, for any s ∈ Ut, the Euler equation
reads:

c−σt (s) = (1+ rt)βEt

[
c−σt+1(s)

1+ πt+1

]
∀s ∈ Ut . (69)

Although the derivation of the individual Euler equation Eq.(69)
follows straightforwardly from Eq.(40), the quantities of interest are
aggregated. As the constrained group does not have access to the
bonds market, it is impossible to derive an Euler equation for this
second set. Thus, writing the Euler equation for the aggregate con-
sumption (unconstrained + constrained) is:

• Writing the aggregate Euler equation for the unconstrained set
of households.

• Re-expressing the aggregate consumption in terms of the con-
sumption of the constrained households.

• Deriving the aggregate Euler equation.

22 We recall it is derived from the maximisation of the stream of expected utility with
respect to the bonds, see Eq.(37).
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step 1 : aggregate unconstrained euler equation. The
average aggregate consumption of the unconstrained households cU

t

is defined as follows:

cUt
t =

1

1− λt

∫
s ′∈Ut

ct(s
′)ds ′ , (70)

where 1−λt is the proportion of unconstrained households out of the
full spectrum and Eq.(69) holds for each unconstrained households.
Passing from the individual to the aggregate formulation requires
the definition of cU

t . Integrating both the RHS and the LHS sides
of Eq.(69) with respect to s ∈ U, and after some mathematical ma-
nipulations23, one can isolate the terms representing the aggregate
consumption of the unconstrained group for the two successive time
periods: cU

t and cU
t+1.

The Euler equation for the unconstrained group reads:

(
cU
t

)−σ
= (1+ rt)βEt

[(
cU
t+1

)−σ

1+ πt
Θt+1

]
(71)

Θt+1 =

∫
s ′∈Ut

(
ct+1(s

′)/cU
t+1

)−σ ds ′∫
s ′∈Ut

(
ct(s ′)/c

U
t

)−σ ds ′
, (72)

where the multiplicative factor Θt+1 appearing in Eq.(71) collects the
integral terms and encodes the consumption heterogeneities within
the set of unconstrained households.

To understand the meaning of the term Θt+1, D.Debortoli and
J.Gali [110] provide a second order expansion of Θt+1, noted Θ(2)

t+1,
which reads:

Θ
(2)
t+1 ∝

Vt[log ct+1(s)]
Vt[log ct(s)]

, (73)

where the variance Vt[·] represents the volatility.
The formulation of Θ(2)

t+1 provides an intuition over the economical
meaning of Θt+1. In fact, when Θt+1 = 1 the Euler equation for
the unconstrained group, Eq.(71), would read the same as the Euler
equation, Eq.(40), derived in RANK scenario, see Sec.2.2. Grasping
the meaning of Θt+1 therefore translates to understanding the role of
heterogeneities within the unconstrained group.

From Eq.(73) one realises that, ceteris paribus, Θt+1 encodes the un-
certainties of the unconstrained group to the future consumption. In
fact:

• When uncertainties over the future consumption increase Vt[log ct+1(s)] >
Vt[log ct(s)], then Θt+1 > 1. From Eq.(71), fixing cU

t+1 to a
constant, the average aggregate consumption cU

t decreases as
a form of precautionary savings.

• Vice versa, when future estimations are “safer”, θt+1 < 1 and
the average aggregate consumption cU

t increases.
23 One has to multiply the LHS by cU

t /c
U
t and the RHS by cU

t+1/c
U
t+1
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step 2 : aggregate euler equation. The total aggregate con-
sumption ct can be written as the sum of the contribution of the
constrained and unconstrained households as:

ct = (1− λt)c
U
t + λtc

C
t , (74)

where λt is the proportion of constrained households at the time t.
The next ingredient is the definition of the average consumption gap:

µt := (cU
t − cC

t )/c
U
t ∈ [0, 1] (75)

24 which encodes the consumption asymmetries between the two
groups.

Being the equilibrium unique, it is possible to expand around it.
Combining the definitions of the aggregate consumption ct, Eq.(74)
with the consumption gap Eq.(75), it is possible to express ct as a
function of cU

t , λt and µt, as:

ct = c
U
t (1− λtµt) . (76)

Coherently to the notations introduced in Eq.(49), the first order
corrections around such equilibrium are given by γt and γUt :

ct = c̄(1+ γt) , cU
t = c̄U(1+ γUt) . (77)

The ratio of constrained households and the consumption gap are
also linearised around their value at equilibrium, say λ̄ and µ̄ respec-
tively. The deviations for such equilibrium are encoded into λ̂t and
µ̂t, thus:

λt = λ̄+ λ̂t , µt = µ̄+ µ̂t . (78)

Expanding to the first order, Eq.(77) one finally obtains:

γt = γ
U
t − µ̂t

λ̄

1+ λ̄µ̄
− λ̂t

µ̄

1+ λ̄µ̄
. (79)

step 3 : the aggregate euler equation. The aggregate Euler
equation is obtained injecting Eq.(76) into Eq.(71). The HANK’s Euler
equation reads:

c−σt = (1+ rt)βEt

[
(ct+1)

−σ

1+ πt+1
Ht

]
(80)

Ht =

(
1− λt+1µt+1
1− λtµt

)σ
Θt+1 . (81)

When one compares the two Euler equations, Eq.(80) for the HANK
formulation and Eq.(52) of the RANK model, the only difference is

24 The consumption of the constrained group is smaller than the unconstrained one, as
the fact they don’t invest in the bonds market is due to a limited income level.
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the presence of an additional term Ht, which encodes the hetero-
geneities of the model.

The RANK limit is recovered when one only considers the uncon-
strained group of agents. This sets (i) λt = 0 as 100% of agents are
unconstrained, (ii) µt = 1 as cU

t = 0 and (iii) Θt+1 = 1, ∀t. Thus,
in the RANK limit one has Ht = 1, ∀t and the heterogeneities are
switched off coherently with the representative agent DSGE model
setup.

When one expands to first order the Euler equation Eq.(80), it is
possible to isolate each of the contributions of the exogenous terms.
Without lost of generality we set Ht ∼ 1+ ht, with ht encoding the
deviation from the RANK formulation:

ht = −σ
λ̄

1− λ̄µ̄
Et [µt+1 − µt]︸ ︷︷ ︸
h
µ
t

−σ
µ̄

1− λ̄µ̄
Et [λt+1 − λt]︸ ︷︷ ︸
hλt

+hθt , (82)

where hΘt represents the first order expansion of Θt+1.
In this way the individual contributions of hµt , hλt and hΘt are sep-

arated and can be analysed separately. Their role can be summarised
as:

• h
µ
t refers to the average consumption gap between unconstrained

and constrained households;

• hΘt measures the dispersion within the unconstrained group;

• hλt accounts for the proportions of each group.

The TANK frameworks have two distinct representative agents, say
one hands-to-mouth and the other one unconstrained, that forms
the whole economy. This setup fixes (1/2, 1/2) the proportions be-
tween agents and lets the corresponding heterogeneity term vanish,
i.e. hλt = 0. Second, as the modellisation relies on the representative
agent formulation, it doesn’t allow for heterogeneities within the un-
constrained group, negating the contributions to ht of the correspond-
ing term hΘt = 0. In other terms, the flux of agents from one group to
the other is zero. The only upgrade TANK models can provide com-
pared to RANK is the measure of the consumption gap between the
two classes of agents. This allows for hµt 6= 0.

To illustrate to the reader the main results achieved by HANK
models and to justify why their development has brought innova-
tion within the New Keynesian models, I briefly present the results
achieved by Kaplan et al. [112]. In their paper, they have developed a
very sophisticated HANK model, including the financial sector. Thus,
agents belonging to the unconstrained group have liquidity prefer-
ences through which they choose to allocate their investments be-
tween liquid and illiquid assets. Once calibrated to the US economy,
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this HANK model managed to reproduce the Gini coefficient of the
country (for liquid/illiquid wealth) quite accurately, as reported in
Tab.1. This result is an effect of heterogeneities in the returns on
wealth, generated by the liquid/illiquid assets structure. In fact, a
fraction of households ends up to frequently hold high-return illiq-
uid assets, thus generating high-profits. When these states persist,
the associated households move to the upper part of the wealth dis-
tribution[112].

Liquid wealth Illiquid wealth

Moment Data Model Data Model

Top 0.1 percentage share 17 2.3 12 7

Top 1 percentage share 47 18 33 40

Top 1 percentage share 86 75 70 88

Bottom 50 percentage share -4 -3 3 0.1

Bottom 25 percentage share -5 -3 0 0

Gini coefficient 0.98 0.86 0.81 0.82

Table 1: The table compares the outcomes of the HANK model developed
by G.Kaplan et al. [112] with real data. Table taken from the online
version of their paper.

This is an important leap from the representative agent models as
they cannot, by construction, take into account wealth distributions
in any way. In the previous chapter, we saw how heterogeneities play
a fundamental role in Physics. Similarly, they must be taken into ac-
count in the economic analysis, as their role may not be negligible.
During Ch.4 we will address the problem of heterogeneities, suggest-
ing an alternative framework considers them.

2.4 main criticisms addressed to dsge models

To understand what key elements one has to add to the DSGE frame-
work in order to bridge the gap with the ABM methodology, it is
imperative to discuss the main conflict points. Among them, we de-
cided to restrain the analysis to four open questions, which arose
after the 2008 GFC, DSGEs have been asked to answer. In partic-
ular, we will focus on the general equilibrium assumption, trying
to grasp what are the reasons behind its formulation, and what its
consequences are. Another important point is the absence of endoge-
nously driven phenomena; in fact, as discussed in Sec.2.2, any de-
viation from the unique equilibrium is fully explained by an exoge-
nous term implemented in the model. The lack of multiple equilibria
strongly clashes with the emerging aggregate behaviours naturally
arising in nature, as discussed in Ch.1. Coordination between the in-
dividual elements of a flock of starlings, as well as the coordination
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of investors in the stock market (and many other examples), can only
be explained when one considers endogenous processes generated
by heterogeneities and interactions. The need to account for hetero-
geneities and interactions undermines the concept of representative
agent rooted in the classical DSGE. Last, I discuss the axiom of full
rationality. Although rational expectations are an efficient mathemat-
ical tool, they hide several problems. These four points are deeply
interlinked and can hardly be solved one at a time.

2.4.1 General Equilibrium, its Stability and Uniqueness

DSGE models are by definition based on the assumption of a general
equilibrium, i.e. the simultaneous equilibrium of all markets. In the
DSGE framework, the trajectory of macroeconomic variables is for-
mally modelled as a succession of immediately reached equilibria. To
be more precise, any deviation from such equilibrium, see Sec.2.4.3,
is purely exogenous and uncorrelated to the fundamental macroe-
conomic variables. More specifically, the DSGE paradigm is based
on the fact that equilibria are unique and stable. Both the unique-
ness and the stability of the DSGE equilibrium have a great impact
on the analyticity of DSGE solutions, as their uniqueness allows one
to linearise the macroeconomic variables around its value, and ex-
press them in terms of the external noise, see Sec.2.2. If the concept
of unicity was undermined, for instance by the coexistence of several
equilibria, the process of linearising the economic aggregate variables
would lose its meaning. As a matter of fact, any sufficiently large
shock would allow switching from one equilibrium to another and,
therefore, its properties. In DSGE models, not only does a unique
equilibrium exist, but also, it is stable. Stability allows shocks to have
no macroscopic effect on solutions, and to be rapidly reabsorbed by
the economy. Macroeconomical variables can, therefore, be expressed
in terms of the exogenous shocks as they will maintain, over time,
a constant magnitude. Following A.Kirman [50, 128], the uniqueness
and the stability of the equilibria are intimately bonded to the repre-
sentative agent paradigm, which will be discussed below in Sec.2.4.2.
The complete absence of non-linearities from the DSGE framework
makes it difficult to accommodate economical recessions which have
their foundations in unstable self-reflexive mechanisms, as it is the
case for the 2008 Global Financial crisis, for example. In fact, as a con-
sequence of linearities, in a DSGE framework economical crises are
only possible as a consequence of a large and persistent shock, in a
large shock large business cycle fashion. Quoting O. Blanchard in [95]:

“We in the field did think of the economy as roughly linear, constantly
subject to different shocks, constantly fluctuating, but naturally returning
to equilibrium over time. [...]. The problem is that we came to believe that



74 from classics to new approaches : an overview of macroeconomic models

this was indeed the way the world worked.”

In order to provide a theoretical explanation for the formation of
economic crises, it is imperative to go beyond the concept of general
equilibrium, implementing those ingredients that in Physics as well
as in Economics are main drivers of phase transitions: heterogeneities
and interactions.

2.4.2 The Lonely Representative Agent

The effects of heterogeneities and interactions are completely missing
in the classic DSGE models, as they only look at one representative
actor (RA) maximising a utility function that condenses the global
preferences 25. Although it has some clear analytical benefits, the RA
paradigm has several conceptual flaws, neglecting important effects
that might be the underlying drivers of the economy.

In the same way as was advocated by Anderson in “More is dif-
ferent”, the jump from individual to aggregate behaviour is not at
all straightforward. With the same spirit, A. Kirman discusses the
problem of the logical transition between the RA and the community.
Quoting his words in “Who or whom is the representative agent actually
representing”[128]:

“Consider the most favourable situation, that in which we can construct
an individual whose utility-maximising choices correspond to the aggregate
choices of the individual in an economy. Even in this case, the representative
agent can lead to misleading policy analyses. In models with a representative
consumer, one makes the policy change and then examines the new equilib-
rium for the representative. However, there is an implicit assumption here
that, after the change, the choice of the representative will still coincide with
the aggregate choice of the individuals in the economy.”.

In other words, even in the optimal scenario where the representa-
tive agent is actually representing the population, any policy change
might undermine his representative role. Second, in the introduc-
tory chapter it was mentioned, giving numerous examples, how non-
trivial behaviours (phase transitions are the most striking manifesta-
tion thereof) and non linearities can emerge when aggregating many
interacting agents. Those effects are completely missed by the original
DSGE framework, as they are “averaged out” by the RA representa-
tion. For example, within the RA paradigm, it is impossible to explain
how income inequalities affect the gross domestic product of a coun-
try. Without considering heterogeneities as an input, however, it is a
hard task to explain this observation.

25 This helps the DSGE framework to provide a stable and unique equilibrium [50,
128].
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In the previous section, two frameworks that conserve the axioms
of standard DSGE, but deviate from the RANK, have been presented:
TANK and HANK models. On the one hand, it was discussed how
TANK models do not really encode heterogeneities, as they only con-
sist of two superposed RANK models. On the other hand, HANK
models seem to provide a more intriguing response to the lack of het-
erogeneities. Within the HANK framework, households are ex ante all
equal but ex post all different. In fact, preferences (utility functions)
are the same within the whole spectrum of the population, and het-
erogeneities emerge as a response to the aggregate exogenous shocks
and/or to different investments strategies. Although HANK models
are definitely an interesting upgrade from the RA paradigm as they
provide an explanation on how exogenous shocks affect inequalities,
see Refs.[112, 129], one criticism that is often addressed to HANK is
that they cannot, by construction, answer the reverse question: what
is the impact of inequalities on the economy. In Ch.4, we provide our
answer to this question building a DSGE-like model, where agents
are associated with different skills levels that proportionally affect
their wages.

2.4.3 Exogenous and Endogenous Shocks. Black Swans and Dragon Kings

The aim of DSGE models, and in particular all the real business cy-
cle models[130–132], is to understand how exogenous shocks propa-
gate through the economy, affecting macroeconomic variables such as
consumption, labour, wages, etc. Considering the DSGE dynamics de-
scribed by a series of immediately achieved equilibria, this framework
does not allow for exogenous shocks to endure and amplify within
the system. In fact, exogenous shocks are instantly reabsorbed in a
small shocks small business cycle fashion. According to this perspective,
severe economical crises are the direct consequence of rare and large
technological fluctuations (large shocks, large business cycle). Those ex-
treme exogenous events, also referred by N.Taleb as black swans[133],
are so rare that probability of their occurrence is unknown, i.e. they
cannot be predicted, but they have a catastrophic impact in the econ-
omy when they do occur. Within the DSGE paradigm, economical
crises are fundamentally black swans. Referring to the 2008 GFC,
R.Lucas [134] stated: “The 2008 crisis was not predicted because eco-
nomic theory predicts that such events cannot be predicted.”

When one tries to dig into the exogenous shock that triggered the
GFC, they realise that the original subprime shock (estimated in 250

billions USD $) cannot explain alone the amplitude of the decline in
the world stock market capitalisation (100 times more severe ∼ 26400

billions USD $), in what looks more like a small shock large business
cycle scenario, as reported in Fig.11. In other words, the original sub-
prime shocks endogenously amplified by two orders of magnitude.
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Figure 11: The graph compares the initial subprime losses (∼ 250 billions
USD$), the decline in the world GDP (∼ 4700 billions USD$) and
the drop of the world stock market capitalisation (∼ 26400 billions
USD$) between 2007 and 2008. The graph has been reproduced
from data found on O.Blanchard’s book: The crisis: basic mecha-
nisms and appropriate policies [135]

Such amplification is not negligible, and it is definitely impossible to
explain it within a DSGE framework.

The endogenous response of social systems and of financial mar-
kets to exogenous shocks have been of major interest in the last decades,
see [136–138] and [139–141] for financial markets applications.

Diametrically opposed to the concept of black swan are the en-
dogenously born dragon kings. A dragon king is an event whose mag-
nitude cannot be explained by a probability distribution26 and is gen-
erated by different mechanisms from their peers[143, 144]. Dragon
kings are all those events endogenously amplified in a cliff-like be-
haviour that occurs, in non-linear systems, via feedback loops as, for
example, confidence collapses, and are, by construction, completely
missing within the DSGE paradigm. According to Sornette[143, 144],
economical crises such as the 2008 GFC, are in fact dragon kings, and
they can, to a certain extent, be predicted if the underlying feedback
mechanisms are understood and implemented in the models. In Ch.3,
we propose a modification to the most simple DSGE model, where we
introduce a confidence feedback that endogenously amplifies the ex-
ogenous shocks, already well implemented in DSGEs, up to the point
where panic effects trigger long and persistent economical collapses
of the economic moments.

2.4.4 Rationality and Future Forecasting. Animal Spirits & Unknown
Knowns

The DSGE representative agent maximises the stream of expected util-
ity as a fully rational entity, as described in Eq.(34). In the same fash-
ion as the chess player forecasts the expected moves of his opponent

26 For example, the city sizes in France follow a Zipf’s law, see Ref. [142], except for
Paris, which is off scale (dragon king).
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Figure 12: An example of rational behaviour at the stock market.

before moving, the RA interacts with many copies of himself and
computes all the possible trajectories of the economy, setting his pref-
erences accordingly. Unfortunately for the chess player, the number
of possibilities grows exponentially fast and having full control of the
board is quite a hard task. Even world legendary players like Bobby
Fischer are not completely rational, as Michail Tal reports in a nice
anecdote:

“When I asked Fischer why he had not played a certain move in our game,
he replied: ‘Well, you laughed when I wrote it down.’”.

One might argue that if your opponent laughs, it is rational not to
play that particular move. However, in this example, the concept of ab-
solute rational agent (as is the RA) is questioned. The homo economicus
described by the DSGE models, instead, fully knows the mechanisms
driving the economy and uses this knowledge to predict the future
(although with a light myopia term β ∼ 1, see Eq.(34)). His capacity
to anticipate the economy’s outputs is prone to criticism: expectations
can indeed be subject to rapid change, disagreement and irrationality,
as reflected in the high volatility of investment [145], and the abrupt
nature of expansions and recessions.

The axiom of rationality does not account for more complex (and
sometimes irrational) behaviours of human nature, often referred in
the literature as animal spirits27 or irrational exuberance, see [147, 148]
and [149–152]. Animal spirits as a driver of the decision process of the

27 See [146] for an early review of animal spirits in macroeconomic models.
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homo economicus were already observed by Keynes as, in the General
theory, [55] he reported:

“Even apart from the instability due to speculation, there is the instability
due to the characteristic of human nature that a large proportion of our pos-
itive activities depend on spontaneous optimism rather than mathematical
expectations, whether moral or hedonistic or economic. Most, probably, of
our decisions to do something positive, the full consequences of which will
be drawn out over many days to come, can only be taken as the result of
animal spirits a spontaneous urge to action rather than inaction, and not
as the outcome of a weighted average of quantitative benefits multiplied by
quantitative probabilities.”

There is now rich literature on irrational behaviour across Eco-
nomics (see Ref. [153] for a recent review). Despite Keynes’s efforts,
animal spirits as a driver of investors behaviour have not yet been
included into more traditional business cycle models,28 in what has
been defined by Minsky [53] as an “aborted revolution”. Some attempt
of adding bounded rational components in DSGE models have been
made during the years, such as Refs. [155–158] that focus on learn-
ing in expectations formation in a single-actor model, as well as Refs.
[159, 160] that use various utility specifications in DSGE. But apart
from some examples [11, 161, 162], there is surprisingly little work at-
tempting to factor confidence or sentiment into the DSGE framework
as an explicit variable.29

Another important ingredient that is missing from the DSGE frame-
work are the unknown-knowns: those variables that not only we ignore,
but over which we ignore our ignorance. Following the logic of Storm
[166], rational maximisation over the future states of the economy is
only possible, by definition, in the case where their probabilistic dis-
tributions are fully accessible to the agent. This implicitly implies that
distributions exist, are well-defined, and are fully known and acces-
sible. This brings up a very simple paradox: unfortunately, for the
representative agent to omit the unknown-knowns from his forecast-
ing process is very irrational. The orthodox school would answer this
enigma, stating that agents behave as if they computed probabilities
of things they don’t know. Full rationality is one of the most criticised
axioms of DSGEs, but, even in their most recent versions[83, 84, 167],
they seem incapable to overcome this issue.

The inability, sometimes only partial, of the DSGE models to promptly
answer these questions has led to a schism in macroeconomic think-
ing. In parallel with the improvements that have recently been made
to DSGEs, a growing community of economists is proposing a rad-

28 see Assenza et al.[154] for their inclusion in an ABM framework.
29 This is despite some empirical work suggesting that consumer confidence contains

important information for forecasting personal spending and consumption [163–
165].
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ical overhaul of the DSGE methodology by uprooting the axiomatic
approach that characterises New Keynesian models.

The paradigm shift is radical and the development of new Agent-
Based models seems, for the time being, orthogonal to the classical
community, both in terms of approach and method.

2.5 agent-based models as a new paradigm to follow

Generally speaking, Agent-Based models (ABM), see Refs.[168–171]
but also [172, 173] for insights, are a class of computational models
aimed at describing large systems/societies/economies starting from
the behaviours and interactions of individuals, as in [174]. ABM mod-
els claim to be the most viable alternative (in terms of modelling) to
classic DSGE models. By construction, ABM models are more versa-
tile than the classic approach, as they are naturally conceived to ac-
commodate many of the missing ingredients that DSGEs (see above)
are struggling with.

In particular, the most evident strength of ABMs relies on the fact
that they are built starting from a multitude of interacting agents,
each following a pre-established decision-making process, making
them best suited to grasp the emerging complex behaviour of ag-
gregates, in a “More is Different” way[175–177] 30. ABM models allow
for the description of endogenously generated events (dragon kings
[181]) which, again, are completely excluded (and ignored) in the
DSGE framework. Their presence allows small shocks to amplify via
feedback loops, giving rise to a large business cycle, see Ref. [170].
This non-axiomatic freedom might translate into an economy defined
by a jagged landscape, where the notion of a global equilibrium is
completely lost [182]. In some cases, the external shock constantly
shifts the system from one state to the other, describing an econ-
omy permanently out of equilibrium. Thanks to numerical simula-
tions, however, the absence of equilibrium can be easily overcome
and, thanks to their versatility, ABM models play the role of gener-
ators of possible scenarios. The introduction of feedbacks and interac-
tions is favoured by the lack of an axiomatic base regulating the ra-
tionality of agents. In particular, rational expectations are replaced
by different definitions of rationality. Concepts as, rules of thumb, see
Refs. [183–185], reflect agents’ lack of time to compute all the possi-
ble scenarios. Thus, their choices are driven by simple estimations of
the future. Although rationality still underlies this formulation, the
rough estimation provided by rules of thumb allows for systematic
errors in the maximisation of future trajectories. In order to deeply

30 However, it is evident how both the DSGE and the ABM communities have worked
tirelessly to integrate heterogeneities and networks into the macroeconomic debate,
see Refs.[178–180]. This direction is certainly one of the most accepted, although
substantial differences remain between the two approaches.
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question the axiom of rationality, the ABM community has also im-
ported some concepts from Behavioural Economics, the so-called be-
havioural rules, which include empirically observed behaviours –not
completely rational–, such as imitation processes. Within this context,
the concept of bounded rationality, see [186, 187], is often used to indi-
cate the cognitive limitations of the agent by interpolating them with
the knowledge deficits that are inevitable [188]. These ideas are more
widely accepted as a fundamental part of human nature and, as such,
are implemented in some ABM models [189].

Although Agent-Based models seem to solve all the drawbacks ad-
dressed to the DSGE community, they are subject to two major criti-
cisms from the more conservative group of economists.

First, due to the simplicity of the interactions, they have always
been referred to as toy models, perhaps sometimes with a pejorative
meaning. Their role in the macroeconomic landscape has been under-
estimated, being suitable only for proofs of concepts [190, 191] and not
for forecasting purposes.

Second, the large nature of ABMs – both in terms of the number of
different agents and their respective rules – combined with results de-
rived primarily from large simulations, has led to resistance in accept-
ing them. Their increasing complexity[191, 192] makes it unfeasible to
treat ABM models analytically, and solutions are extracted by numeri-
cal simulations. The DSGE [193] community criticises macroeconomic
ABMs on the basis that there is no clear analytical link between the
parameters, shock inputs and the output aggregate dynamics (many
efforts have been made to close this gap see [194, 195]), and may be
sensitive to initial conditions [196]. Due to the frequent accusations of
lack of transparency and difficulty in evaluation [197], they are also
referred to as numerical “black boxes”.

In such a sceptical environment, ABM models have evolved con-
siderably in the last years and, thanks to both the increased avail-
ability of data31 and computational power support, they have be-
come capable of reproducing entire economies. To give a perspec-
tive, R.Axtel [199] presented a metropolis full-scale quantitative agent-
based model meant to study the housing market bubble that trig-
gered the 2008 global financial crisis. S.Poledna [200] et al. built an
ABM model of the scale of Austria (see also Ref. [201]), where mi-
cro and macro data were used to calibrate agents preferences. More
specifically, this model has been used as a forecasting tool to predict
medium-run macroeconomic consequences of lockdown measures
taken in Austria to limit the spread of Covid-19.

31 Although it is often hard to estimate parameters directly from the data [198].
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Figure 13: Figure taken from S.Poledna et al. work “Economic Forecasting with
an Agent-Based Model” [200]. The figure compares real data (black
dashed lines) to the performances of DSGE (red lines) and the
ABM developed by the author (blue lines). The graph compares
the consumption, the investments, the GDP growth and the infla-
tion. Quarterly vs annual comparison is offered between the two
rows.

2.5.1 State of the Art. A Comparison between DSGE and ABM

Of particular interest is to compare the performance of a sophisticated
DSGE model to the outcomes of an ABM with a number of agents
comparable, in order of magnitude, to the population of Austria. The
work of S.Poledna et al. [200] has caused a stir in the community as
it is one of the first ABMs, with forecasting purposes, designed to
reproduce the economy of a state. Its structure is the following: first,
agents and firms estimate the future state of the economy and make
sets choices accordingly. Second, the labour market clears: each firm
sets its wages and hires/fires workers based on its estimation of the
future productivity. Then, firms ask loans from the central bank and
finally are able to produce goods. Market participants are matched,
and excesses or shortages can remain. Finally, all the actors change
their preferences on realised metrics (realised growth, demand, etc.).
The value of most parameters, quite large in number, is calibrated
on Austrian 2010 economy. The forecasting performances are then
compared with both real data (2010-2013) and with DSGE predictions.
The trajectories are shown in Fig. 13.

Strong claims about this ABM outperforming DSGE are hard to
formulate, as both frameworks show plausible results. Looking at
quarterly consumption and investments, this ABM performs slightly
better compared to the DSGE counterpart (real data are included in
the error bars), although the error bars are quite broad.
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On the other hand, when estimating GDP growth and inflation,
the forecasting of DSGE seems to be more accurate, while the trajec-
tory of the ABM is dominated by uncertainties. However, it is useful
to note that ABM models are quite new and not yet fully accepted
by institutions. Paraphrasing Keynes, is it better to be roughly right
about GDP growth or precisely wrong? In that sense, ABM can cap-
ture the uncertainty of what can happen, but may not be precise on a
quantitative level circa what actually happens. The DSGE aims to be
quantitatively precise, but also noticeably deviates from the data. In
any case, there is not a clear winner, as the two methods are incon-
clusive for all metrics. The real open question is about understanding
the underlying mechanisms of the economy. What is debatable, in
fact, are the core hypothesis of the two frameworks.

2.6 bridging the gap through toy models

The goal of my research is to understand whether, through the addi-
tion of some behavioural components (such as feedbacks and hetero-
geneities), it is possible to bridge the gap between the DSGE models
and the ABM formulations. This is where Complex Systems and its
teachings come into play. In fact, for a statistical physicist, feedback
effects and interactions play a dominant role in the phenomenology
of systems: both the Ising, see Sec.1.4.2, and the Lennard-Jones mod-
els, Sec.1.4.1, perfectly incorporate these two aspects, as none of their
results are possible excluding the role of interactions (between first
neighbours or among water molecules). Thus, the goal is to show that
accounting for those ingredients even the simplest monetary model
can display more realistic behaviours.

The work is twofold. Not only is it necessary to build a coherent
model – starting from existing ones – but we need to understand
which are its fundamental parameters whose variation has macro-
scopic effects on the economic quantities we study. Generally speak-
ing, we will not seek to build models that are necessarily easy to
solve (analytically) because in such scenario we can rely on the com-
putational analysis, which – in this research – will play the role of
“telescope of the mind” [170]. Just as the introduction of the telescope
during the 17th century allowed to see places that were previously
inaccessible, exploiting computer simulations, we will be able to sys-
tematically explore the parameters’ space of our models identifying
the economically relevant quantities.

For the sake of clarity, we aim to keep the formulation of our se-
tups as simple as possible, limiting the number of parameters to a
minimum. The model from which my analysis starts, presented in
Ch.3, can be defined in all respects as a toy model. Its apparent sim-
plicity is not matched by the sophistication of its results. Once the toy
model is stripped of all doubts, it provides an excellent starting point
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for adding new ingredients. Toy models are the “theatre of reality”:
through them, the complexity of the economy can be decomposed
into its most salient aspects, which are studied individually. Once we
are satisfied with the plot, the whole pièce can be written and played.
If toy models are based on reasonable assumptions, however simple,
they can provide general schematic results.

To further support the use of toy models, physics teaches us that
many microscopic details are not fundamental in order to establish
a correct view of reality. The Ising’s model is not microscopically ac-
curate (a magnet is not a set of binary variables with only nearest
neighbours interactions), yet it manages to predict the paramagnet-
ic/ferromagnetic transition. Similarly, the Lennard-Jones formulation
describes water molecules as rigid spheres, omitting many details,
but its results are consistent with experience.

Our approach departs radically from the more complex models
presented above. Instead of, as in meteorology, focusing on trajecto-
ries and their relative error, we will analyse macroeconomic models
by making plausible microscopic assumptions, studying how these
changes add possible stylised scenarios in the dynamics of aggregate
quantities. Among these effects we will discuss in particular the pres-
ence of economic crises of different sizes and duration, and the exis-
tence of phase diagrams and phase transitions.

A classical monetary model: Highlights

This chapter has a double function. First, it introduces the basic
DSGE model on which the second part of the thesis is based,
together with a stylised version of a HANK model. This helps
the reader to form an intuition of how heterogeneities are taken
into account in New Keynesian models. The second part of
the chapter is dedicated to a comparison of the DSGE and the
ABM approaches. The aim is to highlight the criticalities of
both frameworks. In particular, the three main interconnected
strands are: general equilibrium, exogenous and endogenous
shocks, the representative agent paradigm and finally the con-
cept of rationality.





Part III

F E E D B A C K M O N E TA RY M O D E L S

This second part of this document contains the results
of my personal research, that I have conducted (together
with my Ph.D. directors) during the past three years. The
structure is as follows: the first chapter, Ch.3, deals with a
simple but extremely rich modification of the basic DSGE.
We will explore how by introducing a feedback effect the
dynamics of aggregate macroeconomic quantities is com-
pletely overturned. This is also the starting point for the
following chapters. The following chapter, Ch.4, concerns
a heterogeneous extension of the previous chapter. We
will see how heterogeneities play a fundamental role in
the economy, and compare the results to real data. Finally,
in the last chapter, Ch.5, we will introduce the notion of
capital and, with it, an indicator that will make agents’ in-
vestments lean towards the bond market or rather towards
the capital market.





3
C O N F I D E N C E C O L L A P S E I N A D S G E M O D E L

The starting point of this chapter is the simplest possible DSGE model,
as presented in section Sec.2.2. In Ch.2 we showed how the total ab-
sence of feedback effects in the benchmark formulation of New Key-
nesian models results in the absence of economic crises. As broadly
discussed, the fluctuations of the aggregate quantities of the bench-
mark model are purely exogenous, when, on the contrary, the under-
lying reasons of the Global Financial Crisis are nowadays credited to
phenomena whose nature is, instead, endogenous. Many ingredients
that were missing in previous versions of the model (such as the ab-
sence of a financial sector) have been added in the recent years, in an
attempt to assuage some of the scathing criticisms that were uttered
post GFC (see for example [91, 93–95] and [78, 96, 99] for rebuttals).

However, the whole DSGE framework seems to be – partly for tech-
nical reasons – wedded to the Representative Agent paradigm, and
to a (log-)linear approximation scheme that describes small perturba-
tions away from a fundamentally stable stationary state. Economical
recessions are therefore difficult to accommodate within the scope of
DSGE.

Ignoring the effects of feedbacks and interactions in the DSGE
framework, as it happens to the ideal gas laws, has resulted in the
inability of these models to illustrate all emergent properties, hiding
important phenomena such as phase transitions. On the other hand
agent-based models are by construction very adapted to account for
heterogeneities and interactions[170, 181, 202–204]. This can generate
non-linear effects that lead to different regimes, where crises are nat-
urally included in the model. For other examples on how to integrate
economic recessions into models, see Refs. [205, 206].

In order to bridge the gap between DSGE and ABMs and allow
interesting non-linear phenomena, such as trust collapse, to occur
within DSGE, in this model we replace the representative household
by a collection of homogeneous but interacting households.

The interaction is introduced as each household forms its senti-
ment, i.e. propensity to consume, by observing what the average con-
sumption of its neighbours was during the previous time period. The
mechanism is intended to reproduce those panic effects underlying
the GFC: when an agent observes that the consumption of its neigh-
bours has dropped, it will lower its propensity to consume, as a form
of precautionary savings, see examples [207–209]. In a certain sense,
this is like, mutatis mutandis, going from the law of perfect gas, with
a unique thermodynamic equilibrium around which only small fluc-

87
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tuations are possible, to the Van der Walls equation of states, where
the feedback on the pressure due to attractive interaction is taken into
account opening up the possibility of the liquid gas phase transition.
Similarly, in our model, the addition of the confidence feedback on
the propensity to consume opens up the possibility that a relatively
small decline in the overall production will lead to a collapse in con-
fidence and a sharp drop in the economic activity. The existence of
two different equilibria has also been recently suggested in another
context in [210].

Following the standard procedures of statistical physics, we will
draw the phase diagram of our model. On this representation we
identify the regions where bi-stability and economic crises occur. If
the effect of feedback is small enough, our model will be equivalent,
albeit with increased volatility, to the starting DSGE model. On the
other hand, when the strength of the feedback increases, we progres-
sively enter a phase in which the economy admits economic crises,
during which output and consumption collapse abruptly but remain
short-lived. When the role of feedback grows further, technological
shocks can induce persistent economic crises. In such regime the pres-
ence of such economic crises occurs even when the noise level is very
low, in a small shocks large business cycle fashion.

In particular, one of the most important findings of this chapter is
that the probability of such crises occurring is exponentially depen-
dent on the parameters and therefore, a bad calibration can lead to
completely misleading results. This model is therefore an example
of, unknown-knows. In the economy here described, economical reces-
sions are a possible state of the world, but their probability is fun-
damentally hidden by the impossibility of calibrating the parameters
with absolute certainty.

The work presented here relates to various strands of the litera-
ture that emphasises the role of multiple equilibria and self-fulfilling
prophecies, in particular the work of Brock & Durlauf on social in-
teractions [211]. Technically, the model presented here is similar to
the literature on “habit formation” or “keeping up with the Joneses”
(KUJ) [212–214], although the mechanism we introduce would be bet-
ter transliterated as “keeping down with the Joneses” (KDJ). In fact,
the social pressure to consume here is replaced by trust, a lack of
which cuts the consumption. Even if we are more concerned about the
self-reflexive collapse of confidence than about consumption surges,
these are still described by one of the stages of the model.

In the literature, several other scenarii can lead to the coexistence
of static equilibria, corresponding to high/low confidence [117, 215,
216], high/low output [170, 217, 218], or high/low inflation expecta-
tions [151, 217], trending/mean-reverting markets [219–222], etc. with
possible sudden shifts between the two. Multiple equilibria can be ei-
ther a result of learning from past events, or from strong interactions
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between individual agents (direct or mediated by markets) – for a
review, see e.g. [47]. In our present model, fluctuations are triggered
by real technology shocks, but are then amplified by a self-reflexive
mechanism. Nothing would prevent, however, the existence of further
indeterminacy around different stationary points.

3.1 a multi-household dsge model

As many of the algebraic steps have been explicitly written in the
previous chapter, they are deliberately omitted here as they would
result redundant. For the sake of clarity, the model’s core equations
are highlighted also with the purpose to show the reader how they
are modified by new assumptions.

3.1.1 The Households

As mentioned in the introduction, this model has as a starting point
the benchmark DSGE model presented in Sec.2.2. Here, we model M
identical households, all described by the same utility function (as in
the HANK formulation). Similarly to Eq.(135), we assume that each
household i ∈ [[1,M]] is characterised by a utility function Ui(cit,n

i
t)

that depends on its (unique good) consumption cit and amount of
labour nit as:
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where γi is a factor measuring the disutility of labour, and σ ∈ ]0, 1]
and φ > 0 are two i-independent parameters allowing to get the
correct concavity. Following the standard choices we set σ = φ = 1.
The resulting log-utility reads:
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The quantity fit is a time-dependent factor measuring the confidence
of the household i at time t, and hence their propensity to consume.
This “belief function” [223] will be responsible for the possible crises
in this model.

Each infinitely lived household maximises its future expected dis-
counted utility with a discount factor β < 1, subject to the budget
constraint [84]:
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i
t, (85)

where pt is the price of the good, wt the nominal wage (assumed
to be identical for all households), and Eit any extra source of income
(dividends, subsidies, taxes). bti the amount of bonds paying 1 at time



90 confidence collapse in a dsge model

t + 1, purchased at the time t at price (1 + rt)
−1, where rt is the

interest rate (set by the central bank). The maximisation is achieved
using the standard Lagrange multipliers method over the quantities
cit, n

i
t and bit. This gives the household’s state equations, Eqs.(86),

(87) and the Euler equation, Eq.(88):1
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where, coherently with the notation of Sec.2, ωt = wt/pt is the real
wage, πt := pt/pt−1 − 1 the inflation rate and λit a Lagrange mul-
tiplier. We define the aggregate consumption as Ct :=

∑M
i=1 c

i
t and

the total amount of labour provided by the households to the firm as
Nt :=

∑M
i=1 n

i
t.

3.1.2 The Representative Firm

The unique firm has a technology zt such that at each period the
production Yt is given a Cobb-Douglas production function:

Yt =M
αzt

N1−αt

1−α
, (89)

where zt is the total factor productivity, and α is set to 1/3, as in the
benchmark model. Differently from Eq.(41), the output of the firm
is multiplied by a scaling factor Mα. This term assures the correct
limit in the case where M → ∞; allowing both the total production
and the aggregate consumption to be proportional to the number of
households M. As in the reference model, Eq.(42), the technology
zt = z̄eξt is log-normal distributed and the log-productivity ξt fol-
lows an AR(1) process:

ξt = ηzξt−1 +
√
1− η2z N

(
0,σ2z

)
, (90)

where ηz modulates the temporal correlations of the technology shocks,
and σz the amplitude of these shocks.

Each period, the firm maximises its profit with the assumption that
markets will clear, i.e. that Yt = Ct. The real profit function is given by
Pt/pt = Ct −ωtNt. Its maximisation with respect to the aggregate
labour Nt, yields to ωt = zt(M/Nt)

α, i.e., the firm hires labour up

1 Although the Euler equation will actually be irrelevant for most of our story, we will
use it in the last section when we provide an approximate calculation of inflation in
the presence of confidence effects.
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to the point where its marginal profit equals the real wage [84]. Now,
assuming for simplicity that fit and γi are all equal (homogeneous
beliefs and preferences) leads to cit = ct = Ct/M, nit = nt = Nt/M,
γi = γ and fit = ft. Exploiting Eqs. (86,87) and Eq. (89) with Yt = Ct
it is possible to find the solution for ct,nt and ωt as a function of ft
and zt. we set, here and for the rest of the chapter, the value of the
exponents to φ = σ = 1, α = 1/3. This yields to:

ct = zt

(
9ft

4γ

)1/3
(91)

nt =

(
2ft

3γ

)1/2
(92)

ωt = zt

(
3γ

2ft

)1/6
. (93)

The next step is to determine the shape of the feedback ft.
One point deserves to be commented. This extremely simplified

setting leads to the following situation: assuming the interest rate as
a constant, the bonds’ dynamics is set by the budget constraint and
becomes trivial. We have bt = (1+ r) (bt−1 − Pt/M). After its max-
imisation, and given the solutions provided by Eqs. (91, 92, 93) the
profit function Pt/M ∼ 0.44ztpt(ft/γ)1/3 is strictly positive. There-
fore, at large t, bt diverges and its sign depends on the value of b0
and r itself. To this regard, this toy model is in a certain sense in a
Ponzi condition. However, there is one important aspect to take into
account in a more sophisticated DSGE framework, the firm’s prof-
its are re-distributed under the form of dividends among the house-
holds. The lack of this mechanism, on the one hand, keeps the model
as simple as possible, on the other hand it allows for the presence
of losses. To account for this we have added a term Eit in the budget
constraint, Eq.(85) representing the additional sources of income the
households have which is not taken into account in this model. This
issue recurs in the following chapters, so the origin of the term Eit
must be explained in detail.

3.2 animal spirits and self-reflexivity

Now, the main innovation introduced in this chapter is to assume that
the sentiment of households at time t (which impacts their consump-
tion propensity ft) is a function of the past realised consumption of
others, itself revealed by a consumer sentiment index. If the household
i observes that other households have reduced their consumption in
the previous time step, it interprets it as a sign that the economy may
be degrading [207–209]. This increases its precautionary savings and
reduces its consumption propensity. Conversely, when other house-
holds have increased their consumption, confidence of household i
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increases, together with its consumption propensity. A general speci-
fication for this animal spirits feedback is

fit −→ F




M∑
j=1,j6=i

Jijc
j
t−1


 , (94)

where F(·) is a monotonic, increasing function and Jij weighs the
influence of the past consumption of household j on the confidence
level of i. In this work, we consider the case of a fully connected
network, i.e. Jij = J/M, i.e. only the consumption “index” matters.
We will furthermore consider the large M limit such that:

J

M

M∑
j=1,j6=i

c
j
t−1 → Jct−1 .

This corresponds to a mean field approximation in statistical physics.
While it neglects local network effects, it captures the gist of the mech-
anism we want to illustrate and furthermore allows us to keep the
household homogeneity assumption (different local neighbourhoods
generally lead to different consumption propensities). Some anticipa-
tions: in the next chapter, Ch.4 we study the case where the interac-
tion network is sparse, and heterogeneities dominate the dynamics.

Combining (148) and (94) yields to the solution of this extended
DSGE model, which reads:

ct = e
ξtG(ct−1), with G(x) := z̄

(
9F(x)

4γ

)1/3
. (95)

Equation (95) is a discrete time evolution equation for the consump-
tion level. In order to exhibit how this dynamics can generate excess
volatility and endogenous crises, we assume that G(x) is a shifted lo-
gistic function (but any S-shaped function would lead to qualitatively
similar results).2 To wit:

G(c) =
1

2
((cmax − cmin) tanh(θ(c− c0)) + cmax + cmin) , (96)

where cmin, cmax, c0 and θ are parameters with the following interpre-
tation:

• cmin > 0 is the minimum level of goods that households will
ever consume when productivity is normal (i.e. ξt = 0).

• cmax > cmin is the maximum level of goods that households will
ever consume when productivity is normal (i.e. ξt = 0).

2 Whereas the existence of feedback is clear [207–209], we are not aware of studies at-
tempting to quantitatively measure the function G. The change of concavity however
seems plausible from a behavioural viewpoint.
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Figure 14: Numerical simulation of the model for increasing values of the
confidence threshold c0 and for fixed values of θ = 5, σz = 0.6
and ηz = 0.5. Left column: temporal trajectories of the log out-
put log ct with a horizontal dot-dashed red line located at log c0
and dashed black lines at log c>,<; right column: (log-)probability
distribution p(x) of the output, with the corresponding positions
of log c0 and log c>,<. From up to bottom: c0 = 0.1 (A phase,
no crises, Gaussian distribution of output); c0 = 0.55 (B+ phase,
short crises, increased volatility and skewed distribution of out-
put); c0 = 0.75 (C phase, long recessions, bi-modal distribution
with most weight on log c>); c0 = 1.05 (C phase, long recessions,
bi-modal distribution with most weight on log c<). Dashed lines:
effective potential 2V(x)/σ2, defined in Sec. 3.4.

• c0 is a confidence threshold, where the concavity of G(c) changes.
Intuitively, c > c0 tends to favour a high confidence state and
c < c0 a low confidence state.
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Minus Plus

Figure 15: The figure shows the two limit case delimiting the phase C and
corresponding to the situation where the point of the RHS having
derivative equal to unity lies on the line representing the LHS of
Eq.95. The labels “Minus” and “Plus” correspond to the choice of
sign in the Eq.(97)

• θ > 0 sets the width over which the transition from low confi-
dence to high confidence takes place: in the limit θ→ +∞, one
has G(c < c0) = cmin and G(c > c0) = cmax.3

The standard DSGE model, where the animal spirit feedback is ab-
sent, is recovered in the limit θc0 → −∞, in which case G(c) →
cmax = cst. The dynamics of our extended model falls into four pos-
sible phases, that we will call A, B+, C and B− (see Figs. 14, 16),
and discuss their properties in turn. In the following, we will use the
notation ∆ := cmax − cmin.

3.3 phase diagram

The phase diagram is drawn comparing the RHS and LHS (a line
of angular coefficient 1 ) of the Eq.(95). In the absence of external
noise (ξt = 0) and with θ fixed, five scenarios are possible. First, if
the centre c0 of the RHS is small, for all possible values of θ it exists
only one intersection between RHS and LHS, noted c> ∼ cmax, and
the equilibrium is unique. As the confidence threshold c0 increases,
one encounters the tipping case where exactly two solutions exist.
This intermediate case happens when the point of the RHS having
derivative equal to unity lies on the line representing the LHS. As
the feedback function is S-shaped, the situation in which there are
exactly two solutions occurs twice, as it is schematically shown in
Fig.15. Between these two limit values of c0 there are three points of
intersection between the RHS and the LHS. If one increases further
the confidence threshold, the solution is again unique and of the same
magnitude as c< ∼ cmin. In the light of this discussion, it is clear that
the critical pairs of c0 and θ, noted c∗0 and θ∗ respectively, correspond

3 In this chapter we fix θ and vary c0. Note however that fixing c0 and varying the
“temperature" θ would also be of interest to investigate the effect of population het-
erogeneity. This scenario is addressed in the next chapter.
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to the pairs for which there are exactly two solutions. Setting υ = ∆θ∗

2 ,
these can be derived analytically and correspond to all pairs (c∗0,θ∗)
that satisfy the following relation:

c∗0 = cmin +
∆f±(υ)

f±(υ) + 1
−
1

θ∗
log f±(υ) ; f±(υ) =

(
υ1/2 ± (υ− 1)1/2

)2
.

(97)

The “Minus” case of Eq.(97) defines the C/B+ critical line. Vice versa
the “Plus” case corresponds to the C/B− phase line, see again Fig.15

for an intuitive scheme.
To separate phases A and B+ we need to account for the noise, i.e.

ξt 6= 0. The phase A correspond to the couples (c0, θ), for which any
given realisation of the noise (that multiplies the RHS) can introduce
the three solutions scenario. The relative position of the boundary of
the A phase therefore depends on whether θ∆ is larger or smaller
than 2. In the first case – corresponding to Fig. 16, the boundary is
with the B+ phase (to be described below). In the (c0, θ) plane, the A
phase is located on the left of the hyperbola defined by

θc0 = 1+
2cmin

∆
. (98)

In the case θ∆ < 1, the boundary is with the B− phase and the A
phase corresponds to c0 6 cmin +∆/2. To this point, the four phases
of this model are geometrically identified, but it remains to develop
an intuition of what happens within them.

3.3.1 Phase A: High Output, No Crises

This phase corresponds to the DSGE phenomenology, where the equi-
librium is unique and the only solution of eξG(c) = c is a high con-
sumption solution c > c0 for all values of ξ. Even for large nega-
tive shocks ξ < 0, the economy remains in its confident state. For
small noise amplitude σz � 1, the consumption remains around the
value c> solution of G(c>) = c>, and one can linearise the dynamics
around that point:

δt+1 ≈ G ′(c>)δt + ξt, δt :=
ct − c>
c>

. (99)

This leads to the following expression for the consumption volatility:

V[δ] =
σ2

1−G
′2
>

1+ ηG ′>
1− ηG ′>

, G ′> := G ′(c>). (100)

In other words, the output volatility is proportional to the ampli-
tude σz of the technology shocks – small shocks lead to small volatil-
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Figure 16: Left: Phase diagram of the model, with analytically determined
boundaries. Phase A: High Output, No Crises; Phase B+: High
Output with Short-Lived Recessions; Phase C: Long-Lived Booms
& Recessions; Phase B−: Phase B−: Low Output with Short-Lived
Spikes. Right: Graphical representation of the iteration ct+1 =

eξtG(ct) in the different phases. The plain line corresponds to
ξt = 0. Clearly, any S-shaped function G would lead to similar
effects.

ity (note that G ′> < 1 in the whole A phase). However, the feedback
mechanism leads to excess volatility, since as soon as G ′> > 0, one has

σ2z
1−G

′2
>

1+ ηzG
′
>

1− ηzG ′>
> σ2z. (101)

3.3.2 Phase B+: High Output with Short-Lived Recessions

In this phase, B+, there is still a unique equilibrium state when pro-
ductivity is normal, i.e. a unique solution to G(c>) = c> with c> >
c0. However, downward fluctuations of productivity can be strong
enough to give birth to two more solutions c< < c∗ < c0, one un-
stable (c∗) and one stable (c<). With some exponentially small proba-
bility, when σ → 0 (see (102) below), the economy can be driven out
of the normal state c> and crash into a low output state, in which
it will remain trapped for a time of the order of Tη := −1/ log(ηz),
i.e. the auto-correlation time of ξt. In other words, sufficiently large
fluctuations of output are initially triggered by a relatively mild drop
of productivity, which is then amplified by the self-referential “panic”
effect. But since the low output state is only a transient fixed point,
the recession is only short-lived.
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3.3.3 Phase C: Long-Lived Booms and Recessions

Phase C is such that the equation G(c) = c has two stable solu-
tions c<, c> and one unstable solution c∗. This phase is delimited,
in the (c0, θ) plane, by a parabolic boundary (see Fig. 16) with c0 →
(cmin + cmax)/2 when θ∆ → 2+ and c0 → cmin or cmax when θ → ∞.
The lower boundary C→ B+ corresponds to c< → c∗ before both dis-
appear, leaving c> as the only solution, whereas the upper boundary
C → B− corresponds to c> → c∗ before both disappear, leaving now
c< as the only solution.

In the absence of fluctuations (σz = 0), the economy in phase C
settles either in a low output state or in a high output state. But any,
however small, amount of productivity fluctuations can induce tran-
sitions between these two states. The time needed for such transitions
to take place is however exponentially long when σz → 0:

log T(c>,< → c<,>) =
W(c>,< → c<,>)

σ2z
+O(σ0z); (102)

where W(c> → c<) and W(c< → c>) are computable quantities
(see section 3.4 below and Fig. 17). This is clearly the most interesting
regime: the economy can remain for a very long time in a high output
state c>, with relatively mild fluctuations (in fact still given by Eq.
(100)), until a self-fulfilling panic mechanism throws the economy in
a crisis state where output is low (c<). This occurs with a Poisson
rate 1/T(c> → c<). Unless some explicit policy is put in place to
restore confidence, the output will linger around c< for a Poisson
time ∼ T(c< → c>) which is also very long when σz → 0.4 Note
that T(c> → c<) is the average time the system remains around c>
before jumping to c<. The actual time needed to transit is itself short,
and the resulting dynamics is made of jumps between plateaus – see
Fig. 14. A downward jump therefore looks very much like a “crisis”.

As we discuss below, recession durations are much shorter than the
time between successive crisis when c∗ − c< < c> − c∗, i.e. when the
low output solution is close to the unstable solution, which plays the
role of an escape point. As c0 grows larger, still remaining within the
C phase, one will eventually be in a situation where c∗−c< > c>−c∗,
in which case recession periods are much longer than boom periods.
As σz grows larger, the output flip-flops between c< and c> at an
increasingly faster rate, see Fig. 17. While it becomes more and more
difficult to distinguish crisis periods from normal periods, the output
volatility is dramatically amplified by the confidence feedback loop.

4 Note in particular that T(c< → c>) is much longer than Tη: it is no longer the
correlation time of productivity fluctuations that sets the duration of recessions (at
variance with the B+ scenario).
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3.3.4 Phase B−: Low Output with Short-Lived Spikes

Phase B− is the counterpart of phase B+ when c0 is to the right of
the phase boundary. In this case, the only solution to G(c) = c is
c<: confidence is most of the time low, with occasional output spikes
when productivity fluctuates upwards. These output peaks are how-
ever short-lived, and again fixed by the correlation time Tη.5

3.3.5 Remarks

Although quite parsimonious, this model is rich enough to generate a
variety of realistic dynamical behaviour, including short-lived down-
turns and more prolonged recessions, see Fig. 14. We tend to believe
that the most interesting region of the phase space is in the vicinity
of the B+/C boundary, and that the 2008 GFC could correspond to
a confidence collapse modelled by a sudden c> → c< transition.6

The behaviour of the economy in the B− phase, on the other hand,
does not seem to correspond to a realistic situation. One of our ma-
jor result is that the crisis probability is exponentially sensitive to the
parameters of the model.

3.4 a theory for transition rates

3.4.1 Discrete Maps

Let us now discuss in more detail one of the most important predic-
tions of our model, namely the exponential sensitivity to σz of the
crisis probability, Eq. (102). Such a result can be obtained by adapting
the formalism of [224] to the present problem. In terms of xt := log ct,
the map (95) reads:

xt = H(xt−1) + ξt, (103)

with H(x) := logG(ex). In the limit of white noise (i.e. ηz = 0 in
Eq. (90)), this is precisely the general problem studied in [224] in the
case where H(x) = x has two stable solutions and an unstable one
in-between. The authors show that the average time before jumping
from one stable solution to another is given, for smalls σz, by Eq. (102).
They provide an explicit scheme to compute (at least numerically) the
quantity W, called the activation barrier in physics and chemistry. The
idea is to find the most probable configuration of ξt’s that allows the

5 Note that there is no “A−” analogue of the A phase described above – this is due
to the fact that the productivity factor zt can have unbounded upwards fluctuations
but cannot become negative.

6 The role of trust in the unravelling of the 2008 crisis is emphasised in Bernanke,
B., Geithner, T. F., & Paulson, H. M. (2019). Firefighting: The financial crisis and its
lessons. Penguin Books.
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system to move from one stable position to another. In a nutshell, this
amounts to finding a heteroclinic connection, in an enlarged space,
between the starting point and the intermediate, unstable fixed point
x∗ = log c∗ [225].

It is straightforward to generalise the approach of [224] and see
that the jump rate has the same exponential dependence on σ2z when
the correlation time Tη is non-zero, as confirmed by Fig 17. However,
finding the value of W is more complicated. Approximation methods
can be devised in the continuous time limit, that we describe now.

3.4.2 Continuous Time Limit

Let us slightly change the dynamics by assuming that xt depends
not on the previous value xt−1 but rather on an exponential moving
average x̄t−1 of past values of x, defined recursively as

x̄t−1 = (1− ε)x̄t−2 + εxt−1 (104)

Eq. (103) instead reads xt = H(x̄t−1) + ξt. Eliminating xt yields

x̄t − x̄t−1 = ε(H(x̄t−1) − x̄t−1 + ξt), (105)

In the limit ε → 0, this equation becomes a Langevin (or SDE) equa-
tion for x̄t, for which a host of results is available. It is useful to
introduce a potential function V(x) such that V ′(x) = x−H(x).

The potential V(x) has two minima “valleys” corresponding to
log c< and log c> and a maximum “hill” corresponding to log c∗ (see
rightmost panels of Fig. 14). With this representation, the dynamics
of x̄t under Eq. (105) becomes transparent: for long stretches of time,
x̄t fluctuates around either x< = log c< or x> = log c>, until rare
fluctuations of ξt allow the system to cross the barrier between the
two valleys. Calculating the rate Γ of these rare events is the classic
problem Kramers problem (for a comprehensive review, see [226]). In
the limit Tη = 0 where the noise is white, the final exact expression is,
for σz → 0:

Γ(x> → x<) =

√
|H ′(x>)H ′(x∗)|

2π
exp

(
−
2W

εσ2z

)
,

W := V(x∗) − V(x>), (106)

and mutatis mutandis for Γ(x< → x>). Such a prediction is compared
with numerical simulations in Fig. 17; it overestimates the real barrier
by a factor ≈ 2. The most important feature is the exponential depen-
dence of this rate on the height of the barrier W and on the inverse
noise variance σ2z.7

7 The generalisation of Kramers’ result for so-called coloured noise (i.e. Tη > 0) is
also available, see [227]. In this case, corrections to Eq. (106) can be systematically
computed, but the exponential dependence of Γ on σ−2z is preserved.
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Figure 17: Plot of log T(c> → c<) and log T(c< → c>) (left column) vs σ−2z
for different values c0, and η = 0 (upper panels) and ηz = 0.5
(lower panels). The value of c0 increases with the point’s tonality
becoming darker. The linear dependence confirms the validity of
(102). The right column shows the corresponding barriers W as a
function of c0. For ηz = 0, we plot the continuous time prediction
(106) with ε = 1 (solid red), which overestimates the true barriers
(dotted red) by a factor ≈ 2.
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3.4.3 Exponential Dependence and “Unknown Knowns”

It is worth emphasising the economic consequences of this exponen-
tial dependence of the probability of crises in our model. Clearly, any
small uncertainty about the parameters of the model (i.e. c0, cmin, cmax, θ)
or for that matter, the precise specification of the function G(c), or
any other feature neglected in the model, will no doubt affect the pre-
cise value of the barrier W. But in the rare event regime W/σ2z � 1,
any uncertainty on W is exponentially amplified. Take for example
W/σ2z = 25; a small relative error of 10% on W changes the crisis
rate by one order of magnitude. Precisely as the famous butterfly ef-
fect (i.e. the exponential sensitivity to initial conditions) forbids any
deterministic description of chaotic systems, the exponential depen-
dence of the crisis rate means that this rate is, for all practical pur-
poses, unknowable. Since the probability of rare events cannot be de-
termined empirically, it means that no market can provide a rational
valuation of the corresponding risks. This is an interesting example
of “unknown knowns”, where what may happen is known, but its
probability impossible to quantify and cannot be priced.

3.5 inflation and narrative-based monetary policy

One of the major difficulties in introducing, as in the benchmark
model Sec.2.2, a monetary policy (Central bank) is the presence of
multiple equilibria. This doesn’t allow one to linearise the macroeco-
nomic quantities and the term Et

[
fit+1(c

i
t+1)

−σ/(1+ πt+1)
]

appear-
ing in the Euler equation, see Eq.(88), remains hard to estimate. This
makes the task of calculating inflation difficult, and impossible in the
phases where the jumps are frequent. Let then first assume that the
crisis probability is very small, so one can linearise the Euler equation,
Eq. (88) with σ = 1.

In the absence of frictions, the model is usually closed by assuming
a Taylor rule for the interest rate, as rt = Φπt − ρ, with ρ = logβ. As
in the benchmark model, Φ > 1 fixes the amplitude of the response
of the Central Bank to inflation π [84]. The linearisation of the Euler
equation reads:

πt +
1

Φ
κ> (δt − δt−1) =

1

Φ
Et [δt+1 − δt] +

1

Φ
Et [πt+1] . (107)

From Eq.(95) one sets k> := 3G ′(c>) > 0. The inflation is obtained by
solving forward in time Eq.(107), which leads to:

πt+
κ>

Φ
(δt− δt−1) =

(
1−

κ>

Φ

) ∞∑
k=0

Φ−k−1Et[δt+k+1− δt+k], (108)

where δt is the output gap defined in (99). In the standard DSGE
the function Ft → 1, ∀t and its derivative vanishes. One therefore
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recovers the standard expression, Eq.(58). The self-reflexive feedback
adds a term that depends on the past output gap trend, and changes
the coefficient in front of the expected future output gap variations.
Interestingly, 1 − F ′>/Φ can become negative for some range of pa-
rameters. As already mentioned, extending this result to the scenario
where crises are frequent, is really hard. However, we would like to
sketch the idea of a possible solution. We define p as the probability
of an economic recession occurring between time t and time t + 1,
say p = T−1(c> → c<) � 1. Consequently, with probability 1− p it
hovers normally around c>, with small fluctuations. We also assume
that πt � 1. Hence, we approximate the right-hand side of the Euler
equation (88) as:

RHS ≈ F(ct)
c>

(1+Φπt)

(
(1− p)E>t [(1− πt+1 − δt+1)] + p

c>

c<

)
, (109)

where E>t is an expectation conditional to remaining near the high
output equilibrium. This eventually leads to an extra term in (108)
equal to

δπt = −
p

Φ− 1

c> − c<
c<

. (110)

As expected, anticipation of possible crises decreases inflation; pro-
vided c< � c> this correction can be substantial even when p� 1.

3.6 conclusion

The setting presented in this chapter corresponds to a proto DSGE
model. Including frictions (like Calvo’s staggered price adjustment)
would lead to a richer model, with, for example, a modified “New
Keynesian Phillips Curve” [84]. Starting from the basic DSGE, we
have built a first extension of this model by taking into account con-
fidence effects which, as we have seen, if strong enough can gener-
ate drastic drops in consumption, or in other words, economic crises.
This effect resolves (at least in part) two of the main criticisms that
are addressed to DSGE models. First, the concept of general equi-
librium is here overcome by the presence of two distinct equilibria,
generating high/low output respectively. Although multiple equilib-
ria can be introduced by changing the form of the feedback function
Gt (for example by considering a step function), we didn’t investigate
such scenario as, our goal, remains to show how, by considering few
realistic effects, the outputs of the model can radically change. The
second point concerns the exogenous origin of standard DSGE’s eco-
nomic crises. The drops in the consumption of this framework are
alimented by endogenous mechanisms and self-propelled. Similarly
to the Van der Waals equation – by accounting for simple interac-
tions of the water molecules – succeeds in overcoming the perfect gas
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equation, in this model the addition of simple feedback effects leads
to an economy where recessions are a possible state of the economy.
One of the main results of this model is that it suggests alternative,
behavioural tools for monetary policy, in particular in crisis time. Be-
yond adjusting interest rates and money supply, policy makers could
also use narratives to restore trust,8 parameterised in our model by the
threshold c0. If, for example, the economy lies in the neighbourhood
of the C/B+ phase boundary (see again Fig. 16), a mild decrease of c0,
engineered by the Central Bank, may help to put back the system on
an even keel. However, this model can be improved. Some directions
are taken into account in the course of this thesis, others are left for
future work. The main directions are:

First, the model is mean field and leaves no room for the hetero-
geneities. This problem is addressed in the next chapter, Ch.4, where
we introduce heterogeneous skills levels and a social network.

Second, the inclusion of market breakdown in crises periods, i.e.
allowing for ct 6= Yt: production and consumption will not match
as confidence collapses. This is the subject of an ongoing project con-
ducted within the EconophysiX research chair.

Third, within this framework, economic crises have resulted from a
decrease in households’ propensity to consume. However, one could
argue that confidence collapse in 2008 initially affected the supply
side. This generalisation represents a challenging problem, and it will
be addressed in Ch.5, where we study the possibility of having supply
driven recessions. I postpone the discussion to Ch 5.

Finally, within this framework we are incapable of calculating, ex-
cept in specific situations and/or in an approximate way, the inflation.
The absence of a general equilibrium makes the linearisation process
impossible, and in particular the estimation of the future expecta-
tion Et[·] is hard. In particular, without linearisation, the argument
fit+1

(
cit+1

)−1
/(1+ πt+1) of the expectation, needs to be treated as

a random variable, leading to the impossibility of computing the in-
flation. This extension is also the subject of forthcoming work, albeit
still at an embryonic stage.

8 The importance of narratives in economics was recently stressed in [12]
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Confidence Collapse in a Multi-household self-reflexive DSGE
model: Highlights

In order to bridge the gap between DSGE and ABMs and al-
low interesting non-linear phenomena, such as trust collapse,
to occur within DSGE, in this model we replace the representa-
tive household by a collection of homogeneous but interacting
households. The setting presented in this chapter corresponds
therefore to a proto DSGE model. Here, each household forms
its own sentiment, i.e. propensity to consume, by observing
what the average consumption of its neighbours was during
the previous time period. This opens up the possibility that a
relatively small decline in the overall production will lead to a
collapse in confidence and a sharp drop in the economic activ-
ity. If the effect of feedback is small enough, our model will be
equivalent, albeit with increased volatility, to the starting DSGE
model. On the other hand, when the strength of the feedback
increases, we progressively enter a phase in which the econ-
omy admits economic crises, during which output and con-
sumption collapse abruptly but remain short-lived. When the
role of feedback grows further, technological shocks can induce
persistent economic crises. In such regime the presence of such
economic crises occurs even when the noise level is very low, in
a small shocks large business cycle fashion. The self-reflexive feed-
back mechanism resolves two of the main criticisms that are ad-
dressed to DSGE models. First, the concept of general equilib-
rium is here overcome by the presence of two distinct equilib-
ria, generating high/low output respectively. The second point
concerns the exogenous origin of standard DSGE’s economic
crises. The drops in the consumption of this framework are ali-
mented by endogenous mechanisms and self-propelled. One of
the main results of this model is that it suggests alternative, be-
havioural tools for monetary policy, in particular in crisis time.
Beyond adjusting interest rates and money supply, policy mak-
ers could also use narratives to restore trust, parameterised in
our model by the confidence threshold c0.



4
H E T E R O G E N E I T I E S I N A D S G E M O D E L W I T H
F E E D B A C K

In this chapter, I discuss the natural extension of the model presented
in Ch.3 where we found that the setup, although quite minimal, was
already extremely rich, leading to a variety of realistic output dynam-
ics. In particular the appearance of crises where consumption drops
as a result of an initial exogenous shock, amplified by a collapse of
confidence are effects absent from the basic monetary model, as in
Sec.2.2. But while we modelled interactions and feedback loops, we
did not account for possible income heterogeneities and network ef-
fects, that were averaged out by the mean field approximation. These
are key elements to be integrated if one wants to have a realistic de-
scription of society.

Here, we build upon such ideas and introduce agents that can be as-
signed different characteristics, such as skill and social environment.
At each time step, the consumption level of each household is par-
tially determined by the past realised consumption of its neighbour-
ing agents in a network of social interactions. As we shall see, we find
that the phenomenology, in particular the appearance of endogenous
demand-driven crises, is now more complex, with much more struc-
tured consumption crashes that are either restricted to some stratum
of the population, or affect the whole population, depending on the
distribution of wages and the structure of the social network.

This extension follows somewhat the logic described in the intro-
duction, see Sec.1.4.1. Making an analogy with water models, if one
considers the model of Ch.3 as the Van der Waals extension of the
Ideal gas law (role played by the framework presented in Sec.2.2), the
natural step to improve its results is to explicitly account for hetero-
geneities.

In the following part, I present the solution to the model with gen-
eral couplings. Only later, once different wage levels have been as-
signed to agents, we fix the network via the coupling matrix J, start-
ing from the definition of feedback, Eq.(94). A priori the value of
each coupling Jij is free from constraint. To simplify the problem, in
the following we assume that the relationships between agents are
matched, i.e. that the matrix J is symmetrical, Jij = Jji i 6= j, but in
subsequent extensions of the model one can easily extend this setup
to a directed graph, i.e. Jij 6= Jji.

Moreover, among many possibilities we choose not to assign rela-
tive weights and to keep the coupling Jij = 1/Ki where Ki = K is the
connectivity, fixed and equal for all agents. However, the coupling

105
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matrix will be sparse, as K � M, with M the total number of house-
holds considered. This will impose choices on how to connect the
agents. Two possibilities are studied depending on their wage level :

1. agents are segregated and therefore connected to neighbours
sharing similar wage levels

2. agents are not segregated and interactions are mostly random.

Last, in the conclusions, I discuss the strengths and weaknesses
of our approach compared to the HANK formulation. I also try to
illustrate some possibilities to extend the model presented here also
accounting for some HANK ingredients.

4.1 skills and wage heterogeneities

This chapter contains some important differences from the previous
setup, and therefore I present all its key steps. The different ingredi-
ents of the model are summarised as follows.

4.1.1 The Households

As in the previous setup, we consider M households i = 1, · · · ,M
who maximise the discounted sum of their present and future utility:

Uit := fit log cit − γ
i(nit)

2 (111)

where, as in Eq.(111), cit,n
i
t are the level of consumption and the

amount of working hours of the household i at the time t, fit the
(possibly time dependent, see below) utility of consumption and γi

the disutility of work. Utility maximisation is subject to the classic
budget constraint:

ptc
i
t +

Bit
1+ rt

= nitw
i
t + b

i
t−1 + E

i
t , (112)

where pt the price level of goods, wit the nominal wage of the agent i,
bit the amount of bonds paying 1 at the time t+ 1, the value of which
being (1+ rt)

−1 at time t, where rt is the interest rate and the term Eit
represents an external source of income, see Ch.3 for the explanations
over the necessity of this term.

The maximisation is performed using Lagrange multipliers with
respect to the quantities cit, n

i
t, b

i
t. This gives the household state

equation:

citn
i
t = fitω

i
t/γ

i , i = 1, . . . ,M, (113)
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where, again, ωit = wit/pt is the real wages. One also obtains the
Euler equation governing intertemporal substitution of consumption:

(cit)
−1 = (1+ rt)βEt

[
fit+1(c

i
t+1)

−1

1+ πt+1

]
, (114)

where πt+1 = pt+1/pt − 1 is the inflation rate. This equation will not
be used in the following part of this chapter, as we will not be con-
cerned with inflation at this stage. The reasons have been discussed
in the conclusion of Ch.3.

4.1.2 The representative Firm

The production sector is made of a representative firm which uses dif-
ferent skills, corresponding to different productivity levels zi among
agents. We posit that the firm level of production Yt is given by
a Cobb-Douglas1 function with

∑
i z
init as the effective number of

working hours:

Yt = zt
Mα

1−α

(∑
i

zinit

)1−α
, (115)

where zt is an overall productivity factor, subject to exogenous shocks,
and α = 1/3. The pre-factor Mα in (115) ensures that both the aggre-
gate consumption and the production are proportional to the size of
the population M. The firm’s profit Pt is then given by:

Pt

pt
:=

∑
i

cit −
∑
i

ωitn
i
t, (116)

The firm maximises Pt with respect to the individual labour supply
nit, under the assumption that the market will clear, i.e.

Yt =

M∑
i

cit . (117)

Such maximisation provides the following relation between real wage
ωit and productivity zi of each agent:

ωit = zt
zi

Zαt
, Zt :=

1

M

M∑
j

zjn
j
t (118)

Using Eqs. (113) and (118), the market clearing condition (117) be-
comes:

M∑
i

zi

nit

[(
nit
)2

−
fit(1−α)

γi

]
= 0 . (119)

1 One might also consider implementing a constant elasticity of substitution (CES)

production function, say Yρt = zt
Mα

1−α

(∑
i(1−α)(z

init)
ρ
)1/ρ, ρ < 0. This exten-

sion/modification is actually quite relevant when we consider the capital dynamics
and/or when the skill levels zi are not fixed in time – see Ch.5.
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Given the set of {γi} and {fit}, Eq. (119) describes a M− 1 dimensional
manifold where the solutions nit must lie.

Now, plugging Eq. (118) into the profit function (116), one finds
that

Pt

Mpt
=

ztα

1−α
Z1−αt .

Thus, among the set of possible solutions described by (119) we
retain the one maximising the sum Zt. Introducing again Lagrange
multipliers, one can show that the optimal solution is given by:

nit = F
i
t :=

√
(1−α)

fit
γi

, ∀i, (120)

i.e. each term of the sum in Eq. (119) is zero. One might remark that
Eq.(120) is coherent with the solution provided in the previous chap-
ter, see Eq.(92) (setting α = 1/3).

Combining Eqs. (118) and (113) finally yields:

cit = zt
ziFit
1−α


 1

M

M∑
j

zjF
j
t




−α

. (121)

Eqs. (118) and (121) are our central theoretical results. Eq. (121), which
appears to be new, gives the general solution of a generalised DSGE
model with many heterogeneous agents, while keeping most of the
original DSGE fully rational agent paradigm intact up to now.

To move forward, we need to specify the distribution of skills zi

over the population, as well as the dynamics of the overall productiv-
ity factor zt.

Since in our model real wages are proportional to skills (see Eq. (118))
we take inspiration from empirical data, which shows that wages fol-
low an exponential distribution, except in the extreme tails where it
becomes fatter (possibly Pareto-like), in part due to returns on invest-
ment, see e.g. [228]. To keep the model as parsimonious as possible,
we therefore assume that the distribution of zi in the population is
given by:

ρ
(
zi
)
=

 1
µ exp

(
zmin−z

i

µ

)
zi > zmin

0 zi < zmin.
(122)

This exponential distribution has a mean given by E[z] = zmin + µ,
which can be considered as a proxy for the GDP per household of
the corresponding economy. The distribution of wages is also char-
acterised by a Gini coefficient G, which is a measure of the inequal-
ities in our economy. A schematic representation of the mathemati-
cal meaning of the Gini coefficient is shown in Fig.18. In particular,
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Figure 18: The figure shows the derivation of the Gini index. On the horizon-
tal axis, the population, ordered by increasing zi. On the vertical
axis the cumulative share of income, given by the Lorentz curve,
whose components {Li} are computed as Li :=

∑i
j=0 z

i/
∑M
j=0 z

j.
If zi = z, ∀i then the increments are constant and the Lorentz
curve is a straight line of angular coefficient 1 (as shown on the
figure). On the other limit, when the totality of the wealth is accu-
mulated by one single agent, the corresponding Lorentz curve is
given by the dashed black lines. For any other distribution of the
inequalities, the corresponding Lorentz curve lies below the “line
of equality”. The Gini coefficient is a measure of such inequalities,
and it is computed as the ratio A/(A+B), where A and B are the
areas coloured in the figure.

when the inequalities are exponentially distributed, the Gini coeffi-
cient takes a simple form, and it reads:

G =
µ

2E[z]
=
1

2

µ

µ+ zmin
. (123)

Hence, G→ 0when µ� zmin (egalitarian society) and G→ 50% when
µ � zmin. Stronger inequalities (i.e. 50% < G 6 1) would require
a different functional form, with, for example, extra power-law tails,
or a Dirac mass at z = zmin. The quasi-totality of European countries
have a Gini index ranging between 24% and 35% while more unequal
societies, such as the US, have Gini’s > 40% [229].

Exogenous shocks are encoded into the idiosyncratic noise zt that
we write as zt = eξt , where ξt follows an AR(1) process:

ξt = ηzξt−1 +
√
1− η2z N

(
0,σ2z

)
, (124)

where we fix ηz = 0.22 (the parameter ηz only affect the timescale
of the memory kernel of the stochastic process). This corresponds to

2 As a remark: the value of ηz is smaller if confronted to Ch.3. This choice is justified
by the increasing complexity of the numerical simulations performed here. Hetero-
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assuming that all individual productiveness zi are subject to the same
exogenous shock. One extension of this model is to consider a setup
where the different skills are affected by different shocks.

Note that the most probable value of zt is unity (i.e. ξt = 0), which
corresponds to what we will call “normal” or “baseline” conditions.

4.2 social network and self-reflexivity

We now discuss the specific form of the consumption propensity fit
or, equivalently, its (re-scaled) square-root Fit defined in Eq. (120). Fol-
lowing Ch. 3, we assume that the consumption propensity of agent i
at time t depends on the realised consumption at time t− 1 of some
other agents of the economy (self-reflexivity), which are coupled to i
via an interaction network Jij:

Fit ≡ Fi


 1

Ki

∑
j( 6=i)

Jijc
j
t−1


 , Ki :=

∑
j( 6=i)

Jij, (125)

where F is a certain function the argument of which is the local aver-
age of the consumption at time t− 1 of “neighbours” on the network,
i.e. the agents j for which Jij is different from zero. The specific choice
of this interaction network will be discussed in details below. Here we
start by focusing on the properties of the feedback function Fi. In the
previous chapter we have shown that a generic S-shaped function
suffices to induce multiple equilibria, with stochastic switches (cor-
responding to economic crises and recoveries) between them. As in
Ch.3, we choose a logistic function of the form:

Fi(x) =
1

2

[
(νimax − ν

i
min) tanh

(
θi(x− ci0)

)
+ (νimin + ν

i
max)

]
. (126)

The parameters νimin > 0 and νimax > νimin represent the minimum
and maximum levels of labour that household i can possibly provide,
see Eq. (120); ci0 is the individual confidence threshold where the con-
cavity of F(c) changes. Similarly to the previous setup, ci > ci0 tends
to induce a high confidence state, while ci < ci0 a low confidence
state. θi > 0 is the steepness of the function Fi close to the threshold
level, setting the width over which the transition from low confidence
to high confidence takes place, and is related to the agents’ sensitivity
to consumption’s changes. In order to fully specify the model, we still
need to define the interaction network i.e. the link variables Jij. We
base our choice on a number of studies indicating that households
sharing the same level of wealth tend to cluster together (see for ex-
ample [230, 231]). For example, in large cities, the real estate market
is such that people sharing a comparable level of income populate the

geneities have a major impact in the running time of the simulations and reducing
ηz allows collecting statistic faster, reducing by some factors the numerical time.
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Figure 19: The two graphs show two sketched of graphs obtained for differ-
ent levels of segregation. Specifically M = 20, K = 5. Each node
corresponds to the same distribution of {zi} and they are sorted
in increasing order, i.e. z0 < z1 < · · · < z19 < z20. The left panel
shows the segregated network corresponding to λ = 0.01, while
the right one displays the non-segregated case, λ = 100.

same neighbourhoods, and therefore attend the same schools, facili-
ties and many other public infrastructures. Following this reasoning,
we set Jij = 1 with probability pij and Jij = 0 with probability 1−pij,
where pij is given by

pij ∝
K

M
exp

(
−

|zi − zj|

λ(zi + zj)

)
. (127)

This implies that agents with similar wages (i.e. |zi − zj|/(zi + zj)

small) are more likely to be in contact (i.e. Jij = 1) than agents in
different social classes (i.e. |zi − zj|/(zi + zj) large). The stratification
and the level of segregation of the society is tuned by the param-
eter λ: when λ � 1, wage differences become irrelevant, whereas
when λ � 1 interactions are almost exclusively within the same
social group. Fig.19 graphically displays the differences between a
segregated and a non-segregated social network. The factor K/M in
Eq. (127) ensures that each household interacts with a small average
number K of other households. In fact, to be more precise, in the fol-
lowing we will consider “random-regular graphs” of fixed connectiv-
ity K [232], which are defined as a graph chosen uniformly at random
among all possible graphs ofM nodes such that each node has exactly
K edges connecting it to its neighbours.

The procedure that we implement to build the network goes as
follows:

1. We first assign a wage level zi to each of the M nodes of the
network, which are i.i.d. variables extracted from the distribu-
tion (122).

2. We build a random-regular graph of fixed connectivity K.
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3. The links are then rewired through a Monte Carlo algorithm. In
order to keep the connectivity fixed, we proceed as follows: We
assign to any configuration an energy equal to H =

∑
〈i,j〉 |z

i −

zj|/(zi+zj), where 〈i, j〉 designates pairs of neighbouring agents.
From the randomly generated graph, we pick at random two
links, say i→ j and k→ ` and we swap the connections to i→ k

and j → `. We compare the energies of the old configuration,
Hold with that of the rewired configuration, Hnew. The new con-
figuration is kept with probability min(1, e(H

old−Hnew)/λ). This
process is repeated until a stationary state is reached. It is possi-
ble to show rigorously that the probability distribution at equi-
librium is given by Eq. (127). Results for λ = 0.01 and λ = 100

are displayed on Fig.19
3.

While one could have made a number of alternative choices to
model heterogeneities in both income and social interactions, we be-
lieve the setting introduced above is general and simple enough, and
contains the essential features that we want to account for.

It is worth adding that here we only focus on symmetric interactions
matrices (i.e. if j influences i then i equally influences j). Another pos-
sible extension of the current setup is to consider the generalisation
to directed networks.

4.3 parameter specifications

In this section, we propose reasonable and parsimonious specifica-
tions for the different parameters defined in the previous section.

4.3.1 Wage distribution

The exponential distribution of wages, Eq.(122) has two parameters,
governing the average wage and the Gini coefficient. To disentangle
the two effects, we first investigate the model with a fixed value of
E[z], arbitrarily set to 2, and vary µ in the interval [0.2, 1.8], corre-
sponding to Gini coefficients (given in this case by G = µ/4) between
5% and 45%. As discussed above, the average productivity level E[z]

represents the average income and is essentially proportional to the
GDP per capita of one country. When comparing the predictions of
our model to real-world data, we will relax the constant salary mass
hypothesis and impose it to be proportional to the GDP/capita. This
extension is discussed in detail in the last part of the chapter.

3 Alternatively instead of rewiring the links (computationally expensive), one can
swap the positions of agents via the same procedure. This allows a computational
gain with consequent time saving.



4.3 parameter specifications 113

4.3.2 Feedback function

The feedback function is specified, for each agent i, by four param-
eters: νimax, νimin, ci0 and θi. We assume that the minimum amount
of labour provided by an agent i, νimin, is the same for each agent
and equal to zero. (For practical convenience, we fix it to a very small
value, νimin = 10−3.) Similarly, the maximum amount of labour νimax
can be set to 1, independently of i. Using Eq. (148), this implies that
consumption ci in booming times is proportional to income zi, as
expected.

The most important parameters of the feedback functions are ci0
and θi. We assume that these parameters only depend on the income
of each agent, as detailed below. In this way we are able to reduce
drastically the number of free parameters of the model.

0.0 0.5 1.0

c0

0

2

4

6

8

10

12

14

θ

C
Bistable economy

B−
Low output
economyA

Standard
DSGE limit

B+

Long living booms &
sudden recessions

∆ ≈ 1, cmin = 10−3

Figure 20: In the figure, we show a sketch of the phase diagram as in the ho-
mogeneous case, with highlighted the different phases and their
properties. In red and blue, we draw two possibilities for the
choice of the θ(c0). The arrows point in the same direction as
the increase in wages’ levels. This figure is meant to be a guide
to help the reader to understand the model and the choice of
parameters.

The ci0’s play a key role as they correspond to the threshold below
which the households’ confidence collapses. In a recent article by D.
Jacobe,4 it is reported that in the early stages of the 2008 GFC, the
wealthier part of the population was also the most pessimistic about
the state of the economy. To account for this effect, we set the confi-

4 https://news.gallup.com/poll/111895/HigherIncome-Americans-Turning-More-Pessimistic.

aspx

https://news.gallup.com/poll/111895/HigherIncome-Americans-Turning-More-Pessimistic.aspx
https://news.gallup.com/poll/111895/HigherIncome-Americans-Turning-More-Pessimistic.aspx


114 heterogeneities in a dsge model with feedback

dence threshold of each household ci0 to be an increasing function of
its income level, and hence of its productivity level zi, modulated by
an exponent β1 > 0:

ci0 = c̄0(z
i)β1 , (128)

where c̄0 is a global trust level that we assume to be determined by
country specific economic policies, culture, etc. The larger the value
of β1, the stronger the dependence of the confidence threshold on
income.

In order to gain some intuition about the specification of the sensi-
tivity parameters θi, we use as a guide the phase diagram established
in the homogeneous case in Ch.3, recalled in Fig. 20. Depending on
the values of θ and c0, one can distinguish four zones in the phase
diagram that encode different properties of the economy. Those re-
gions correspond, by construction, to the phases I described in the
previous chapter. Here I limit to recall their properties: (i) the phase
A delimits the area of the standard DSGE model, where we do not
observe any economic crisis, (ii) the zone B+ allows for short-lived
economical recessions, (iii) the C phase admits a second equilibrium
and correspondingly allows for crisis and economical recoveries with
comparable probability and duration. Finally, (iv) zone B− represents
the set of parameters for which the system is systematically in a state
of crisis. Over such a phase diagram, we draw two possible “trajec-
tories” for θ(c0): in blue a convex decreasing relation and in red an
increasing one. Both curves cross different phase transition lines, but
the blue one seems a more natural choice. 5 Actually, we find that
along the red curve it is almost impossible to find a set of parame-
ters for which all the agents belong to the same phase and, moreover,
the richest part of the population is systematically exposed to the
economic crisis regardless of the choice of parameters.

For these reasons, we discard the “red” option and parameterise
θi(ci0) as:

θi(ci0) = θ̄(z
i)−β2 = θ̄

(
ci0
c̄0

)−
β2
β1

, (129)

where θ̄ represents the global sensitivity scale and the exponent β2 >
0 enforces a monotonic decreasing dependence between θi and in-
comes. When β2 = β1, the width θ−1 of the transition region scales
as the consumption threshold c0 itself. When β2 < β1 on the other
had (as we will find empirically), this width increases slower that c0,
meaning that high incomes are (on a relative basis) more sensitive
than low incomes to a drop of consumption of their neighbours.

5 Here we only considered two possible patterns of ci0 and θi. However, this model,
being extremely versatile, can be easily implemented with different choices over the
definitions of ci0 and θi.
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Visually, when θ̄ increases the blue line is globally shifted upwards,
while if c̄0 increases it is shifted to the right. When β1,β2 → 0, ci0 =

c̄0 and θi = θ̄, behavioural heterogeneities are switched off and the
model leads to a phenomenology very similar to the one reported in
Ch.3. We are thus left at this stage with only four parameters: β1,β2,
c̄0, θ̄. Although seemingly restrictive, this setting gives rise to a rich
phenomenology that we are going to analyse in the next sections.

4.4 characterising crises typologies

4.4.1 Numerical results

In the previous chapter, we showed how the introduction of the feed-
back function can destabilise the standard DSGE equilibrium. In the C
phase, the self-consistent solution for the consumption has two fixed
points, allowing the system to switch from a high to a low consump-
tion state. As shown in the phase diagram of Fig. 20, the confidence
threshold c0 modulates the probability of jumping from a high con-
sumption state to a recession regime (this probability increases with
c0). Here this mechanism remains unchanged, but the chain of events
that bring the consumption of agent i to collapse is more intricate.
Figure 21 gives some insights about the possible scenarios.

The three pairs of panels shown in Fig. 21 display the crisis prop-
agation for three different choices of the parameters β1 and β2, for
fixed values of θ̄ and c̄0. We also compare segregated (left column)
and non-segregated networks (right column). In the segregated case,
we observe that crises form suddenly and then slowly abate.

Changing the values of β1 and β2, e.g. moving from the upper
to the lower panels, affects dramatically which social class under-
goes consumption-driven crisis. In the upper two panels, for instance,
crises spread almost exclusively from the poorest end of the popula-
tion towards the middle class and only sporadically affect the whole
system. In the central panels, we observe a different scenario: the re-
cessions originate with almost the same frequency from the richest or
the poorest part of the population and affect both social classes with
the same intensity. Finally, in the lowest panels, crises always start
from the richest agents and propagate towards the middle-class and
only in very few cases affect the whole population.

In the right column of Fig. 21 (non-segregated networks) we ob-
serve that for the three choices of β1 and β2, only the shape and
duration of the recessions are affected compared to the segregated
case. Recessions spread more uniformly and are shorter.

Below, we explain how to rationalise these observations.
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Figure 21: The graphs show the crises dynamics for three choices of the
parameters, together with the relative phase diagram, using the
same colour code. In the main panels, the abscissa is time and
the ordinate are households, sorted by increasing wage. Colour
appears when one agent’s consumption drops below its corre-
sponding threshold. The three dynamics differ only by the choice
of the couple β1 and β2, while the global levels of θ̄ = 4 and
c̄0 = 0.5 are kept constant, together with the level of income in-
equalities µ = 1.5. For the leftmost set of graphs, the network is
segregated, λ = 0.01, while the right ones are with λ = 100. Note
that the typology of crises changes substantially between the two
cases.

4.4.2 A path across the phase diagram

In the limit of strongly segregated networks (λ � 1), the only con-
nections are between agents that have very similar income and, there-
fore, very similar values of θ and c0. Their consumption obey a self-
consistent equation very similar to the one presented in the previous
Ch.3, but with wage dependent parameters:

c(z) = γzF (c(z)|θ(z), c0(z)) , γ :=
E[zF]−α

1−α
. (130)

where the time dependence of the consumption c is neglected in the
absence of productivity shocks. Depending on the choice of the pa-
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Figure 22: The three panels sketch the phase diagram. The plain lines indi-
cate the boundaries of the C phase, while the dashed line repre-
sents the locus of c0 and θ for different households. The colour
code matches the one used to illustrate the dynamics in Fig.21.

rameters θ and c0, Eq. (130) can have 1, 2 or 3 solutions. In the ho-
mogeneous case, the representative agent occupies a single point in
the phase diagram of Fig. 20. In the limit of strong segregation, each
social class occupies a different spot of the phase diagram. The union
of these spots form the lines drawn in Fig. 20.

The shape and the location of these lines strongly depends on the
values of β1 and β2, as shown on the rightmost panels of Fig. 22

(the colour of each of those panels are chosen to match the one of
the corresponding dynamics). The left graph shows that agents with
lower income are living in the C phase (bi-stable economy) while
the steep decrease of θ with z, allows the richer households to cross
the C → B+ phase line. This reflects the dynamics shown on the
corresponding panels.

In the middle panel, the whole population lies within the C phase,
explaining why crises form from both sides of the income spectrum.
Finally, the right panel, although very similar to the previous case,
reveals an important difference: households with a lower salary are
closer to the line separating the phases C and A/B+. This affects the
probability for the lower income class to suffer a drop of consumption,
which is decreased compared to the middle panel case.

4.4.3 The myopic effect of segregation

The arguments given above are rigorous in the limit of segregated
societies, but cannot explain the strong influence of λ on the typol-
ogy of crises. As revealed by Fig. 21, changing the structure of the
interactions leads to a drastic modification of the shape and duration
of the recession spikes. In fact, by varying the segregation of the net-
work, we affect the correlation between the average income of the
households (on which agents’ trust is based) and one’s own income.

In a clustered society (λ� 1), the aggregate consumption of a fam-
ily’s neighbours is similar to the consumption of the agent itself. This



118 heterogeneities in a dsge model with feedback

creates an effect of myopia, as agents probe the health of the economy
only to a local scale. In this case, contagion effects are maximised. As
social segregation increases, the fragility of the social class most ex-
posed to an economic recession, as each agent is connected to others
sharing a comparable wage and living in the same phase. Hence, we
expect a sort of avalanche effect, as one agent’s drop in consumption
induces, with higher probability, the trust collapse of its neighbours.

On the contrary, in a non-segregated society, agents base their trust
in the economy by picking a few agents chosen at random. This
allows, for instance, the consumption of a low-wage person to be
boosted by that of a wealthier neighbour, improving his own trust
in the economy, and vice versa. Diversification improves stability in
this case: the domino effect is much weaker in the non-segregated
network due to the fact that heterogeneous income level of the neigh-
bours decreases the effects of the feedback function. Therefore, the
crises in the non-segregated case are shorter and rarer, and can only
be produced by a stronger exogenous shock.

The main message is thus that diversification of information sources
increases resilience. In fact, comparing the upper and the bottom pan-
els of Fig. 21 we see that several small spikes in a non-segregated so-
ciety coalesce in a unique recession event when segregation is strong,
due to the avalanche effect described above.

4.4.4 Exogenous shocks and global crises

After having investigated which households are the most affected by
an economic recession, we now discuss how the size of the crises
depends on those parameters, regardless of the social class. In order
to do that, we introduce the quantity x<,t, defined as the fraction of
households being in a low consumption state at time t, independently
of the income level:

x<,t :=
1

M

M∑
i=0

Θ(ci0 − c
i
t) , (131)

where Θ is the Heaviside function: Θ(x > 0) = 1 and Θ(x 6 0) = 0.
In the panels of Fig. 23 we draw the (logarithm of the) probability
p(x<) of observing a crisis of “size” x<, for different values of the
income inequalities, of the exponents β1 and β2, and for segregated
and non-segregated networks.

In the panels where β1 = 0.1 (first two rows panels) we observe
a transition from a uni-modal to a bi-modal distribution as µ is de-
creased, i.e. as inequalities decrease. For low values of µ the probabil-
ity distribution has two peaks: the first one in x< ≈ 0, describing a
well-functioning economy where most of the agents are in the high-
consumption state, and the second one in x< ≈ 1, corresponding
to global crisis where nearly all agents are in a recession state. In
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Figure 23: The panels show the probability distribution of the crisis size,
x<, for different choices of the parameters. The blue curves show
the results for the segregated case, λ = 0.01, while the red ones
represent the non-segregated scenario, λ = 100. Each panel is
dedicated to a couple β1, β2 for five values of µ, ranging from
0.2 to 1.8. θ̄ = 4 and c̄0 are kept fixed.

the uni-modal regime at larger µ, instead, the probability becomes
roughly exponential in the crisis size x<.

In the uni-modal regime most crises only affect a limited fraction of
the population, and only very rarely hit the whole population (as in
the examples shown in Fig. 21). Conversely, in the bi-modal regime,
recessions are mostly global. This can be rationalised by recalling that
in the limit µ → 0 all the agents have the same income, skills, and
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baseline consumption levels. We thus recover the results of the homo-
geneous model [1] in which only two states are possible (the whole
population is in the good state or in the low-consumption one) and
x< is either 0 or 1.

Comparing the results here obtained with the ones presented in
Ch.3, we remark that introducing wage inequalities allows for the
possibility of having intermediate crises, that only affect a finite por-
tion of the agents, thereby reducing the probability of a global crunch.

Comparing the right and left panels, we notice that the level of
segregation does not have a major influence on the shape of the dis-
tributions p(x<) (even though the crisis dynamics itself is strongly
affected by λ, as shown in Fig. 21).

At this point, the question that we still need to address is: what
parameters affect, and how, the probability of having a global con-
sumption crisis?

To answer this question, we introduce the probability P of observ-
ing a global crisis, which is defined as an event in which the con-
sumption of more than 80% of the population drops below their level
ci0, i.e.

P :=

∫1
0.8
p(x<)dx<. (132)

P plays the role of an order parameter for the uni-modal/bi-modal
transition described above, as it is small in the uni-modal regime and
takes appreciable values for bi-modal distributions.

Similarly to the homogeneous case, the crisis probability strongly
depends on the amplitude of the external shocks σz and on the global
confidence threshold c̄0. In the lower panels of Fig. 23 we plot the de-
pendence of P on σz for different choices of the other parameters. For
the sake of clarity, in each panel we keep three of the four parameters
c̄0, θ̄, β1 and β2 fixed, and let one of them vary (as indicated in the
legends). In each panel, we also show different curves corresponding
to several values of µ.

We find that the probability of having a global crisis becomes non-
zero beyond a certain critical amplitude of the noise, σcz. We further
observe that σcz decreases with increasing c̄0 and/or θ̄. This result
agrees with the simple intuition that for lower global confidence, or,
similarly, stronger global sensitivity, global crises can be triggered by
a smaller exogenous shock. In other words, referring again to the
phase diagram shown in Fig. 22, an increase in c̄0 at constant θ̄ shifts
the system to the right, whereas an increase of θ̄ shifts the system up-
wards. Households are thus pushed deeper into the C phase and are
more frequently exposed to global economic crises. The effect of β1
and β2 on P and σcz is rather weak, as is the influence of segregation
– see Fig. 24. Hence, β1 and β2 have an impact on the social class that
is more frequently affected by the crises, but not on the probability of
having a global recession.
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Figure 24: The panels show the probability of a global crisis P as a func-
tion of the exogenous shock amplitude σ ∈ [0.1, 2.1]. We restrict
the analysis to three values of µ: 0.2, 1.0 and 1.8. In each panel
the intensity of the colour reflects the income inequality µ as in
Fig. 23. In each graph the global colour represents the level of
segregation: when blue λ = 0.01, when red λ = 100. We study the
dependence of P on four parameters: in each couple of graphs
(segregated and non-segregated network) we let one parameter
between c̄0, β1, θ̄ and β2 vary, and we keep the other three con-
stants. When kept constants, the parameters take the following
values: c̄0 = 0.25, θ̄ = 4 and β1 = β2 = 0.1. The varying pa-
rameter is represented with different line style, and the legend is
shown within each panel.
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Finally, the same figure shows that increasing inequalities (higher
values of µ) generally lowers the probability P of having a global
crisis, and increases the critical value σcz. This is consistent with the
content of the upper panels: as discussed above, increasing µ favours
(in our model) the formations of smaller crises, that only affect a cer-
tain fraction of the population and reduces the exposure to global
crises of the whole population.

However, the conclusion that more inequalities lead to a smaller
probability of global crises is possibly misleading, as it neglects an
important effect not accounted for in our model, namely the depen-
dence of the global “panic” level c̄0 on the Gini coefficient G. Indeed,
a recent report from the OECD pointed out that:

“[...] societies with a strong middle class also experience higher levels of so-
cial trust [...]. Today, however, middle-class households became increasingly
anxious about their economic situation [...] given that middle incomes have
not benefited from economic growth as much as upper incomes [...]" [233].

In other words, higher income inequality should also raise the
value of confidence threshold c̄0, leading to a more unstable society. It
is not obvious which one of the two effects (stabilizing vs. destabiliz-
ing) is dominating. We in fact suspect that the influence of inequalities
on c̄0 is non-linear, and only mild when inequalities are moderate.

4.5 empirical data

The results of the previous sections show that the model can repro-
duce a broad spectrum of possible scenarios for the formation and the
propagation of economic crises across a society with stratified income
levels.

In this final section we will exploit such versatility to compare the
output of the model with real data, discussing differences and simi-
larities when key parameters are modified. This exercise is not easy,
as empirical data on the level of consumption for different income
groups is not always available and/or complete for each country. On
the other hand, data on income distribution exists. Our aim here will
be to exploit the available data to show that there is a region of the
parameter space that is consistent with empirical observations on the
relative drop of consumption of the poorest compared to that of the
richest during a crisis.

However, since income data also includes returns from financial
investments, our assumption that income has an exponential distri-
bution is not adapted to describe the high tail, for which a power-law
is more adequate [228]. It may, in fact, be that a substantial part of
the effect reported below results from financial losses, and not from
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the contagion effect captured by our model – except perhaps in an
effective way, see below.

The data set we have explored is available from the website Our
World in Data [234]. It provides information regarding the consump-
tion of the richest and the poorest decile, called respectively ca90,t
and ca10,t, for a large range of years t and countries a. Furthermore,
we refer to levels of GDP per capita, which is available on the same
platform. The main interest of our study is to understand how het-
erogeneities and income inequalities affect the response of the popu-
lation in a crisis scenario.

The quantities ca90,t and ca10,t are typically provided for each year t,
but in cases where they are omitted, we interpolate the missing data
point of the two closest available data points.6 In order to track and
compare the time evolution of the consumption of the highest and
the lowest deciles, we compute, for each year t and country a, the
relative difference:

δca?,t :=
ca?,t − c

a
?,t−1

ca?,t−1
, ? = 10, 90 . (133)

It is clear from the definition that when δca?,t assumes negative values
it means that the consumption of the ?-th decile of the country a has
dropped in the time-lapse of one year. We define such an event as
a recession that affected at least one extreme of the population, i.e.
either δca90,t < 0 or δca10,t < 0. To monitor how unequally such crises
affect the population, we introduce the indicator ∆at defined as:

∆at = δca90,t − δc
a
10,t . (134)

This quantity ∆at captures how economic crises spread in the society:

1. If ∆at < 0 the richest decile undergoes a greater relative drop in
consumption during the crisis compared to the poorest decile.

2. If ∆at > 0 the poorest decile experiences the largest relative con-
sumption drop.

The other key elements of our model are the segregation index λ
(for which we have no direct data) and income inequalities, described
by the Gini index Gat associated to the country a at date t. We also
cut our sample into rich countries, with GDP/cap. larger than the
median, and poor countries, with GDP/cap. less than the median.

6 We use the logarithm for interpolation because we want to keep track of the expo-
nential growth of consumption. For example, if the natural progression is 2, ?, 8,
where ? represents the missing information, using this method we find ? = 4, which
seems more reasonable. Without interpolating the data, the number of points with
complete information for GDP/capita, G and ∆ is 113. However, if we interpolate the
missing information, this number rises to 206. 10 of these countries have G greater
than 50% and are therefore not exploited, as our exponential model does not account
for Gini’s larger than 50%.
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Segregated Network
GDP/capita <median value

β1\β2 0.1 0.3 0.5 0.7 0.9

0.1 -0.0004 0.0018 0.0135 -0.0032 -0.0425

0.3 -0.0017 -0.0011 0.0039 0.016 0.0367

0.5 -0.0006 -0.0021 -0.0008 0.0192 0.0394

0.7 0.0007 0.0004 -0.0003 -0.0007 0.0669

0.9 -0.0065 0.0002 0.0015 0.0011 0.0009

GDP/capita > median value

β1\β2 0.1 0.3 0.5 0.7 0.9

0.1 -0.0007 0.0019 0.0146 0.009 0.0274

0.3 -0.0022 -0.0011 0.0021 0.0074 0036

0.5 -0.0352 -0.0021 -0.0011 0.0017 0.0194

0.7 -0.1153 -0.0671 -0.0045 -0.0005 0.0023

0.9 -0.0732 -0.0674 -0.043 -0.005 0.0004

Table 2: This set of tables document the coefficients of linear regressions of
numerical ∆s as a function of the Gini coefficient G, for different
choices of parameters: β1, β2 and λ = 0.01 (segregated network).
We fix as constants: c̄0 = 0.5, θ̄ = 4, σ = 1. For each combination of
parameters, several independent simulations are performed, during
which the time evolution of ∆t is calculated and then averaged,
conditioned to a crisis, i.e. either δc90 < 0 or δc10 < 0. We further
distinguish between countries having a GDP/cap. higher and lower
than the median value of the available data. The reference value of
the regression for empirical data is -0.0018 if GDP/capita <median
value and -0.0017 otherwise.

The processed data is displayed in Fig. 25 where we show ∆at ver-
sus Gat , for all available years t and countries a (without distinctions).
To better visualise the GDPs we set the size of the markers (x) propor-
tional to its value, and we choose to adapt the grey level accordingly:
light grey corresponds to high GDPs, and dark grey to low GDPs. For
the following discussion, we will refer to ∆ as being the set given by
∆at ,∀a, t.

We observe that ∆ exhibits a negative overall correlation with G:
C(∆,G) ≈ −0.126. This means, perhaps unexpectedly, that with the
increase of inequalities the relative response to a recession is in favour
of the poorest.7 This is compatible with our assumption that β1 > 0,
i.e. that the confidence threshold of the high earners is higher than
that of the low earners (meaning that transition to a low consumption

7 A double regression against both Gini and GDP/cap. shows that the direct impact
of GDP on ∆ can be safely neglected.
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Non-segregated Network
GDP/capita <median value

β1\β2 0.1 0.3 0.5 0.7 0.9

0.1 0.0004 0.0286 0.2001 0.4824 0.6972

0.3 0.0002 0.0001 0.0195 0.2613 0.4777

0.5 0 0.0006 0.001 0.02 0.3325

0.7 -0.0056 -0.0019 0.0014 0.0015 0.0123

0.9 -0.0172 -0.0072 -0.0019 0.0006 0.0015

GDP/capita > median value

β1\β2 0.1 0.3 0.5 0.7 0.9

0.1 0.0002 -0.0004 0.0009 0.0009 0.0141

0.3 -0.0017 0.0004 -0.0007 -0.0011 -0.0002

0.5 -0.0959 -0.004 0.0012 -0.0008 -0.0012

0.7 -0.4378 -0.1269 -0.0067 0.0014 -0.0002

0.9 -0.6745 -0.4255 -0.1203 -0.0124 0.0029

Table 3: This table documents the coefficients of linear regressions of numer-
ical ∆s as a function of the Gini coefficient G, for the non-segregated
network (λ = 100). Please refer to the caption below Tab.2 for fur-
ther details. The reference value of the regression for empirical data
is -0.0018 if GDP/capita <median value and -0.0017 otherwise.

state is more probable for higher wages). Indeed, it is difficult for low
incomes to reduce what is already the bare minimum consumption.

To calibrate the model realistically as to reproduce these observa-
tions, we drop the fixed average salary E[z] hypothesis (which has
been used in the previous sections to explore the possible scenarios
of the model) and we set Ea[z] ∝ GDPa/capita.8

The GDP/cap. of the United States will be used as a reference for
the other countries. Without loss of generality, we fix the average
wage in the US to some arbitrary value, say E[z]US = 10. Having thus
fixed the value of Ea[z] = 10×GDPa/GDPUS and the Gini coefficient
Ga, the value of µa is uniquely determined by Eq. (123).

For definiteness, we set the global sensitivity θ̄ = 4, the global
confidence level c̄0 = 0.5 and the amplitude of the noise to σz = 1,
independent of a. θ̄ and c̄0 can be changed quite a bit without af-

8 Many developed countries have social policies that allow to reduce the confidence
threshold via social aids of the welfare system that increase the global trust in the
economy. Those policies can be modelled, for example, introducing a new parameter
β3 that modulates how c̄0 of a country scales with the GDP/capita setting, for
example c̄0 → c̃0E[z]β3 , where c̃0 represents an arbitrary global confidence level.
We have explored this extension of the model, but systematically find that β3 ≈ 0
gives the best agreement with data.
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Figure 25: The panel shows the numerical simulation corresponding to the
parameters that best fit real data, i.e. β1 = 0.5, β2 = 0.3, λ = 0.01.
The brightness and the size of each point is proportional to the
GDP per capita: the bigger (or brighter) the dot is, the stronger is
the economy it represents. In the figure, markers (‘x’) correspond
to real data and are shown in shades of grey. The solid black line
is the linear regression through real data, which is found to be
very similar for rich countries and for poor countries. The hor-
izontal dashed black line shows the reference line ∆ = 0. The
two coloured lines represent the linear regressions (errors on the
regressions are also displayed as coloured bands) for low GDP/-
cap. countries (dark blue) and high GDP/cap. countries (light
blue), again very similar to one another and to real data. The up-
per panel shows a numerical realisation of the crisis dynamics, as
in Fig. 21, for the same values of β1,β2, λ and with G = 0.411
and E[z] = 10, corresponding to the US economy in 2016 [235].
In this example, low-income households are more frequently in
a low consumption state, although occasional crises also hit high
earners (see left part of the time series).

fecting the quality of the final result, provided β1 and β2 are slightly
modified as well. The value of σz cannot be too low (otherwise crises
almost never happen) nor too high (otherwise crises are too frequent),
so σz = 1 is a reasonable compromise. The most relevant parameters
turn out to be the segregation level λ, and the exponents β1 and β2,
which we scan but again uniformly across all countries.

We test our model for different combinations of the parameters
running several simulations, each of which is based on the empiri-
cal data. Unlike the real data, where GDP/capita does not influence
much ∆ (the linear regression has a coefficient of −1.8× 10−3 when
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GDP/capita < median and −1.7× 10−3 otherwise), our simulations
give a linear regression that depends quite strongly on GDP/capita.

We thus split our analysis of the correlations between ∆ and G into
countries having a GDP per capita greater and smaller than the me-
dian of the points considered. The results for the numerical values of
the linear regressions of the outcome of our simulations are listed in
Tab. 2, together with the parameters explored.

We observe that the calibration of our model is very sensitive to
the choice of β1 and β2, as the results differ greatly from case to
case. Only for some values of the parameters do the simulations dis-
play a negative correlation between ∆ and G independent of the level
of GDP/capita. All other combinations of parameters are unrealistic
and therefore discarded. We observe in particular that in the non-
segregated scenario (λ = 100) there is no choice of β1, β2 that is
compatible – even qualitatively – with empirical values.

On the other hand, when considering a segregated network (i.e. λ =

0.01), when β1 = 0.3 and β2 ∈ {0.1, 0.3}, or β1 = 0.5 and β2 ∈ {0.3, 0.5}
(highlighted in bolt in Tab. 2 for the segregated case and Tab. 3 for
the non-segregated network) our results are consistent with empirical
data, both in terms of sign and magnitude. The results corresponding
to the best-case scenario is superimposed to real data in Fig. 25. (We
set the brightness of each point dependent to GDP/capita: the greater,
the brighter.)

The role of segregation is quite an interesting outcome of our cali-
bration exercise. It suggests, as is intuitively plausible, that contagion
effects are mostly within social classes, and less across social classes.
As we noted above, our model does not properly account for finan-
cial crises, which chiefly affects the high-income class. However, a
segregated network allows one to describe in an effective way the
correlation in high-income consumption shocks.

A better way to model these shocks would be to allow productivity
shocks ξt (defined in Eq. (124)) to be correlated between individuals
belonging to the same social class, with a variance also depending on
outcome (and therefore on countries as well, through GDP/capita).
We leave this for further investigations, as one would need more mi-
crodata to calibrate such an extended model.

4.6 conclusion

Let us briefly summarise what we have achieved in this chapter. First,
this model extends the self-reflective DSGE framework, presented in
Ch.3, to heterogeneous households, which differ in their income level
and social network. Thus, consumption is also heterogeneous and is
given by the Eq. (121), which appears to be novel. The trust feedback
is mediated through each agent’s social network, which we assume
to be either only within social classes (segregated network), or be-
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tween social classes (non-segregated network), with a parameter that
allows us to smoothly interpolate between these two extremes. De-
pending on the specification of the trust feedback function, we find
a rich variety of possible types of crises: propagating mainly within
high-income households, or mainly within low-income households,
or, in a narrow region of parameters, throughout society. Interestingly,
crises are more severe for segregated networks, for which the conta-
gion effects are stronger. Interactions between social classes tend to
smooth the propagation of pessimism, because agents belonging to
different social classes have different sensitivities to economic shocks.
We also find that higher income inequality leads to a lower probabil-
ity of global crises (holding all other parameters fixed). However, this
conclusion should be taken with a grain of salt, as other effects that
directly affect confidence (such as insecurity, social violence, etc.) are
not considered in the model - although there is room to extend the
model in that direction as well.

Finally, we compared the model’s prediction with actual data, which
quantify the relative decline in consumption of the lowest income
decile relative to the highest income decile during recessions. Perhaps
counter-intuitively, we find that in more unequal countries (with high
Gini coefficients), the consumption of households with the lowest in-
comes tends to fall less than that of the highest incomes. This trend is
mainly driven by the Gini coefficient and not by the country’s GDP
per capita. The model here discussed can be calibrated to reproduce
this empirical result - in fact, only a small region of the parameters
is compatible with the sign of the empirical effect. In particular, we
find that the segregated network hypothesis is strongly favoured by
the data, although other mechanisms, such as financial market fluc-
tuations affecting only high-income households, may lead to similar
effects.

Although we stick to the basic principles of standard macroeco-
nomic models, it is useful to discuss the strengths and weaknesses
of our approach with respect to recent heterogeneous extensions of
TANK/HANK models, see Kaplan et al. [112]. There are (leaving
aside the feedback that was introduced in the previous chapter) three
main aspects of innovation. First, this model can be easily calibrated
to the income inequalities in each country. These are an input to
the model and, as we have seen, have a strong influence on the re-
sults. Second, in this model, it is easy to define a social structure
through the coupling matrix Jij. This ingredient is completely absent
in TANK/HANK approaches. Last, the fact that the simultaneous
presence of feedback and social interactions leads to self-amplified
trust collapse. This aspect is also neglected in TANK/HANK mod-
els. In Ch.1 I mentioned how in the Ising model, the introduction of
heterogeneities (the RFIM theory) or random fields and couplings can
completely modify the physics of the system. Similarly, in this chapter



4.6 conclusion 129

we illustrated how the presence of heterogeneities has a key impact
on the results of the model, when they are compared to the homoge-
neous case. It seems natural to conclude that heterogeneities play a
fundamental role and cannot be neglected in macroeconomic analy-
sis. In particular, we have obtained extremely varied and interesting
results in a setup with M = 200 agents. The increase in the number
of agents makes the social inequality curve smoother (the differences
between one agent and another are proportionally smaller) but the
results remain unchanged.

On the other hand, our heterogeneities are static (low-skilled work-
ers do not become high-skilled workers, and the social network is
“frozen”), while in HANK models earnings are dynamic variables as
agents self-insure against possible wage losses in the future. In fact,
one should expect a mixture of the two: both static and dynamically
generated heterogeneities are likely to be present in the population.
In any case, the model presented here is extremely versatile and can
describe a variety of realistic scenarios for the formation of the cri-
sis and its propagation through different social classes. This model
is extremely ductile and prone to modification. Many possible exten-
sions are mentioned in the text, but other directions remain to be
explored. One idea would be to introduce simple laws regulating the
average value of each worker’s wage, depending, for example, on
the output levels of the firm. In a period of crisis the productivity of
some agents changes and this should, realistically, affect (downwards)
their wages. This would have clear consequences for the social net-
work, which would have to be constantly readjusted and re-adapted
to the new economy. In this setup, the Gini index would vary with
time, and it would be interesting to understand how. Intuitively, we
think that the Gini index would grow during recessions. In such sce-
nario, the role of politics would therefore be crucial. The lowering of
wages, in fact, would lead to a downward spiral of unemployment,
making the entire economy collapse within few periods. It would
be crucial to implement some sort of social policies designed to re-
store an ideal level of employment. If the framework proposed here –
which allows mixing together income inequality and trust feedbacks
mediated by heterogeneous social networks – could be welded with
other approaches, such as HANK models for example, it would im-
prove our understanding of economic downturns and their impact on
different strata of society.
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Crisis Propagation in a Heterogeneous Self-Reflexive DSGE
Model: Highlights

This chapter presents the heterogeneous extension of the
model presented in the previous chapter. Unlike the
TANK/HANK models, here agents are ex ante all different and
assigned with different skills levels, affecting the wage level of
agents. In this chapter skills are fixed during the entire simu-
lations but, in future extensions of this setup, one might con-
sider rules allowing for skills’ re-distribution according to in-
dividual performances. Consumption is itself found to be het-
erogeneous, which is new. The other novelty introduced is the
presence of a social network. Here we model interactions be-
tween agents that can be segregated and non-segregateda. a
parameter allows one to switch smoothly from one level to an-
other. Depending on the specification of the confidence feed-
back function, we find a rich variety of possible crises types:
propagating mostly within high-income households, or mostly
within low-income households, or else, in a narrow parameter
region, across the whole society. We find that crises are more
severe for segregated networks, for which contagion effects are
stronger. Inter social class interactions tend to blunt the prop-
agation of pessimism because agents belonging to different so-
cial classes have different sensitivities to economic shocks. We
also find that ceteris paribus more income inequalities lead to
a smaller probability of global crises. Last, we have compared
the prediction of the model with real data, that quantify the
relative drop of consumption of the lowest income decile vs.
the highest income decile during recessions. Perhaps counter-
intuitively, we find in more unequal countries (with high Gini
coefficients), the consumption of the lowest income households
tend to drop less than that of the highest incomes.

a The dynamics of segregated population has been firstly studied by Schelling,
see Refs. [236, 237], but also by recent studies as Refs.[238, 239]



5
I N V E S T M E N T A L L O C AT I O N S A N D C A P I TA L
S H O RTA G E I N A R B C M O D E L

The theory can be summed up by saying that, given the psychology of the
public, the level of output and employment as a whole depends on the

amount of investment. I put it in this way, not because this is the only
factor on which aggregate output depends, but because it is usual in a

complex system to regard as the “causa causans” that factor which is most
prone to sudden and wide fluctuation. More comprehensively, aggregate

output depends on the propensity to hoard, on the policy of the monetary
authority as it affects the quantity of money, on the state of confidence

concerning the prospective yield of capital assets, on the propensity to spend
and on the social factors which influence the level of the money wage.

— John Maynard Keynes [240]

5.1 introduction

The aim of this chapter is to significantly extend our benchmark
model presented in Ch.3 by including capital investment as a fac-
tor determining the trajectory of the economy. Here, we assume that
capital and labour are essentially unsubstitutable, and we posit a be-
havioural rule for investment that takes into account both consumer
confidence and the quality of returns generated by risky capital in-
vestment. Investment are therefore driven by that animal spirit al-
ready observed by Keynes (see Ch.2). This framework allows investi-
gating the joint dynamics of confidence, capital availability and pro-
duction. In a nutshell, our model tries to capture many of the ideas
so clearly expressed by Keynes in the opening quotation above, while
drawing largely on standard models of the business cycle. In fact, this
model cannot be judged as a DSGE model because it lacks several el-
ements, such as utility maximisation over an infinite time horizon.
Some attempts to implement feedback loops in DSGE models with
capital were made, but these have proved too robust. The key issue
that we have struggled to solve is, among others, the explication of ex-
pectations which, in the presence of multiple equilibria, is non-trivial.

This behavioural model aims to describe a Real Business Cycle in
a more realistic manner. During the Global Financial Crisis (GFC),
triggered by the Lehman Brothers bankruptcy, there was a sudden
collapse in confidence among both households and investors. This
translated into an almost immediate collapse in both investment and
consumption. These stylised facts can be observed are collected and
shown in Fig.8, Ch.2. After the collapse in 2008, it took six years to
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recover previous confidence levels, even though investment and con-
sumption grew in the medium term. The data speak for themselves,
and it is difficult today to pin the causes of the GFC on a large (albeit
persistent) exogenous shock. Rather, Keynes’s story, quoted above,
which attributes the rapidity of the crisis to a change in investment de-
cisions is much more plausible. Indeed, anecdotal evidence reported
by prominent actors at the time strongly suggests that the confidence
collapse played an essential role in the unfolding of the crisis – see
the compelling account by Ben Bernanke et al. in [7].

5.2 a behavioural business cycle model

The framework presented here hybridises some standard assump-
tions used in the DSGE models (see [8]) with plausible behavioural as-
sumptions about consumption propensity and investment strategies.
The environment is based on two blocks: the representative consumer
and the representative firm. We do not model inflation dynamics and
monetary policy, although these features should be central in a fu-
ture extension of this model. Nonetheless, the phenomenology of our
model is already quite rich and needs to be streamlined before ex-
ploring further the dynamics of prices.

5.2.1 The Representative Household

In this chapter, the feedback appearing in the household utility func-
tion in Ch.3 is implemented in a different yet equivalent way. Akin
to the previous chapters the representative household, at each time
period t, maximises its instantaneous utility given by

Ut(ct,nt) := Gt · log ct − γ ·n2t , (135)

where ct and nt denote respectively the level of aggregate consump-
tion and the aggregate amount of working hours the household pro-
vides to the firm, Gt is the (time dependent) propensity to consume
out of income, and γ is the disutility of labour (which we fix to 1 for
the numerical analysis).

In this model, capital takes over, through returns, in the house-
hold’s budget equation. The standard DSGE formulation account for
capital in the utility function of the representative household, see
Sec.2.3 for references, as it owns the firm. To avoid redundancies, here
we have adopted another choice. We ignore the capital’s “direct” ef-
fects on utility, as the “indirect” contributions are already accounted
for through consumption (this will become clearer in the next part of
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Goods market
ct + Bt = Gt · It

Investments
it = (1−Gt) · It

Capital market
k̇st = Ht · it

Bonds market
bt

1+rt
= (1−Ht) · it

Figure 26: A schematic representation illustrating the division of income, i.e.
the budget constraint, by the household.

the chapter). At each period, the household faces a budget constraint
given by its real income It,

It := ωt ·nt +
bt−1
1+ πt

+ qt−1 ·
kt−1
1+ πt

, (136)

which is funded by three sources: (i) the real wage rate ωt paid by
the firm for a unit of labour nt, (ii) the real value of the maturating
single-period bonds bt−1, purchased at the time t − 1 at the price
(1+ rt−1)

−1 and paying (1+ πt)
−1 at time t, where rt is the inter-

est rate and πt is the inflation rate, and (iii) the realised yield qt−1
per unit of real capital kt that the firm pays to the household in re-
turn for investment. We henceforth assume a constant interest rate
r = 0.15% and inflation π = 0.1%, keeping in mind a unit timescale
corresponding to a month or quarter.

Total spending, correspondingly, consists in good consumption (with
the price of goods set to unity), purchases of new bonds and top-
ping up the firm’s capital. Maximisation of the household’s utility
(Eq. (135)) leads to the familiar state equation

nt · ct −
Gt ·ωt
2γ

= 0 , (137)

describing the trade-off between consumption and labour in the cur-
rent period t.

Interestingly, Eq. (137) can also be interpreted in a way that lends
itself to a natural generalisation for investment decisions. Suppose
one starts with a time independent utility function, Eq. (135) with Gt ≡
1, which is now optimised under the constraint that the total budget
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devoted to consumption is a fixed fraction Gt ∈ [0, 1] of the income It,
i.e.

ct = Gt · It. (138)

It is easy to show that the very same equation Eq. (137) immediately
follows. We posit that the remaining fraction 1−Gt of income is in-
vested in bonds and capital, i.e.

it = (1−Gt) · It . (139)

A fraction of the financial portfolio, sayHt · it (withHt ∈ [0, 1]), is allo-
cated to productive capital, and the remainder (1−Ht) · it is invested
in bonds – see Fig. 26 for a pie chart summarising the household
spending and investment decision.

The capital level available to the firm thus evolves as

kt = (1− δ) · kt−1 +Ht · (1−Gt) · It , (140)

where δ is the capital depreciation rate. The remaining investment is
allocated to bonds at price (1+ r)−1, so

bt

1+ r
= (1−Ht) · (1−Gt) · It (141)

The quantities Gt and Ht aim to capture confidence effects and the at-
tractiveness of risky capital investment, respectively, and are specified
in section 5.2.5 below.

5.2.2 The Representative Firm

The economy’s productive sector is made up of a single representa-
tive firm, which transforms labour nt and capital kt into a composite
good yt consumed by the representative household. The firm’s pro-
duction technology is given by a Constant Elasticity of Substitution
(CES) function with constant returns to scale,1

yt = zt ·
(
α · k−ρt + (1−α) ·n−ρ

t

)− 1
ρ , (142)

where α = 1/3 is the capital share in production, 1/(1 + ρ) is the
elasticity of substitution between capital and labour with ρ > 0, and
zt > 0 is a stationary exogenous technological process. It is given by
zt = z̄e

ξt , where ξt follows an AR(1) process:

ξt = ηz · ξt−1 +
√
1− η2z ·N(0,σ2z) , (143)

1 In full generality, the CES function should be written as
(
α · k−ρt + (1−α) · (κnt)−ρ

)− 1
ρ , where κ is another parameter. However, one

can always set κ = 1 at the expense of rescaling the disutility of labour parameter
according to γ→ κγ.
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with first-order autocorrelation ηz, which affects the correlation time
of the technology shocks. (In the following we will fix ηz = 0.5, cor-
responding to a correlation time of a few months). The base level z̄
corresponds to the most probable value of productivity. Note, impor-
tantly, that z̄ has units of [Time]−1, i.e. the amount of goods that can
be produced per unit time for a given level of capital and labour. As
our focus is on economic fluctuations, we abstract from production
growth in the present model, i.e. the secular dependence of z̄ on time.

The CES production function nests two important limits that af-
fect economic dynamics. As ρ → 0+, the production function be-
comes perfectly elastic and recovers the Cobb-Douglas form (yCDt =

ztn
1−α
t kαt ), whereas in the limit ρ → +∞ the firm produces via an

inelastic Leontief function (yLt = ztmin(nt,kt)).2 Throughout the fol-
lowing, we choose ρ = 7, corresponding to a near Leontief limit, i.e.
a very small amount of substitutability between capital and labour.
We will briefly comment in section 5.3.7 the impact of higher substi-
tutability.

The firm maximises its target profit Pt

Pt = pt · yt −ωt ·nt − q∗t · kt , (pt ≡ 1), (144)

with respect to the labour supply nt and the capital level kt, where
pt is set to unity and correspondingly ωt is the real wage and q∗t is
the real rent on capital. Under the assumption that the market clears,
i.e.

yt = ct , (145)

one finds

w̃t = (1−α)

(
c̃t

nt

)1+ρ
(146)

q̃∗t = α

(
c̃t

kt

)1+ρ
(147)

where, generically, x̃ := x/z. Note that, as it should be, wages, con-
sumption and rent on capital are all in units of z, i.e. unit timescale
(e.g. a month or a quarter).

Combining the household’s state equation, Eq. (137) and the equa-
tion for the real wage, Eq. (146), the consumption level ct must satisfy

c̃2t =
Gt

2γ
(1−α)

2
ρ

[
1−α

(
c̃t

kt

)ρ]1+ 2
ρ

, (148)

As both sides of Eq. (148) are monotonous, this ensures a unique
solution for any given level of capital kt and consumption rate Gt.
As expected, the consumption at time t increases if the capital kt is
increased and/or the consumption rate Gt is increased.

2 Keeping the parameter κ free (see previous footnote), the Leontief function would
read yLt = ztmin(κnt,kt), i.e. κ−1 measures the amount of labour equivalent to one
unit of capital.
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Figure 27: The figure shows the behaviour of rescaled consumption c̃t,
wages w̃t, and rent on capital q̃∗t as a function of kt, in the Leon-
tief limit, i.e. ρ → +∞. Note the qualitative change of behaviour
between kt >

√
Gt/2γ and kt <

√
Gt/2γ.

5.2.3 The Leontief Limit

In this section we discuss in detail the Leontief limit of the equations
derived in the previous section. Such an analysis will greatly help to
understand the dynamics of the model that will be described below.

5.2.3.1 Abundant Capital

Assume first that c̃t < kt and ρ → ∞. Then (c̃t/kt)
ρ → 0 and one

finds

c̃t ≈
√
Gt

2γ
(149)

This is only consistent with our working hypothesis when

Gt

2γ
< k2t . (150)

In this regime one finds, using Equation (137):

nt = c̃tw̃t, (151)

which once plugged back in Equation (146) leads to

w̃t = (1−α)1/(2+ρ) ≈ 1. (152)

Since c̃t < kt, one concludes from Eq. (147) that the rent on capital
q̃∗t is exponentially small. Intuitively, as labour is the limiting fac-
tor, consumption is directly proportional to how much the household
chooses to work and the productivity at that time, while capital has
no distinct effects on the economy.
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5.2.3.2 Scarce Capital

Now let us look at the regime:

Gt

2γ
> k2t . (153)

We introduce the notation βt := 2k2tγ/Gt for further use. We hypoth-
esise that the solution for c̃t in this regime is of the form

c̃t = kte
−xt/ρ (154)

where xt = O(1) is to be determined. Plugging in Eq. (148), we find:

k2te
−2xt/ρ =

Gt

2γ
(1−α)−2/ρ

(
1−αe−xt

)1+2/ρ , (155)

or, for ρ→ +∞,

e−xt =
1−βt
α

. (156)

The equation for q̃∗t then leads to

q̃∗t = αe
−xt = 1−βt, (157)

which indeed vanishes when βt = 1, correctly matching the regime
where capital is plentiful, whereas q̃∗t tends to unity when βt → 0, i.e.
where kt → 0.

With c̃t = kte−xt/ρ, one finds from Equation (137)

nt =
Gtωt

2γkt
ext/ρ. (158)

Finally, plugging into the equation for wages,

w̃
2+ρ
t = (1−α)e−xtβ1+ρt , (159)

or in the limit ρ→∞,

w̃t = βt +O(ρ
−1), (160)

and hence nt = kt +O(ρ
−1). Again, this solution matches with the

result w̃t = 1 obtained for βt > 1.

5.2.3.3 Discussion

A summary sketch of the above results is provided in Fig. 27, as
available capital kt is varied. Part of the dynamical properties of our
model can be inferred from this figure: when capital is lush, return
on capital is small and investment decreases (i.e. Ht decreases). If in-
vestment falls below the level of capital depreciation δ, then kt will
fall until the level

√
Gt/2γ is reached. At this point, return on capital

q∗t increases, promoting investment. When consumption propensity
Gt increases, kt may fall behind, again leading to an increase of q∗t .
Hence, we expect a regime where the economy stabilises close to the
point where kt ≈

√
Gt/2γ, where capital and labour are tracking

each other, and interest on capital and wages are neither very small,
nor saturated to their maximum value wmax = q∗max = z.
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5.2.4 The Risk of Investment

Rigidity and costs to capital usage are typically introduced through
adjustment costs to capital utilisation (e.g. see [241]). In this chap-
ter we take a different route. Rather than empowering the household
to choose the firm’s utilisation rate, we suppose the household in-
vests in capital and gives operational control of capital to the firm.
In exchange, it is promised a return q∗ per unit capital and per unit
timescale (month or quarter). However, as the volatility of the stock-
market attests to, such a return is not assured. Hence, we introduce
an intrinsic state-dependent risk to the returns on capital3 ξ ∈ [0, 1]
as a modifier, such that the rate actually paid by the firm is:

qt = q
∗
t · εt 6 q∗t . (161)

The random variable ε is distributed as

p(ε) = a · εa−1, (162)

where parameter a controls the intensity of the risk. Note indeed that
E[ε] = a/(1+ a) and V[ε] = a/(2+ a)(1+ a)2. Hence, the larger the
value of a, the more p(ε) is concentrated around ε = 1 (full payment).
This formulation of risk implies that the representative firm pays out
at most the marginal productivity of capital, but more likely only
pays a fraction of this, corresponding to an effective description of
financial distress and bankruptcy within a representative firm setup.
In most simulations, we set a = 15, such that the return is on average
93.75% of the promised return. In an extended version of the model,
the parameter a could itself be a function of the state of the economy
(in particular of the availability of capital), as a form of additional
feedback.

5.2.5 Spending and Investing

The model laid out in Sections 5.2.1-5.2.4 contains two dynamic vari-
ables, the consumption rate Gt in Eq. (138) and the investment alloca-
tion rate Ht in Eq. (139), which have not been specified yet. These two
variables are responsible for the feedback mechanisms which are at
the core of the dynamical evolution of our model economy. Here we
elaborate on these mechanisms and provide the economic intuition
behind them.

5.2.5.1 The Consumption Rate

As in Refs. [11, 242], we postulate that the consumption rate Gt (or
propensity, see section 5.2.1) is a function of the consumer confidence

3 More sophisticated distributions can be considered. We use this simple form to keep
the number of parameters of the model as small as possible.
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index Ct, that we model as a real variable ∈ [−1, 1] and, possibly, on
the difference between the expected inflation rate π̂t := Et[π] and the
bond rate rt:

Gt := Gt(Ct, π̂t − rt, . . .), (163)

where the dependence on the second variable is a way to effectively
encode the content of the standard Euler equation without explicitly
introducing an intertemporal optimisation of utility, and where the
. . . leave room to possible additional variables. But since in this part
of the manuscript we assume both inflation and interest rates to be
constant, the second variable will be dropped altogether. As far as
the first variable is concerned, we follow the intuition developed in
Ch.3 , where we postulated that confidence of a given household is
impacted by the level of consumption of other households in the pre-
vious time step. In a mean-field limit, this self-reflexive mechanism
writes

Ct = tanh (θc · (ct−1 − c0)) , (164)

The parameter c0 is a “confidence threshold” and θc > 0 sets the
width of the consumption interval over which the transition from low
confidence to high confidence takes place. One could introduce, as in
e.g. [9, 243, 244], the impact of macroeconomic news as an extra con-
tribution to the argument of the tanh function. This would describe
how the consumer confidence index is further modulated by some
exogenous shocks.

Back to the consumption rate Gt, we write

Gt =
1

2

[
Gmin +Gmax + (Gmax −Gmin) · Ct

]
(165)

where 0 6 Gmin < Gmax 6 1 are the minimum and maximum propor-
tions of income the household will consume 4 We fix Gmin = 0.05 to
ensure the household will consume whenever its income is positive
(necessary consumption). Similarly, we set Gmax = 0.95 to account for
a minimal form of precautionary savings in response to some uncer-
tainty regarding the future.

The intuition behind Eqs. (164) and (165) is discussed in details in
Ch.3, and we will therefore only recall the key aspects:

• when consumption is above the threshold, c > c0, there is high
confidence in the future of the economy, and the household
maintains high consumption with a minimal amount of savings
to sustain capital levels, i.e. Gt → Gmax.

4 To avoid any confusion, it is key to distinguish the differences between the consump-
tion feedbacks (functions that were taken to be tanh) present in this thesis. In Ch.3,
Gt ∝ F1/3t represented the consumption propensity, and therefore it was unbounded.
In Ch.4, Ft was a measure of the work provided by the household to the firm (as in
Ch.3). Here Gt represent a portion of the total income the representative household
allocates in the good market. Therefore, in this chapter, Gt must be positive and
bounded by 1.
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• when consumption is below the threshold, c < c0, the consump-
tion rate collapses, inducing the household to save more for the
future, and Gt → Gmin.

• The parameter θc modulates the households’ reaction to a breach
of necessary consumption. For high θc, the household requires
only a relatively small shock below c0 to reduce the consump-
tion rate to its minimum. Conversely, as θc → 0 the household
becomes unresponsive to the state of the economy, consuming
half its income regardless of high or low preceding consump-
tion. 5

Following the phase diagram obtained in Ch.3, there are four dis-
tinct “phases”, i.e. regions of qualitatively comparable dynamics, that
are distinguished by the bi-stability of Gt. We can observe in partic-
ular a phase of high persistent consumption with no crises (phase
A), high consumption with short downward spikes (phase B+), or a
phase with alternating periods of high consumption (booms) and low
consumption (busts), i.e. phase C.

5.2.5.2 The Investment Allocation

In each period, the household must allocate its savings between one-
period bonds and capital. It does so through an allocation decision
Ht based on the household’s observation of the economy, and its
beliefs about future risk and return. The novelty of our model lies
in the behavioural foundation that determines the proportion of new
investment dedicated to bonds, Ht.

Investment beliefs are shaped by two factors: (i) an estimate of the
expected risk-adjusted excess returns to capital investment, given by
a Sharpe ratio St [245], and (ii) the current confidence level Ct about
the future state of the economy.

The Sharpe ratio St is an estimate of the risk-adjusted real return,
qt − δ, of investing capital in the firm versus holding risk-free bonds
(bt) paying rt. It increases as the returns to capital increase or be-
come less volatile. We assume that estimates of the future Sharpe
ratio are only based on exponential moving averages of past (observ-
able) realised returns, which is a form of extrapolative beliefs.6 In
other words, i.e. the mean µq and standard deviation σq of the re-
turn stream are computed as

µ
q
t = λ · µqt−1 + (1− λ) · qt (166)

(σqt )
2 = λ · (σqt−1)2 + (1− λ) · (qt − µqt )2 (167)

St := N · µ
q
t − rt − δ

σ
q
t

(168)

5 The intermediate levels of θc describe the smoothness of the adjustment to consump-
tion shocks.

6 See [246, 247] for recent empirical work on extrapolative beliefs.
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with an exponential moving average defined by a gain parameter λ ∈
(0, 1), corresponding to a memory timescale equal to Tλ := 1/| log λ|:
a larger λ implies that a higher weight is given to recent observations.
The factor N ≈ 1/4 is quite arbitrary, but chosen such that, when
compared to the confidence in Eq. (169) below, the two terms are
of similar magnitude. (Note that this choice is, in fact, immaterial,
since changing N is equivalent to rescaling the parameter ν defined
in Eq. (169) below.)

The interpretation of the Sharpe ratio is as follows: a positive signal
St > 0 suggests that the expected real return to capital investment ex-
ceeds the returns to risk-free bonds. The magnitude of St is inversely
proportional to the risk of capital investment, as measured by the esti-
mated volatility σqt . Thus, in a high-volatility environment, the signal
might be positive but weak.

The second indicator potentially influencing the household invest-
ment decision is the confidence index, Ct, as previously defined. In
periods where the household has low confidence, there is a reduced
impetus to invest in risky assets because households wish to guaran-
tee next-period income. These are often periods of crisis with a higher
volatility in returns. Since bonds are risk-free, this leads to a higher
allocation of funds to bonds, ceteris paribus. Conversely, higher con-
fidence about the future means more appetite for risk, and hence a
higher fraction of the savings invested in the capital of firms and a
lower fraction invested in bonds.

We postulate that the propensity, Ht, to make risky bets is a func-
tion of the overall sentiment Σt, computed as a linear combination of
the Sharpe ratio and of the confidence:

Σt = ν · St + (1− ν) · Ct, (169)

where ν ∈ [0, 1] is the weight the household gives to its estimates of
risk-adjusted return St and its confidence level Ct. When ν = 1, the
household’s confidence plays no role in the investment rule. For pos-
itive Sharpe ratio and confidence indicator, the sentiment is positive,
Σt > 0, indicating a willingness to invest in risky capital. But if ν < 1
sentiment can turn negative even when the Sharpe ratio is high, be-
cause of a high level of anxiety about the future state of the economy,
encoded as a negative value of Ct.

Finally, the unbounded sentiment Σt is transformed into a portfolio
allocation to capital Ht ∈ [0, 1] via,

Ht =
1

2
[Hmax +Hmin + (Hmax −Hmin) · tanh(θk · Σt)] , (170)

where Hmax and Hmin represent the maximum and the minimum
proportion of total investment it invested into capital. In the fol-
lowing, the allocation decision is bounded between Hmin = 0 and
Hmax = 1, which precludes any divestment (or short-selling) of capital
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or bonds.7 The parameter θk represents the sensitivity of the portfolio
allocation to the agent’s sentiment and sets the width of the sentiment
interval over which the capital allocation goes from Hmin to Hmax, that
is how polar the investment decision is. For θk →∞, the allocation be-
comes binary, leading to either Ht = Hmin when sentiment is negative
or Ht = Hmax when sentiment is positive.

In the following part, we fix the sensitivities to a rather high value
θk = θc = 15, such that the transitions between different regimes are
sharp.

5.2.6 Summary and Orders of Magnitude

In this section we have set up a business cycle model incorporating
two behavioural mechanisms: a self-reflexive consumption rate deci-
sion, very similar to the one introduced in Ch.3, and an investment
allocation decision. The novelty of this part lies in the behavioural
foundation that determines the proportion of new risky investment
Ht, which depends directly on three key parameters, λ,ν, θk, describ-
ing the “sentiment” of the household, i.e. its risk aversion. Ht also
indirectly depends on the risk intensity parameter a and the capital
depreciation rate δ. The consumption decision depends on two pa-
rameters c0 and θc that define the household confidence about its
future welfare.

In the following, we discuss how the parameters of these two feed-
back mechanisms strongly affect the model’s dynamics. Note that a
very important parameter of the model is the baseline productivity z̄,
which fixes the scale of the consumption, wages and rent on capital
(all per unit timescale). In the following, we choose z̄ = 0.05, corre-
sponding to an annual productivity of capital of 20% if the unit time
step is a quarter and 60% if it is a month.8

Among all the parameters of the model, three have an interpreta-
tion in terms of time scales:

• ηz, which appears in the dynamics of the productivity shocks,
that we have fixed to 0.5 throughout this study, corresponding
to a timescale Tη = 1/| logηz| of a few months ;

• λ, which is the gain parameter used by investors to estimate the
Sharpe ratio of risky investments, corresponding to a timescale
Tλ = 1/| log λ|. Our default value will be λ = 0.95, correspond-
ing to Tλ ≈ 20 or 5 years if the unit time is a quarter or a month
respectively;

7 One could allow for divestment by Hmin < 0, however, this would require a more
elaborate form for Eq. (170).

8 To estimate an appropriate order of magnitude for z̄, we considered the gross value
added by non-financial corporations in the U.S. divided by the current cost net stock
of fixed assets together with total wages (as a proxy for labour), which shows a
downward trend to approximately 28% p.a.
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• δ, the capital depreciation rate, which we choose in the range
0.001 – 0.02, corresponding to a typical replacement time of cap-
ital Tδ = 1/| log(1− δ)| ≈ 12 – 250 years when the unit time is
a quarter, and three times less if it is a month. Hence, δ = 0.001
means essentially no depreciation of capital.

The role and the effect of varying these timescales is studied in
detail in Section 5.3.7. An important remark, at this stage is that, while
our choice of one quarter as the unit time step is quite arbitrary, a
combination of parameters that is crucial for the properties of the
model is the dimensionless product z̄ ·Tδ ≈ z̄/δ, i.e. how many goods
can be produced (per unit capital) over the life-cycle of capital.

5.3 crises and phase diagrams

In this section we first investigate numerically the phase diagram of
our self-reflexive business cycle model and highlight the different dy-
namical features that the model can generate. We choose as control
parameters those which govern the behaviour of our two feedback
mechanisms: the consumption propensity Gt and the risky invest-
ment decision Ht. In order to navigate through the following para-
graphs, let us explain in a nutshell what is expected to happen in the
model.

If a productivity shock causes confidence to drop, consumption
propensity Gt and consumption both drop as well, whereas the sav-
ing rate 1−Gt increases. Because consumption drops, unemployment
rises and capital becomes superfluous, leading to a decrease in the
rent on capital q∗. Because the fraction of savings invested in capital
Ht depends both on q∗ (through the Sharpe ratio) and on the level of
confidence (with a weight 1−ν), the amount invested in risky capital,
given by (1−Gt) ·Ht · It, can either increase (if the factor 1−Gt dom-
inates) or decrease (if the factor Ht dominates), depending on param-
eters and conditions. In the second situation, and if capital deprecia-
tion is fast, one may face a situation where consumption is impaired
and capital becomes scarce at the same time, making recovery more
difficult and leading to long periods where the economy is trapped
in a low output state.

5.3.1 Crises Indicators

We focus on two distinct phenomena exhibited by our model: con-
sumption crises and capital scarcity.

• Consumption crises occur in periods where the household’s
consumption, ct, falls below its threshold, c0. In other words,
we have a low demand for consumption which leads the econ-
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Figure 28: This figure shows different sections of the phase space. The left-
most panels display the log10 probability of capital shortage Ξk
as a function of the Sharpe ratio weight ν and of the confidence
threshold c0. The right column displays the log10 probability of
consumption crises Ξc as a function of the same parameters. The
dark red zones correspond to the regions where Ξk/c > 0.99,
i.e. crises are permanent. Each column corresponds to a different
choice of the capital depreciation, from δ = 0.001 to δ = 0.02. We
set a = 15 and σz = 0.15. As δ increases, the (Hk,Hc) regimes
becomes widespread. In each panel, we have marked the points
chosen to illustrate the different phases of the model, together
with their label (see text). The dynamics trajectories and the cor-
responding histograms are reported in Fig. 29. The two bottom
panels show another section of the phase space, varying log a

and σz, with c0 = 0.017, ν = 1 and δ = 0.005 fixed (the two solid
dots there correspond to the same solid dots of the middle panels,
in the HkHc phase).
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omy into a stagnating low-output state. The severity of such
consumption crises is measured as

Ξc =
1

T

T∑
t=0

(
1−

ct

c0

)
Θ(c0 − ct), (171)

where Θ(x > 0) = 1 and Θ(x < 0) = 0 and T is the total simu-
lation time. This indicator counts the fraction of time consump-
tion ct is low, weighted by the relative distance between ct and
c0.

• Since we are considering an economy defined by low substi-
tutability between capital and labour (i.e. ρ � 1 in the CES
production function), we define capital scarcity as the periods
where production is determined by capital levels, i.e. kt 6 nt.
The severity of capital crises is similarly measured as:

Ξk =
1

T

T∑
t=0

(
1−

kt

nt

)
Θ(nt − kt). (172)

In a sense, one can consider these two phenomena as demand and
supply crises.

• In the consumption crisis state, the household does not wish to
spend on consumption. Hence, we see a low aggregate demand.
Provided capital depreciation is low, this is also a state of excess
capital (k > n) and low returns on capital.

• In the capital scarcity state, the firm is bound in its production
by the supply of capital. Hence, it can be viewed as a form of
supply crisis.

Both phenomena can be more or less frequent, and at first glance
unrelated, but closer scrutiny reveals that in some regions of param-
eters, these two types of crises interact with one another. To differen-
tiate between characteristic behaviours, we distinguish between four
different phases in the space of the parameters defined by the val-
ues that the indicators Ξk and Ξc take: (Lk,Lc), (Lk,Hc), (Hk,Lc),
(Hk,Hc), where L and H represent the “low prevalence” and “high
prevalence” of each phenomenon c or k, respectively. There is how-
ever no strict definition of the boundary between high and low preva-
lence regimes. As a convention, we consider that the crisis prevalence
is high when Ξ ∼ 10−2.

Given this setup, we first focus on the effects of three key param-
eters: the depreciation rate δ, the weight ν of the Sharpe ratio in the
investment decision, and the consumption threshold c0. Other param-
eters are fixed to z̄ = 0.05, λ = 0.95 (i.e. Tλ = 20), a = 15 and σz = 0.15
9.

9 An interesting extension of the current model is to allow the parameter a describing
the default risk on capital to depend on the state of the economy, since defaults are
more frequent when the economy is in a low output and low investment regime.
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Figure 28 presents heat-maps of the severity of capital crises log10 Ξk
(top) and consumption crises log10 Ξc (bottom) across parameter com-
binations, where red indicates high prevalence. We show two repre-
sentative sections of the parameter space: the planes (c0,ν) (left) and
(σz,a) (right). Since we present the logarithms of Ξk,c, the crossovers
between high and low prevalence of different phases are rapid but
smooth, i.e. there are no sharp phase transitions that characterise the
system’s behaviour. From each phase, we study a point of the line
ν = 1 and different values of c0 (marked by points in Figure 28), with
all other parameters fixed and plot the dynamics of consumption ct,
labour nt, capital kt, and the measured Sharpe ratio St in Figure
29. Note that changing the value of parameters (including ν) while
staying in the same phase leads to qualitatively similar trajectories.

5.3.2 Prosperous Stability

As shown in Figure 29, upper row, the LkLc phase is characterised
by a stable capital surplus, low interest on capital and rare consump-
tion crises. The depreciation of capital δ is so small that even with a
puny level of investment, capital is always in excess and labour is the
limiting factor. The stable capital surplus, in combination with a low
confidence threshold c0, means that productivity shocks zt hardly
ever reach the required magnitude to trigger a consumption crisis,
and if it does, recovery is almost immediate.

The corresponding bottom panel of Figure 29, shows that the con-
sumption level has normal fluctuations, entirely due to exogenous
productivity shocks zt, around a single high-consumption equilib-
rium. A corollary of the large capital excess is that the labour supply
is nearly constant (extremely narrow-distribution in the LkLc panel
of Figure 29).

As the depreciation rate δ increases, the average excess of capi-
tal supply over labour shrinks, increasing the prevalence of capital
scarcity. Accordingly, the phase Lk quickly disappears upon increas-
ing δ, leading to a pervasive HkLc phase (see e.g. Fig. 28, third col-
umn, which shows that capital is always scarce when δ = 0.02). As δ
is further increased, the Lc phase is more and more confined to small
values of c0, i.e. when confidence is intrinsically robust.

5.3.3 Prevalent Capital Scarcity

The HkLc phase, second row of Fig.29, is characterised by persistent
capital scarcity with rare consumption crises, and is confined within
a low c0 “band” in the (c0,ν) plane when δ is large enough. Since
c0 is low, confidence of is generally high and therefore the household
systematically consumes a large proportion Gt of its income, leaving
only a small share for investment. Because of capital depreciation,
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Figure 29: The panels show sample dynamics trajectories for each phase pre-
sented in Fig. 28 (marked by circles). In the left column, the solid
black line corresponds to the consumption ct, while the dashed
red and blue horizontal lines show, respectively, the confidence
threshold c0 and the average consumption in the δ = 0 scenario.
Grey (resp. pink) background indicate capital scarcity (resp. con-
sumption crisis). The right column presents the dynamics of cap-
ital kt (solid orange), labour nt (solid green) and Sharpe ratio
St (solid grey, with levels shown on the right y-axis). For all
simulations ν = 1, a = 15, σz = 0.15. Specific parameters are
LkLc: δ = 0.001, c0 = 0.001, LkHc: δ = 0.001, c0 = 0.019, HkLc:
δ = 0.02, c0 = 0.001, HkHc: δ = 0.005, c0 = 0.017.

the economy settles in a regime where kt <
√
Gt/2γ, meaning that

production is limited by capital, wages are low and rent on capital is
high (i.e. the left region in Fig. 27). Hence, the average consumption
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Figure 30: The set of graphs shows the histograms of consumption (black
dots) and labour (green crosses), referred to the dynamics pre-
sented in Fig.29, in a log− log scale. The green (resp. grey) dashed
curve corresponds to the δ = 0 baseline value for labour (resp.
consumption), with c0 indicated as a vertical red line. In the
Hc phase, the histograms of consumption and labour become
bi-modal, corresponding to high output and low output regimes.
For all simulations ν = 1, a = 15, σz = 0.15. Specific parameters
are listed in the caption of Fig.29 .

level is lower than the maximal consumption level reached in the
LkLc phase – see Figure 29, second column.

But since ct is now closer to c0, consumption crises are lurking
around and the economy can flip into the HkHc if c0 increases and/or
if productivity shocks are stronger (higher σz). This is clearly con-
firmed by the phase diagram of Fig. 28. In fact, comparing the phase
diagrams for δ = 0.005 and δ = 0.02, we see that faster depreciation
of capital converts large swaths of HkLc phase into HkHc. Hence, in
this case, investment crises (i.e. the supply side) do trigger consump-
tion crises (i.e. the demand side) by reducing the difference between
ct and c0 – see also the discussion in section 5.3.5.

5.3.4 Prevalent Consumption Crisis

When the depreciation rate is sufficiently small but the confidence
threshold increases, capital remains abundant but self-reflexive con-
fidence crises can hurl the system into a low consumption, low em-
ployment regime as a result of random productivity shocks. This is
the LkHc phase. Since capital is high, its level does not impact the
level of production, and interest on capital is small. Hence, the model
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becomes completely equivalent, in this regime, to the one studied in
Ch.3, where the dynamics is characterised entirely by the consump-
tion propensity Gt and is dominated by frequent consumption crises,
induced by breakdown of collective confidence.

The dynamics, displayed in the third row of Figure 29, are akin to
the ones obtained in the C phase of Ch.3, Fig.14. In fact, consumption
then displays bi-stable dynamics, where high and low consumption
regimes alternate. Correspondingly, the distributions of consumption
and labour reveal a secondary peak centred around the low-consumption
equilibrium.

Note that during consumption crises (i.e. Gt ↘) capital becomes
even more abundant relative to labour (recall that one needs to com-
pare kt with

√
Gt/2γ) and therefore return on capital and Sharpe ra-

tio both fall, as can be seen in the pink shaded region of Fig. 29, third
column. If we are in a region where consumption crises are short
enough compared to both the time Tλ over which the Sharpe ratio is
estimated and the capital depreciation time Tδ, then one can avoid a
capital crisis when confidence comes back. Otherwise, the economy
enters a turbulent HkHc phase with both capital and consumption
crises.

5.3.5 Capital and Consumption Crises

This final HkHc phase, bottom row of Fig.29, has both persistent
capital scarcity and consumption crises. As anticipated above, capital
crises can trigger consumption crises, because capital scarcity drives
consumption closer to the confidence threshold c0, below which con-
sumption drops and precautionary savings increase. One can then en-
ter a doom loop (similar to Keynes’ famous paradox of thrift) where
now capital is too high and leads to a reduction of incentive to invest
away from bonds. Hence, as shown in the fourth column of Fig. 29,
capital and labour fluctuate around low levels, with intertwined peri-
ods of capital scarcity (grey regions) and high unemployment (pink
regions). The Sharpe ratio gyrates rather strongly between negative
values and values close to unity, with a significant negative skewness.
The economy is unstable and always far from its optimal state.

Recall that we have fixed the interest rate on bonds to a constant
value. But with a massive demand for bonds, as expected in the
HkHc phase, one should expect the government to borrow at low
rates and prop up the economy with public investment, a feature not
modelled in the current framework, but certainly worth accounting
in future extensions.
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Figure 31: The left and right heat-map shows log10 Ξc (resp. average Sharpe
ratio) as a function of the memory timescale Tλ and the weight
parameter ν. The dark red zones correspond to the regions where
Ξc > 0.99, where crises are permanent.

5.3.6 Summary

To summarise, we have identified four qualitatively different phases
of the dynamics. Possibly the most interesting (and novel) one is
HkHc, where capital scarcity is persistent, thereby triggering con-
sumption crises. In this phase the economy is unstable, as capital
becomes scarce the likelihood of a consumption crisis increases, and
vice versa, low consumption drives rent on capital down and in-
creases the risk aversion of investors.

We have underlined the role of the capital depreciation rate δ in
determining the fate of our model economy. In fact, when capital and
infrastructure are sufficiently long-lived such that z̄ · Tδ is large, the
economy reaches a stable and prosperous state LkLc, provided self-
induced confidence crises are rare enough (i.e. c0 small). Conversely,
when z̄ · Tδ is low, capital depreciates too quickly and this dents the
rents that can be expected by investors. The economy quickly be-
comes under-capitalised and inefficient, especially because the dearth
of capital makes confidence crises more probable, paving the way for
the existence of a dysfunctional HkHc region in the phase diagram.

5.3.7 Investment and Crisis Recovery

In the previous section, we have explained how capital depreciation
can cause instabilities, and the appearance of a HkHc phase where
both capital and consumption undergo regular crises. In this section,
we want to explore the influence of the memory timescale Tλ, which
is the history span over which investors assess the Sharpe ratio of cap-
ital investment, and of the sentiment parameter ν on the time needed
for recovery when in a crisis period. We focus on this turbulent phase
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Figure 32: The panels show snapshots of the dynamics of ct, kt and nt,
corresponding to recovery (left) and crisis formation (right), both
for Tλ = 20 and ν = 0.75.

of the economy. We will fix the other two timescales Tδ,Tη defined in
section 5.2.6 to, respectively, 200 and 2.

Our benchmark will thus be the HkHc point in Fig. 28, correspond-
ing to λ = 0.95, δ = 0.005, ν = 1 and c0 = 0.017 (with a and σz
also fixed at their baseline values). Looking at the statistics of the
high consumption periods and of the low consumption periods, we
conclude that the prosperous periods last a time T> of the order of
Tδ = 200 (data not shown), whereas crises are rather short, of the
order of T< ≈ 10, see Fig. 33, plain vertical lines in the third graph
of the bottom row, which corresponds to Tλ = 20, i.e. λ = 0.95. The
full distribution of T< and of the Sharpe ratio S for ν = 1 are shown
in light grey, and reveals that whereas its time averaged value of S

is clearly positive and equal to 〈S〉t ≈ 0.71, its full distribution is
uni-modal but quite broad and negatively skewed.

Fig. 33, left graphs shows the consumption crisis prevalence Ξc and
the average Sharpe ratio S as 1−ν (weighing confidence in the invest-
ment allocation decision) and Tλ are varied. One sees that decreasing
ν or increasing Tλ leads to an increase of Ξc, at least in the range
shown, Tλ ∼ 300. The evolution of the average Sharpe ratio is more
complex, reflecting the non-trivial shape of its distribution function
(bi-modal and skewed, see below). But certainly as agents pay less
attention to the actual return on capital and are more affected by the
level of confidence, the average Sharpe becomes strongly negative
(red region of the diagram) and the economy gets trapped forever
in a low consumption, low investment regime where θkΣ is negative
(see Eq. (170)).

Now, let us look at a cut along the direction ν = 0.75, correspond-
ing to a 25% weight given to confidence in the allocation decision,
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as Tλ is varied. For this particular value of ν, the average Sharpe ra-
tio is close to zero and only weakly depends on Tλ (Fig. 33, bottom
left graph). But from the bottom row of Fig. 33, we see that when
Tλ ∼ 10, the distribution of Sharpe ratios becomes bi-modal and with
a skewness that decreases as Tλ increases. This can be rationalised as
follows:

• The peak corresponding to positive Sharpe ratios comes from
prosperous periods, where consumption is high and capital rel-
atively scarce, leading to a positive return on capital q∗: see Fig.
33, top right graphs: in the high consumption phase, the orange
line (capital) is below the green line (labour).

• The peak corresponding to zero Sharpe comes from crises pe-
riods, where capital is in slight excess of labour, leading to a
small return on capital (see again Fig. 33, top right graphs, and
section 5.2.3).

• The fat left tail corresponding to negative Sharpe ratios comes
from the transitory periods between high confidence and low
confidence, when consumption and labour collapse but capital
depreciates much more slowly. In this case, return on capital
plummets and the Sharpe ratio becomes negative.

• As Tλ increases, the weight of these transitory regimes in the
estimate of the Sharpe ratio becomes small, and the fat left tail
disappears, as crises become less frequent and much longer.10

Whereas the length of the prosperous periods T> is unchanged
compared to the benchmark ν = 1 case for all values of Tλ ∼ 10, the
length of the crisis periods T< increases by more than 100 times as ν
is decreased from 1 to 0.75 (compare the grey line and the coloured
points in the bottom row in Fig. 33). The first observation is due to
the fact that the Sharpe ratio estimated when in a high output pe-
riod is clearly in positive territory and quite insensitive to Tλ (see the
histograms in Fig. 33). This means that capital supply is also inde-
pendent of Tλ and that the confidence collapse mechanism must be
identical to the one described in Ch.3 and not triggered by a lack of
investment. 11

On the contrary, the mechanism by which confidence is restored
is strongly impacted by the value of the memory time Tλ. When
the economy is in a consumption crisis, the returns on capital are
very small. Thus, averaged over a sufficiently long time period, the

10 For very large Tλ, the situation changes again, see below.
11 This is not to say that the crisis frequency is not related to capital abundance. As

already noted in section 5.3.5, as capital depreciation δ increases, available capital
decreases, which leads to a lowering of output ct. Since the distance between ct and
the threshold c0 is a crucial determinant of the probability of a confidence crisis, the
region HkHc becomes pervasive as δ increases, see again Fig. 28.
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Figure 33: The two left columns show the histograms of Sharpe ratio S and
crisis duration T< for four values of Tλ: 2, 10, 20 and 50, all for
the same value of ν (shown as symbols in the two heat-maps on
the left). The faded grey lines show the same histograms in the
benchmark case ν = 1 that correspond to the HkHc point in Fig.
28. Other parameters used are: δ = 0.005, c0 = 0.017, σz = 0.15
and a = 15.

Sharpe ratio is well-defined and also small (see the narrow peaks in
the Sharpe ratio distribution in Figure 33). Combined with the low
confidence dampener on sentiment (1−ν) ·Ct, this leads to a negligi-
ble investment flow. So whereas positive productivity shocks should
put the economy back on an even keel, the level of capital is lag-
ging, which creates a ceiling that prevents consumption (and hence
confidence) from increasing substantially and returning to the high
consumption case.

Interestingly, the dependence of T< on Tλ is in fact non-monotonic.
For very large Tλ ∼ 1000, the memory of prosperous periods persists
even during the crises, so that the Sharpe ratio and investment always
remain high. In such cases, T< abruptly drops back to small values
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∼ 5 (data not shown). With minimal probability, however, the system
remains trapped in a crisis forever.

In the opposite case of a small enough Tλ, the short periods where
consumption increases due to productivity shocks allow sufficiently
rapid increases in capital rent to encourage immediate investment.
This is enough to prop up capital and allows confidence to be fully
restored as labour and consumption will grow with the limiting factor
kt. For an example of these positive spikes of consumption, see top
centre panel in Fig. 33. The same effect takes place if ν is increased
back to 1, where only realised Sharpe affects investment. In this case,
the drag on capital due to low confidence levels is absent, and the
system can pull itself out of the rut much more efficiently, leading
to shorter crisis periods. But for lower values of ν (higher impact of
household confidence on the investment propensity), the dearth of
capital in crisis periods is such that the economy is unable to ever
recover, i.e. T< = +∞ for all purposes.

From a policy point of view, reducing interest rates has the direct ef-
fect of increasing the Sharpe ratio and reducing the return to bonds,
thus promoting investment and making the transition back to the
high consumption state easier. However, this may require the central
bank to set interest rates r to negative values, as r, which might al-
ready be close to zero due to prior crises. Besides monetary policy,
other measures that improve confidence (e.g. central bank messag-
ing) and/or promote investment into productive capital would have
a similar impact (for instance if the government decides on strong
fiscal measures that include investment into productive capital, such
as through mission-oriented policies or infrastructure spending).

Finally, let us mention that while the existence of consumption cri-
sis is independent of the substitutability parameter ρ, the duration of
the low investment, low consumption periods is also highly sensitive
to substitutability effects. We have indeed found that when ρ is suf-
ficiently small, i.e. for production functions closer to Cobb-Douglas
than to Leontief, recovery is much faster. This could have been ex-
pected: lack of capital can now be compensated by labour, expediting
the transition back to a prosperous state of affairs.

5.4 from cobb-douglas to leontief

The choice of production function plays a key role in the phenomenol-
ogy of this model.

In the first attempts we made to build up this model, we assumed
a Cobb Douglas production function, as it is usually the case in a
DSGE literature. However, the Cobb Douglas framework “decoupled”
the effects of the two feedbacks. The solution was achieved once we
assumed the firm’s production was modulated by the Constant Elas-
ticity of Substitution (CES) function, as in Eq.(142). The parameter
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Figure 34: The correlation function G(nt,kt) is displayed as a function of
log ρ. Within the light blue/violet regions we recover the Cobb
Douglas / Leontief limit respectively. The vertical dashed black
line is the reference for ρ = 7, that has been used across the
chapter. Other parameters used are: ν = 1, λ = 0.95, δ = 0.005,
c0 = 0.017, σz = 0.15 and a = 15.

ρ when varied allows to shift the elasticity of substitution between
capital and labour.

In all this chapter we have considered ρ = 7. We recall that for
ρ→ 0 capital and labour are perfectly substitutable as the production
function becomes Cobb Douglas, while in the limit ρ→∞, the firm’s
output, as expressed in Eq.(142), reads yt = ztmin(kt,nt) and capital
and labour are perfectly unsubstitutable.

In Sec.5.2.3 we have discussed the limit ρ→∞. When the capital is
scarce, it becomes fully correlated to labour as, following the reason-
ing of Sec.5.2.3, nt = kt+O(ρ−1) while the correlation should vanish
in the Cobb Douglas limit. Fig.34

12 reflects this idea and shows the
progressive changing in the correlation function between the trajecto-
ries of nt and kt restricted to periods where the capital is scarce. The
graph allows distinguishing the two limits quite precisely: for values
of ρ� 1 the correlation is ∼ 0.1, i.e. the two variables are almost inde-
pendents. Increasing the exponent ρ smoothly changes this relation
up to the point where correlations become ∼ 1 for values of ρ ∼ 20.
What is then the effects on the trajectories?

We set our-self in the turbulent regime HkHc, and we let ρ vary.
The results are shown on Fig.35. Three stylised facts emerges: First,
as discussed above, as ρ increases and the capital is scarce the so-
lution found in Sec.5.2.3 holds and, see bottom panel of Fig.35, the
two trajectories almost superpose. Vice versa, when ρ = 0.01 the two
variables are independent.

12 Because of machine errors, the real values of ρ one can explore via numerical simu-
lations is bounded by ρ ∈ [0.05, 35]. however, ρ = 0.01 is small enough to illustrate
the Cobb Douglas regime and vice versa ρ = 35 shows the Leontief limit.
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Figure 35: The panels show snapshots of the dynamics of ct, kt and nt,
for different values of ρ. ρ = 0.01 essentially corresponds to the
Cobb-Douglas limit, while ρ = 20 illustrate the Leontief scenario.
Other parameters used are: ν = 1, λ = 0.95, δ = 0.005, c0 = 0.017,
σz = 0.15 and a = 15.

Second, with the increase of ρ crises are more persistent. This is
explained by a coordination of two effects. On the one hand, as goods
market clear, when ρ � 1 the consumption is limited by the scarcity
of labour. Following the intuition, in order for the panic effects to be
reabsorbed, a larger (upwards) productivity shock is needed. In the
scenario ρ � 1, the output is boosted by the abundance of capital
(see Fig.35). Therefore, the economy needs a rather smaller relative
exogenous shock to recover. Consequently, jumps from low → high
consumption states are more likely, as discussed in Sec.3.4.

The second actor is the Sharpe ratio. The persistence of the reces-
sions allows, for ρ� 1, the Sharpe ratio to degrades (given the same
λ). This fact is reflected by the histograms of the Sharpe ratio’s evo-
lution for the three cases shown in Fig.33. When ρ = 20 the Sharpe
becomes negatively skewed and this further amplifies the economi-
cal recessions compared to the Cobb-Douglas case. Thus, we believe
that the results obtained in Sec.5.3.7 are a characteristic of the CES
production function and the value of ρ we chose.
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5.5 conclusion

In this chapter, that concludes my original work, we have extended
the original formulation of the DSGE models with capital to a be-
havioural model of the real business cycle in which labour and cap-
ital are almost unsubstitutable. This unsubstitutability is given by a
CES-type production function.

In the model presented here, consumption and investment are con-
trolled by two feedbacks. The first one recalls (although implemented
slightly differently) the self-reflective household confidence presented
in chapter Ch.3. The second modulates the propensity of households
to invest in the capital market and/or in the (safer) bond market. Im-
portant in this model is the role of sentiment measured by the Sharpe
ratio and the confidence level itself. The role of confidence, instead, is
very similar to the one presented in the previous two chapters: pro-
ductivity shocks to output can lead to crises in which consumption
jumps abruptly from a high to a low equilibrium level. Depending
on the parameters of the model, these crises can be more or less fre-
quent, and the periods of low consumption can be of varying lengths:
short spikes (V-crises) or long, protracted phases (L-crises). The in-
troduction of capital influences the resulting phenomenology of the
economy, which, in this case, is rather rich. Indeed, capital can be
abundant (in which case labour is the limiting factor of production) or
scarce, in which case it will be the limiting factor of production. Com-
pared to the models illustrated above, the introduction of investors
preferences plays a fundamental role in the business cycle as:

• Higher capital depreciation rates, ceteris paribus, lead to capital
scarcity and limit production. This makes the economy more
prone to crises of confidence, increasing their prevalence;

• The increased influence of the level of confidence in capital allo-
cation decisions creates a feedback loop similar to Keynes’ para-
dox of thrift, destabilising and trapping the economy in a state
of suboptimal low consumption;
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• The time during which the economy remains in a state of low
consumption is highly sensitive to the time frame in which in-
vestors calculate the Sharpe ratio. Increasing this time frame
leads to slow adjustments in investment. As a result, the instan-
taneous increase in capital returns due to productivity gains is
not sufficient to stimulate the propensity to invest. This leads to
a persistence of capital scarcity and prevents the economy from
breaking out of the low return trap.

Our results have several policy implications. First, as discussed in
Ch.3, the presence of self-reflective feedback loops requires govern-
ments and monetary authorities to manage confidence in the future
prospects of the economy. Although confidence indices are routinely
measured by survey institutions (see Fig. 8 in Ch.2), the inclusion
of such indices in DSGE macroeconomic models and the importance
of narratives have never really been seriously considered beyond the
impact of news shocks on productivity. 13

In addition to communication and narratives, monetary authori-
ties should also directly promote investment, particularly during re-
cessions. This is necessary to prevent the economy from becoming
trapped in an environment of low output and low confidence. Al-
though this conclusion seems perfectly intuitive, our model reveals
that a lack of capital can prolong downturns by orders of magnitude,
and convert V-shaped downturns into L-shaped ones. Increasing in-
vestment in working capital can be done through traditional channels,
by lowering the risk-free interest rate (possibly making it negative) or
through Keynesian-style direct investment in infrastructure and inno-
vation, which have the double effect of raising capital productivity
and supporting household confidence.

There are of course many directions in which our model should be
extended and improved. The first one is to allow interest rates and in-
flation to be dynamic variables, and to introduce an explicit monetary
policy having the double role to control inflation and confidence, via
narratives [12]. Important would be the inclusion of a feedback mech-
anism between confidence and the timescale Tλ or the sentiment pa-
rameter ν. This would allow setting potentially relevant panic effects
in the model and capture more realistically what happened during
the GFC in 2008, for example.

13 For example, the work of [9] which reflects interactions and complementarity. Also
[10] has shown that single news shocks (confidence shocks) are sufficient to empiri-
cally adjust the effects of business cycles. See also [11].
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Capital Scarcity and Self-Reflexive Confidence: Highlights

In this chapter, I present a behavioural model based on a clas-
sical DSGE. What is new compared to previous chapters is
the introduction of capital and a "pseudo" financial market.
The (representative) agent decides whether to allocate his re-
sources in the bond market or in the riskier capital market.
The factory will pay with a certain probability the promised
returns. Another innovation is that the factory produces ac-
cording to a CES function, in which capital and labour are not
completely substitutable. This leads to periods when capital is
scarce and consumption is limited by its level. This effect com-
bined with the proven consumption feedback generates panic
effects whose magnitude exceeds expectations. In particular, if
crises are sufficiently persistent, agents lose confidence in the
market and stop investing in the capital market. This gener-
ates a self-reflexive loop that leads the economy to collapse. In
this model, we propose several approaches that governments
should undertake to alleviate the duration of economic crises.
This model comes closest to describing the events thought to
have occurred during the 2008 Global Financial Crisis.
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C O N C L U S I O N

If one accepts ergodicity in Economics then it will be included in the “realm
of sciences” rather than in the “realm of history” which does not apply the

same laws with time invariance symmetry.

— Paul Anthony Samuelson[73]

During my thesis, I have worked on several models whose goal
was to answer fundamental questions raised in recent debate within
Macroeconomics. The aim was to test whether, with simple modifi-
cations, the DSGE framework could be stretched, bridging the gap
with the ABM community. In all the analysis I have conducted, both
by choice and academic training, my mindset was the one of a sta-
tistical physicist. In maths as well as in Physics, the methodology
divide et impera is often applied to break a complicated problem into
pieces, and analysing each part individually. Once all the pieces of
the puzzle are solved, one can put them together to find the global
solution sought1. It is with this spirit that I have conducted my re-
search. Scrolling through the pages one can appreciate the increasing
degree of complexity of the models I present, from the inclusion of
heterogeneities to the addition of capital markets, each model has its
roots in the previous one (the model presented in Ch. 3) which serves
as a benchmark.

In this manuscript, I tried to bridge the gap between the two com-
munities following this “step-by-step” philosophy.

Ch.3 represents our first formulation of the feedback economy, ap-
plied to the simplest monetary model.

Each household forms its propensity to consume, by observing
what the average consumption of its neighbours was during the pre-
vious time period. This opens up the possibility that a relatively
small decline (exogenous) in the overall production will lead to a
collapse in confidence, inducing a sharp drop in economic activity.
When increasing the strength of the feedback different regimes are
crossed: from a phase (when the feedback is weak enough) where the
model essentially behaves, albeit with increased volatility, similarly
to the starting DSGE model, to a regime (when the feedback is strong
enough) where even small technological shocks can induce persistent
economic crises, in a small shocks large business cycle fashion. The self-
reflexive feedback mechanism, introduced in Ch.3 addresses among
the main criticisms of DSGEs: (i) the concept of general equilibrium is

1 This method must not be confused with the reductionist philosophy discussed in
Ch.1
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overcome by the presence of two distinct equilibria, generating high-
/low output respectively and (ii) the exogenous origin of standard
DSGE’s economic crises is here self-propelled by endogenous mecha-
nisms. This study highlights the importance of narratives [12] and the
pathological presence of the unknown knowns as two major drivers of
the economy. Even in such schematic setup, the results are much more
realistic than the one described by the reference model described in
Sec.2.2.

The intuition developed in Ch.3 paved the way for the understand-
ing of its extensions, presented in Chs.4 and 5.

The model presented Ch.4 lays the foundations for a heterogeneous
and connected society. The representative agent hypothesis is defini-
tively abandoned, and the mean field approximation of Ch.3 is re-
placed by a multi-household heterogeneous landscape. Among the
challenges of Ch.4 we had (i) to set a rule to determine the social
network through which agents interact and (ii) to implement hetero-
geneities. The latter enter the model via different (and quenched) in-
come levels, which, together with the segregation level of the social
structure, led to very rich dynamics. Depending on the parameters,
crises spread mostly within one social class or, alternatively, swing
across the entire population. I also discussed, supported by numeri-
cal simulations, the critical value of the exogenous shock that triggers
global events. The first two chapters are naturally interlinked and
constitute an almost continuous work. The original setup is relaxed
in the last part of this thesis: in Ch.5, I presented a radical extension
of the benchmark model in Ch.3, where I focused on the addition of
the capital market into the business cycle. This work required a great
deal of effort and could only be achieved by abandoning the rigid
DSGE paradigm. Not in its entirety, of course, but sufficiently so that
the resulting model belongs to the behavioural RBC realm rather than
to the DSGE realm. The introduction of capital led to extremely rich
dynamics and combined the effects of supply- and demand-driven
downturns2. Supply shortage as a driver of recessions is a conse-
quence of the CES function, which does not allow for full substitu-
tion between labour and capital. In fact, when capital is scarce, the
firm’s output –and therefore the aggregate consumption– is limited
by its level. Capital scarcity induces, with higher probability, confi-
dence collapses. The panic so generated redirects agents’ investment
allocations to the safer bonds market. The combination of these two
effects leads to more realistic scenarios, where economic crises are
initially induced by a low level of capital and are prolonged by a lack
of investment as a consequence of the drop in confidence. To further
stress the importance of the divide et impera method, much of the phe-

2 Those are not a novelty for ABM models: in a multi-firms context, Assenza et al.[248]
shows that Capital and Credit are essential ingredients of realistic economical reces-
sions.
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nomenology discussed in Ch.3 is still recognisable (if one looks for it)
among a multitude of new effects. The setup presented in Ch.5 pro-
vides insights for monetary authorities, promoting direct Keynes-like
investments (particularly during recessions) to prevent the economy
from being trapped in a low output regime.

This last setup represents the natural conclusion of my thesis and
opens up many possibilities for new research.

Much of the behaviour described in our models are based on non-
linear effects – dictated by feedback mechanisms – related to the ex-
istence of several fixed points. In a framework where linearisation is
forbidden, the exploitation of the Euler equation has proven itself to
be a real challenge.

In that regard, the first and perhaps most urgent direction for fu-
ture research is to establish a method for calculating inflation and,
consequently, interest rates in a framework where the paradigm of
the single general equilibrium is lost due to interactions.

The idea consists in finding some regimes where the linear approx-
imation of the Euler equation holds, as done in Sec.3.5. Possibly, one
can write the DSGE equations as a function of the output gap and the
confidence level. This direction is of particular interest as it shows
how to endow DSGE with possibly measurable confidence indices.
An ongoing project done within the Econophysix research chair aims
to address this question and should be the subject of forthcoming
work.

The second direction, also under investigation (albeit still at an em-
bryonic stage) within the Econophysix research chair, concerns the re-
laxation of the market clearing hypothesis. This is particularly chal-
lenging as the market clearing is one of the core and most rigid DS-
GEs’ axioms. Even within the simplest monetary model, Sec.2.2, if the
output of the firm does not match the household’s demand, it is ex-
tremely complicated to find a coherent solution for the aggregate vari-
ables. A possible direction to get around this problem follows many
ideas presented in the work of Dessertaine et al. [249]. To remain
close to the DSGE approach, one might imagine an economy where
markets are constantly out of equilibrium and both the supply and
the demand sides correct their propositions according to the realised
market gap. This can be achieved introducing forecasting functions
modulating the behaviour of economic actors. The estimation of such
predictive functions is not simple and complicates the problem con-
siderably, adding additional terms to the utility maximisation. The
process described is, however, very similar to the tâtonemment intro-
duced by Walras, see Ref.[60] for references, when he first theorised
the general equilibrium of markets as the progressive adaptation of
supply and demand sides.

Other possible extensions, such as the addition of central bank and
monetary policies (or a financial sector), are of great interest, espe-
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cially in the context of Ch.5. This modification allows the policy mak-
ers to incentive investments by lowering the interest rates. This would
increase the Sharpe ratio, making capital investments more appealing.
The central bank can exploit forward guidance[12] to favour capital al-
locations, directly affecting the households’ sentiment, Eq. (169), via,
for instance, an additional term.

Finally, it would also be interesting to look for a “great unifica-
tion” between the type of business cycle/DSGE behavioural models
considered in this thesis and the heterogeneous agent-based models
studied in the recent literature, which generically give rise to similar
crises and bi-stable dynamics between high and low output regimes
of the economy (see among many others [170, 250]).

The reader now expects me to take a clear position concerning
the central debate of this thesis. Unfortunately, I cannot do so, but
I can instead provide my perspective on the problem. On the one
hand, I do not think that DSGE models should be ostracised as a
large proportion of the warmest supporters of ABM thinks. Some
DSGE ingredients are the condensation of observations, reflections
and discussions, matured along many decades and therefore cannot
be discarded on principle. In fact, DSGE models contain interesting
elements and should be taken as inspiration for the development of
new setups.

In contrast, the DSGEs have clearly proven to have serious “ax-
iomatic” defects, that are too resilient to be modified. For example,
the hypothesis of an infinitely rational representative agent places
strong bounds on modelling, but also implicitly assumes that esti-
mation is feasible as the future economy can be inferred from the
past. This point is extremely delicate, and it assumes ergodicity in
Economics (see below). The concept of full rationality is pathologi-
cal, as it allows for inconsistencies. First, within a rational framework,
moment’s anchors are introduced via arbitrary quadratic laws, see
Eqs.(62) and (65), which strongly clash with the absolute rational-
ity of agents. Second: in a heterogeneous model of infinitely rational
agents, would they maximise their utility (as it is), or rather the global
utility of the society as a whole? Whatever one chooses, the concept of
full rationality would inevitably be lost as the sum of the preferences
might differ from the preference of the sums, as “more is different”.

In real contexts, if pragmatic, people’s behaviour contains a cer-
tain degree of rationality and foresight. We all make the most im-
portant choices by exploiting most of the available information, seek-
ing to maximise our future well-being. On the one hand, it is there-
fore undeniable that future expectations play a key role in decision-
making in many fields including finance, Macroeconomics, Monetary
Economics, see Ref. [251]. On the other hand, expectations are both
based on an imperfect analysis of collected data and are subject to
non-rational phenomena (e.g. panic effects) that may in some cases
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dominate their measurement. Financial actors are a good example:
they maximise their expected profit given their current level of cap-
ital by basing their allocations on observations and analyses of past
stock market trends. Many, however, react impulsively if the market
falls sharply, fuelling the downward spiral of prices.

Under these premises, agent-based models are proposed in the de-
bate as the new paradigm to follow. They have the enormous advan-
tage of adhering perfectly to Anderson’s ideological manifesto “More
is different” and they do not require any formal assumption of rational
behaviour. Although their foundations rely on more flexible concepts
than the rigid DSGEs, their progressive complications have led them
to run into many of the criticisms that are also levelled at the DSGE
community.

Some ABM enthusiasts have made enormous intellectual efforts
to create extremely complex agent models comparable in number of
individuals to real economies3.

In my opinion, the issues of such large setups are several and col-
lide with the spirit of this thesis. First, the large number of degrees
of freedom makes it hard to systematically study (and therefore un-
derstand) the effect of each parameter. Without a phase diagram or,
alternatively, some form of diagrammatic representation of the pos-
sible outcomes as a function of the relevant control parameters, this
understanding cannot even be achieved. This partly justifies the neg-
ative appellation of “black-boxes” by which ABMs are often referred
to.

The excessive complications make these extended models prone
to strong redundancies in their formulation, as the macroeconomical
intuition of their outputs is compromised. In fact, the role of many
parameters might superpose, leading to similar effects and/or being
negligible. These weaknesses are often difficult to spot and fixed, as
the vast number of entries plays the role of a frosted glass, blurring
the view of researchers. This methodology clashes, with the divide et
impera scheme I advocate here.

Lastly, there might be an issue, common to the most sophisticated
DSGE models, of over-fitting: any trajectory can be reproduced with
a sufficiently large number of free parameters. But such overlap is
merely artificial and must not be confused with forecasting power.

The reader may accuse me of being pessimistic, but I am not. In
my opinion, the fundamental question that needs to be answered
concerns the role that macroeconomic models must play.

As I briefly discussed in the foreword to this thesis, it is misleading
to expect macroeconomic models to predict economic performance
in the same way as weather forecasts do for meteorology. On the one
hand, the vapour particle (H2Omolecule), not being a thinking entity,
follows the laws of Physics, or paraphrasing Galileo Galilei: “the great

3 Austria in particular, see Poledna et al.[200]
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book of nature is written in mathematical characters”. The Navier-Stokes’
equations and the laws of thermodynamics are well understood and
verified, and nevertheless their predictions are dominated by uncer-
tainties. The nature of weather forecast models is inherently chaotic
and any error, however small, in the initial conditions spreads ex-
ponentially fast so that their predictive power is very limited. As a
result, they only have an acceptable level of accuracy when looking
at a maximum of two days ahead, and the increasing demand for ac-
curacy translates into a smaller time window. If one is interested in
knowing the probability of precipitation during the day, the window
of certainty is as small as a few hours.

On the other hand, some basic core macroeconomic concepts are,
by definition and not by mistake of economists, not easily measurable
and naturally ill-defined. Economic agents act according to their intu-
ition (or confidence) and can operate in a completely counter-intuitive
way. Trust, as well as many other human feelings, are difficult to rep-
resent by precise mathematical expressions due to their vague defini-
tion. If economic agents were completely rational and behaved like
particles of water, endogenously propagated economic crises would
be a contradiction. Yet, they do occur, with cyclical regularity.

An additional problem lies in the temporal invariance of the laws
governing the two systems, or, in other words, ergodicity. On the one
hand, the laws of Physics are time-invariant: since the gravitational
force g ≈ 9.81m/s2 is a constant, the trajectories described by the
throw of two distinct stones, given the same initial conditions, are
identical. The result of such a simple experiment does not vary re-
gardless of the time gap between the two events.

On the other hand, the parameters governing macroeconomic laws
are constantly evolving in time and differ according to the economy
one seeks to describe. The economic consequences of a change in in-
terest rates might vary depending on the historical context in which
this variation is applied. The absence of time invariance in Economics
reflects the fact that society, is a constantly mutating entity: fashions,
tastes and even political ideologies reflect this constant evolution. In
fact, given the same observation, politicians might decide differently:
a right-wing government will opt for laws that are diametrically op-
posed to the laws a left-wing government would opt for.

Even assuming that the previous arguments are flawed, and eco-
nomic predictions share the same degree of accuracy as weather fore-
casts, reality is even more complex. The existence of the unknown
unknowns, which, as I described in Chs. 2 and 3, add a component
of radical uncertainty to the problem. Any effort, however precise, to
calibrate macroeconomic variables will always be affected by inherent
errors which, due to the chaotic nature of the models, defeat any of
their claims to be predictive.
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Thus, the goal of forecasting the economy with a model, however
complicated, seems to be unattainable. Models must therefore be (at
least for the time being) relieved from being quantitatively predictive.

What then should be their purpose? To close the climate analogy,
the role of macroeconomic models should be closer to climatology. In
the same way that climatology aims to study possible climate scenar-
ios due to ongoing climate changes, economic models should serve
to explore the set of future economic scenarios.

Policy makers would then have tools to analyse stylised facts, high-
light possible feedback loops, reveal the potential importance of new
mechanisms and show whether the economy is on the edge of a tip-
ping point. According to the results of their analysis, central banks
would be able to estimate which control parameters should be tar-
geted by monetary policies in order to preemptively reverse the ob-
served most dangerous economic trends. Following the logic devel-
oped in this thesis, tools such as forward guidance must be exploited
to increase trust and consequently reduce the probability (and the
persistence) of economic recessions.

To reconnect with the example I gave at the beginning of this thesis,
rather than predicting the future trajectory of French GDP by observ-
ing the trajectories of some complicated model, and interpolating its
value in two years’ time, economic models should aim to explore
possible scenarios arising from current trends in, for example, con-
sumer confidence indices. Considering the global Covid-19 crisis and
the natural trend of investor confidence in Europe, the models should
predict an increase of, say, from 3% to 5%4, in aggregate consumption
over the next two years.

Instead of attempting to forecast the exact amount of rain that will
fall in a certain area in the next hours, one can much more reliably
predict if the next days will be rather humid or dry based on cyclonic
activity, atmospheric pressure, and other relevant factors, and if a
change of the weather conditions is likely to occur in the near future.

I further stress that to achieve this goal, efforts must be directed
at those aspects that make models’ formulation more plausible, yet
keeping them as simple as possible. However, if reasonable, math-
ematical complications should not frighten researchers. Numerical
simulations serve as a “telescope of the mind” [170], filling the an-
alytical void through the generation of synthetic data.

To improve the understanding of existing correlations among macroe-
conomic variables, models must be confronted with empirical obser-
vations, as their calibration is nowadays increasingly at reach due to
the large amount of data available. The cause-effect relationships ob-
served empirically cannot be neglected, but rather must be accommo-
dated within the models, thereby facilitating a better description of
economic activities. Exploiting data, it is possible to assign to each pa-

4 These percentages have only an illustrative purpose and are not realistic.
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rameter realistic values by modulating their relative magnitude. This
work helps discern which region of the phase diagram is the most
plausible, narrowing down the otherwise vast number of possibili-
ties. The efforts of organisations like the OECD to analyse and collect
data are commendable.

Data speak and must be listened to.
I hope that the reading of this thesis has been generally enjoyable

and interesting. I also hope that I have conveyed to the reader to the
reader my deep interest in the topics that have accompanied for the
past three years.
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