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Abstract
The demand for faster performance, increased accessibility, mobility and secure

communications has driven significant advancements in Internet architectures, pro-
tocols and applications. Whether Internet usage relates to businesses or entertain-
ment, its performance and security are two of the highest orders. Recent advances in
modern technology and network innovations have driven the desire to move away
from manual error-prone methods of testing network components and evolve from
the ad-hoc tools and simulation based testing which are, traditionally, used in as-
sessing the performance of networking components but fail to achieve high accuracy
results and obtain trustworthy analysis.

Despite the criticism that formal verification (FV) methods have been receiving
and lack of appreciation, they have achieved undeniable results and made great con-
tributions in this field and other mature fields. For this reason, we investigate a FV
methodology for analyzing the performance aspect of networking systems. We rely
on a model-based approach that is based on building a rich faithful stochastic model
of a system, then apply statistical model checking to assess its performance against
a specified requirement. We explain that the stochastic behavior of the model is
captured by introducing probabilistic variables which are updated via probability
distributions. The latter are, typically, obtained by collecting and analyzing mea-
surements from the system’s execution using traditional statistical tests to select the
best fit distribution (i.e., process of distribution fitting). Unfortunately, distribution
fitting requires a good statistical background and familiarity with several distribu-
tions which is beyond the expertise of some analysts.

As such, we developed a tool called DeepFit that combines traditional statistical
tests and deep learning to automate the distribution fitting task. DeepFit is then
integrated into the workflow of our FV methodology for rigorous modeling and
performance assessment of networking systems.
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Chapter 1

Introduction

1.1 Motivation

More than 4 billion users access and utilize the internet around the world every day
and the number of Internet users increases by more than 7% annually. The Internet
revolutionized our world since the last century as now billions of people can interact
with one another with simple clicks on their mobile phones. Additionally, The Inter-
net is making information and education available to everyone on the planet, hence
creating massive opportunities for advancing knowledge across the spectrum of hu-
man endeavors at a fast pace. Moreover, the Internet has contributed enormously to
the development of countless devices, applications and services and has completely
transformed the world of transportation. The Internet is an essential foundation for
business development, entertainments and social interactions and has become inte-
gral to our day-to-day lives and indispensable to the operation of all critical sectors
of our society.

The Internet is often described as a network of networks. A network can be as
small as two computers connected together to having millions of devices interacting
and sharing information and data. In fact, the Internet as we know it today is com-
prised of 65,536 autonomous systems (ASes) [204], which are run by entities such as
Internet service providers (ISPs), content providers, or public institutions. Each of
these ASes include thousands of smaller networks that implement several routing
policies and communication protocols that aim to connect participating end-devices
and rule out impractical or uneconomical communication paths as well as regulate
all communication exchanges.

Initially, the Internet as we know it today has come along way in the last half
century from its original purpose of creating a communication line between two
destinations [166, 68, 90]. Historically, the first small network example is the telex
messaging created in the 1930s as a way to distribute military text messages during
the world war. Another quotable example is the network pioneer SAGE Air Defense
System (Semi-Automatic Ground Environment) created in the early 1960s in North
America (NA) for the purpose of gathering data from many radar sites and sharing
it with counter-attack air-crafts in real time to further improve the North America’s
defense capability in response to any Soviet air attack. The SAGE was based on a
network of direct immediate connections between several machines which resulted
in cluttered cabling and a difficulty to achieve scalability. However, released in late
October 1969, the ARPAnet (Advanced Research Projects Agency Network) [114,
131], developed by the Advanced Research Projects Agency (ARPA) of the United
States Department of Defense [20], is the first large-scale connected computer net-
work that implemented the TCP/IP protocol suite which later became the Internet.
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Even though it relied on phone lines, the ARPAnet still revolutionized communica-
tions because it introduced packet-switching [189] as a replacement to direct connec-
tions. Packet-switching consists of a switching system to which machines connect
to in order to avoid the cluttered wiring of direct connections. Communicated data
through a switch is regularized by a set of communication protocol that follows the
TCP/IP architecture so that, exchanged packets are encapsulated with protocol spe-
cific headers and trailers containing the source and destination addresses that allow
for easier routing from one device to another. These addresses inform the switch
of where to send the packet. Once at the destination, the headers and trailers are
removed to reveal the transmitted data. This way, the information will reach its in-
tended destination without the need for a single dedicated circuit between each pair
of device to create an end-to-end connection. ARPAnet has initially been used for
to connect time-sharing computer at mainly government-supported research sites
and universities in the United States (US). However, it soon became an important
research topic for the computer science and research community all over the world.

The invention of ground-based packet radio systems in the 1970s such as the
Packet Radio Network Protocols PRNET [99] by the Defense Advanced Research
Projects Agency (DARPA) [51], advanced the capability of ARPANET communica-
tions to incorporate mobile access of computer resources in the US. Furthermore, the
creation of packet satellite networks [165] paved the way for across continent com-
munication between the united states and some European countries. An example of
satellite networks include the Atlantic Packet Satellite Network SATNET [192] that
connected the united states-based ARPAnet to other countries. Later on, to connect
end users from different countries, the need for linking the packet satellite networks
and the packet radio networks with other networks became vital for a wider range
of exposure. We refer the reader to [191] for more information on packet radio and
satellite networks.

In an attempt to connect various research networks in the united states to Eu-
rope, scientists investigated the standardization of network interfaces. Each stan-
dard interface must implement similar protocols and communication guidelines on
both ends of the connection in order to convey and re-assemble packets accurately.
This effort resulted in the Internet. And this set of protocols is referred to as Inter-
net architectures. Popular examples of Internet architectures include the OSI model
(Open Systems Interconnection) and the TCP/IP model [47] (Figure 1.1) which is
the most adopted one. Note that, these architectures are established by international
universities or industry wide organizations.

FIGURE 1.1: TCP/IP protocol suite layering diagram [71]

Figure 1.1 shows the tcp/ip architecture which is based on a 4-layer model. The
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base layer (Network Access) implements a handful of protocols for hardware (e.g.,
network adapters and transportation medium) and software (e.g., a network device
driver). Similar protocols include the IEEE 802.3 [89] and the IEEE 802.11 [88] stan-
dards. The next layer (i.e., Internet) encompasses the Internet Protocol (IP) [93]. The
following layer is the transport layer and it incorporates two main protocols, that
is the User Datagram Protocol (UDP) [198] and the Transmission Control Protocol
(TCP) [194]. Finally, the top layer, also referred to as the application layer, repre-
sents a range of application specific protocols such as the Hypertext Transfer Pro-
tocol (HTTP) [86], File Transfer Protocol (FTP) [58], Simple Mail Transfer Protocol
(SMTP) [185], Domain Name System (DNS) [53], etc.

Note that, today a structured group of several individuals referred to as the In-
ternet Engineering Task Force (IETF) [92] collaborate in the development process for
Internet standards (i.e., architectures and protocols) which are maintained by other
nonprofit organizations such as the Internet Society (IS) [14], and the Internet Cor-
poration for Assigned Names and Numbers (ICANN) [91]. The latter’s main focus
is on Internet domain names and numbers.

Present-day Internet and networks are being challenged by the major increase
in data rates required to satisfy the emerging applications demands (e.g., streaming
and data transfer) efficiently in terms of both cost and energy. This constitutes a lim-
iting factor on how fast applications and services of the future develop as it relied
on the available network speeds and quality of service. In this context, one can start
questioning whether traditional network architectures should be re-examined from
a fresh viewpoint and completely be replaced to meet demanding applications over
heterogeneous networks at affordable costs and whether a single suite of communi-
cation protocols can perform in these networks at high efficiencies.

The answers to these questions are not so simple. In fact, the Internet is far too
complex to opt for a global replacement. Instead researchers tried to tackle this prob-
lem by partitioning each network function and deciding on the right architecture for
it. Nevertheless, there are still some brave attempts that opted for a global optimiza-
tion of the current Internet by proposing next generation architectures and protocol
suites designed for scalable, fast and reliable content delivery.

New technological advancements in network architectures and protocols are paving
the way for novel Internet paradigms [145] that best suit applications and services
of the future. Many ideas have participated in this evolution of the Internet, most of
which are motivated by the need for improved resource utilization (i.e., computation
and storage) and content distribution as well as the the rise in network virtualization
and softwarization, etc. Two novel paradigms include:

• Software defined networking (SDN) [190, 57, 178] is a concept aiming to decou-
ple the network forwarding functions from the control plane. This results in
several benefits such as allowing networks to become programmable and more
flexible as well as providing administrators with more visibility over their net-
works which helps them automate and improve their security through the use
of routing intelligence inside SDN controllers and calibrate the traffic based on
certain thresholds (jitter, latency, throughput, network capacity, ...) [72]. The
first generation of SDN controllers began with centralized controllers (NOX
classic [179], Ryu [94] and Floodlight [70, 64], etc). However they had suffered
from several problems such as the single point of failure and limited capacity.
Years later, another generation of distributed controllers have emerged that of-
fered solutions to these problems. Among them two open source distributions
have gained a lot of attention in the last few years due to their modularity,



4 Chapter 1. Introduction

multi-vendor support, high availability and cluster configuration: Open Net-
work Operating System (ONOS) [28] and OpenDayLight (ODL) [140, 13].

• Named Data Networking (NDN) [148] is one of the five projects funded by
the U.S. National Science Foundation agency (NSF) [164] under its Future In-
ternet Architecture Program (FIA). NDN was initially created to network the
world of computing devices by naming contents instead of end points as is the
case for the Internet Protocol (IP). This has several advantages such as builtin
multi-cast, in-network caching, multi-path forwarding and securing data di-
rectly [11]. Furthermore, NDN allows for a resiliency in communication in
intermittently connected and mobile ad hoc environments which is hard to
achieve seamlessly in the TCP/IP architecture. Many applications, services
and protocols from the IP world have been built over this novel architecture
in order to demonstrate its viability and capability in resolving the challenging
problems that the contemporary Internet faces, i.e., loss of universal connectiv-
ity mobility, scalability, etc. Similar applications and protocols include a path
tracing utility [108], fast packet forwarding [111], an attempt to NDNize ex-
isting IP protocols [129], an Open mHealth Application[212], video Streaming
over NDN [67, 196], a routing protocol [153] and others [150],

The demand for faster performance, increased accessibility, mobility and secure
communications has driven significant advancements in Internet architectures, pro-
tocols, applications and services. Whether Internet usage relates to social media or
business, Internet performance and security are two of the highest order. With the
immense growth of the Internet today, and the increased number of proposals for
novel Internet paradigms and protocols, the need for continued monitoring, evalua-
tion and large scale management of networks is still a priority. Therefore, researchers
in both academia and industry have understood this fact and have recently begun
building tools and establishing mechanisms designated for the supervision of net-
works.

In the next section, we will give a state of the art of the research conducted in
this area. Particularly, we will be targeting performance related enhancements of
Internet architectures and protocols as it is the main concern in this thesis.

1.2 State of the art

The Internet has come along way since it’s invention as a research experiment. The
Internet is now used to run businesses, streamline services (i.e., Netflix and youtube),
communicate via voice over IP (VoIP) [69], support distributed processing and cloud
computing [135]. The overwhelming success of the Internet and the complexity of
networks, has led to rapid innovations in architectures, applications and network
protocols.

Scientists are constantly investigating methods to secure networks against ma-
licious attacks as well as unintentional bugs and errors and to maintain a good
quality of service in network speed and performance, particularly when it concerns
businesses and healthcare systems. Unfortunately, it has been observed that their
attempts of monitoring networks performances and quality of service value more a
culture of running code, heuristics and engineering judgements rather than a culture
of sound proofs and rigorous verification methods.

In the next subsections, we first overview some of the most important metrics,
typically captured and monitored when discussing network performances. Note
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that, in this thesis we are particularly targeting the performance aspects of Internet
architectures and communication protocols. Next, we review some related works
and introduce our methodology.

1.2.1 Performance metrics

In modern days, where communication and information are the center of Informa-
tion Technology (IT), network performance is of utmost importance. In fact, to run
an enterprise effectively, a decent budget is allocated yearly for the provision of In-
ternet connectivity to maintain day-to-day office tasks without unnecessary delay or
down times.

Historically, network performance has been monitored by using architectural
know-how and the good old-fashioned intuition. However, the accuracy obtained
by these methods varies greatly and is especially true as networks grow increas-
ingly complex. Ultimately, loss of real insights into how the network acts can lead to
unforeseen performance issues that can be difficult to remedy. Nevertheless, bench-
marking and simulation based testing are still considered the default option for net-
work analysis and supervision. Whether the subject of interest is an application, a
service, a protocol or a novel Internet paradigm, the fundamental motivations for
network performance analysis include:

1. Observing the performance to determine if the quality of service level is satis-
factory;

2. Unravelling and checking for malfunctions and performance decline;

3. Troubleshooting connectivity interruptions;

4. Assessing the viability and efficiency of newly developed applications and
protocols.

5. Measuring the resources used and making appropriate energy and cost charges.

For this reason, many metrics have been created to indicate networks perfor-
mance levels [74]. Some of these have been documented in standards such as Re-
quests for Comments (RFCs) of IETF [92] and some are commonly collected by net-
work operators based on their intuitions and heuristics. However, the ones of great-
est relevance that are critical in assessing the service level of network traffic can be
classified to five main categories:

1. Delay;

2. Round Trip Time;

3. Bandwidth;

4. Jitter;

5. Loss and error;
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Delay

Delay, sometimes referred to as latency is a bi-directional performance metric quan-
tified in time units to indicate any form of delay in communication that occurs over a
network between a client and a server and between distant end hosts. This metric is
usually assessed against a threshold beyond which the network experience worsens
and the performance declines. Figure 1.2 shows examples of the latency between
two hosts A and B. Note that, TAB is the delay from B to A and TBA is the delay from
A to B.

A B

RTT

�me �me

TBA

TAB

Request

Response

FIGURE 1.2: Delay and RTT

Round Trip Time (RTT)

Round Trip Time (RTT) is a performance metric that is quantified in time units. It
is often used when assessing client server communications as it indicates the time
it takes for for a server to respond to a client’s request. The RTT is expected to
go higher when performance worsens and lower when optimal conditions are met.
Note that, RTT is more or less defined as the network delay from point A to B and
back. Figure 1.2 shows how the RTT is calculated as a function of the latency, that is:
RTT = TBA + TAB, where TAB is the delay from B to A and TBA is the delay from A
to B.

Bandwidth

Bandwidth, sometimes referred to as throughput or Internet speed. This is a bidirec-
tional performance metric that’s computed as the rate of data crossing the network
from point A to point B per second. In other words, the bandwidth is the amount
of data that was successfully delivered over a communication channel in bits per
second (bit/s or bps).

Jitter

Jitter is defined as the variation in delay for received packets causing some of them
to take longer routes to travel between the same two points in a network. It is often
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due to network congestion, low bandwidth and poor hardware. As a consequence,
excessive Jitter leads to audio and video quality distortions such as display monitor
flickering, undesired effects in audio signals and loss of transmitted data.

Loss and error

Often, data delivery encounters setback in the form of packet loss due to buffer over-
flow or receiving damaged packets. In similar scenarios, it is best practise to com-
pute the rate of successfully transmitted packets. This metric is helpful to know as
it can be remedied by the re-transmission of lost or distorted packets in real time in
order to avoid a degraded quality of service in the network.

Over the past years, network specialists have relied on the use of automated soft-
ware engineering techniques for network monitoring and performance evaluation.
These techniques are often based on:

1. The use of uni-tests, and simulation based testing;

2. The use of existing application layer protocols such as Traceroute [193, 108] and
Ping [87] or the development of tools centered around management protocols
such as SNMP [12], [73] (SNMP is used for gathering information exchanges
in networks).

In the literature, many researchers published in this field. Surveys that overview
measurement related research in the context of networking are found in [18, 143].
The latter summarize different network supervision solutions, in addition to the dif-
ferent tools used for monitoring and analyzing network traffic. Another survey on
network measurement for Software-Defined Networks (SDN) is presented in [190].
In [144], the authors propose a network performance methodology based on Qual-
ity of Experience (QeE) benchmarks from an end-user experience. Another tool that
enables network performance measurement is developed in [186]. And a computer
network monitoring system (CNMS) developed by the University of Waterloo Com-
puter Communications Networks Group (CCNG) is described in details in [146].
Additionally, in [46] the authors describe their successful attempt and toolset used to
supervise the performance of the Advanced Research Projects Agency (ARPA) net-
work. Furthermore, [136] proposes a prototype implementation of network equip-
ment availability and performance reporting. The latter uses simulations based on
the SNMP protocol as well. More tools developed for the same purpose include [50]
and [134]. Finally, [105] presents an approach that combined controlled experimen-
tation and machine learning to estimate Quality of Experience (QoE) from encrypted
video traces using network level measurements only.

In the context of simulation based methods and benchmarks, researchers are con-
stantly looking to build newer software for evaluating and assessing networks per-
formances and behaviours by either making use of existing application layer proto-
cols or by inventing newer protocols. The latter is generally the case when it relates
to assessing future Internet paradigms such as our work in [108] and [150, 54]

1.2.2 Related work

Recent advances in modern technology and network innovations have driven the
desire to move away from manual error-prone methods of testing network compo-
nents and evolve from the ad-hoc tools and simulation based testing that have been
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traditionally used in assessing the correctness of networking components. Despite
the criticism that formal verification (FV) methods have been receiving and lack of
appreciation, they have achieved undeniable results and made great contributions
in this field. In this section, we overview some popular FV methods and explore
their applications in the context of networking.

Techniques for formal verification

Formal verification [202, 180] refers to having two inputs: a rich and rigorous model
for the system that is being formally assessed and a set of properties that indicate the
requirement to be satisfied by this system. Existing computer-based tools for verifi-
cation typically, support at least one modeling formalism. In this thesis, we focus on
the BIP framework [24] which we will discuss in the next chapter. Generally, there
are many formal verification approaches that include both automated and interac-
tive techniques. We refer the reader to [170] for a survey that examines an exhaustive
list of methods and associated tools. Below we list popular methods:

1. Model Checking [126], a method developed by Clarke and Emerson [45] and
by and by Queille and Sifakis [80, 79] in the 1980s. Traditional formal verifi-
cation methods that came before model checking, were generally associated
with logic-based axiomatic or deductive techniques for establishing proofs of
correctness. In model checking, the statement M |= φ (i.e., M satisfies φ) is
assessed by representing the system behavior as a model M with a Kripke
structure or a labeled transition graph as the underlying formalism, whereas
the property to assess is a formula that is generally written in temporal logic.
Unfortunately, the state explosion problem limits the use of model checking
to small scale systems. Nevertheless, other lighter version of model checking
have been proposed to cope with this issue such as: symbolic model checking,
bounded model checking, and statistical model checking. We will cover the
latter (statistical model checking) in the next chapter.

2. Theorem proving [21] consists of focusing on deductive and sound proofs to
verify the system behavior against a set of properties, using computer pro-
grams. The system behavior and the properties are expressed as mathematical
theorems. Note that, fully automated theorem provers strive for power and
efficiency, often at the expense of guaranteed soundness [1]. For this reason,
interactive provers that require human-machine collaborations, are often used.
Similar tools include Isabelle, Isabelle/HOL [34], Coq [211], Hol Light [75], and
many more.

3. Static analysis [15, 176] is a technique that relies on analyzing software pro-
grams or configuration files without executing code. The way it works is by
extracting information about the run-time behavior of the software and con-
figuration files and assessing it prior to the deployment step to discover bugs.

4. Satisfiability solvers (SAT) [17, 180]: the main idea of traditional SAT solvers
is to express the verification problem M |= φ (i.e., M satisfies φ?) in proposi-
tional logic which is then negated and transformed to conjunctive normal form
(CNF) in such a way that ascertaining the Satisfiability of this CNF allows us
to deduce the validity of M |= φ [170].
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Examples of formal verification in networking

The application of formal verification (FV) in the context of networking, particularly
to tackle their performance aspect is still not a priority for the networking commu-
nity. FV is mainly used to assess safety critical and functional properties of a net-
work component rather than to examine quality of service and performance related
criteria. As such, the networking field still lacks rigor when compared against other
mature industries. Fortunately, the community is slowly catching up to the trend
of FV and realizing the need for better mechanisms for rigorous verification and as-
sessment of networking systems. However, given the fact that formal methods and
verification techniques require the use of professionals with a certain level of exper-
tise and take a considerable amount of time and computational resources to apply,
the networking industry typically relies on cheaper manpower and commercial soft-
ware and tools to complete the task and assess the performance of networks. There
are at least six networking domains to which formal verification has been applied:

1. Protocols: they are defined as a set of rules of communication between various
processes and devices in a network. Generally, FV has been applied to proto-
cols to detect weaknesses and vulnerabilities at an early stage of the design.
The properties evaluated are often associated with the functional behaviour of
the system and safety properties, such as:

(a) The deadlock, i.e., when the protocol constantly waits for a condition that
can never be fulfilled;

(b) The livelock, i.e., when the protocol repeatedly executes a sequence with
no progress;

(c) The improper termination of the protocol.

The primary FV methods used in this context are model checking and theorem
provers. Some related works include [85, 138, 31]. In the case of verifying non-
functional properties and establishing performance related concerns, some re-
searchers followed the direction of statistical model checking and probabilistic
model checking instead [26, 121, 112]. We refer the reader to [35] and [170]
for surveys that summarized the various efforts of applying FV to networking
protocols.

2. Network Property Verification: in this case, scientists analyze the traffic through-
out in a network topology. Some of the investigated properties include: reach-
ability, i.e., “Can a packet from node A reach node B?”, and loop detection,
i.e., the manipulation of packet headers by network routers and switches lead-
ing to some packets being circulated constantly over the same paths without
reaching their destination. In this context, model checking, symbolic execution
and theorem provers are often used in addition to many other methods.

3. Network configuration management: Writing wrong configuration files has
several consequences on the networks and can cause costly problems. Issues
like access control failure, loops, black-hole can manifest, hence causing inef-
ficient performance by extension. In this case, scientists use static analyzers to
asses and detect faulty configuration files offline prior to their execution.

4. Network security is a topic of utmost importance in the community. It is
crucial that security properties such as secrecy and authentication are satis-
fied. Thus, a multitude of FV methods have been applied. A good use case
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is strengthening firewall security against malicious attacks or unintentional
bugs during deployment. For this category, techniques such as static analyz-
ers, model checking and SAT solvers are often used.

5. Formal synthesis: There have been efforts made for synthesizing protocol im-
plementations from high level specifications. We refer the reader to [201] and
[170] for examples.

6. Hardware verification: Formal verification can be applied to the hardware
aspect of networks (e.g., routers, switches). Existing research includes [19] [36]
[37].

7. Future Internet paradigms: the continued success of the Internet is constantly
being threatened by the various sophisticated security attacks and challenged
by the lack of performance reliability of Internet services. Unfortunately, very
few scientists studied the application of FV early on in the design phase, since
their main concern at this stage is about providing evidence of the viability
and feasibility of their proposals rather than their performances. In one of our
studies, we successfully applied statistical model checking to design and build
a high throughput software forwarder for a novel Internet architecture called
Named Data Networking (NDN), prior to its deployment [108].

1.3 Discussion and organization

The networking industry, routinely monitors the performance indicators to establish
the correctness and the robustness of applications, services and networking proto-
cols by ensuring a minimum level of testing, since exhaustive testing is generally
impossible. The absence of rigorous techniques often results in connectivity inter-
ruption and performance decline or subtle bugs that remain undetected until they
manifest themselves during critical situations (e.g., life threatening and financial
losses).

With the significant role that networks play in all aspects of our lives (business,
entertainment, etc), it has come to attention that the correct functioning of network-
ing components (e.g., protocols, devices, configurations) must be a top priority to
move away from manual error-prone methods of testing. As such, in recent years,
formal verification has been introduced to networking in various domains such as
network devices (e.g., routers, switches) [103], communication and routing proto-
cols [35, 31], network configurations and security [30], large software programs [42]
and many others.

Sadly, the community is not yet motivated by the application of formal verifi-
cation (FV) in the context of assessing the performance of networking components
(i.e., ensuring a good QoS and the continuity of service). Very few researchers ad-
dressed this subject (e.g., [108], [23]). Indeed, given the limiting factor on how much
effort FV requires (i.e., the knowledge and experience, time and computational re-
sources), network analysts prefer to stick to trial and error methods of performance
monitoring and simulation based-testing. Hence, due to the importance of this topic
and recent advancements in the networking community, we embark in a research
that aims to tackle the problem that relates to ensuring a good performance level
and quality of service by extension, of networking software components. In partic-
ular, we target applications, protocols, services and novel Internet architectures. We
propose a methodology for evaluating and assessing the performance of existing
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networking software components as well as the ones that are in the design phase.
Note that, in this thesis, we do not concern ourselves with the functional behavior,
the safety properties nor hardware related problems since this topic has been widely
explored.
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FIGURE 1.3: Proposed methodology

This thesis has two parts. The first one presents our adopted methodology which
is based on a framework for modeling systems (e.g., applications, protocols, soft-
ware forwarders, architectures) called BIP and a formal verification approach that
relies on statistical model checking (SMC). SMC takes a stochastic model written in
the BIP formalism and a property to verify. The stochastic model is generally ob-
tained by modeling the functional behavior of a system, augmented with probabil-
ity distributions (PD). The latter are, typically, obtained by collecting measurements
from the system’s execution and analyzed using traditional statistical tests to select
the best fit distribution (i.e., distribution fitting). We demonstrate the benefits of our
methodology in addition to its feasibility and ease of use via an example of a soft-
ware forwarder to which we aim to maximize the throughput in chapter 2 of part 1.
This chapter further emphasizes the importance of distribution fitting for the correct
assessment via SMC. The second part of this thesis highlights our main contribution
of automating the selection process of the ’best’ fit probability distribution. We de-
veloped a tool called DeepFit that combines traditional statistical tests and machine
learning for distributional modeling. DeepFit is then integrated into the workflow
of our methodology as shown in figure Figure 1.3.
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Part I

Methodology and application
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Chapter 2

Formalisms and methodology

In this first part of the thesis, we propose a methodology for evaluating and im-
proving the performance of any network related system. This includes protocols,
applications, forwarders, etc. Our methodology targets fundamental and common
network performance metrics [74, 8] (e.g., bandwidth also called throughput and
latency also called delay, packet loss, jitter) which are typically analyzed by mon-
itoring live or synthetic traffic, running tests and gathering statistics to conclude
the overall performance of the system under study, from an end-user perspective.
Given the increasing complexity of networks, the variety of protocols included in
each communication, and the diverse intrusion attempts, networks are now evolv-
ing in an unpredictable manner and are subject to unexpected situations. Therefore,
regular simulations and tests encompass a high degree of uncertainty and can’t be
used to conclude an accurate assessment with high confidence.

Our proposed methodology is model-based and relies on a framework that en-
compasses a stochastic modeling formalism to correctly and faithfully capture the
behaviors of the studied component, in addition to its associated rigorous and ef-
ficient analysis techniques. This approach can be applied to existing network im-
plementations with the aim of increasing their current performances as well as to
systems that are still in their early design phases. Note that, the latter is typically
considered when the goal is to create implementations that satisfy the performance
requirement early on in the process. We propose a three step approach:

1. Building a rich faithful functional model of a networked system;

2. Augmenting the functional behavior with probability distributions obtained
by instrumenting the system and producing a calibrated stochastic model;

3. Assessing the performance of the system using statistical model checking (SMC)
which takes as input a stochastic model, a specification and a set of parameters
to control the accuracy of the assessment.

In this chapter, we start off by explaining how our methodology works in section
2.1 which is based on statistical model checking (SMC). In section 2.2, we explore
the underlying semantics of the modeling formalism adopted in this methodology.
Here, we provide general theoretical background information on stochastic systems
modeling, specifically a group of models referred to as Markov models. Next, in
section 2.3 we examine the theory of SMC as well as some of its algorithms. Then,
in section 2.4, we profoundly explore the requirement formalization of the specified
performance (i.e., the expected performance of the studied system) which is one in-
put to SMC. Additionally, in section 2.5, we present the stochastic modeling formal-
ism embraced in this thesis which constitutes another input to SMC. Furthermore,
we illustrate the software used in the analysis which implements the theory of SMC
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and its corresponding formalisms in section 2.6. Finally, we conclude this chapter
with a discussion about the advantages and/or challenges of our approach.

2.1 Methodology

As stated in the introductory chapter, often evaluating the performance of network
systems relies solely on simulations and tests to generalize the results. However, the
correctness of these statements is not supported by any verification technique or for-
mal proof. In this thesis, we propose using a formal model-based approach to over-
come the uncertainties of the traditional benchmarks. This is based on a framework
encompassing a stochastic modeling formalism as well as the associated analysis
techniques.
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FIGURE 2.1: Performance evaluation approach

Our methodology (Figure 2.1) is based on a formal model. In order to evaluate a
system’s performance, its model must be faithful, i.e. it must reflect the real charac-
teristics and behavior of the system. Moreover, to allow for exhaustive analysis, this
model needs to be formally defined and the subsequent technique used in the analy-
sis needs to be trustworthy and scalable. Our approach adheres to these principles in
two ways. First, by relying on the formal framework SBIP (introduced later in this
chapter) that encompasses a stochastic component-based modeling formalism and
a Statistical Model Checking (SMC) engine for analysis [139]. Second, by providing
a method for systematically building formal stochastic models for verification that
combine accurate performance information with the functional behavior of the sys-
tem. This approach takes a functional system model and a set of requirements to
verify. The functional model could be obtained in two ways:

1. From a high level specification if the system is still in the design stage;

2. From an existing implementation, if we aim to improve its current perfor-
mance.
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After rigorously constructing a rich and faithful functional model, the next step
is to augment the model by incorporating the performance information. This is nec-
essary because our methodology is based on SMC which requires running simu-
lations of the system to generalize, under certain assumptions, the partial result
(obtained by simulating the system a number of times) to the whole system with
a fixed confidence and a controllable accuracy The collection of performance infor-
mation depends on the way the functional model was built. In fact, if using a high
level specification, an additional step must be performed. That is, code generation.
The execution of such code will be used to capture measurement data. Luckily, the
framework we proposed incorporates a handful of tools such as a compiler which
automatically generates and executes code tailored to the written model [33]. In the
case where the model is obtained from an existing implementation of the system, we
simply instrument it and collect the necessary performance measurements regarding
the requirements of interest (e.g., latency, throughput).

Once all measurements are collected, they are analyzed and characterized in the
form of probability density functions [205] with the help of statistical techniques
such as sensitivity analysis and distribution fitting [169], [118]. The obtained prob-
ability density functions are then introduced in the functional model using a well
defined calibration procedure [158]. The latter produces a stochastic timed model
(when measurements concern time), which will be analyzed using the SMC engine.

Note that the considered models in this approach or workflow can be parameter-
ized with respect to different aspects that we want to analyze and explore. Basically,
the defined components types are designed to be instantiated in different contexts,
e.g. with different probability density functions thus showing different performance
behaviors. While, the model considered for analysis using SMC is a specific in-
stance for which all the parameters are fixed, some degree of parameterization is
still allowed on the verified requirements. We will demonstrate this via a real-world
example in the next chapter.

In the next section, we provide a necessary theoretical background information
on stochastic systems as they serve as the underlying semantics for the formalism
adopted in SMC.

2.2 Stochastic Systems Modeling

Stochastic models can be grouped into various categories. However, in this thesis
we specifically focus on a category referred to as Markov models which are charac-
terized by the Markov property of being memory-less. This property indicates that
the evolution of the system relies solely on the current state and not on its progres-
sion history. That is, the future behavior of the whole system is independent of its
past behavior except the current state.

In the next subsection, we present two well known Markov models [141]: Dis-
crete Time Markov Chains (DTMC) and Markov Decision Process (MDP). Note that
we mainly focus on finite and discrete models. Additionally, we adopt a state-based
representation, with state labels, of stochastic processes referring to sequences of
random variables progressing in time.

2.2.1 Discrete Time Markov Chains

Definitions

First, we define the terminology that we use, hereafter, in this thesis:
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• Let AP be a set of atomic propositions1;

• Let the alphabet ∑ = 2AP and let us denote the subsets of ∑ with symbols;

• Let ∑∗ (or ∑w) be the sets of finite/infinite words over ∑ 2;

• Let S = {so..sN} be a finite set of N states (nonempty) 3;

• Let L : S 7→ ∑ be a a state labeling function. This function assigns a set of true
atomic propositions to each state;

• Let ν : S 7→ [0, 1] be the initial states distribution that satisfies the following
condition: ∑e∈S ν(e) = 1 referring to the states from which the system starts
evolving;

• Let µ : (S, S) 7→ [0, 1] be the state transition probability function over S. µ

has to satisfy the following condition ∀e ∈ S, ∑e′∈S µ(e, e′) = 1. This condition
specifies the probability to move from any state s ∈ S to s′ ∈ S through a single
transition. Note that for the discrete case, this probability is represented by a
matrix of size N x N such that N is the number of states in S.

A DTMC M is defined as the tuple (S, ∑, L, ν, µ).

Note that, for a given state s ∈ S, its set of predecessors is defined as all the states
s′ of S such that µ(s′, s) > 0 and its set of successors is respectively defined as all the
states s′ such that µ(s, s′) > 0. Additionally, we define the set of deterministic states
s ∈ S all states with a unique successor. That is, there exists a unique state s′ ∈ S
such that µ(s, s′) = 1. Observe that, a DTMC M is considered deterministic only if
the following two conditions persist:

1. ∃s0 ∈ S such that ν(s0) = 1

2. ∀s ∈ S, ∀w ∈ ∑, there is at most one s′ ∈ S such that µ(s, s′) > 0 and L(s′) = w

A path d of M is defined as a possible execution/evolution of M. That is an
infinite sequence s0s1s2... such that ν(s0) > 0 and ∀i ≥ 0, µ(si, si+1) > 0.

A trace t associated to a path d = s0s1s2...of M is the infinite words w0w1w2...
such that ∀i ≥ 0, L(si) = wi. Generally, given a path d, the corresponding trace can
be insinuated.

Let M = (S, ∑, L, ν, µ) be a DTMC and d a path d = s0s1s2... of M, the suffix of d
at the ith state is a sub-path of d that starts at si and is referred to as d[i..] = sisi+1....
Respectively, the prefix of d at the jth state is a sub-path of d that starts at the initial
state s0 and ends at sj. The latter is referred to as d[..j] = s0..sj.

1In this thesis we focus on finite discrete DTMC, thus finite AP
2In this thesis we focus on finite discrete DTMC, thus finite words
3In this thesis we focus on finite discrete DTMC, thus finite states
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Example of DTMC

S0

H

S1

T

1

2

1

2

1

2

1

2

FIGURE 2.2: A DTMC of a fair coin flipping game

To illustrate the above mentioned definitions, let’s consider a simple coin toss game
using a fair coin. Each flip produces one of two outcomes with equal probabilities:
to land on heads H or on tails T. In this way, we generate a sequence like "HTTTH..."
If we continue to toss the coin. This behaviour can be depicted using a DTMC which
we graphically present in Figure 2.2. We define:

• S = {s0, s1}

• L(s0) = H (i.e., heads), L(s1) = T (i.e., tails)

• ν(s0) = 1

• µ =
s0 s1

s0

s1

[

1
2

1
2

1
2

1
2

]

This example illustrates a DTMC with two states s0 and s1 and four transitions
of equal probabilities since each state can transition back to itself. ν and µ are valid
probability distributions. Note that the transition probability function µ is repre-
sented by a matrix since this is a discrete scenario.

2.2.2 Markov decision process

A Markov Decision Process (MDP) is an extension of the Markov chain in which
non-determinism is present in addition to the probabilistic behavior. A MDP pro-
vides a mathematical framework for modeling decision-making situations where
transitions typically depend on an action introduced via an input parameter (e.g.
user input, or some environment interaction). In the next subsections, we formally
present a few MDP related definitions and an example to illustrate their behavior.
Note that, unlike DTMCs, MDPs are assumed to have labels on both states and tran-
sitions.

Definitions

An MDP is a tuple (S, L, Act, ∑, ν, µ) such that: 4

4We assume a finite number of states and actions
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• S = {so...sN} is a finite non-empty set of states;

• AP is a set of atomic propositions and the alphabet ∑ = 2AP;

• L : S 7→ ∑ is a state labeling function. This function assigns a set of true atomic
propositions per state;

• Act is a finite set of action labels and Act(s) is the set of enabled actions at state
s ∈ S;

• ν : S 7→ [0, 1] is the initial states distribution which satisfies the following
condition: ∑s∈S ν(s) = 1;

• µ : (S, Act, S) 7→ [0, 1] is the transition probability function over S which satis-
fies the following condition ∀s, s′ ∈ S and ∀a ∈ Act, ∑s′∈S µ(s, a, s′) ∈ {0, 1}.

An action a ∈ Act is enabled in s ∈ S only if ∑s′∈S µ(s, a, s′) = 1. Note that, for
any s ∈ S, Act(s) should not be empty. Additionally, we define two more sets as
follow:

• ∀s ∈ S, the set of successors of s with action a ∈ Act as Successorsa(s) = {s′ ∈
S, s.t µ(s, a, s′) > 0};

• The set of states with a single deterministic transition is: DetM(S) = {s ∈ S,
s.t, ∃s′ ∈ Successorsa(s), s.t., µ(s, a, s′) = 1}.

An MDP, the process starts from a state s0 determined probabilistically using the
initial states distribution ν. An action a can be, non-deterministically, selected from
the set of enabled actions at s0 (i.e., a ∈ Act(s0) ). Then the system can transition to
a new state s′ probabilistically via the transition probability function µ. Note that,
it is possible to have more than one initial distribution in a general MDP model.
However, in this thesis we focus on having a single ν.

A path d of M is defined as an infinite sequence s0a1s1a2... of states and actions,
such that ν(s0) > 0 and ∀i ≥ 0, µ(si, ai+1, si+1) > 0.

A trace t associated to a path d = s0a1s1a2...of M is the infinite word W =
w0a1w1a2w2... such that ∀i ≥ 0, L(si) = wi. Note that given a path d, the corre-
sponding trace can be obtained.

Example MDP

S0

S1

𝑏, 1 𝑎, 1
2

𝑐, 1

S2

𝑎, 1
2

𝑏, 1

FIGURE 2.3: A MDP example
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Consider the MDP example in Figure 2.3. We define:

• S = {s0, s1, s2} the set of states

• Act = a, b, c, the set of actions

• A unique initial state s0 such that ν(s0) = 1

• The sets of enabled actions per states are: Act(s0) = {a}, Act(s1) = {b, c},
Act(s2) = {b}

• The transition probabilities are:
µ(s0, a, s1) = 1/2
µ(s0, a, s2) = 1/2
µ(s1, b, s0) = 1
µ(s1, c, s1) = 1
µ(s2, b, s1) = 1

In this example, we notice the non-determinism present between actions c and b
at the level of state s1.

2.3 Statistical Model Checking

2.3.1 Background

We recall that in this thesis, the methodology we propose for assessing the perfor-
mance of networked systems is a model-driven approach in which we rely on model
checking [126] for the verification of performance related requirements. The latter
suggests the need for quantitative methods to analyze the stochastic behavior. There
are several works in the literature that tried to investigate the probabilistic setting
as it relates to the traditional model checking [199, 175, 44, 98, 83, 40, 22, 168, 48].
This resulted in the development of many mature tools [120, 101, 39] that have been
used in diverse application domains such as: industrial process control [117], avion-
ics communication protocols [27], cloud computing [113], power management [154],
automotive [16], security [183], biology [78], network data plane [110, 112] and many
more.

Given a stochastic model M and a requirement φ, probabilistic model checking
typically answers the following question: what is the probability that M satisfies φ?
One way to solve this problem is to try and conduct an exhaustive state space explo-
ration of the system via numerical techniques (i.e., solving optimization problems).
This is very efficient and often produces accurate results. Nevertheless, when con-
fronted with real-world applications with large state spaces, these techniques are
not scalable. However, there is a wide range of ongoing research that try to miti-
gate this concern via techniques such as symmetry reduction [119], abstraction [167,
102], multi-terminal binary decision diagrams [65], etc. The second way is based on
Statistical Model Checking (SMC) and it is the method embraced in this thesis (next
subsection).

2.3.2 SMC in a nutshell

Statistical model checking [81, 207] is a formal verification method that combines
simulations with statistical reasoning to provide answers on whether a stochastic
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system, under certain assumptions, satisfies some requirements with a fixed confi-
dence. It emerged as a solution to the state space explosion problem associated with
using the classical model checking on probabilistic models. SMC consists of only ex-
ploring a sub-part of the state space and mainly relying on statistics and simulations
to generalize, under certain assumptions, the partial results that are obtained by sim-
ulating the system a number of times to the whole system with a fixed confidence
and a controllable accuracy.

Given a stochastic model and a formal property, SMC can answer the two fol-
lowing questions:

1. Qualitative: Can the model satisfy the specified requirement with a probabil-
ity p such that p ≥ θ, respectively p ≤ θ, where θ is a certain threshold?

2. Quantitative: What is the probability that the model satisfies the requirement
specification?

There are two techniques that were proposed in the literature for statistical model
checking to answer these two questions. On one hand, one algorithm provides a
qualitative answer to the first question by positioning the probability with respect
to a given threshold without computing it. This approach has been proposed by
Younes and Simmons [209, 210] and is referred to as hypothesis testing. On the
other hand, the algorithm proposed by Lassaigne and Peyronnet [124] provides a
quantitative answer to the second question by computing the actual probability for
a model to satisfy the required property. The latter is referred to as probability

estimation.
Formally, SMC relies on simulations and statistics in order to evaluate a Markov

Chain M (previous section) against a specified requirement φ written in some tem-
poral logic variant (typically LTL). Depending on the choice of algorithm selected,
SMC can provide a qualitative or a quantitative answer to M |= φ. Each simulation
of the modeled system is individually evaluated against φ. For this reason, a simula-
tion can be represented as a discrete random variable Bi with a Bernoulli distribution
of parameter p where i is the simulation index. This variable has two values when
Bi = 1 (i.e., the simulation satisfies the requirement φ) such that P(Bi = 1) = p or
Bi = 0, i.e., the simulation doesn’t satisfy the requirement, such that P(Bi = 0) =
1− p. The goal of the SMC algorithm is to generate N simulations of the system and
exploit the Bernoulli outcome to extract the global confidence on the system, given
some conditions.

In the next subsections, we overview two of the algorithms used in the early
stages of SMC to answer both the quantitative and the qualitative questions.

2.3.3 Qualitative analysis of SMC

Initial works [210, 181] proposed to answer the qualitative question are based on
hypothesis testing. Let M be a Markov chain model of a stochastic system, φ be the
specification to verify and p is the probability that M satisfies φ (i.e p = P(M |= φ).
In order to check if the probability p is greater or equal to a certain threshold θ (i.e
p ≥ θ)5, two hypothesis are tested against each other. That is:

• Hypothesis H: p ≥ θ

• Hypothesis K: p < θ

5The same analysis can be applied to p ≤ θ.
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Typically, a traditional test-based solution cannot promise an accurate assess-
ment of the model and can’t guarantee that H and/or K is certainly true. However,
it is possible to bound the probability of making an error by controlling the confi-
dence results of the test via two parameters α and β. The pair (α, β) constitute the
strength of the test and are defined such that the probability of accepting K (respec-
tively, H) when H (respectively, K) holds, called a Type-I error (respectively, a Type-II
error), is less or equal to α (respectively, β). However, it is impossible to ensure a low
probability for both types of errors at the same time [200, 209]. A possible solution
[156] is to relax the test by considering an indifference region [p1, p0] with p1 ≤ p0

and θ ∈ [p1, p0] such that the new thresholds p0 and p1 are typically defined in terms
of the single threshold δ. That is, p0 = θ + δ and p1 = θ − δ. We denote the size of
the indifference region as t = p0 − p1. The solution consists of testing two new hy-
potheses with regards to the indifference region as opposed to the two previously
stated hypothesises H and K. The new hypothesis are:

• H0 : p ≥ p0

• H1 : p ≤ p1

Note that if p is between p1 and p0, we say that the probability is sufficiently
close to θ so that we are indifferent with respect to which of the two hypotheses K or
H is accepted. Younes in [208] proposed two hypothesis testing algorithms. Notably
Sequential Probability Ratio Test (SPRT) and Single Sampling Plan (SSP).

Single Sampling Plan

In this algorithm [187], to test H0 against H1, a constant c must be specified in ad-

vance such that if
n

∑
i=1

bi > c 6, then H1 is accepted, otherwise H0 is accepted. The

pair (n, c) is referred to as the single sampling plan (SSP), hence the name of the
algorithm. The main concern of this approach is the ability to find the necessary
number of simulations n and the constant c such that the two error bounds α and β

are respected.
Typically, one tries to work with the smallest value of n possible to minimize the

number of simulations performed. In [210], Younes proposes a binary search based
algorithm that, given p0, p1, α, β, computes an approximation of the minimal value
for c and n. Note that, when the threshold θ has to compare to 0 or 1, it is better to
use this algorithm.

Sequential Probability Ratio Test

In Sequential Probability Ratio Test (SPRT), two values A and B are selected such
that A > B, to ensure that the strength of the test is respected. Let m be the number
of simulations observed of the system under study. The test consists on computing
the following quotient:

p1m

p0m
=

m

∏
i=1

Pr(Bi = bi|p = p1)

Pr(Bi = bi|p = p0)
=

pdm
1 (1 − p1)

m−dm

pdm
0 (1 − p0)m−dm

6bi denotes the outcome of Bi, the Bernoulli variable for each simulation of the system: bi, is 1 if the
simulation satisfies φ and 0 otherwise.
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where m is the number of observations that have been made so far, bi is the value

of the Bernoulli variable for simulation index i and dm =
m

∑
i=1

bi. The idea behind the

test is to accept:

• H0 if
p1m

p0m
≥ A;

• H1 if
p1m

p0m
≤ B.

SPRT computes the quotient
p1m

p0m
for a successive number of simulations (m) until

H0 or H1 is satisfied. This algorithm terminates with probability 1. This has the ad-
vantage of minimizing the number of simulations. In [209], Younes proposed a log-
arithmic based algorithm SPRT that given p0, p1, α and β implements the sequential
ratio testing procedure.

Note that so far in this thesis, we demonstrate the hypothesis testing method by
considering the following specification: P(M |= φ) ≥ θ. However, the same analysis
can be applied to the opposite specification P(M |= φ) ≤ θ.

2.3.4 Quantitative analysis of SMC

Peyronnet et al [82] and [123] propose a probability estimation procedure called PES-

TIM to quantify the probability p that a Markov chain model M meets the require-
ment φ (i.e., p = Pr(M |= φ). Their solution relies on the Chernoff bound [84] to
compute the number of simulations needed to estimate p. The idea is to compute an
approximation p′ of p, given a precision δ, such that

|p − p′| ≤ δ

with a confidence parameter α. That is:

P(|p − p′| ≤ δ) ≥ 1 − α

Formally, let B1, B2, ..., Bn be n Bernoulli variables of parameter p corresponding
to n simulations of the system. Each variable can only have two values: 1 if the
simulation satisfies φ and 0 if it doesn’t. Following Peyronnet’s procedure, if we set
the approximation p′ to be:

p′ = ∑
n
i=1 bi

n

Then, the Chernoff-Hoeffding bound gives:

P(|p − p′| > δ) < 2e−
nδ2

4

Note that, if n is selected in a way that the condition below hold:

n >
4

δ2
log(

2

α
)

Then, it is guaranteed that: P(|p − p′| ≤ δ) ≥ 1 − α. Additionally, if p′ for a number
of simulations n returns p′ ≥ θ − δ, then, it is certain to achieve P(M |= φ) ≥ θ with
the confidence α.
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2.4 Requirement formalization

We recall that SMC takes as input a stochastic model M and a formal specification
φ written in a variant of Linear Temporal Logic (LTL). This section explores the for-
malism used to express the latter.

2.4.1 Linear Temporal Logic

A Linear-time Temporal Logic (LTL) formula is constructed using:

• A finite set of atomic propositions AP;

• Basic logical operators (e.g., negation ¬, conjunction ∧);

• Basic temporal operators (e.g., Next N, Until U);

Note that, there are additional logic operators other than the negation ¬, conjunction
∧ such as the disjunction (⊕), the implication (⇒) and the equivalence (≡) operators.
Equivalently, additional temporal operators can be inferred using the two basic op-
erators Next N, Until U. This includes: G (always) and F (eventually). G and F are
defined as follow:

Fφ ≡ trueUφ

Gφ ≡ ¬F¬φ

Moreover, by combining G and F, more temporal operators are obtained (e.g., GFφ

infinitely often, FGφ eventually forever).
Given a finite set of atomic propositions AP, we define the alphabet ∑ = 2AP

and all elements of ∑ as symbols. Let ∑ ∗ be the set of infinite words over ∑. LTL
formulas are interpreted on infinite traces σ = σ0σ1... ∈ ∑ ∗ as follows:

• σ |= true;

• σ |= p if p ∈ σ0;

• σ |= ¬φ if σ 2 φ

• σ |= φ1 ∧ φ2 if σ |= φ1 and σ |= φ2

• σ |= Nφ if σ[1..] |= φ

• σ |= φ1Uφ2 if ∃k ≥ 0 s.t. σ[k..] |= φ2 and ∀j ∈ [0, k[, σ[j..] |= φ1

2.4.2 Bounded LTL: BLTL

In the context of SMC, it is necessary to run a number of simulations of the system in
order to generalize the partial results. Therefore, it is important to install a mecha-
nism that allows the termination of each simulation within a finite time. For this, the
formalism to be used to express the specification must be bounded (the bounds will
be introduced in the next paragraphs). Thus instead of LTL, Bounded LTL (BLTL) is
better suited for writing the requirements.

BLTL is a variant of LTL with bounded temporal operators used to enhance LTL
operators with bounds expressed in steps or time increments [32]. These bounds
generally provide the length of the run on which the BLTL requirement must hold.
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The difference between the classical LTL and the bounded LTL is the use of the ad-
ditional temporal operators ≥ and ≤ to express the bounds in terms of time or as a
number of steps.

In bounded LTL [32], a finite sequence of states in the system is considered while
LTL formulas specify the infinite behaviour of the system. BLTL binds the temporal
operators (F, G, N, U) by a temporal bound. This bound may be either a number
of steps using the syntax ≤ #Numerical, respectively ≥ #Numerical, or a real-time
bound using the syntax ≤ #Numerical, respectively ≥ #Numerical. If the model M
is untimed, the two syntaxes are equivalent.

In terms of the temporal operators, this translates to using the new bounded
variants Ui, Ni, Fi and Gi instead of U, N, F and G. Formally, given a set of atomic
propositions AP, BLTL’s grammar is:

φ :=true

|a ∈ AP

|¬φ

|φ1 ∧ φ2

|Niφ

|φ1Uiφ2

Similarly, additional logical operators can be used. That is, the disjunction (⊕),
the implication (⇒) and the equivalence (≡). In the same way, Gi and Fi can be
inferred as follow:

Fiφ ≡ trueUiφ

Giφ ≡ ¬Fi¬φ

As stated previously, BLTL formulas are used to bounded simulations and ex-
press a finite behaviour of the system. However, in order to allow expressing prob-
abilistic queries, a probabilistic variant of BLTL is usually used instead [156]. This
refers to PBLTL (Probabilistic Bounded Linear Temporal Logic) and it is typically the
formalism used in SMC to specify the requirements. We can define PBLTL formulas
as BLTL encapsulated within a probabilistic operator P[φ]. We write the P operator
in two ways according to desired requirement. If the requirement is qualitative, we
use P≤θ [φ] or P≥θ [φ]. Otherwise, we use P =? [φ].

2.5 Stochastic Component-based Modeling

So far in this chapter, we introduced our methodology that aims to formally assess
and evaluate the performance of networked systems and networks overall. We ex-
plained that our approach is model-based and relies on statistical model checking
for quantitative analysis of stochastic systems. In section 2.3, we established that
SMC takes as input a model and a requirement to verify. Then, it provides insights
on the probability for the model to satisfy the requirement, with a controllable accu-
racy, using a combination of simulations and statistics. In section 2.4, we described
the formalism used to express the requirements, i.e., PBLTL.

In this section we examine the modeling formalism adopted in our methodol-
ogy, i.e., BIP (Behavior, Interaction and Priority). BIP allows to faithfully express
and model the system’s functional behavior. However, to incorporate the ability to
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make performance related decisions in networks (e.g., latency, throughput), we ex-
plore an extension of BIP called SBIP (Stochastic BIP) that is used to augment the
functional model with probability settings. SBIP will be explained in the subsequent
subsections.

2.5.1 BIP formalism

BIP (Behavior, Interaction, Priority) is a highly expressive component based frame-
work for rigorous system design [24]. It allows the construction of complex, hierar-
chically structured models from atomic components characterized by their behavior
and their interfaces. Such components are Labeled Transition System (LTS) [122] en-
riched with variables. Transitions are used to move from a source to a destination
location. Each time a transition is taken, component variables may be assigned new
values, computed by user-defined C/C++ functions. Composition of BIP compo-
nents is expressed by layered application of composition operators (i.e., interactions
and priorities) also referred to as the glue. Interactions express synchronization con-
straints between actions of the composed components while priorities are used to
filter among possible interactions e.g. to express scheduling policies.

As denoted above, the behavior of a BIP atomic component is an LTS which
consist of a set of states and a set of transitions between them with one state being
the initial state. Transitions are labeled by a set of actions. Formally, an LTS is defined
as the tuple (S, S0, Act, Tran) such that:

• S is a set of states;

• S0 is a set of initial states such that S0 ⊆ S;

• Act is a set of action labels ;

• Tran ⊆ S x Act x S is the set of labeled transitions.

Atomic components

Atomic components are the basic elements of BIP models. Their underlying be-
havior is an LTS with variables to store local data. Ports are action labels that can
be associated with data and used for interactions (i.e., synchronization) with other
components. States denote control locations at which components wait for synchro-
nization and transitions are execution steps between states to which action labels
and guards are associated. A guard is a Boolean condition that must hold to execute
the transition. In BIP, data and their related computations are written in C/C++,
whereas the LTS behavior is expressed in the BIP language (we refer the reader to
[195] for a detailed tutorial on BIP).
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FIGURE 2.4: A BIP atomic component

To sum up, atomic components can be defined as the tuple (S, S0, P, T, V) con-
sisting of:

• A set of communication ports P = {p1...pn}, representing action labels, are
used for synchronization with other components;

• A set of control states S = {s1...sk} in which the components await for external
interactions with other components;

• A set of deterministic variables V = {v1...vh} to store local data;

• A set of transitions T representing a move from a control state si ∈ S to a
control state sj ∈ S that is enabled if a guard is true allowing some interaction
if a port pm ∈ P is offered. Note that, guards refer to a boolean condition over
V. Executing a transition starts with verifying if a guard condition g ∈ Bool(v)
7 is satisfied and then is synchronized with one or many components via a port
p (if p is associated to this transition) with possible data exchange. Finally, an
internal computation specified by a function update f ∈ Func(V)8 can take
place (i.e., if v is a valuation of V after the interaction, then f(v) is the new
valuation when the transition is completed).

• S0 is the initial state set 9.

Figure 2.4 shows a simple atomic component (based on [25]) with two control
states S = {empty, f ull}, two ports P = {in, out} and two variables V = {x, y}. At
control state empty, the transition labeled in is executable if:

1) a synchronization through in takes place which eventually updates the value
of the variable x; 2) and if the guard condition x < 0 holds.

The transition in ends with updating the value of y by executing the function
f . At control state f ull, the transition labeled out can occur with an insinuated true
guard and no required internal computation.

In BIP, internal computations, variable updates and Boolean condition evalua-
tions are done in C/C+. The BIP syntax of the atomic component in Figure 2.4 is:

Atom type atomExample
port in , out

7Given a set of variables V, Bool(V) is the set of boolean conditions over V
8Given a set of variables V, Func(v) is the set of functions over V
9In this thesis, we consider models with a unique starting state
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data x , y
place empty , f ull

i n i t i a l to empty
on in from empty to f ull provided ( x > 0 ) do {y = f (x); }
on out from f ull to empty

end

This short BIP description consists of a declaration of the atomic component
atomExample, its two ports and two variables, followed by the definition of its be-
havior. A tutorial for writing BIP components can be found at [195]. Note that, for a
given control state, the BIP semantics forbid using the same port to enable outgoing
transitions.

FIGURE 2.5: Non-determinism at the level of the atomic component
[156]

In [156], an example of non-determinism at the atomic level is given, which oc-
curs when several transitions are enabled simultaneously. Figure 2.5 illustrates this.
In the control state l2, the transitions tick and update are both enabled at some point
in time t because both their guards are true (i.e., when t ≥ 10 is true, t < 20 is also
true). In this case, BIP typically conducts a non-deterministic choice. Typically, such
non-determinism can be remedied in two ways in order to force a single transition
at a time:

1. Using disjoint guards;

2. Using priorities (next subsection).

In the next section we introduce the composition operators that BIP uses to glue
the atomic components and construct complex hierarchical structures.

Composition operators

As previously noted, atomic components are the basic building blocks of a BIP
model that express individual sub-behavior of a larger model. In order to build a
more complex structure, atomic components are assembled together to form a hi-
erarchical structure representing the global behavior of the system being modeled.
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This requires having a composition operator that allow connecting and synchroniz-
ing the atomic components together (think of it as a glue operator). In BIP, there are
two operators: 1) interactions; 2) and priorities.

1. Interactions: The first composition operator is the connector. It provides a
mechanism to connect (i.e., synchronize) ports of different components to-
wards composition. Connectors are sets of interactions and an interaction is
a non-empty set of ports to be executed jointly. At each interaction, a guard
and a potential update function must be verified and executed to allow data
exchange across the involved ports.

To understand connectors and interactions a little better [25], let’s consider a
set of ports {p1, p2, p3} (we write p1|p2|p3 for simplification). We consider that
atomic components in a BIP model are composed using p1|p2|p3 with at most
one port from each atomic component. p1|p2|p3 is a referred to as a connec-
tor, that is a set of ports of atomic components composed through ports p1, p2

and p3. As previously stated, an interaction is a non empty subset of a connec-
tor. In this demonstrated example, with three ports from distinct components,
the connector γ = p1|p2|p3 has seven possible interactions that constitute a
synchronization between involved ports:

(a) p1

(b) p2

(c) p3

(d) p1|p2

(e) p1|p3

(f) p2|p3

(g) p1|p2|p3

In BIP, the connectors’ syntax starts with a description of the connector and
its participating ports and is followed by the behavior of the minimal com-
plete interaction list. Similarly to the atomic component’s transition behavior,
connectors may also have one or more specified guards associated with the
described interaction. Notably, the execution of a connector may result in data
sharing and a function update across participating ports, respectively atomic
components. BIP characterizes two types of interactions of a connector γ with
each expressing a specific mode of synchronization:

(a) Broadcast interactions indicate a weak synchronization between involved
atomic components. This translates to having a single port, respectively
atomic component, initiating the interaction. From the previous example
where γ = p1|p2|p3, the possible broadcasts initiated by port p1 are: 1) p1

2) p1|p2; 3) p1|p3; 4) p1|p2|p3.

Consider the example in Figure 2.6 consisting of three atomic compo-
nents. The connector γ is constructed using three ports each from a differ-
ent atomic component. We graphically represent a broadcast interaction
(i.e., weak synchronization) with a leaf/triangle on the initiating port (in
this example it’s p1). There are four possible interactions triggered by p1

in the connector γ, we assume, in this example, that only the maximum
interaction features a guard condition over the variable x associated with
the transition labeled by p1 and two variable update y and z (y and z are
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associated with the transition labeled by p2 and p3 respectively) using a
function f . This results in data sharing across the participating atomic
components. Note that, we can also define guards on the remaining in-
teractions as well. In BIP, the syntax example for this connector is written
as:

FIGURE 2.6: Example of a broadcast interaction

Connector γ

def ine p1 , p2 , p3

on p1

on p1|p2

on p1|p3

on p1|p2|p3 provided ( p1.x > 0 )
do {p2.y = f (p1.x); p3.z = f (p1.x)}

end

(b) Rendezvous interactions indicate a strong synchronization between the
involved ports. That is all ports of a connector are involved in the inter-
action. This translates to selecting the maximum interaction of a given
connector. In the example above where γ = p1|p2|p3, the rendezvous
interaction is p1|p2|p3.

Consider the example in Figure 2.7 consisting of three atomic compo-
nents. The connector γ is constructed using three ports each from a dif-
ferent atomic component. We graphically represent a rendezvous inter-
action (i.e., strong synchronization) with a bullet in the end points of the
connector γ. In this example, we assume that this interaction features a
guard condition over the variable x associated with the transition labeled
by p1 and two variable update y and z (y and z are associated with the
transitions labeled by p2 and p3 respectively) using a function f . This re-
sults in data sharing across the participating atomic components. In BIP,
we write it as follow:
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FIGURE 2.7: Example of a rendezvous interaction

Connector γ

def ine p1 , p2 , p3

on p1|p2|p3 provided ( p1.x > 0 )
do {p2.y = f (p1.x); p3.z = f (p1.x)}

end

Note that, when an interaction is active, the involved transitions labeled by
the participating ports in the interaction are also enabled, provided that their
guarding conditions hold. This is referred to as synchronization.

Previously we demonstrated that at the level of atomic components, non-determinism
can manifest in having several transitions enabled simultaneously. We ex-
plained that BIP conducts a non-deterministic choice which can be remedied
by having disjoint guards or by implementing policies (i.e., priorities are ex-
plained in the rest of this section). Similarly, at the level of interactions, the
non-determinism can be encountered when several interactions are enabled
simultaneously (see [156] for more examples and details about this observa-
tion). This can also be resolved by using priorities.

It is worth mentioning that, assembling deterministic atomic components (re-
spectively non-deterministic atomic components) does not guarantee a deter-
ministic compound component (respectively a non-deterministic compound
component).

2. Priorities are the second form of BIP’s composition operators. A priority is
basically a scheduling policy to coordinate the execution of simultaneously
enabled interactions. Each priority is a rule consisting of an ordered pair of
interactions associated with a condition. Priorities can be established at the
atomic component level to eliminate the non-determinism when several tran-
sitions are enabled simultaneously in a specific state and can also be specified
at the level of the compound component (i.e., a component composed by as-
sembling several atomic components and their interactions) to enforce an or-
der of execution of internal interactions (We refer the reader to [195] for BIP
implementation details and tutorials). Note that, guards can be declared over
priorities as well. The syntax for a priority in BIP follows the structure below:

p r i o r i t y name
Ia < Ib provided guard
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In the syntax above, we set a policy to order two interactions Ia and Ib and al-
low Ib to be executed prior to Ia if the guarding condition guard is true. In BIP,
the guard is a boolean expression over the variables declared in the compo-
nents involved in Ia and Ib. Note that guards are written in the C/C++. When
the boolean condition holds, and both Ia and Ib are enabled, the higher priority
interaction is selected (Ib in this case).

Compound component example

We can construct new components called compound components by assembling
several atomic components together via the composition operators (i.e., interactions
and priorities). Note that atomic components and connectors are recyclable, that is,
they could be re-used several times in a BIP model to construct larger and hierarchi-
cal complex structures.

FIGURE 2.8: Example of a compound component

In this section, we demonstrate how to build a simple compound component in
BIP using three atomic components a1, a2, a3, rendezvous interactions and priori-
ties. In this case, we are re-using the example in Figure 2.4 three times within the
same compound component. We recall that each instance ai of this atomic compo-
nent has two control states S = {empty, f ull}, two ports P = {in, out} and two
variables V = {x, y}. At control state empty, the transition labeled in is executable
if a synchronization through in takes place which eventually updates the value of
the variable x and if the Boolean condition x < 0 is true. Eventually, in updates y
through f . At state f ull, the transition labeled out can occur with an insinuated true
guard and no required internal computations. To construct a compound component,
we need connectors. we recall the BIP description for the atomic component below:

Atom type atomExample
port in , out
data x , y
place empty , f ull

i n i t i a l to empty
on in from empty to f ull provided ( x > 0 ) do {y = f (x); }
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on out from f ull to empty

end

Let the BIP description below be a connector rdv for a strong synchronization
between two ports with no guards:

Connector type rdv
def ine p1 , p2

on p1|p2

end

Now let’s assemble the compound component. The BIP syntax for this example
is below. Notice the use of ‘*‘ in the priority rule to give less priority to interaction
connect1 regardless. Many other rule policies can be implemented either featuring
guards or not.

compound type compoundExample
component atomExample a1 , a2 , a3

connector rdv connect1 ( a2.in , a1.out )
connector rdv connect2 ( a3.in , a2.out )
p r i o r i t y scheduler connect1 : * < * : *

end

In this section, we overviewed the component-based modeling formalism BIP
and its semantics and showed an example of how to compose a compound compo-
nent from the basic building blocks of BIP (i.e., atomic component) in addition to the
composition operators (i.e., connectors and priorities). Furthermore, we explained
where the non-determinism at the level of atomic components and/or interactions
can occur and how BIP resolves it using disjoint guards and scheduling policies (i.e.,
setting priorities). In the next section, we present an extension of BIP referred to as
SBIP for the stochastic construction of models to include the probabilistic settings.

2.5.2 BIP stochastic extension: SBIP

In the previous section, we briefly examined the BIP formalism and its underlying
semantics (LTS) and grammar. Additionally, we located the possible non-determinism
at the level of atomic components and interactions and examined how BIP can re-
solve it via disjoint guards and priorities.

In this section, we introduce SBIP, a stochastic extension of the BIP formalism
for the probabilistic setting. We recall that our goal is to build stochastic models to
capture the performance of network systems over time and enable their quantitative
analysis, via SMC. We also recall that SMC takes as input a stochastic markov chain
M and a PBLTL φ to answer two questions about the system under study:

1. Is the probability for M to satisfy φ greater or equal (lower or equal) to a certain
threshold θ?
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2. What is the probability for M to satisfy φ?

The stochastic semantics of SBIP was initially introduced in [162] and extended
for real-time systems in [161]. They enable the definition of stochastic components
encompassing probabilistic variables updated according to user-defined probability
distributions. The underlying mathematical model behind SBIP is a Discrete Time
Markov Chain (DTMC).

Stochastic atomic components

The stochastic aspect at the atomic component level is introduced by the use of prob-
abilistic variables which are variables that are updated via probability distributions
[169, 205]. Formally, a stochastic atomic component is an atomic component ex-
tended with probabilistic variables and is defined as the tuple (S, S0, P, T, V) where:

• S is a set of control states S = {s1...sk} in which the components await for
external interactions with other components;

• P is a set of communication ports P = {p1...pn} representing action labels used
for synchronization with other components;

• S0 is the initial state;

• V is a set of deterministic Vd = {vd
1...vd

h} and non deterministic variables Vnd =
{vnd

1 ...vnd
k } such that V = Vd ⋃ Vnd. Note that, each probabilistic variable vnd

i ∈
Vnd is associated to a probability distribution πvnd over D −→ [0, 1] where D is
a finite universal data domain. πvnd is a valid probability distribution if the
following condition applies:

∑
xi∈D

πvnd(xi) = 1

• T is a set of transitions representing a move from control state si ∈ S to con-
trol state sj ∈ S and it requires that a guard g ∈ Bool(v) holds 10 and some
interaction including a port pm ∈ P is enabled. Upon executing a transition, an
internal computation specified by a function update occurs via f = ( f d, f nd)
where f d is a deterministic update function over V and f nd is a probabilistic
function.

For demonstration purposes, let’s consider the simplest example [156] of a stochas-
tic atomic component in Figure 2.9 with two states a and b, a probabilistic variable v
which is updated via the probability distribution π and a single transition between
the two states enabled via the port p. We graphically represent the probabilistic up-
date of v via π by a triangle near the variable name. Given the initial value of v is
set to x, when executing this transition, the variable v can take different valuations
according to π, thus engendering the stochastic behavior Figure 2.10 with several
possible transitions from a having the same action label p.

10Given a set of variables V, Bool(V) is the set of boolean conditions over V



36 Chapter 2. Formalisms and methodology

a b
v

p

v = x

v ~ π

FIGURE 2.9: Example of a stochastic atomic component

a

p

v = x

v ~ π
…

…
.

π(v)

p

FIGURE 2.10: Stochastic behavior of the atomic component

It is worth mentioning that updating multiple probabilistic variables results in a
distribution on transitions that’s the product of the distributions associated to each
variable. We refer the reader to [156] for some examples on this matter.

In the previous section on BIP, we stated that the non-determinism at the level
of atomic components occurs when multiple transitions are enabled simultaneously
in a given state, in which case, BIP conducts a non-deterministic choice unless spec-
ified otherwise by using disjoint guards and/or priorities. With SBIP, adding the
stochastic element to BIP via the probabilistic variables, yields not only the non-
determinism aspect but also the stochastic aspect. The semantics of a stochastic
atomic component is thus a Markov Decision Process (MDP). Note that SBIP handles
the non-determinism similarly to BIP.

Example: Figure 2.11 depicts a client behavior in a client-server setting where the
client issues a request (snd) each p time units. The period p is set probabilistically by
sampling a distribution function (p ⊲) given as a parameter of the model. Time is
introduced by explicit tick transitions and waiting is modeled by exclusive guards
on the tick and snd transitions with respect to time (captured in this example by the
variable t).

s0 s1
t = 0

p ⊲
recv

[t = p]
snd

[t < p]
tick

t ++

recv

FIGURE 2.11: A stochastic BIP component; client behavior issuing
requests each time unit p.
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In this example, we observe that the atomic component (i.e., client-server behav-
ior) is modeled as a classical BIP component augmented with a probabilistic vari-
ables (p ⊲) which is the time it takes the client to submit a new request.

Composition of Stochastic Components

In this section, we examine the component-based composition of stochastic atomic
components. Similarly to subsection 2.5.1, the composition operators of SBIP re-
main the same as in BIP. That is, we use the same definitions of the connectors and
priorities when assembling SBIP compound components. Note that data transfer
functions on interactions might also be probabilistic. However, for the sake of sim-
plicity, in this thesis, we focus on deterministic functions only in order to have both
probabilistic and deterministic variables transferred in a deterministic manner. By
construction, assembling stochastic atomic components using the composition oper-
ators inherited from BIP, we produce stochastic atomic compound components with
a Markov Decision Process (MDP) semantics that encompasses non-deterministic
and probabilistic decisions.

In order to assess the performance of MDP models using statistical model check-
ing, it is required to resolve any non-determinism and obtain purely stochastic be-
haviors where only probabilistic choices are allowed. In [156], it is proposed using
probabilistic schedulers in order to produce purely stochastic Markov Chain seman-
tics of SBIP models from a Markov Decision Process.

2.6 The BIPSMC engine

In this section we present the BIPSMC engine [155, 160], a tool that implements sta-
tistical model checking and the associated algorithms described in the SMC section
2.3, i.e., hypothesis testing and probability estimation. Figure 2.12 indicates that the
tool takes as inputs a stochastic model description in SBIP, a PBLTL performance
specification, i.e., requirement to check and a set of confidence parameters to control
the accuracy of the simulations.
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FIGURE 2.12: A Statistical Model Checking Engine for the BIP frame-
work [160]

Initially, the tool starts by validating the entered PBLTL property through a parser
module. Then with the BIP engine, the tool compiles the stochastic model previously
written in SBIP to build an executable model. Next, the BIPSMC engine triggers the
BIP engine to generate several execution traces of the runnable model. Each trace
is monitored against the PBLTL formula to produce a local verdict. Finally, after N
executions and depending on the selected algorithm, the SMC core module reaches
a global verdict.

2.7 Conclusion

So far in this chapter, we presented our methodology that relies on building rich
stochastic performance models using the BIP formalism and its stochastic extension,
then using statistical model checking to quantitatively analyze them. We examined
BIP’s strong modeling feature which allows the construction of complex hierarchical
structures by composing reusable atomic components via the composition operators:
interactions and priorities. Furthermore, BIP models can be augmented to cover the
probabilistic setting with Markov Decision Processes as their underlying semantics.
Additionally, we discussed how the non-determinism can be alleviated by using
policies at the level of atomic components and at the level of interactions in BIP and
referred the reader to [156] where the author discusses the probabilistic schedulers
to produce purely stochastic components in SBIP with pure stochastic Markov chain
(MC) semantics. The reason why we emphasize the use of purely stochastic MC is
that our proposed methodology for evaluating the performance of networked sys-
tems, in this thesis, relies solely on statistical model checking, that we also described
in this chapter, which takes three parameters as inputs:

1. A stochastic markov chain M;

2. A PBLTL formula φ;
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3. A set of parameters to control the accuracy of the results, depending on the
used algorithm (SSP, SPRT, PESTIM).

We recall that, SMC typically, answers two questions about the stochastic system
under study: 1) Is the probability for M to satisfy φ greater or equal (lower or equal) to a
certain threshold θ? 2) What is the probability for M to satisfy φ?

In this chapter, we also presented a tool that was designed for statistical model
checking of SBIP models. This tool implements both Hypothesis testing and the pa-
rameter estimation techniques for verifying PBLTL formulas. Moreover, via exam-
ples, we showed how simple and straightforward is to model MDPs and/or DTMCs
using BIP and it’s stochastic extension SBIP which also inherits BIP’s expressiveness.
We refer the reader to the many successful case studies that modeled systems using
the BIP and SBIP formalisms and successfully analyzed them with SMC. Such exam-
ples cover a multitude of domains including: (i) automotive [128],[127], (ii) avionics
[23, 27] (iii) many-cores embedded systems [159], (iv) multimedia [172] (v) network
data plane and protocols [110, 112]

In the next chapter, we present a real-world use case to demonstrate the viability
of our methodology in the context of networked systems. The use case relates to a
software forwarder (NDN-DPDK) designed for a novel internet architecture callled
Named Data Networking (NDN). The idea is to apply our methodology to the for-
warder’s design to increase its throughput performance on a high speed fiber optic
testbed (100Gbps). In this study, we use BIP to build a rich faithful model of the for-
warder and we calibrate the model with the stochastic behaviour captured via SBIP.
Then, we apply the SMC knowledge to parameterize the model and formally verify
if NDN-DPDK is capable of reaching a maximum throughput of 100Gbps.





41

Chapter 3

Use case

In this chapter, we apply the methodology we proposed in the previous chapter to
a novel Internet architecture, one of the five projects funded by the National Science
Foundation agency (NSF) [163]. This emerging Internet architecture is called Named
Data Networking (NDN).

NDN addresses some of the weaknesses of the Internet Protocol (IP). Since In-
ternet users and applications have demonstrated an ever-increasing need for high
speed packet forwarding, research groups have investigated different designs and
implementations for fast NDN data plane forwarders and claimed they were capa-
ble of achieving high throughput rates. However, the correctness of these statements
is not supported by any verification technique or formal proof. In this study, we pro-
pose using a formal model-based approach to overcome this issue. We consider the
NDN-DPDK prototype implementation of a forwarder developed at NIST, which
leverages concurrency to enhance overall quality of service. We use our approach to
improve its design and to formally demonstrate that it can achieve high throughput
rates.

3.1 Introduction

With the ever growing number of communicating devices, their intensive informa-
tion usage and the increasingly critical security issues, research groups have rec-
ognized the limitations of the current Internet architecture based on the internet
protocol (IP) [149]. Information-Centric Networking (ICN) is a new paradigm that
transforms the Internet from a host-centric paradigm, as we know it today, to an
end-to-end paradigm focusing on the content and it is hence more appropriate to
our modern communication practices. It promises better security, mobility and scal-
ability.

Several research projects grew out of ICN. Examples include content-centric ar-
chitecture[182], Data Oriented Network Architecture [116] and many others [206],
but one project stood out the most and was sponsored by the NSF called NDN [213].
NDN is gaining rapidly popularity and has even started being advertised by major
networking players [38].

IP was designed to answer a different challenge, that is of creating a communi-
cation network, where packets named only communication endpoints. The NDN
project proposes to generalize this setting, such that packets can name other objects,
i.e. “NDN changes the semantics of network services from delivering the packet to a given
destination address to fetching data identified by a given name. The name in an NDN packet
can name anything - an endpoint, a data chunk in a movie or a book, a command to turn on
some lights, etc.“ [213]. This simple change has deep implications in term of routers
forwarding performance since data needs to be fetched from an initially unknown
location.
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Being a new concept, NDN (Section 3.2) has not yet undergone any formal verifi-
cation. The initial phase of the project was meant to come up with a proof-of-concept
prototype for the proposed architecture. This has lead to a plethora of less perform-
ing implementations in terms of packets’ forwarding rates (throughput). A lot of
effort was then directed to optimizing NDN forwarders’ performance by trying dif-
ferent data structures (Hash maps) and targeting different hardware (GP-GPU). Un-
fortunately, validation was mainly carried using pure simulation and testing tech-
niques.

In this work, we take a step back and try to tackle the performance problem dif-
ferently. We consider the model-based approach, that we proposed in the previous
chapter, which allows for rigorous reasoning and formal verification. In particular,
we rely on the framework [139, 161] offering a stochastic component-based model-
ing formalism and Statistical Model Checking (SMC) engine which is used along an
iterative and systematic design process that consists of four phases:

1. Build a parameterized functional system model, which does not include per-
formance;

2. Run a corresponding implementation in order to collect context information
and performance measurements, characterized as probability distribution func-
tions;

3. Use these distributions to create a stochastic timed performance model;

4. Use SMC to verify that the obtained model satisfies requirements of interest.

This approach is applied to verify that the NDN Data Plane Development Kit
(NDN-DPDK) (an effort to develop a high performance forwarder for NDN net-
works at NIST can perform at high packet forwarding rates (Section 3.4). We inves-
tigate different design alternatives regarding concurrency (number of threads), sys-
tem dimensioning (queue sizes) and deployment (mapping threads to multi-cores).
Using our approach, we were able to figure out what are the best design parameters
to achieve higher performances (Section 3.5). These were taken into account by the
NDN developers at NIST to enhance the ongoing design and implementation. To
the best of our knowledge, this is the first work using formal methods in the context
of the NDN project.

Note that, in the next part of this thesis, we will propose an approach for au-
tomating the distribution fitting process using deep leaning. But first, we demon-
strate, the usefulness and efficiency of our proposed methodology with the NDN-
DPDK use case. At the end of this chapter, we show that the design modifications
we made through SMC, allowed the forwarder to achieve high throughput rates (up
to 100Gbps). We published our findings in [112, 110].

3.2 Named Data Networking

This section describes the NDN protocol and introduces the NDN-DPDK forwarder
being designed and implemented at NIST.

3.2.1 Overview

NDN is a new Internet architecture different from IP. Its core design is exclusively
based on naming contents rather than end points (IP addresses in the case of IP) and
its routing is based on name prefix lookups [95].
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The protocol supports three types of packets, namely Interest, Data and Nack. In-
terests are consumer requests sent to a network and Data packets are content produc-
ers replies. The Nack lets the forwarder know of the network’s inability to forward
Interests further. One of NDN’s advantages is its ability to cache content (Data) ev-
erywhere the Data packet propagates, making the NDN router stateful. Thus, future
Interests are no longer required to fetch the content from the source, instead Data
could be retrieved directly from a closer node that has a cached copy.

Packets in NDN travel throughout a network as follows: first a client application
sends an Interest with a name prefix that represents the requested content. Names in
NDN are hierarchical (e.g., /YouTube/Alex/video1.mpg denotes a YouTube video
called Video1.mpg by a Youtuber Alex). Then, this packet is forwarded by the net-
work nodes based on its name prefix. Finally, this Interest is satisfied with Data by
the original source that produced this content or by intermediate routers that cached
it due to previous requests. It is also crucial to note that consecutive transmissions of
Interest packets with similar name prefix might not lead to the same path each time,
but could rather be forwarded along different paths each time a request is made, de-
pending on the forwarding strategy in place. This means that the same Data could
originate from different sources (producers or caches).

The NDN forwarding daemon (NFD) [152], has three different data structures:
Pending Interest Table (PIT), Content Store (CS) and Forwarding Interest Base (FIB). The
packet processing, according to the NDN protocol, is as follows: [1 –]

For Interests, the forwarder, upon receiving an Interest, starts off by querying the
CS for possible copies of the Data, if a CS match is found during this operation,
the cached Data is returned downstream towards the client. Otherwise, an entry is
created in the PIT with its source and destination faces (communication channels
that the forwarder uses for packet forwarding) for record keeping. Using the PIT,
the forwarder determines whether the Interest is looped in the network by checking
a global unique number called Nonce in the Interest against existing previous PIT
entries. If a duplicate nonce is found the Interest is dropped and a Nack of reason
Duplicate is sent towards the requester. Otherwise, the FIB is queried for a possible
next hop to forward the Interest towards an upstream node; if there is no FIB match,
the Interest is immediately dropped and replied with a Nack of reason No Route.

For Data, the forwarder starts with by querying the PIT. If a PIT entry is found, the
Data is sent to downstream nodes listed in the PIT entry, then the PIT arms a timer
to signal the deletion of this entry and a copy of the Data is immediately stored in
the CS for future queries. If no record is found in the PIT, the Data is considered
malicious and discarded.

3.2.2 The NDN-DPDK Forwarder

NDN-DPDK is a forwarder developed at NIST to follow the NDN protocol and to
leverage concurrency. In this study, we evaluate its capacity to achieve high through-
put rates using Statistical Model Checking (SMC).

The NDN-DPDK forwarder’s data plane has three stages: input, forwarding,
and output (Figure. 3.1). Each stage is implemented as one or more threads pinned
to CPU cores, allocated during initialization. Input threads receive packets from
a Network Interface Card (NIC) through faces, decode them, and dispatch them
to forwarding threads. The forwarding thread processes Interest, Data, or Nack
packets according to the NDN protocol. Output threads send packets via faces then
queue them for transmission on their respective NIC.
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FIGURE 3.1: Diagram of the NDN-DPDK forwarder

During the forwarder’s initialization, each hardware NIC is provided with a
large memory pool to place incoming packets. The input thread continuously polls
the NIC to obtain bursts of 64 received packets. Then decodes, reassembles frag-
mented packets, and drops malformed ones. Then, it dispatches each packet to the
responsible forwarding thread which is determined as follows:

a) For an Interest, the input thread computes SipHash of its first two name com-
ponents and queries the last 16 bits of the hash value in the Name Dispatch
Table (NDT), a 65 536 entry lookup table configured by the operator, to select
the forwarding thread;

b) Data and Nack carry a 1-byte field in the packet header which indicates the
forwarding thread that handled the corresponding Interest. Once identified,
Data (or Nack) will be dispatched to the same one.

The forwarding thread receives packets dispatched by input threads through a
queue. It processes each packet according to the NDN protocol, using two data
structures both implemented as hash tables:

a) The FIB records where the content might be available and which forwarding
strategy is responsible for the name prefix;

b) The PIT-CS Composite Table (PCCT) records which downstream node requested
a piece of content, and also serves as a content cache; it combines the PIT and
CS found in a traditional NDN forwarder.

The output thread retrieves outgoing packets from forwarding threads through
a queue. Packets are fragmented if necessary and queued for transmission on a
NIC. The NIC driver automatically frees the memory used by packets after their
transmission, making it available for newly arrived packets.

3.3 Formal Model-based Approach

In this section, we summarize the adopted methodology in this thesis, which in-
cludes the underlying modeling formalism as well as the associated analysis tech-
nique. Then we explain how we apply it to the NDN-DPDK forwarder.
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3.3.1 Summary of the methodology

As we explained in the previous chapter, the methodology adopted in this thesis is a
model-based approach that relies on the construction of a faithful model of a system
that rigorously captures its most relevant characteristics. Then, the execution traces
of the model are verified against a set of requirements via statistical model checking.
Note that, our methodology requires that the model is well defined and reflects the
behavior of the system that’s being assessed, in order to have trustworthy analysis
and high accuracy results.

This methodology embraces a specific framework which is based on the BIP
modeling formalism and it’s stochastic extension SBIP for stochastic component-
based modeling in addition to a statistical model checking engine BIPSMC [139] (Fig-
ure 3.2)
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FIGURE 3.2: Methodology and framework

The advantages of the framework is that it can either take a functional model of
a system obtained from a high-level specification or model an existing implemen-
tation. For the former case, an implementation is automatically generated from the
model. In this use case, we consider the latter.

The system’s implementation which could also be obtained by automatic code
generation, is instrumented and used to collect performance measurements regard-
ing the requirements of interest, e.g. throughput. These measurements are analyzed
and characterized in the form of probability density functions with the help of sta-
tistical techniques such as sensitivity analysis and distribution fitting. The obtained
probability density functions are then introduced in the functional model using a
well defined calibration procedure [158]. The latter produces a stochastic timed
model (when measurements concern time), which will be analyzed using the SMC
engine.

Note that the considered models in this approach or workflow can be parameter-
ized with respect to different aspects that we want to analyze and explore. Basically,
the defined components types are designed to be instantiated in different contexts,
e.g. with different probability density functions thus showing diverse performance
behaviors. While, the model considered for analysis using SMC is a specific instance
for which all the parameters are fixed, some degree of parameterization is still al-
lowed on the verified requirements.
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3.4 NDN-DPDK Modeling

In this section we present the modeling process of the NDN-DPDK from a functional
to a stochastic timed model for throughput evaluation.

3.4.1 A Parameterized Functional BIP Model

Figure 3.3 depicts the BIP model of the NDN-DPDK forwarder introduced in Sec-
tion 3.2 which shows its architecture in terms of interacting BIP components that can
easily be matched to the ones in Figure 3.1. The presented model is parameterized
with respect to the number of components, their mapping into specific CPU cores,
FIFOs sizes, etc. Due to space limitations, we present in [110] the behaviors of all
the components of the NDN-DPDK forwarder in Figure 3.3. It is worth mentioning
that the model is initially purely functional and untimed. Time is introduced later
through the calibration procedure.
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FIGURE 3.3: A functional BIP model of the NDN-DPDK forwarder

3.4.2 Building the Performance Model
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FIGURE 3.4: Considered network topology

To build a performance model for our analysis, we consider the network topol-
ogy in Figure 3.4 which has a traffic generator client (consumer), a forwarder (NDN-
DPDK) and a traffic generator server (producer), arranged linearly.

The green line shows the Interest packet path from the client to the producer
through the forwarder and the red line indicates the Data path towards the client.
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The structure of our model (Figure 3.3) calls for four distribution functions to char-
acterize the performance:

1. Interest dispatching latency in input threads.

2. Data dispatching latency in input threads.

3. Interest forwarding latency in forwarding threads.

4. Data forwarding latency in forwarding threads.

Notice that Nack packets are out of the scope of these experiments. We identified
the following factors that can potentially affect the system’s performance:

a. Number of forwarding threads. Having more forwarding threads distributes
workload onto more CPU cores. The cores can compete for the shared L3
cache, and potentially increase forwarding latency of individual packets.

b. Placement of forwarding threads onto Non Uniform Memory Access nodes

(NUMA). Input threads and their memory pools are always placed on the
same NUMA node as the Ethernet adapter whereas the output threads and
the forwarding threads can be moved across the two nodes. If a packet is dis-
patched to a forwarding thread on a different node, the forwarding latency is
generally higher because memory access is crossing NUMA boundaries.

c. Packet name length measured by the number of its components. A longer
name requires more iterations during table lookups, potentially increasing In-
terest forwarding latency.

d. Data payload length. Although the Data payloads are never copied, a higher
payload length increases demand for memory bandwidth, thus potentially in-
creasing latencies.

e. Interest sending rate from the client. Higher sending rate requires more mem-
ory bandwidth, thus potentially increasing latencies. It may also lead to packet
loss if queues between input and forwarding threads overflow.

f. Number of PIT entries. Although the forwarder’s PIT is a hash table that nor-
mally offers O(1) lookup complexity, a large number of PIT entries inevitably
leads to hash collisions, which could increase forwarding latency.

g. Forwarding thread’s queue capacity. the queues are suspected to impact the
overall throughput of the router through packet overflow and loss rates. How-
ever, it does not influence packets individual latencies.

After identifying the factors with potential influence on packet latency, we in-
strument the real forwarder to collect latency measurements. Then, we perform
statistical analysis to identify which factors are more significant. This narrows down
the number of factors used and associated distribution functions.

Forwarder Instrumentation.

Factors a., b., c., d., e. and g. can be controlled by adjusting the forwarder and
traffic generator configuration, while factor f. is a result of network traffic and is
not in our control. To collect the measurements, we modified the forwarder to log
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packets latencies as well as the PIT size after each burst of packets. We minimized
the extra work that input threads and forwarding threads have to perform to enable
instrumentation, leaving the measurement collection to a separate logging thread or
post-processing scripts. It is important to mention that this task does in fact intro-
duce timing overhead. Therefore, the values obtained will have a bias (overestimate)
that translates into additional latency but the trends observed remain valid.

We conducted the experiment on a Supermicro server equipped with two In-
tel E5-2680V2 processors, 512 GB DDR4 memory in two channels, and four Mel-
lanox ConnectX-5 100 Gbit/s Ethernet adapters. The hardware resources are evenly
divided into two NUMA nodes. To create the topology in Fig. 3.4, we connected
two QSFP28 passive copper cables to connect the four Ethernet adapters and form
two point-to-point links. All forwarders and traffic generator processes were allo-
cated with separate hardware resources and could only communicate over Ethernet
adapters.

In each experiment, the consumer transmitted either at sending intervals of one
Interest per 700 ns or per 500 ns under 255 different name prefixes. There were
255 FIB entries registered in the NDN-DPDK forwarder at runtime (one for each
name prefix used by the consumer), all of which pointed to the producer node. The
producer would reply to every Interest with a Data packet of the same name. The
forwarder’s logging thread was configured to discard the first 67 108 864 samples
(either latency trace or PIT size) during warm-up period, and then collect the next
16 777 216 samples and ignore the cool down session. Each experiment represents
about 4 million Interest-Data exchanges.

TABLE 3.1: Factors used. NUMA mapping is described below.

Factors forwarding threads Name length Payload length Sending intervals

Values {1, 2, 3, 4, 5, 6, 7, 8} {3, 7, 13} {0, 300, 600, 900, 1200} {500 ns, 700 ns}

We repeated the experiment using different combinations of the factors in Ta-
ble 3.1 and the following NUMA arrangements:

(P1) Client and server faces and forwarding threads are all on the same NUMA,

(P2) Client face and forwarding threads on one NUMA, server face on the other,

(P3) Client face on one NUMA, forwarding threads and server face on the other,

(P4) Client face and server face on one NUMA, forwarding threads on the other.

In (P1), packet latency is expected to be the smallest because all processes are
placed on the same NUMA therefore, no inter-socket communication and no over-
head are introduced. In (P4), both Interests and Data packets are crossing NUMA
boundaries twice since the forwarding threads are pinned to one NUMA whereas
the client and the server faces, connected to the Ethernet adapters, reside on another.
This is suspected to increase packet latency tremendously as opposed to (P1), (P2)

and (P3). These suspicions predict that placement (P1) is the best case scenario and
placement (P4) is obviously the worst. However, we aim at getting more insight and
confidence through quantitative formal analysis. This will provide a recommen-
dation as to which placement is better suited based on the remaining parameters
combinations.
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Model Fitting.

Before calibrating our functional BIP model with multiple distinctive probability dis-
tributions representing each combination of the factors, we choose to reduce the
number of used distributions by performing a sensitivity analysis. This analysis ex-
amines the impact of several factors on the response (packet latency) and discovers
the ones that are more important. In this chapter, we use DataPlot [49] to produce
the Main Effect Plot (Figure ??) for factors a. to e..

FIGURE 3.5: Main Effects Plot for Interest and Data packets

The plot shows steeper line slopes for the packet type (packet type is not a fac-
tor). We intend to show how the NDN-DPDK forwarder processes both Interest and
Data differently) as well as factors (a.), (b.), (c.), and (e.) which indicates a greater
magnitude of the main effect on the latency. However, the plot shows almost a hori-
zontal line for factor d. inducing an insignificant impact on the latency. The latter is
explained by the fact that the forwarder processes packet names (headers) only and
doesn’t read Data payloads. As for the PIT size (factor f.), it is expected to heavily
increase packet latency when it is full. However, because this table’s implementa-
tion is optimized for high performance and entries are continuously removed when
Data packets arrive (PIT entries being satisfied), we confirmed through a correlation
analysis that we can ignore this factor’s impact.

Based on the analysis above, we build distribution functions for each of the fac-
tors that have greater impacts on packet latency in this study. These factors are:

1. The number of forwarding threads;

2. NUMA placement;

3. Packet name size (header);

4. Sending rate and;

5. FIFO capacity (FIFO impacts the loss rates and not individual packet latency).
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With the help of an expert statistician at NIST, we followed the traditional statis-
tical approach of conducting distribution fitting in order to map the collected mea-
surements to their best fitted probability distribution for each of these factors [110].
We describe this process in detail in chapter 4.

Model Calibration.

Calibration is a well defined model transformation that transforms functional com-
ponents into stochastic timed ones [157]. In this section, we use the probability dis-
tributions obtained above to calibrate the functional BIP model of the NDN-DPDK
forwarder shown in Figure 3.3. Due to space limitations, we refer the reader to [110]
where we describe the calibrated models of all the BIP components of the NDN-
DPDK forwarder.

In the next section, we perform SMC on the calibrated model of the NDN-DPDK
forwarder and explain the results.

3.5 Performance Analysis using SMC

3.5.1 Experimental Settings

We run the SMC tests using the probability estimation algorithm with a required
confidence of α = 0.1 and a precision of δ = 0.1. Each test is configured with a
different combination of values for the factors previously presented. And each exe-
cution of a test with a single set of parameters generates a single trace. The property
evaluated with the SMC engine is: Estimate the probability that all the issued Interests are
satisfied, i.e. a Data is obtained in return for each Interest. The SMC result is a probabil-
ity estimation p̂ which should be interpreted as being within the confidence interval
[ p̂ − δ, p̂ + δ] with probability at least (1 − α). In the experiments below, the shown
results corresponds to p̂ = 1.

3.5.2 Analyses Results

Queues Dimensioning.

First, we explore the impact of sizing forwarding threads queues. Each forwarding
thread has an input queue. Initially, we consider a model with a single forwarding
thread and vary its queue capacity with 128, 1024 or 4096 (in packets). Then set the
client’s sending rate to: 105 packets per second (pps), 106 pps or 107 pps. The re-
sults are shown in Figures 3.6 and 3.7. The Y-axis represents the Interest satisfaction
rate such that 100 % (resp. 0 %) indicates no loss (resp. 100 % loss) and the x axis
represents the queue capacity under different sending rates.

Figure 3.6 indicates that at 105 pps (blue), the Interest satisfaction rate is 100%.
This means that the forwarder (with one forwarding thread) is capable of handling
all packets at this sending rate (105 pps of packet size 1500 bytes is equivalent to 1.2
Gbps), under any queue size. However, under a faster sender rate (where a single
forwarder shows signs of packet loss) we unexpectedly observed a better Interest
satisfaction rate with a smaller queue (Q=128). After a thorough investigation of the
real implementation, we found out that the queues don’t have proper management
in terms of insertion and eviction policies that would give priority to Data over In-
terest packets. In the absence of such policy, more Interests would be queued while
Data packets would be dropped resulting in Interests not being satisfied, thus lower
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performance (Interest satisfaction rate). It is thus advised for the final implementation
of the NDN-DPDK forwarder, to use a queue capacity smaller than 128 packets when the
forwarder has a single forwarding thread and packets are sent at a fast rate.

Similarly, we explore whether this observation remains true with more forward-
ing threads. In order to do that, we run SMC again on eight different models each
with a different number of forwarding threads (1 to 8) under a sending rate of 106

pps (1 Interest per 1 us) where a loss rate was observed in Figure 3.6. Then, we
experimented with two queue capacities, namely 128 and 4096 packets. The results
are reported in Figure 3.7. The x Axis represents the number of forwarding threads
while the y axis depicts the Interest satisfaction rate.

We observe that the queue size matters mainly in the case of a model with one
and two forwarding threads. In fact, for a two threads model, a bigger queue size
is preferred to maximize the performance, unlike when a single thread is used. As
for the other six models, both sizes achieve almost 100 % Interest satisfaction. This
is due to the fact that three forwarding threads or more are capable of splitting the
workload at 106 pps and can pull enough packets from each queue with a minimum
loss rate of 0.02 % . This result stresses that, to avoid being concerned about a proper queue
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size, more threads are needed for handling a faster sending rate with minimum Interest loss.

NUMA placement, number of forwarding threads and packet name length.

Another aspect to explore, is the impact of mapping the forwarding threads and/or
NDN Faces to the two NUMA nodes (0, 1) under different sending rates and for
multiple name lengths where Face 0 exchanges packets with the client and Face 1
with the server. To do that, we consider the four NUMA arrangements (P1), (P2),
(P3) and (P4) in section 3.4 as well as the factors in Table 3.1 in the SMC analysis.

In Figures 3.8 to 3.13, each row represents experiments with similar packet name
lengths {small=3, medium=7, large=13} and a queue capacity of 4096. The right-
hand column indicates results for a faster sending rate of 2 ∗ 106 pps (500 ns interval)
while the left-hand one shows results for a slower sending rate of 1.42 ∗ 106 pps (700
ns interval). The six figures includes four curves where each corresponds to the four
NUMA arrangement options: P1 to P4.

The six Figures 3.8 to 3.13 show that Interest satisfaction rates scale up with
the increase of forwarding threads then reach a saturation plateau where adding
more threads can no longer improve the performances. Furthermore, with fewer
forwarding threads, the loss rate is unavoidable and exceeds 80 %. This is because
the sending rate is faster than the forwarding threads processing capabilities causing
their FIFO queues to saturate and start dropping packets frequently. However, un-
der a slower sending rate and packets with small, medium and large name lengths
(3, 7, 13), Figures 3.8, 3.10 and 3.12 show that a maximum satisfaction rate of over
90 % is achievable with only five forwarding threads. Whereas when the client is
generating packets faster at 2 Mpps, a saturation plateau of over 90 % is reached
at six threads or more for small and medium names (Figures 3.9 and 3.11) and a
plateau of slightly over 70 %, with five threads, for larger names (Figure 3.13). Also,
Figures 3.8 and 3.10 demonstrate that placing all processes (threads and faces) on
a single NUMA (placement P1) outperforms the other three options. This obser-
vation is explained by the absence of inter-socket communication thus less timing
overhead added such as in the case of the purple plot where packets are crossing
NUMA boundaries twice from Face 0 to the forwarding threads then through Face
1 and back (placement P4).

Figures 3.9 and 3.11 show the impact of increasing the sending rate on packets
with smaller names. In this case, it is preferred to also position all the processes
on one NUMA such as the case of the yellow plot of the P1 series because NUMA
boundary crossing usually downgrades the performance. In fact, the difference be-
tween no NUMA crossing and the double crossing (yellow and purple series respec-
tively) is approximately 30 % loss rate with more than five threads. The second best
option P2 which is placing the forwarding threads on the NUMA receiving Inter-
est packets with Face 0 (NUMA hosting the Ethernet adapter that receives Interests
from the Client). However, when the number of threads is not in the saturation zone
and the threads get overworked and start to loose packets, it is recommended to opt
for placement P3. Based on these results, we recommend that for small to medium names,
to use a maximum of eight threads but no less than five arranged as in placement P1 for
optimum performances under a slower or a faster sending rate.

With a larger name however, Figure 3.12 depicts an unexpected behaviour when
using three threads or less. In this case, placing the forwarding threads on the same
NUMA as Face 1 (which is the Ethernet adapter connected to the server and receives
Data packets), surpasses the other three options. Our explanation is that since for-
warding threads take longer times to process incoming packets due to their longer
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name and timely lookup, particularly for Interests as they are searched by names
inside the two tables (PCCT and FIB) rather than a token such as the case for Data
packets. Placing the forwarding threads with the Data receiving Ethernet adapter
connected to Face 1, has the potential to yield better results by quickly processing
packets after a quick token search especially when the workload is bigger than the
threads’ processing capacity. When the sending rate is increased, the same results
are observed in Figure 3.13 for a similar name length but with a decrease in perfor-
mance. Thus, we recommend for larger names to use NUMA arrangement P3 only when
the number of forwarding threads is less than three regardless of the sending rate (not advised
due to high loss rate).

3.6 Lessons learned

This study shed light on a new networking paradigm called Named Data Network-
ing (NDN) and its forwarding daemon. Ongoing NDN research includes the devel-
opment of high-speed data plane forwarders that can operate at a hundred gigabits
per second while using modern multi-processor server hardware and kernel bypass
libraries. In this paper, we discussed the results of a performance evaluation effort
we undertook to reach well-founded conclusions on how the NDN forwarder proto-
type developed by NIST (NDN-DPDK) behaves in a network in terms of achievable
Interest satisfaction rate.

We conducted an extensive analysis under different factors such as the number
of threads carrying tasks and function mapping to CPUs, using a model-based ap-
proach and statistical model checking. Given the wide array of design parameters
involved, this effort contributes valuable insights into protocol operation and guides
the choice of such parameters. The use of statistical model checking for performance
analysis allowed us to discover potential sub-optimal operation and propose appro-
priate enhancement to the queue management solution. This has been taken into
account in the ongoing NDN-DPDK forwarder implementation. Moreover, our ex-
tensive analysis provides a characterization of the achievable forwarding through-
put for a given forwarder design and available hardware resources which would not
have been possible to obtain, with such controllable accuracy, using traditional mea-
surements and statistic methods. Furthermore, these results were communicated
and shared with members of the NDN community in a conference throughout a
poster interaction and gained attention from researchers who were interested in the
methodology and its applications. In addition to that, the use of a BIP model refined
at the right level of abstraction allows the generation of executable code that could
be used instead of the real implementation.

It is important to note however, that our analysis depends largely on a stochastic
model obtained using samples of data collected from the actual implementation of
the forwarder which is suspected to have introduced timing overhead. Neverthe-
less, the trends observed throughout this study remain accurate and have provided
valuable insight to the actual code. In the future, this analysis will be extended
to answer the reverse question, namely Given a desired throughput, what is the

best hardware setup and the forwarder design to use? rather than the question
Given a hardware setup and a forwarder design, what is the maximum achievable

throughput? that we have investigated in this study which we published in the
International Symposium on Automated Technology for Verification and Analysis
(ATVA) [112, 110].



3.6. Lessons learned 55

So far in this chapter, we examined an application of our proposed methodol-
ogy that relies on building parametrized BIP models of the NDN-DPDK forwarder.
Then, we collected measurement data by executing the forwarder’s prototype on a
local testbed. Each set of measurements is then analyzed via several statistical tests
to select probability distributions that best fit each dataset. This is referred to as
the distribution fitting process. We conducted this step under the supervision of an
expert statistician Dr. James J Filliben [97]. The identified probability distributions
are then integrated into the BIP models via the stochastic extension SBIP which we
evaluate using the BIPSMC engine.

It is important to emphasize that mapping a dataset to a probability distribution
is a tedious statistical task that is typically done by expert analysts as it requires a
good statistical knowledge and familiarity with many commonly used distributions,
mostly because the statistical methods used involve human interpretation of graphs
or numerical tests which is above the expertise of some analysts. In this context, it is
really important to fit the system data to accurate probability distributions in order
to build rich stochastic performance models and to be able to quantitatively ana-
lyze them via SMC. Any misconception on the data and inaccurate fitted probability
distributions will result in wrong verification of the whole system.

We discuss this point in the upcoming chapters (part 2 of this thesis). We present
a semi-blackbox method for automating the distribution fitting process to help ana-
lysts select the ’best’ probability distribution among many commonly models. Our
approach relies on deep learning. In chapter 6, we overview our developed tool
’DeepFit’ that combines traditional statistical tests and the trained neural networks
to conduct distributional modeling with high accuracy.
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Chapter 4

Statistical inference

In the first part of this thesis, we presented a methodology and its associated anal-
ysis tools for rigorous system modeling and performance evaluation of networking
systems (e.g., throughput, latency, delay). We recall that, this methodology is model-
based and takes as inputs: (a) a stochastic performance model with the semantics of a
Discrete Time Markov Chain (DTMC) expressed in the SBIP formalism. (b) a formal-
ized performance requirement expressed in Probabilistic Bounded Linear Temporal
Logic (PBLTL). (c) and a set of parameters to control the accuracy of the verification.
The analysis phase relies on the statistical model checking techniques, implemented
by the BIPSMC engine, which evaluates the DTMC model against the expected prop-
erties. The results of this process produces an answer to one of these two questions,
depending on the selected algorithm (i.e., Hypothesis Testing (HT), Probability Esti-
mation (PE)):

1. Qualitative: Can the model satisfy the specified requirement with a probability p?

2. Quantitative: What is the probability that the model satisfies the requirement speci-
fication?

Additionally, we also briefly described the missing element in the workflow of
this methodology which is how to characterize measurement data, obtained from
the system to be verified, as probability distributions (i.e., distribution fitting). In
general, the latter is an important preliminary step for any further analysis in sci-
ence or engineering. However, in the context of our methodology, it is extremely
crucial to obtain accurate probability distributions since any wrong characterization
of the data could lead to faulty verification results. Typically, distribution fitting is
a task that is done in collaboration with expert statisticians since it requires a good
statistical knowledge, familiarity with many commonly used distributions and the
ability to correctly interpret the results of graphs. As such, this second part of the
thesis presents an alternative approach which doesn’t require prior knowledge of
statistical methods nor previous assumptions on the available data. Instead, us-
ing Deep Learning, the best candidate distribution is extracted from the output of a
neural network that was previously trained on a large suitable database in order to
classify an array of observations into a matching distributional model.

This part of the thesis is organized as follows. Chapter 4 presents an overview of
the concept of distribution fitting and examines the traditional and associated tools
that expert statisticians rely on to fulfill this task. Next, chapter 5 introduces our
suggested method for distributional modeling which is based on the use of trained
neural networks to predict the best fit distribution from datasets, without the need
for a background in statistics, prior considerations of the process or phenomenon
under study nor familiarity with several distributions. Finally, chapter 6 concludes
this thesis with a tool, called DeepFit, that we developed, solely, for this purpose
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and highlights its usefulness and benefits. In this final chapter, we also explain how
DeepFit can be incorporated into the statistical model checking analysis or used as a
standalone tool for any data analysis in science and engineering.

In this chapter we start with describing the concept of distribution fitting. Next,
we present the traditional workflow that has been used for many years by statisti-
cians and examine its strengths and weaknesses. Finally, we propose a complemen-
tary solution that can be used hand in hand with the traditional approach to offload
some of its pitfalls.

4.1 Distribution fitting

Probability distributions [197, 133] are a fundamental concept in statistics. They play
an important role in science and engineering due to the multitude of applications
that they can serve, some of which include:

1. Generating random numbers that follow a specific distribution in certain sim-
ulation studies, in order to learn how a stochastic system would react.

2. Modeling univariate data with a specific probability distribution.

The first application is rather simple as the analyst already knows which distri-
butional model to use to generate random numbers. Given that each model is typi-
cally defined in terms of a probability density function (pdf), that is, a mathematical
expression representing the probability that a measured variate has the value x. The
analyst can simply use one of these well known pdf to create a data set that follows
a specific model. Figure 4.1 shows a probability density plot for the normal distribu-
tion in its standard form (i.e., the mean is equal to zero and the standard deviation
is equal to one). The pdf function is:

f (x) =
1√
2π

e−x2/2

FIGURE 4.1: Normal probability distribution

Figure 4.2 shows a plot of the extreme value type I (also known as the Gumbel
distribution). Note that the gumbel distribution has two forms:
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FIGURE 4.2: Gumbel distribution: types I and II

(a) Gumbel min: the general form of the extreme value type I probability density
function is:

f (x) =
e

x−µ
β e−e

x−µ
β

β

(b) Gumbel max: the general form of the extreme value type I probability density
function is:

f (x) =
e
−(x−µ)

β e−e
−(x−µ)

β

β

Where µ is the location parameter and β is the scale parameter.
The second application is another common use case of probability distributions.

Modeling a set of empirical observations obtained from repeatedly measuring a vari-
able of a system or phenomenon by a well known probability distribution is referred
to as distributional modeling or distribution fitting. Distribution fitting is a powerful
statistical technique that can be used in several contexts. Appropriate distributional
models are used to more accurately assess uncertainty of the measured variable and,
in particular, to assess the uncertainty over the full range of the data. They can also
be used to interpret the random fluctuations in the measurements as well as possi-
bly predict future frequency values of the measured variable to fall under a certain
interval.

Distributional modeling consists of running several statistical tests and typically
depends on certain assumptions for the underlying distribution. Many tests are
based on the assumption of normality, that is the underlying model is the normal
probability distribution (Figure 4.1) which has a bell shape like curve and has sym-
metric tails. However, this is not always true as the collected data may not be nor-
mally distributed.

Although a poorly chosen distributional model may suffice for measuring and
assessing the uncertainty of averages, this will not be the case for data that show
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signs of asymmetry and/or extended tails. In many applications (e.g., reliability),
accurate assessment of the tail behavior is more critical than the average. (see Fig-
ure 4.2 for an example of a pdf with a tail). Obtaining an appropriate distributional
model can be an exhaustive process that takes time, patience and requires previous
knowledge of statistics and is, therefore, a difficult task for some analysts.

In the next section we explore a non extensive list of tools that statisticians have
been using for years to map data to an appropriate distributional model.

4.2 Traditional methodology

Statisticians rely on several graphical and quantitative methods to fit data to specific
distributions. Figure 4.3 presents the traditional approach used by statisticians to
obtain an appropriate distributional model of a uni-variate dataset. This approach
consists of four steps:

1. Data screening;

2. Exploratory analysis;

3. Parameter estimation;

4. Evaluation.

In the next subsections, we will examine these steps in detail.

FIGURE 4.3: Traditional approach of conducting distribution fitting

4.2.1 Data screening

This initial step consists of assessing whether the data are in fact independent with
each other, i.e. the collected dataset is from a random process. This can be done
either via standard statistical tests or via graphical tools.

Numerical techniques:

There are many standard statistical tests to assesses data randomness or auto-correlation.
Such tests include the runs test and Ljung Box:
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• Ljung Box is based on the auto-correlation plot but assess the overall random-
ness of a time series Y (i.e. data points collected over a specific time horizon)
over several lags using the following mathematical formula:
Let H0 be the null hypothesis that data comes from a random process
let Ha be the hypothesis that data doesn’t come from a random proces.

Given a time series Y of length n, the test statistic is defined as:

Q(m) = n(n + 2)
m

∑
k=1

r2
k

n − k

where m is the number of lags considered and rk is the auto-correlation esti-
mate at lag k. rk is computed as follows:

rk =
∑

n−k
i=1 (Yi − Ȳ)(Y(i + k)− Ȳ)

∑
n
i=1(Yi − Ȳ)2

This test rejects the null hypothesis (H0) when:

Q(m) > X2
1−α,h

where X2
1−α,h is the chi-square distribution table value with h degrees of free-

dom and significance level α (see [9, 76] for more details).

• The runs Test is another statistical test that is used to search for data auto-
correlation. A runs test is defined as a sequence of symbols (e.g., +/−). For ex-
ample, tossing a coin 20 times could produce the following sequence of heads
(+) and tails (-):

++−−+−++++−++−−−−−++

A run is basically a series of consequent similar symbols and its length is the
count of symbols. In a random data set, the probability that the (k + 1)th sym-
bol is larger or smaller than the kth symbol follows a binomial distribution,
which forms the basis of the runs test. Let:

H0: The sequence was produced in a random manner

H1: The sequence was not produced in a random manner

The test statistic is calculated using the following formula:

Z =
R − R̄

sr

where R is the observed number of runs, R̄, is the expected number of runs,
and sr is the standard deviation of the number of runs. The values of R̄ and sr

are computed as follows:

R̄ =
2n1n2

n1 + n2
+ 1
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s2
r =

2n1n2(2n1n2 − n1 − n2)

(n1 + n2)2(n1 + n2 − 1)

n1 and n2 are the total numbers of positive and negative values in the series.
Given a significance level α, the H0 hypothesis is rejected if:

|Z| > Z1− α
2

Note that for large samples, Z1− α
2
= 1.96 and for smaller samples, there are

tables to determine critical values based on n1 and n2 (See [4] for more infor-
mation).

Graphical techniques

Data independence can also be assessed graphically using plots such as the lag plot
and the auto-correlation:

• The Lag plot, for example, can show if the dataset exhibits any identifiable
structure or patterns and can generally provide answers to the following ques-
tions:

1. Is the data random?

2. Is there serial correlation in the data?

3. What is a suitable model for the data?

4. Are there outliers in the data?

FIGURE 4.4: Lag plot indicating a strong dependency in the data
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FIGURE 4.5: Lag plot indicating independence in the data

For a given dataset Y = Y1, Y2, ..., Yn, the lag plot is obtained by plotting Yi − 1
for all i in the x-axis against Yi for all i on the y-axis. Figures 4.4 and 4.5 show
two Lag plot examples obtained from two different datasets. The first plot
exhibits a linear pattern which means that the data is strongly non-random and
a strong dependency is present. The second plot, shows no visible patterns or
structures which indicates that the dataset comes from a random process.

• The auto-correlation plot is another great tool for checking randomness in a
time series. This plot is obtained by computing the auto-correlation function
for the data values at different time intervals. Its x-axis represents the time
progress and the y-axis represents the values of the auto-correlation function.
The graph itself shows vertical lines ( “spikes”) corresponding to each lag. The
height of each spike shows the value of the auto-correlation function for the
lag. If at any interval separation an auto-correlation value is found to be sig-
nificantly greater than zero (i.e., the lag is very high), then surely the dataset
is non random. However, the same can not be said on the opposite statement.
That is, if the dataset is uncorrelated (i.e. lag is small), it doesn’t necessarily
mean that it’s completely random as the auto-correlation function is just one
of many measures for checking randomness and the non-randomness feature
can still be exhibited via other techniques.

Consider the examples in Figures 4.6 and 4.7. The plot shows that most of
the spikes are not statistically significant which insinuates that the measured
variable is not highly correlated and might potentially be random (further tests
are still required). Note that the first spike is significantly higher than the rest.
This is completely normal as it is always set to 1 by definition. The remaining
lags are all near zero. In addition, no significant patterns are apparent. From
the plot in Figure 4.7, however, we conclude that the data is sourced from an
auto-regression model that shows strong positive auto-correlation.
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FIGURE 4.6: No strong correlation is noticed

FIGURE 4.7: Strong correlation is noticed

4.2.2 Exploratory analysis

This step consists of graphically summarizing the distribution of a univariate dataset.
That is, identifying potential distributional models that fit the data using well known
plots. Typically, a histogram [96] or a kernel density plot [104] is used to help iden-
tify the basic shape of the underlying distribution as well as certain properties such
as the skewness and the presence of multiple modes in the data. Generally, these
two plots provide answers to the following questions:

1. What kind of population distribution does the data come from?

2. Where is the data located?
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3. How spread out is the data?

4. Are the data symmetric or skewed?

5. Are there outliers in the data?

• Histograms: are a graphical tool for displaying the distribution of a variable.
The response variable is divided into equally sized intervals referred to as bins.
The number of occurrences of the response variable is calculated for each bin.
There are at least three basic ways of displaying the y-axis which produces
three types of histograms:
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FIGURE 4.8: Counts histogram

1. The counts histogram in which the y-axis simply indicates a count of ob-
servations in each bin (Figure 4.8);

2. The cumulative histogram that is a variation of the count histogram in
which the vertical axis gives the observation counts for that bin plus all
previous bins (Figure 4.8);

3. The relative histogram that is obtained by normalizing the counts per bin
usually by dividing the count of each bin by the total number of obser-
vations to generate the relative proportion of observations. In this rel-
ative histogram, the sum of the y-coordinates should be one or 100 if a
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percentage scale is used (Figure 4.8). This is actually an estimator of the
underlying probability distribution.

• Kernel density plot (kdp) also referred to as the prazen window is obtained by
plotting the kernel density estimator fn(n), of a set of n points {X1, X2, ...Xn}:

fn(x) =
∑

n
i=1 K(x − Xi)

nh

where K is the kernel function and h is the smoothing parameter or window
width. Figure 4.9 shows a kdp of a dataset with the uniform distribution as the
underlying model.

FIGURE 4.9: Kernel density plot for the Uniform distribution

Using the knowledge provided in this section, we attempt to apply it to a dataset.
Figures 4.10 and 4.11 present (respectively) a counts histogram and a kernel density
plot of 500 normally distributed observation points. Without knowing the origin of
the dataset and based solely on the plots, we learn that the set has no extreme points
and that it’s uni-modal (i.e., has a single peak). Moreover, the shapes of these two
plots are symmetric with a bell-like curve. All these observations clearly indicate
that the dataset follows a normal distribution.

However, identifying good potential models from plots requires human interpre-
tation which maybe subjective and change from one person to another. Furthermore,
many probability distributions are not a single distribution but are in fact a family
of distributions. In these families a shape parameter is responsible for changing the
shape of the distribution. Therefore, exploratory analysis typically requires some
degree of statistical knowledge, experience and familiarity with several commonly
used distributions.
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FIGURE 4.10: Kernel density plot

FIGURE 4.11: Counts histogram

4.2.3 Parameter estimation

After selecting the best candidate distribution that fits the data from the previous
step, the next step focuses on estimating the parameters of the chosen distribution
(i.e., location, scale and shape).

Probability distributions are characterized by three types of parameters: a loca-
tion, a scale and one or more shape parameters. The standard form of the distri-
bution is the case where the location parameter is zero and the scale parameter is
one. Given a graph of the standard form of the probability density function, the ef-
fect of a non-zero location parameter is to shift the graph left for negative location
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values or right for positive location values, on the horizontal axis. The effect of a
scale parameter is to either stretch the graph on the horizontal axis, for scale param-
eters greater than one, or to compress the graph along the horizontal axis, for scale
parameters less than one. Figures 4.13 and 4.14 show examples of this for the nor-
mal distribution whereas Figure 4.12 shows the impact of the shape parameter γ for
the weibull distribution. The relationship between the probability density function’s
general form and its standard form (i.e., location and scale not equal to zero and one)
is:

f (x; a, b) =
f ( (x−a)

b ; 0, 1)

b

where a and b are the location and scale parameters, respectively.
Any parameter that is not a location or scale (or a parameter that is a function of

the location and scale) is a shape parameter. The shape factor allows a distribution
to take a variety of forms, thus, creating a distribution family. By shape, we mean
properties such as skewness and kurtosis (peakedness). The location and scale pa-
rameters have no effect on these properties. The weibull distribution is an example
of a distribution that has a shape parameter (γ). Figure 4.12 plots the weibull pdf for
different γ values: 1, 2, 3, 0.5.
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FIGURE 4.12: Weibull pdf for various values of the shape parameter
(γ)
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FIGURE 4.13: Impact of the location parameter

Estimating the parameters of a probability distributions (i.e. identifying the lo-
cation, scale, shape values) is generally done by solving an optimization problem
in which the unknown parameters of the distribution are the variables of the ob-
jective function that’s being minimized or maximized and the data points are the
coefficient of this function. There are various methods, both numerical and graphi-
cal, for estimating the parameters of a probability distribution. However, only a few
methods are widely used because they result in parameter estimators with good sta-
tistical properties. The major ones are the Maximum likelihood and the least squares
method. In this section, we illustrate four methods for the parameter estimation:
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FIGURE 4.14: Impact of the scale parameter

1. The maximum likelihood estimation (MLE) consists of maximizing the like-
lihood function defined by:

L(θ) =
n

∏
i=1

f (xi, θ) (4.1)

where f is the probability density function for the selected distribution, x1, x2, . . . , xn
are the observation points and θ = θ1, θ2, . . . , θk are the parameters to estimate.

Let’s consider the exponential distribution as an example. The pdf is defined
by:

f (x) = λe−λx∀x ≥ 0 (4.2)

The likelihood function to maximize is:

L(θ) =
n

∏
i=1

λe−λx = λne−λ ∑
n
i=1 xi (4.3)

In this case, solving this function means finding the value of the scale parame-
ter b = 1/λ. Note that the location value is set to 0 in this pdf.

MLE is a very consistent and efficient approach to the parameter estimation
problem, particularly when the model is correctly assumed. Its estimates can
be developed for a large variety of estimation situations and its algorithm is
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already implemented in several statistical software packages and for many of
the commonly used distributions.

MLE produces unbiased estimates in larger data samples. However, it is usu-
ally sensitive to outliers and is often biased for smaller samples. In addition
to that, MLE’s numerical estimation is usually non-trivial and requires heavy
mathematical solvers to solve the likelihood function for certain distribution
models. Fortunately, this is easily mitigated as it is currently supported by
many general purpose statistical software programs.

2. The Probability Plot Correlation Coefficient Plot (PPCC): This method is a
graphical technique that is used to identify the shape parameter when the un-
derlying distribution of the data is suspected to be a distribution family such
as weibull, lognormal, etc. As stated before, distribution families are defined
by three parameters: location, scale and one or more shape parameters. Once
the PPCC plot identifies a good value for the shape parameter, the probability
plot is then generated to find the remaining parameters (location an scale). The
probability plot can also assess the accuracy of the fitted parameters.

3. Method of moments (MOM): This method had the advantage of simplicity as
its formula tends to be straightforward. However, it is not currently supported
on most general purpose statistical software. Moreover, this method is not
known to have the desirable optimal properties of the two major estimators:
maximum likelihood and least squares.

MLE is typically the estimation choice method for statisticians, due to having op-
timal theoretical properties. However, the MLE estimates approach their optimality
properties as the sample size gets larger. Note that, the MOM estimates tend to be
simpler than MLE estimates, but typically their statistical properties are not as desir-
able as the MLE estimates. MOM and PPCC are relatively generic methods that can
be applied in many different distributions. For some distributions where the MLE
does not work well, there are specialized methods that are specific to that distribu-
tion. There are variations of the MOM (specifically, probability weighted moments
and L-moments) that try to improve on the statistical properties of MOM estimates.

4.2.4 Evaluation

After identifying the best fit model for the data and estimating its parameters (see
previous two sections), statisticians typically may apply a handful of statistical good-
ness of fit tests to determine if the selected distributional model is in fact an appro-
priate distributional model for the data. Generally there are three basic categories of
goodness of fit tests [10, 137]:

1. The first class is based on comparing the empirical cumulative distribution
function (CDF) [66] (i.e., based on the data) to the theoretical CDF function.
This includes, but is not limited to, the Kolmogorov-Smirnov (KS) test, the
Anderson-Darling (AD) test and the Cramer Von Mises test. The KS test is
the original test of this class. It is based on the maximum distance between
the empirical and theoretical CDF. The Anderson-Darling and related variants
weight differences in the tails more than differences in the center of the distri-
bution. Another popular method is the chi-square goodness of fit. However,
this is most useful when dealing with pre-binned data. Scientists and engi-
neers are often more familiar with the chi-square. Note that AD and KS are
more powerful for unbinned data.
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2. The second class is based on comparing the differences between the empirical
percent point function (PPF) [5] to the theoretical percent point function. This
category includes the probability plot correlation coefficient test (PPCC) [62].

3. The third class is based on the likelihood function. As the name "maximum
likelihood" implies, this module searches for the distribution that provides
the maximum value of the likelihood function. Although the rankings can be
based on just using the likelihood value, it is more common to use "informa-
tion critieria" [77]. The original statistic of this kind was Akaike’s Information
Criterion (AIC), whereas the Bayesian Information Criterion (BIC) seems to be
more commonly used. In any case, these various information critieria modify
the likelihood score based on the sample size and the number of parameters
being fit. The basic idea is to provide a penalty for including more parame-
ters (i.e., bias the ranking to simpler models where simpler in this case means
fewer parameters).

4.3 Weaknesses of the traditional methodology

Distributional modeling can be used in several contexts. Statistical tests typically
depend on certain assumptions regarding the underlying distribution (e.g., many
tests are based on the assumption of normality). Appropriate distributional models
are also used to more accurately assess uncertainty and, in particular, to assess the
uncertainty over the full range of the data. Although a poorly chosen distributional
model may suffice for measuring and assessing the uncertainty of averages, this will
not be the case for tails of the distribution. In many applications (e.g., reliability),
accurate assessment of the tail behavior is more critical than the average.

Most of the existing software used to determine the best fit model include plot-
ting graphs and interpreting them. This is often subjective and depends on the ana-
lyst’s perspective and statistical knowledge which may result in unfit model choices
or mis-interpretation of some data points as outliers. Moreover, for datasets with
a large number of observations, assessing the goodness of fit presents an issue. As
an analogy, when computing the confidence interval for the difference between two
means, this interval becomes increasingly small as the sample size gets large. That
is, very small differences (i.e., not significant in a practical sense), will test as statisti-
cally significant. Similarly, for small samples, practically significant differences may
not be statistically significant. Furthermore, for the Anderson-Darling test, a similar
problem can occur. That is, for very large sample sizes, a distribution that is in fact
providing a reasonable fit may well reject the distribution. Generally, statisticians
address this by estimating selected percentiles (based on 5,000 to 10,000 points) from
the data and apply probability plots and Anderson Darling goodness of fit on these
percentiles. Unfortunately, this is a knowledge that not every analyst is familiar with
as it needed experience and practise to learn it.

4.4 Automated techniques

Obtaining an appropriate distributional model can be an exhaustive process that
takes time, patience and requires previous knowledge of statistics and is, therefore,
a difficult task for some analysts. Therefore, there are several attempts to automate
the distributional modeling process by creating software and packages that let the
user know the “best” candidate distribution that matches their data. Generally, most
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of them use traditional statistical techniques to pre-process data and run some good-
ness of fit tests in order to rank and identify a good representation of the data. Sim-
ilar tools and packages include: Dataplot [49], R code [171], fitdistrplus [52], ex-
pertFit[125] and easy-fit [177], etc. All of them have the same goal which is to help
analysts regardless of their knowledge of statistics, pin down the best candidate dis-
tribution matching their data and avoid using the wrong distribution while saving
them time. Nevertheless, a good statistical background is still required to interpret
the numerical and graphical outputs in these tools.

4.5 Conclusion

Probability distribution fitting of an unknown stochastic process is an important
preliminary step for any further analysis in science or engineering. However, as
seen in this chapter, it requires some background in statistics, prior considerations of
the process or phenomenon under study and familiarity with several distributions.
Although, there are several statistical tools that try to automate this process, they
still require the users to pre-screen and analyze their data via some graphical tools
for example. However, this often requires human interpretation which is subjective
and changes depending on the statistical experience of the analyst.

In this chapter, we learned that identifying the best model for a dataset is actu-
ally the most sensitive and essential step in distributional modeling (i.e., exploratory
analysis step in Figure 4.3). Once a good model is selected, the following two steps,
i.e., probability estimation and evaluation, become easy. However, we also learned
that the exploratory analysis step is subject to errors and misinterpretations because
it requires human interaction for analyzing graphs and the results of numerical tests.
This led us to investigate the use of deep learning as an alternative solution to auto-
mate this step.
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Chapter 5

Neural Networks for Classifying
Probability Distributions

In the previous chapters we stated the importance of distributional modeling in sev-
eral applications in both science and engineering. It is also an essential step in our
methodology introduced in chapter 2. However, we also examined a non exhaustive
list of tools and techniques typically used by expert statisticians to conduct distri-
bution fitting and showed the amount of work and statistical knowledge this task
requires, to accurately asses and characterize data (step 1 and 2 from Figure 4.3).

This section presents an alternative approach of conducting distribution fitting
which doesn’t require prior knowledge of statistical methods nor previous assump-
tion on the available data. Instead, using Deep Learning (DL), the best candidate dis-
tribution is extracted from the output of neural networks that have been previously
trained on a large suitable database in order to classify an array of observations into
a matching distributional model. We find that our trained neural networks can per-
form this task comparably to using well known statistical estimators and goodness-
of-fit tests such as the maximum likelihood estimation with an Anderson-Darling
goodness of fit test. We published the results of this study in [109].

5.1 Introduction

This research focuses on the use of deep learning (DL) to assist in identifying the
best distributional model among a fixed set of candidate distributions (step 2 from
Figure 4.3) in order to help analysts who are not equipped with sufficient statisti-
cal background easily map a set of empirical observations obtained from an experi-
ment to an appropriate distributional model. Deep learning is a sub-field of machine
learning that applies neural network architectures to learn features of the object to
be classified. It has become more popular in recent years due to its high accuracy,
its capacity to deal with massive data and larger neural networks as well as its ca-
pability to deduce data features automatically. Although DL neural networks take a
longer duration to train and usually require high performance servers with graphic
processing units (GPU) which are expensive, it is still considered an efficient and
effective approach for object classification [43].

The approach proposed in this chapter exploits the strengths of deep learning for
classification of distributional models. As an initial prototype, we restrict ourselves
to the case of continuous measurements where the data is not binned, censored or
truncated. Moreover, we do not consider pathological distributions (e.g., Cauchy
distribution). In this chapter, we train a feed forward neural network to recognize
patterns in an input data set then predict the "best" candidate model from nine com-
monly used distributions that are widely encountered in science and engineering.
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The distributions considered in this study are: uniform, normal, logistic, exponen-
tial, half normal, half logistic, gumbel max, gumbel min and double exponential. The
idea is to use deep learning as a replacement of the exploratory analysis step (step
2 according to Figure 4.3) that statisticians follow in order to identify the model that
best suits the data. Then once the neural networks have identified the "best" distribu-
tional model, the parameter estimation and the goodness of fit assessment still need
to be applied using traditional statistics. We demonstrate the validity of this study
by considering a limited list of distributions at the moment. However, the examined
distributions still cover the most encountered models. Moreover, this chapter and
our published results [109] are intended to serve as a proof of concept to show the
viability of our method. In the future, we plan to increase the number of distribu-
tions to cover families of distributions (i.e., with one or more shape parameters) and
other use cases.

Other researchers in the literature investigated the use of neural networks for
conducting parameter estimation of probability density functions which corresponds
to step 3 from Figure 4.3. Similar papers include [173], [130] and [147]. In another
group of related works, the authors focus on conditional density estimation using
artificial intelligence such as [115] and [203]. Additionally, [174] presented the best
practices for conditional density estimation for finance applications using neural net-
works. Finally, the authors in [41] used an ensemble of mixture density networks to
predict the probability density function of the surf height in order to know if it will
fall within a given ‘surfable’ range. However, there is limited research involving the
use of neural networks to tackle step 2 of Figure 4.3 and create a classifier for dis-
tribution models based on a set of independent empirical observations. In fact, this
task is the most important since once it is completed and the distribution model is
identified, it becomes extremely easy to estimate the parameters of the distribution
and formulate the probability density function (PDF).

In this chapter, we explain our suggested approach and evaluation metrics in
section 5.2. The results of our analysis are shown in section 5.3.2. We also discuss
the limitations of this work in section 5.4 and finally preview our ongoing and future
research in Section 5.5.

5.2 Approach

This section illustrates our empirical study that aims to identify the best candidate
distribution given an input dataset. We focus on nine uni-variate commonly used
distributions in order to provide a working proof of concept and demonstrate the
viability of the idea without covering all possible scoops (e.g., pathological distribu-
tion, mixture distribution,...). The goal of this research is not to completely replace
the traditional distribution fitting workflow but rather suggest an alternative to the
exploratory analysis step. As previously stated, exploratory analysis is a crucial step
in determining the best candidate distribution that characterizes the data, however,
it is also subject to the analyst’s own interpretation as it requires analyzing graph-
ical tools and running some numerical tests which typically need a good statistical
background and knowledge of several commonly used distributions.

We explain how we collected data for training and validation purposes of the
neural networks in subsection 5.2.1. Then, we describe the neural networks models
in subsection 5.2.2.



5.2. Approach 79

5.2.1 Collecting data for training

Prior to generating any data, a few questions were brought up in the investigation
phase:

(i) Which distributions to consider?

(ii) Since there are endless values for the location, scale and shape factors, how to
select the right values for training?

(iii) Since data comes in different sizes, what sample sizes are most appropriate?

(iv) Should a pre-processing or normalization method be applied to the training
data prior to passing it to the neural networks?

For the first question, we restrict ourselves to the case of continuous measure-
ments where the data is not binned, censored nor truncated. Moreover, we do not
consider pathological distribution (e.g., Cauchy distribution). In this chapter, we
train a feedforward neural network to recognize nine probability distributions: uni-
form, normal, logistic, exponential, half normal, half logistic, gumbel max, gumbel
min and double exponential. These are the typical options that statisticians initially
consider when screening the data as they are the most common.

Next, as previously explained in chapter 4, probability distributions are char-
acterized by three types of parameters: a location, a scale and one or more shape
parameters. The location parameter shifts the distribution left or right on the x-
axis, while the scale parameter compresses or stretches the distribution on the y-axis
(chapter 4 shows examples of this for the normal distribution). The relationship
between the probability density function of a general form of the distribution (i.e.,
location and scale not equal to zero and one) and its standard form (i.e., location
equals to zero scale equals to one) is:

f (x; a, b) =
f ( (x−a)

b ; 0, 1)

b

where a and b are the location and scale parameters,
Any parameter that is not either a location or scale is considered a shape factor.

Shape parameters allow a distribution to take a variety of different shapes. By shape,
we mean properties such as the skewness and kurtosis (i.e., peakedness). We’ve al-
ready established that families of distributions are out of the scope of this work,
therefore we didn’t have to concern ourselves with the shape factor. Nevertheless,
data doesn’t always come in the standard form of the distribution (i.e. location = 0
and scale = 1) which means that there are endless possibilities for the location and
scale values per distribution. Thus, the choice for the location and scale must be jus-
tified. We explained in chapter 4 that the shape of the distribution does not depend
on the value of the location and scale parameters as they have no effect on its actual
silhouette. The location and scale factors don’t change the properties of any distri-
bution (i.e., skewness, peakness, the tails, etc). Thus, we utilized the standard form
of the distributions when collecting data for training the neural networks (answer to
question (ii)).

Even though, probability distributions are typically defined in terms of the prob-
ability density function (pdf), there are a number of other probability functions used
in applications (for more details please see [5]). Examples include:

1. Probability density functions;
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2. Cumulative distribution function;

3. Percent Point Function;

4. Hazard Function;

5. Cumulative Hazard Function;

6. Survival Function;

7. Inverse Survival Function.

In this study, we used the kernel density plot (kdp) [104] as input to the neural
networks classifiers. The kdp is a graphical estimate of the underlying probability
density function and is considered a typical technique by statisticians to conduct
exploratory analysis of datasets in order to identify the shape of the underlying dis-
tribution. We generated kdp for each set of random numbers with the Dataplot
software [63] and used the Silverman recommendation for the smoothing parameter
h [184]. The kernel density estimate, fn(x), of a set of n points from a density f is
defined as:

fn(x) =
∑

n
j=1 K{ (x−Xj)

h }
nh

where K is the kernel function and h is the smoothing parameter or window
width. The Silverman algorithm uses a Gaussian kernel function. This down weights
points smoothly as the distance from x increases. We used the Silverman’s default
recommendation for the h parameter:

0.9 min(s, IQ/1.34)n−1/5

with s, IQ, and n denoting the sample standard deviation, the sample interquar-
tile range and the sample size, respectively.
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FIGURE 5.1: Uniform kdp based on the sample size
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FIGURE 5.2: Double exponential kdp based on the sample size
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FIGURE 5.3: Logistic kdp based on the sample size

The choices of the sample size n to use per dataset was another concern in the
beginning of this study. For this, we tested several sample sizes ranging from small
(n = 30) to large (n = 10,000) as we tried to determine which ones were suitable.
Eventually, we selected the following sizes 30, 50, 100, 250, 500, 750, 1,000 and 10,000
(answer to question (iii)). This choice may seem arbitrary, however it is based on
the fact that the smoothness of the kernel density plot increases with the increase
of the number of available data points. Thus, the chances that the neural networks
accurately guesses the right distributional model would be higher. Figures 5.1, 5.2
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and 5.3 show the impact of the sample size on the kernel density plot of the uniform,
the double exponential and logistic distributions, respectively.

For each of the nine distributions considered in this study, 10,000 datasets were
generated in the standard forms and at different sizes (30, 50, 100, 250, 500, 750, 1,000
and 10,000). The random numbers were generated with the Dataplot software [63]
and a congruential-Fibonnaci [100] generator that was used with a different seed
for each distribution/sample size configuration. For each set of the (distribution,
sample size) pair, the kernel density plot was sampled to generate 256 points. These
256 points constitute the inputs for the neural networks as the y-axis coordinates of
the kernel density plot with an implicit x-axis coordinates X = 1, 2, ..., 256.

5.2.2 Training the neural networks

An initial attempt at producing a single solid neural network model to classify an
arbitrary number of data points (n) to a matching probability density function (pdf)
has not yielded promising results especially when the sample size n is small. The
intuition behind the misclassification could be interpreted as follows: our approach
relies on building a kernel density estimator (kdp) from a set of independent empir-
ical observations. This kdp tends to be noisy for small n and becomes increasingly
smooth as n becomes larger. Thus, models trained on the larger sample sizes per-
form poorly on the smaller sample sizes and models trained on smaller sample sizes
perform poorly for larger sample sizes.

To improve the performance, we consider 20+ models. The data collected is gen-
erated using eight sample sizes: n=30, n=50, n=100, n=250, n=500, n=750, n=1,000
and n=10,000 and each model is trained on a specific sample size range. The idea
is to evaluate the models individually and collectively to deduce which ones work
best for small, moderate and large sample sizes. Examples of the considered models
include model 1: n ∈ [30, 100], model 2: n ∈ [100, 750], model 3: n ∈ [750, 10000],
etc. All the models have the same input and output layers. However, their hidden
layers differ in size and width. The input layer has 256 units representing the Y-
Axis coordinates for the kernel density plot whereas the output layer has 9 points
which refers to the one hot encoding of the nine distributional models considered
in this study. For each interval, we started with a very simple FeedForward neural
network (FNN) that overfits. We then proceeded to handle the overfiting by tuning
the FNN parameters to achieve the lowest loss and highest accuracy. We found that
the following work best:

1. 20% of the training data was allocated for the validation;

2. All models use Softmax as the activation function for the output layer and Relu
for the hidden layers;

3. The choice of the loss function was Categorical cross-entropy (CAT) for larger
intervals and Mean squared error (MSE) for smaller intervals;

4. The ADAM optimizer was used when the loss function was set to CAT and
RMSprop for MSE;

5. The learning rate is set to 10−6 or 10−5 in most cases;

6. The batch size is set to 200 for most models;

7. Each model was run for an average of 500 epochs;
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8. The weights were initialized using the ’He uniform’ distribution;

9. The bias was enabled in the hidden layers and disabled in the output layer;

10. The depth of each neural networks model was 40, while the width was either
512 or 1024 nodes per layer;

11. Early stopping was deployed;

12. Regularization and dropout were used.

The models were all implemented using Python and Keras with Tensorflow as a
backend and the experiment was run on our testbed with 1 GPU and 40 CPU cores.
Figures 5.4 to 5.7 show the accuracy and loss plots of the two best performing neural
network models.

FIGURE 5.4: Accuracy
plot for the model
trained on smaller

sizes

FIGURE 5.5: Loss plot
for the model trained

on smaller sizes

FIGURE 5.6: Accuracy
plot for the model
trained on larger sizes

FIGURE 5.7: Loss plot
for the model trained

on larger sizes

5.3 Evaluation

After the training and validation steps of the neural networks were complete, ad-
ditional datasets were used to test the best performing models. Furthermore, to
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determining the viability and effectiveness of our approach, the models’ accuracy
results were also compared against the results of a conventional statistical approach
as follows:

• The data is fit to each distribution using the maximum likelihood (MLE). The
one exception is that the half-logistic distribution is fit using the method of
moments.

• After estimating the parameters with the maximum likelihood, the distribu-
tions are ranked based on the Anderson-Darling (AD) goodness of fit statistic
[188]. The AD test is a refinement of the Kolmogorov-Smirnov (KS) statistic
that puts more weight in the tails of the distribution. The AD test is generally
considered to have more power than the KS test (chapter 4).

Given an ordered set of data points Yi of size N and a cumulative distribution
function F, the Anderson-Darling test statistic is defined as:

A2 = −N −
N

∑
i=1

(2i − 1)

N
[ln F(Yi) + ln (1 − F(YN+1−i))]

There are a variety of estimation methods and goodness of fit statistics that could
be used for this approach. However, the combination of MLE estimation and rank-
ing by the AD goodness of fit test provides a reasonable benchmark for assessing the
results of the neural networks. Moreover, it is important to mention that both ap-
proaches (neural networks and MLE-AD) were compared based on the same data.

5.3.1 Preparing the testing data

Typically, real world data might have location and scale values that are not in the
standard form (i.e., location = 0 and scale = 1). For this reason, we generated ran-
dom numbers for each distribution with different location and scale values. Specif-
ically, datasets were generated with sample sizes of 50, 100, 250, 500, 750, 1,000 and
10,000. For each sample size, datasets were generated with location values: 20, 60
and 100 and scale values: 10, 30 and 50. This adds up to a total of nine different
combinations of location and scale values per (distribution, sample size) pair. Then,
we generated 1,000 datasets for each distribution/sample size/location/scale com-
bination. Additionally, as with the training data, a kernel density plot was generated
for each dataset with the same algorithm used for creating the kernel density plots
in the training sets.

One question of interest is whether an appropriate normalization method can
address the issues introduced by the location and scale parameters. We recall that
the training and the validation sets were generated for the standard forms of the
distributions (location parameter = 0, scale parameter = 1) while the testing data
was generated with non-standard values of the location and scale parameters. The
y-coordinates (height) of the kernel density plots are used as inputs to the neural
networks, which gives an implicit x-coordinate scale of 1 to 256. Since the location
parameter mainly shifts the kdp right or left, using an implicit x-axis scale of 1 to 256
for both the training and the testing data should minimize the effects of the location
parameter. However, the scale parameter stretches the kdp across the y-axis which
ultimately changes the height of the kernel density plot. Therefore, there is a need to
transform the kernel density heights so that the testing data can be more effectively
compared to the training data.
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To determine which normalization technique is best suited for this case, we ex-
perimented with several transformation algorithms on both the training, the valida-
tion and the testing data sets. But, only two yielded promising results:

1. The U-score, also referred to as the Min-Max normalization. The u-score al-
gorithm transforms the kernel density heights to a (0,1) scale according to the
following mathematical formulation:

u_score =
x − min(x)

max(x))− min(x)

where x is the original value, u_score is the normalized value, min(x) and
max(x) are respectively the minimum and maximum values of each dataset
x.

FIGURE 5.8: U-score normalization
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FIGURE 5.9: kernel density normalization

This normalization preserves the shape of the original distribution and does
not meaningfully change the silhouette of the kernel density plot nor does it
reduce the importance of outliers. Figure 5.8 shows the kernel density plot of
100 normal random numbers before and after applying this normalization.

2. The kernel density normalization transforms the kernel density heights to in-
tegrate to 1 on the 1 to 256 x-coordinate scale:

k_score =
x

∑
256
i=1 xi

where x is the original value and k_score is the normalized value.

Figure 5.9 shows the kernel density plot of 100 normal random numbers before
and after applying the kernel density normalization.

After careful considerations, we found that these two normalization techniques
are non-distorting of the shape of the kernel density plot and preserve the form of
the probability distribution regardless of the location and scale values.

5.3.2 Results

Our primary metric of success was the percentage of times that the correct distribu-
tion was accurately identified by a neural networks model. For the mis-classified
cases, we also identify which distributions were chosen instead of the correct ones.
The following factors are examined while analyzing the results:
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Factor 1: There are two different normalization algorithms considered: the u-score and
the kernel density normalization (subsection 5.3.1);

Factor 2: There were eight different sample sizes used for the testing datasets. We grouped
these into three categories: "small", that is datasets with 30 or 50 or 100 obser-
vations; "moderate", that is datasets with 100, 250, 500 or 750 observations; and
"large", that is datasets with 750, 1,000 or 10,000 observations. Note that these
categories contain overlaps in order to create three intervals: small [30, 100],
moderate [100, 750] and large [750, 10000]. These intervals are useful because
real world data is not confined to these particular eight sizes;

Factor 3: This study considered nine distinct distributions. These distributions allow for
location and scale parameters, but none of them have shape parameters;

Factor 4: There were 20+ NN models considered;

Factor 5: There were nine combinations of location/scale parameters for each (distribu-
tion, sample size) pair.
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FIGURE 5.10: DEX mean plot for large sample sizes - all NN models

As a first step, we generated Design of Experiments (DEX) mean plots [61] as
shown in Figures 5.10 to 5.15. The DEX mean plot is a useful graphical tool for
showing the most important factors from an experiment. This plot typically answers
the following two questions:

1. Which factors are clearly important and which factors are clearly or borderline
not important?
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2. What is the ranking list of the important factors?

In a DEX mean plot, the horizontal axis represents all the considered factors, whereas
the vertical axis indicates the mean of the response variable for each level of the
factors. The means for a single factor are connected by a straight line which is used to
measure their importance (i.e., the longer the vertical line the higher the importance).
Refer to [2] for more information on this type of plots.

We generated separate DEX plots for the large (Figure 5.10), moderate (Figure 5.11)
and small (Figure 5.12) sample sizes for all of the 20+ models investigated. For these
DEX mean plots, the y-axis represents the mean percent correct classification of the
distributions and the x-axis represents the five variables in question:

1. Probability distributions;1

2. The trained neural networks model (out of the 20+);

3. The normalization method (u-score, k-score);

4. The location parameter values;

5. The scale parameter values.

From these DEX plots, we notice that the response variables for both the location
and scale factors almost form horizontal lines which leads us to believe that they
have very little effect on the accuracy of the classification of the probability distri-
butions. However, we can’t successfully identify the best performing model from
these plots. Therefore, we selected the most effective NN models based on their test-
ing accuracy rates and plotted a subset DEX graphs for each sample size category
(Figures 5.13, 5.14 and 5.15). Some initial conclusions from these plots include:

1uniform, 2: normal, 3: logistic, 4: exponential, 5: double-exponential, 6: half-normal, 7: half-
logistic, 8: gumbel-min, 9: gumbel-max
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FIGURE 5.11: DEX mean plot for moderate sample sizes - all NN
models
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FIGURE 5.12: DEX mean plot for small sample sizes - all NN models

• When we look at the location/scale factors for the plots that only include the
best performing training models, we confirm that the effect is indeed negligi-
ble. For this reason, in subsequent analysis, the data for all nine location/scale
combinations are aggregated into a single value.

• The u-score and kernel density normalization methods have similar perfor-
mance.
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• For each sample size category, there is significant variability in the perfor-
mance of the different training models. The best training models are differ-
ent for the three sample size categories, but for a given sample size category
there are several training models that have similar performances. According
to Figures 5.13, 5.14 and 5.15, we highlight the following best three models: 2:

1. For moderate and large sample sizes, we choose the training model ’100-
250-500-750-1,000-10,000’ ((N ∈ [100, 10,000]) and the kernel normaliza-
tion. Tables 5.1 and 5.2 show the confusion matrix for this model com-
pared against MLE-AD for the moderate and the large categories (rounded
to two decimal places) and Figures 5.6-5.7 indicate the accuracy and loss
plots for this neural networks model, respectively.

2. For a small sample size, we choose the training model ’30-50-100’ ((N ∈
[30, 100]) and the u-score normalization. Table 5.3 shows the confusion
matrix for this model compared against MLE-AD (rounded to two dec-
imal places) and Figures 5.4-5.5 indicate the accuracy and loss plots for
this neural networks model, respectively.

• There are performance differences between the distributions. Specifically, the
half-logistic and and the logistic have significantly poorer performance than
the other distributions. This is not surprising as these have similar shapes to
the half-normal and normal distributions, respectively.

• As expected, performance improves as the sample size increases. According
to the DEX mean plots, for the small category, the overall performance was
approximately 70%, for the moderate category the overall performance was
close to 85%, and for the large category the overall performance was about
98%. The latter means that with a large number of observations, our NN can
identify "the correct" distribution.

2uniform, 2: normal, 3: logistic, 4: exponential, 5: double-exponential, 6: half-normal, 7: half-
logistic, 8: gumbel-min, 9: gumbel-max
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FIGURE 5.13: DEX mean plot for large sample sizes - best performing
NN models
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FIGURE 5.14: DEX mean plot for moderate sample sizes - best per-
forming NN models
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FIGURE 5.15: DEX mean plot for small sample sizes - best performing
NN models

Furthermore, we also generated a tabulation chart in figure 5.16. This figure
simply shows the response variable (i.e., correct classification percentage) for the
selected few subset models.
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FIGURE 5.16: Tabulation chart

For evaluation purposes, we also provide confusion matrices for MLE-AD in the
same tables as the output of the neural networks per sample size category (tables 5.1,
5.2 and 5.3). Theses tables indicate that our neural networks perform comparably to
MLE-AD and give better performance in a majority, but not all, of the cases than the
MLE-AD method. In fact:
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Selected distributionTrue

Distribution
Approach

1 2 3 4 5 6 7 8 9

NN 100 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Uniform

MLE-AD 99.99 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

NN 0.00 96.77 3.20 0.00 0.00 0.00 0.00 0.01 0.02
Normal

MLE-AD 0.00 96.38 3.62 0.00 0.00 0.00 0.00 0.00 0.00

NN 0.00 1.87 96.94 0.00 1.13 0.00 0.00 0.03 0.03
Logistic

MLE-AD 0.00 0.79 99.08 0.00 0.12 0.00 0.00 0.00 0.01

NN 0.00 0.00 0.00 98.93 0.00 0.00 1.07 0.00 0.00
Exponential

MLE-AD 0.00 0.00 0.00 99.93 0.00 0.00 0.06 0.01 0.00

NN 0.00 0.00 0.30 0.00 99.70 0.00 0.00 0.00 0.00
Double Exponential

MLE-AD 0.00 0.00 0.34 0.00 99.64 0.00 0.00 0.01 0.00

NN 0.00 0.00 0.00 0.00 0.00 96.45 3.55 0.00 0.00
Half Normal

MLE-AD 0.00 0.00 0.00 0.00 0.00 99.57 0.34 0.00 0.09

NN 0.00 0.00 0.00 2.32 0.00 2.47 95.21 0.00 0.00
Half Logistic

MLE-AD 0.00 0.00 0.00 0.81 0.00 5.70 93.48 0.00 0.01

NN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100 0.00
Gumbel Min

MLE-AD 0.00 0.00 0.00 0.00 0.01 0.00 0.00 99.99 0.00

NN 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 99.98
Gumbel Max

MLE-AD 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 99.99

TABLE 5.1: Confusion matrix for the large category: Neural Net-
works (NN) vs maximum likelihood/Anderson-Darling (MLE-AD)

Selected distributionTrue

Distribution
Approach

1 2 3 4 5 6 7 8 9

NN 99.95 0.03 0.00 0.00 0.00 0.00 0.00 0.02 0.01
Uniform

MLE-AD 73.78 15.48 0.07 0.00 0.00 0.94 0.00 5.30 4.43

NN 0.10 91.01 7.08 0.00 0.34 0.00 0.00 0.74 0.72
Normal

MLE-AD 0.00 79.27 18.55 0.00 0.38 0.00 0.00 0.93 0.86

NN 0.01 16.42 77.15 0.00 4.44 0.00 0.00 0.96 1.03
Logistic

MLE-AD 0.00 8.71 85.67 0.00 4.52 0.00 0.00 0.54 0.55

NN 0.00 0.00 0.00 86.62 0.00 1.30 12.07 0.00 0.00
Exponential

MLE-AD 0.00 0.00 0.00 87.98 0.00 0.43 10.89 0.00 0.70

NN 0.00 0.53 10.19 0.00 88.66 0.00 0.00 0.32 0.31
Double Exponential

MLE-AD 0.00 0.09 10.57 0.00 89.04 0.00 0.00 0.13 0.17

NN 0.03 0.00 0.00 0.29 0.00 88.85 9.24 0.00 1.58
Half Normal

MLE-AD 0.00 0.24 0.10 0.00 0.00 87.50 3.00 0.00 9.15

NN 0.00 0.00 0.00 8.55 0.00 15.93 74.96 0.00 0.57
Half Logistic

MLE-AD 0.00 0.01 0.01 5.18 0.00 20.69 68.84 0.00 5.27

NN 0.03 1.02 0.39 0.00 0.07 0.00 0.00 98.49 0.00
Gumbel Min

MLE-AD 0.00 0.59 1.60 0.00 0.20 0.00 0.00 97.62 0.00

NN 0.02 0.85 0.27 0.03 0.06 0.57 0.26 0.00 97.94
Gumbel Max

MLE-AD 0.00 0.54 1.46 0.00 0.20 0.13 0.01 0.00 97.66

TABLE 5.2: Confusion matrix for the moderate category: Neural Net-
works (NN) vs maximum likelihood/Anderson-Darling (MLE-AD)

• For the small category, NN outperforms MLE-AD for 6 out of 9 distributions
and they perform essentially the same for the half-logistic distribution;

• For the moderate category, NN outperforms MLE-AD for 6 out of the 9 distri-
butions and they perform essentially the same for the Gumbel max distribu-
tion;

• For the large category, ML-AD performs slightly better for 3 distributions, NN
performs slightly better for one distribution and for the remaining 5 distribu-
tions they perform essentially the same.

5.4 Limitation

In this study we proposed the use of deep learning to build a classifier for distribu-
tional modeling. This classifier takes as input a set of data points and provides a
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Selected distributionTrue

Distribution
Approach

1 2 3 4 5 6 7 8 9

NN 97.44 0.89 0.00 0.01 0.00 0.73 0.02 0.58 0.33
Uniform

MLE-AD 3.72 52.00 0.64 0.00 0.00 2.68 0.01 21.72 19.24

NN 1.99 64.13 17.94 0.00 4.04 0.46 0.00 5.89 5.54
Normal

MLE-AD 0.00 51.72 31.96 0.00 3.07 0.00 0.00 6.81 6.44

NN 0.37 28.42 38.84 0.00 19.99 0.20 0.00 6.14 6.03
Logistic

MLE-AD 0.00 19.74 57.32 0.00 13.28 0.00 0.00 4.81 4.86

NN 0.02 0.00 0.00 79.29 0.00 5.96 14.58 0.00 0.16
Exponential

MLE-AD 0.00 0.11 0.09 30.44 0.00 1.58 51.80 0.00 15.98

NN 0.03 4.41 14.17 0.01 75.39 0.03 0.01 2.96 2.98
Double Exponential

MLE-AD 0.00 1.51 30.37 0.00 63.49 0.00 0.00 2.18 2.45

NN 1.04 0.22 0.01 4.67 0.01 69.24 19.06 0.00 5.76
Half Normal

MLE-AD 0.00 2.80 1.22 0.00 0.08 36.36 13.61 0.02 45.91

NN 0.13 0.01 0.01 24.99 0.00 29.99 41.84 0.00 3.03
Half Logistic

MLE-AD 0.00 0.49 0.39 3.79 0.03 19.34 41.84 0.01 34.10

NN 0.70 4.82 1.65 0.00 1.43 0.00 0.00 91.39 0.01
Gumbel Min

MLE-AD 0.00 4.29 6.81 0.00 1.67 0.00 0.00 87.21 0.03

NN 0.68 4.57 1.58 0.21 1.40 6.55 3.14 0.02 81.84
Gumbel Max

MLE-AD 0.00 4.07 6.44 0.00 1.74 0.69 0.46 0.05 86.54

TABLE 5.3: Confusion matrix for the small category: Neural Net-
works (NN) vs maximum likelihood/Anderson-Darling (MLE-AD)

distribution label that matches one of nine most common distributions.
This approach is not a complete replacement of the traditional statistical work-

flow that statisticians follow to analyze and fit the data. However, it is an alternative
to step 2 from figure 4.3 (i.e., exploratory analysis) which usually requires a good
background of statistical knowledge as well as a familiarity with several distribu-
tions to be able to recognize a good potential distribution from a set of empirical
observations. This is typically done via histograms or kernel density plots to help
pin down the basic shape of the underlying distribution and find properties such
as the skewness and the presence of multiple modes in the data. Moreover, this
paper considers uni-variate non-censored and non-truncated data and doesn’t con-
sider families of distributions (with one or more shape parameters) nor noisy data
(which is generally a mixture distributions).

In this research, We considered a limited number of distributions that correspond
to the most commonly used models that are widely encountered. The reason behind
our decision is that we hope to provide an initial working prototype that can prove
the viability and applicability of our methodology.

5.5 Future work

In future work, we will extend the training set beyond the nine currently supported
distributions. In particular, this will include commonly used families of distributions
such as the weibull, lognormal and gamma distributions. These families can gener-
ate a variety of shapes based on the value of their shape factors. For this reason, we
plan to incorporate the ability to make more specific classifications (e.g., distinguish
between a weibull or a lognormal distribution) and compare this to approaches such
as the likelihood ratio test [56], [55].

Furthermore, we developed a tool that automates the distributional fitting pro-
cess for uncensored and unbinned uni-variate data which deploys our trained neu-
ral networks to identify the best candidate model from the distributions presented
in this study. This tool takes empirical observation of any size, computes the kernel
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density estimation on behalf of the user, then runs the corresponding neural net-
works classifier to predict the best fit model. We named this tool DeepFit and we
will discuss its architecture and design in chapter 6.

Additionally, DeepFit incorporates a handful of statistical tests to estimate the
parameters of the fitted distribution and assess its goodness of fit. We compare the
predictions to the results of the Anderson Darling, the Kolmogorov-Smirnov and the
probability plot correlation coefficient tests as well as the information criteria (AIC,
BIC).

Moreover, we include in the tool an interactive module to help the users screen
their dataset, pre-process it by selecting a normalization technique before starting
the neural networks classifier. This module will contain a step by step guide to
help users identify and eventually remove outliers prior to running the neural net-
works classification. This step is very important because identifying bad data in the
sense of being erroneous (e.g., data is mis-coded or there is an assignable cause for
why the observation is in error) could improve the clarity of the kernel density plot,
hence improve the accuracy of the prediction. However, statistical classification of
an observation as an outlier is dependent on the underlying distribution of the data,
which is what we are trying to determine, so simply being an "extreme" observation
is not a sufficient justification for removing it. In the future, we plan to enhance the
tool with more statistical tests for outliers identification.

5.6 Conclusion

In this study, we investigated the use of neural networks for distributional models
classification as an alternative to the exploratory analysis step (Figure 4.3). Given
a set of independent empirical observations obtained from an unknown process or
phenomenon, we showed that a neural networks classifier is capable of identifying
which distributional model is best suited for the input data. This study is intended
to serve as a proof of concept to demonstrate the viability of our method, and show
that it is possible to train neural networks to guess the ’best’ probability distribution
that characterizes a dataset. Even though, the number of distributions examined
in this research is limited, they still cover the most encountered models in science
and engineering. We are currently working to increase the number of distributions
classified by our neural networks to support distributions with one or more shape
parameters (e.g., weibul, lognormal,..) and other potential use cases.

We chose two neural networks models depending on the sample size and apply
a suitable normalization technique (kernel density normalization or u-score normal-
ization) then run the points through the neural networks to predict the "best fit"
distribution. We validated the results by comparing them to a traditional statistical
approach: parameter estimation by maximum likelihood with subsequent goodness
of fit ranking by Anderson-Darling (MLE-AD). We showed that our trained neural
networks outperform MLE-AD in a majority of cases.
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Chapter 6

DeepFit

In the previous chapters, we showed the importance of distribution fitting in science
and engineering in general. We also explained that, determining a suitable distri-
butional model requires some background in statistics and familiarity with several
probability distributions, skills that some analysts may not be equipped with. As
such, this chapter presents DeepFit, a tool that uses the neural networks models,
which we previously trained on a large database of commonly used distributions, in
addition to traditional statistical tests to automate the distributional modeling pro-
cess. DeepFit is based on the two best performing neural networks that we presented
in chapter 5 and published in [109]-[107].

6.1 Introduction

Determining an appropriate probability distribution for a uni-variate dataset is a
critical first step as it can guide the subsequent statistical analysis and impact the
statistical model checking verification results. This step typically requires significant
statistical knowledge and familiarity with the properties of a number of probability
distributions, in order to fit the parameters of the identified model and assess its
goodness of fit. Some scientists have attempted automating this task by creating
tools that rely on traditional statistical assessments to pre-process data and run some
goodness of fit tests to be able to rank and identify a good representation of the data.
Similar tools and packages include Dataplot [49], Fitdistrplus [52], ExpertFit[125]
and Easy-fit [177].

In this chapter, we present DeepFit, a software that is based on a combination
of deep learning and the traditional statistical approach of conducting distributional
modeling. First, a neural networks (NN) model that was previously trained on a
large suitable database is used to identify the best candidate distribution from an
input data. Then statistical techniques such as maximum likelihood are used to
estimate the parameters of the selected model. Moreover, DeepFit applies several
goodness of fit tests to evaluate and confirm the NN classifications. Furthermore,
DeepFit users can also choose to, completely, bypass the NN classifier and use the
implemented goodness of fit tests to simply rank the probability distributions from
the best fit to the least. The details of the NN classifiers can be found in chapter 5.

Unlike existing tools, DeepFit does not require performing any parameter esti-
mation in the distribution identification stage. Moreover, DeepFit allows the use of
the standard statistical tests, the NN classifiers or both. This is particularly interest-
ing in the case where the traditional statistical approach performs poorly (e.g., for
datasets with larger/smaller numbers of observations).
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6.2 Architecture
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FIGURE 6.1: DeepFit architecture

DeepFit is a tool for automating the distribution fitting process for uncensored and
unbinned uni-variate data. It relies on neural networks in order to identify the ’best’
candidate model from a set of commonly used distributions.1 Then, it applies tra-
ditional statistical techniques such as the maximum likelihood and many goodness
of fit tests to estimate the parameters of the selected distribution and assesses its
appropriateness. The purpose of the tool is to help engineers with limited statisti-
cal background save time and more easily determine an appropriate distributional
model. DeepFit has four modules (Figure 6.1):

1. Data screening;

2. Neural networks classification;

3. Parameter estimation;

4. Evaluation;

5. Best Fit ranking.

In the next subsections, we will go over each module in details.

6.2.1 Data screening

The first step in using DeepFit is to pre-process and validate the input data for the
neural networks classifier.

A number of graphs are provided to help the analyst determine various charac-
teristics of the data (e.g., if the data is symmetric, if the data is skewed and in which
direction is the skewness, if there are any extreme observations). These graphs can
also help to identify outliers. In this context, the purpose of identifying outliers is
simply to help the analyst determine whether an observation is erroneous (e.g., is
it mis-coded?) and not to perform formal outlier analysis. Formal outlier analysis

1uniform, 2: normal, 3: logistic, 4: exponential, 5: double-exponential, 6: half-normal, 7: half-
logistic, 8: gumbel-min, 9: gumbel-max
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is based on assuming that the underlying distribution is known (most outlier tests
are based on assuming the data is normally distributed). However, DeepFit assumes
that the underlying distribution is unknown and in fact the purpose of the tool is to
determine an appropriate distributional model. An "extreme" point may indicate a
bad data value or it may be a reflection of the underlying distribution of the data, so
it is recommended that an observation be removed only if it can reasonably be de-
termined to be erroneous. It should be noted that "noisy" data is an indication that
the observations do not come from a single common distribution. This type of data
may be more appropriately modeled with a mixture distribution which is beyond
the scope of DeepFit tool at the time of this writing. However, further use cases and
more distributions will be supported soon.

This first module of DeepFit, screens the data by using the 4-plot method [59].
This method consists of generating four types of plots, designed to check whether
the data are independent with each other and draw from a common distribution
with fixed location and fixed scale values. Datasets that do not satisfy these as-
sumptions should not be modeled with a single distributional model. The analyst
is engaged in understanding their data while locating and removing any mis-coded
points that could be considered as outliers. Note that, simply being an "extreme"
observation is not a sufficient justification for removing a value from the input set.
DeepFit generates four graphs corresponding to the 4-plot method that James J Fil-
liben [97] developed [59]. The rationale is that the data should be random (i.e., in-
dependent) draws from a common distribution with a fixed location and fixed scale.
The four plots are:

1. The run sequence plot which is used to identify whether the fixed location and
fixed scale assumptions are reasonable. In addition, it can identify if there are
trends in the data which would indicate a lack of independence. This plot,
generally, answers three questions: Does the "location" or "scale" shift? Are
there any trends in the data over time? and Are there any "outliers"? Note that
this plot should be performed on the unsorted data.

2. The lag plot that is specifically testing for first order autocorrelation (a dataset
that shows significant autocorrelation is not independent). This plot should
basically look like a random blob. Patterns in the data are an indication that
the data is not independent. Note that these first two plots should only be
generated if the data is available in the order that it is collected. If the data
is pre-sorted, then these plots will show very strong dependence (e.g., the lag
plot will basically be a straight line).

3. The third plot which is designed to show the distribution of the data. This
can be either a histogram or a kernel density plot. If this plot is bell-shaped,
the underlying distribution is symmetric and perhaps approximately normal
(chapter 4).

4. The normal probability plot that though it is usually used to check for normal-
ity, in the context of screening the data it can be useful for identifying outlying
points.
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FIGURE 6.2: 4-plot of 500 random normal points.

This module identifies some underlying assumptions (e.g., normality, shape,
scale and location, existence of outliers) about the input set and the process from
which the measurements were collected. DeepFit only advocates removing an ob-
servation from the set if it can be determined that the observation is in fact a bad
data point as opposed to simply being an outlier relative to a normal distribution.
Once the analysts are satisfied with the data, they can proceed to the next module
which uses the neural networks classifiers to fit the data.

Figure 6.2 shows an example of the 4-plot method applied to 500 normally dis-
tributed data points. Using these plots, we see no obvious patterns nor trends on the
lag plot and the run sequence plot. This indicates that the data is independent and
comes from a random process. Additionally, from the normal probability plot we
learn that there are no visible outliers to remove. Moreover, from the kernel density
plot (kdp), we can already interpret that the data is normally distributed since the
kdp has a bell like shape and is symmetric. But since we assume that the analysts are
unfamiliar with the shape of many probability distributions, they can proceed with
the next step and let our trained NN classifiers predict the ’correct’ model (chapter 5
explains the details of the neural networks used in DeepFit).

We also show another example of data sampled from the gumbel max distribu-
tion in Figure 6.3. Similar conclusions from figure 6.2 about the data independence
still apply to this figure as well. We can also confidently confirm the absence of any
extreme points from the normal probability plot. However, we can’t clearly identify
the shape of the distribution from the kernel density plot except that it’s an upper
tailed distribution. Therefore, the analyst is advised to use our neural networks clas-
sifier to predict the ’best’ model for their data. This figure and dataset is a great use
case that proves the usefulness of our tool.
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FIGURE 6.3: 4-plot of 500 random gumbel max points.

6.2.2 Neural Network classification

In this module, an initial transformation is applied to the input dataset, after the
screening has been conducted in the first module and prior to using the neural net-
works. This transformation consists of either the u-score normalization or the kernel
density normalization explained in chapter 5. Figures 6.4 and 6.5, respectively, show
the impact of both normalization techniques on a dataset that was generated using
5000 random numbers from the logistic distribution.

The u-score algorithm transforms the kernel density heights to a (0,1) scale, whereas
the kernel density normalization transforms the kernel density heights to integrate
to 1 on the 1 to 256 x-coordinate scale. Nevertheless, as we stated in the previous
chapter (i.e., chapter 5), these two normalization methods are non-distorting of the
shape of the kernel density plot and preserve the form of the underlying probability
distribution regardless of the location and scale values. We also noticed, in chapter
5, that neither of these techniques has significant impact on the accuracy of the NN
classification. For this reason, the analyst doesn’t need to worry about choosing the
right method but is still encouraged to try both.

Additionally, DeepFit implements the two best performing NN models previ-
ously trained: one for smaller samples and one for larger samples. Therefore, de-
pending on the size of the input data, DeepFit selects the corresponding NN clas-
sifier and uses it to select the ’right’ candidate model from the list of supported
distributions.2

Note that we are continuously adding more distributions to the tool in order to
support families of distributions and other use cases. The details of how we trained
the neural networks can be found in chapter 5.

2uniform, normal, logistic, exponential, half normal, half logistic, gumbel max, gumbel min and
double exponential
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FIGURE 6.5: Impact of the kernel density normalization

6.2.3 Parameter estimation

Once the data has been pre-processed and the neural network classifier has identi-
fied the "best" distributional model, the parameters of the distribution are estimated
in this module using traditional statistics and more specifically the maximum likeli-
hood algorithm (MLE) explained in chapter 4 [60].

In this parameter estimation module, we present the analyst with different out-
put sections:
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Basic statistics

This first section prints out some basic summary statistics for the entered data. This
includes the sample minimum, maximimum, mean, standard deviation, range, Skew-
ness and kurtosis [3].

Parameter estimates

This next section computes and prints out the parameter estimates of the fitted dis-
tribution i.e., the location and scale values as well as the AIC, BIC and log-likelihood
[77]. The generic formula for the log-likelihood LL is:

LL =
N

∑
i=1

Ln( f (x))

That is, for each observation x in the dataset, a probability density function f (x)
for that observation is computed with the specified location/scale values. Then,
the log-likelihood is obtained by summing all their logs. In some cases, we used
the algorithms implemented in dataplot [49] when available to calculate these pa-
rameters as they include some simplifications for specific distributions. Once the
log-likelihood value is computed, BIC and AIC can be determined as follows:

BIC = −2 ∗ LL + p ∗ Ln(N)

AIC = −2 ∗ LL + 2 ∗ p

where LL is the log-likelihood value, N is the sample size and p is the number of
parameters. For the currently supported distributions, p is equal to 2 (i.e., location
and scale).

Confidence intervals

The confidence intervals for the location and scale parameters are computed for mul-
tiple confidence values of α:

α = 1 − c

100

where c is the confidence level (i.e., 90%, 95%, 99%). So, for a 95% confidence
level, α is usually given as 0.05, for a 90% confidence level α is given as 0.10 and for
a 99% confidence interval α is given as 0.01.

In DeepFit, the confidence intervals are computed via two methods: the non-
parametric bootstrap algorithm or using analytical methods which are based on the
the percent point function [5] of the chi-square [7] or the T-distributions [6]. As an
exception, the confidence intervals for the logistic distribution are computed using
assigned tables. The bootstrap can be used to calculate the confidence intervals for
the estimated parameters of the distribution (location and scale) as well as their stan-
dard errors. The latter is not currently supported at the time of this writing but we
will incorporate it in the future. The primary reason for including the bootstrap in
DeepFit is that sometimes analytical methods are too difficult or intractable to com-
pute. And the second reason is that the bootstrap can sometimes be more accurate
when the underlying assumptions on the data are not met. Additionally, in Deep-
Fit, we consider that if the analytical and bootstrap results are reasonably consistent,
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this is an indication that the selected distribution is, potentially, a good match for the
data.

The basic bootstrap algorithm is as follows (n is the number of observations for
the dataset):

Step 1: Generate a sample of size n from the original observations with replacement.
This idea of "with" replacement is key which means that the observations from
the original sample may occur multiple times or not at all in the bootstrap
sample. This means that, as an example, if the original sample size is 500, we
are generating an index value from 1 to 500 (i.e., the index value is the order
by which the original observations were collected) and we are generating 500
such index numbers. Note that, each index is randomly selected from 1 to 500,
so the 500th index values are not unique. We are currently using the Mersenne
Twister as the default random numbers generators in DeepFit [142].

Step 2: Compute the parameter estimates from the new sample (i.e., location and scale).
We are using the same algorithm used to compute the location and scale for the
original data, that is the maximum likelihood.

Step 3: Repeat the above two steps 10,000 times and obtain 10,000 scale and location
values. The standard errors for the location and scale are, simply, the stan-
dard deviations of the newly computed location and scale values. Whereas,
to determine the confidence intervals at different α, symmetric intervals are
used. For example, at α = 0.05 (i.e., 95% confidence level), we take the 2.5%
and 97.5% percent points function values of these samples. The percent point
function is another probability function used to define a probability distribu-
tion. It is commonly referred to as the inverse distribution function (see [5] for
more details on this function).

This bootstrap algorithm was applied to the following distributions: gumbel
max, gumbel min, half logistic and half normal whereas, for the normal, logistic,
exponential and double exponential, we used the T distribution percent point func-
tion and the chi-square percent point function to determine the confidence intervals.
Note that, DeepFit doesn’t implement the bootstrap method for the uniform distri-
bution. The reason for this is that the estimates for the lower and upper limits are
based on the sample minimum and sample maximum. Since the bootstrap samples
from the original dataset, the minimum and maximum in the bootstrap samples will
never be smaller (or larger for the upper limit) than the original sample. Therefore,
the bootstrap will not generate a reasonable lower bound for the confidence limit for
the lower limit and likewise a reasonable upper bound for the confidence limit for
the upper limit. Hence, we deployed the algorithm in these references [132, 151] for
the uniform distribution instead.

6.2.4 Evaluation

This module includes traditional statistical goodness of fit techniques to determine if
the distributional model suggested by the neural networks is in fact an appropriate
distributional model for the data. In chapter 4, we have examined the three class
categories for the goodness of fit test (GoF). That is

1. The first class is based on comparing the empirical cumulative distribution
function (CDF) [5] (i.e., based on the data) to the theoretical CDF function;
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2. The second class is based on comparing the differences between the empirical
percent point function (PPF) to the theoretical percent point function;

3. The third class is based on the likelihood function.

In DeepFit. we implemented the Anderson-darling and the Kolmogorov Smirnov
GoF tests from the first class category. Since DeepFit primarily focuses on unbinned
data at this time, we implemented the AD and KS tests because they are more pow-
erful for this type of observations. From the second class category, we implemented
the probability plot correlation coefficient test (PPCC). Finally, from the last class
category, we implemented the Akaike’s Information Criterion (AIC) and the the
Bayesian Information Criterion (BIC). We refer the reader to chapter 4 for more in-
formation on these tests.

Note that we are using these goodness of fit statistics for two distinct purposes:

Goal 1: Once the neural networks prediction of the ’best’ fit distribution is complete,
in order to assess the accuracy of the fitted distribution.

Goal 2: Without going through the neural networks classification, the GoF tests are
used to simply rank the supported distributions from the most probable fit to
the least probable fit. For this we compute the value of the statistic for each of
AD, KS and PPCC and provide a sorted list of distribution ranks.

Nevertheless, two additional concerns remain for consideration when using these
GoF tests. First, when computing critical values, there is a distinction between the
case where the parameters are "known" and the case where the parameters are esti-
mated from the data. We are really only interested in the case where the parameters
are estimated from the data. In particular, one claim for the KS is that the critical val-
ues are the same regardless of the underlying distribution. However, this is based on
the assumption that the parameters are known. Second, for some methods, there are
tables of critical values. Specifically, critical values for AD have been generated for a
number of common distributions. Alternatively, the critical values can be computed
via simulation.

6.2.5 Best fit ranking

When the analyst chooses to completely skip the neural networks classification and
strictly use traditional statistics to determine which distribution is better fitting for
the data, DeepFit offers this module which relies mainly on three goodness of fit tests
examined in the previous module: Anderson Darling (AD), Kolmogorov Smirnov
(KS) or the probability plot confidence coefficient (PPCC). This option allows to sim-
ply rank all the currently supported distributions from the "best" fit to the "least".
First, the analyst is prompt with selecting the goodness of fit test of choice. Then,
DeepFit relies on the computed values of the test statistic for all of the distributions
to establish a ranking. The ranking algorithm follows these steps:

Step 1: Select the method for the parameter estimation. That is, for KS and AD the
parameters are computed using the maximum likelihood algorithm whereas
for the PPCC, the estimates are based on the PPCC value from the probability
plot;

Step 2: Select a Goodness of fit test and compute its value of the test statistic (AD, KS
or PPCC);
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Step 3: Rank all the distributions based on their values of the test statistic. For the KS
and AD, a lower value is better ranked. Whereas, for the PPCC, a higher value
is preferred;

Step 4: Show the estimated location and scale values next to the established ranking,
for each distribution.

The output of this module is similar to the output generated using the dataplot
software [49]. Dataplot uses the "BEST DISTRIBUTIONAL FIT" command to display
the ranking of the supported distributions (see [29] for examples of dataplot).

6.3 Tool Assessment

DeepFit was evaluated on synthetic data [109] and real world data and successfully
modeled several commonly used distributions. In this section, we use one example
of real measurements obtained from a published study on Heat Flow Meter Calibra-
tion & Stability Analysis [106] to demonstrate the functionalities of DeepFit.

FIGURE 6.6: Module 1

Figure 6.6 shows the first module of the tool, in which the 4-plot method is de-
ployed to screen the data for randomness, test for data normality and check the
existence of any extreme points that might potentially be considered as outliers.

When uploading the Heat Flow Meter Calibration & Stability Analysis data to
DeepFit, we first notice that the kernel density plot is symmetric and that the normal
probability plot is linear. This suggests potential normality in the this set (i.e., the
underlying distribution might be the normal pdf). Furthermore, no visible trends
or structures are seen on the lag and the run sequence plot which indicates that the
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data is from a random process. Note that, we intentionally colored the kernel density
plot in a color that’s different than the other three plots. This is because the analyst
is prompted to carefully inspect the kdp prior to passing it to the the neural network
classifiers to make sure that the shape is clear and not distorted.

Next, the pre-screened data is normalized by selecting one of the scaling methods
discussed previously (i.e., u-score or k-score) then ran through the neural network
model to predict the ’right’ candidate distribution for the data. Figure 6.7 shows that
DeepFit plots the original kdp of the data as well as the normalized kdp. Moreover,
this figure indicates that using the k-score, the NN classifier was able to identify the
underlying distribution as the normal pdf which matches our intuition from the first
module (i.e., Figure 6.6).

The next step, as shown in Figure 6.8 is to compute the parameters of the distri-
bution. That is, the location, scale estimates and their associated confidence intervals
in addition to some basic summary statistics. The analyst is also prompted with the
option to enter the number of observations N in order to generate N random num-
bers from the specified distribution. These numbers can be saved into a local file in
a comma separated values (csv) format. The tool also overlays the fitted probability
distribution plot on top of the kernel density plot of the original data. This feature
allows the user to graphically assess the validity of the fit. Figure 6.8 shows that the
stacked kernel density plots of the original data and 1000 random samples from the
NN estimation, are very similar in shape indicating that the prediction is somehow
accurate.

FIGURE 6.7: Module 2
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FIGURE 6.8: Module 3

FIGURE 6.9: Module 4 - testing the NN model
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FIGURE 6.10: Module 4 - testing a different probability distribution

For further assessments, the analyst might choose to run several goodness of
fit tests, included in DeepFit to confirm that the hypothesis about the underlying
distribution is indeed correct. In Figure 6.9, we evaluate the data against the NN fit
(i.e., the normal distribution). Figure 6.10 demonstrates how the analyst can test a
different distribution other than the NN selected pdf. In this figure, we checked the
data against the uniform distribution which got eventually rejected by all four GoF
tests as expected. Note that, for each tested pdf, we complement the goodness of fit
tests with a graphical test (we currently use the probability plot).

In certain cases, the analyst might notice that different goodness of fit tests can
reach different conclusions or that for the same test different conclusions are ob-
tained according to the value of α. This is not uncommon. In fact, the first case can
be interpreted as each test evaluating specific features of the data. The AD, KS and
PPCC can be sensitive to different types of departures from the hypothesized dis-
tributions (e.g., AD .est is specifically designed to be more sensitive to differences
in the tails than the KS test). The second case, where opposing conclusions are ob-
tained withing the same GoF test, depending on the value of α, is also common and
happens often. The reasoning behind this is that, when we say something is “statis-
tically significant”, we are really saying “statistically significant at a specific confi-
dence level" (when the level is not specified it is assumed to be 95% by default). The
p-value (or alternatively, the cdf value) gives the specific cut-off for the statistical sig-
nificance. For the AD and KS, which are upper-tailed tests (i.e., smaller values of the
test statistic are better), the 90% level is actually a stricter test than the 95% level and
the 95% level is a stricter test than the 99% test. Whereas, the PPCC test is a lower
tailed test, hence, the directions get reversed (i.e., larger values of the test statistic
are preferred). Similarly, the 99% level is actually a stricter test than the 95% level
and the 95% level is a stricter test than the 90% level. However, in terms of users in-
terpretations, having different conclusions at 90%, 95% and 99% generally indicates
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that the fit is probably “borderline”. The intended usage of the distributional model
drives the practical interpretation as to what significance level is appropriate and
what action to take.

Figure 6.11 shows the final feature provided by DeepFit, which is the option to
bypass the neural networks and simply run a few goodness of fit tests. In this con-
text, we apply it to the Heat Flow Meter Calibration & Stability Analysis data. Note
that, there are two downside of strictly using the goodness of fit tests rather than our
proposed workflow (which combines the neural networks and traditional statistics).
For a small number of observations, the GoF tests can have low power (i.e., it takes
large departures from the hypothesized distribution to reject) and for large sample
sizes the tests can be overly sensitive (i.e., small departures from the hypothesized
distribution that have little practical significance can reject). In DeepFit, we resolve
these sample size concerns by complementing the neural networks prediction with
a variety of formal tests as well as probability plots. Because in some scenarios,
graphical tools are more illuminating than analytical methods.

FIGURE 6.11: Module 5

6.4 Conclusion

In this chapter, we propose DeepFit, a combined effort between neural networks and
statistical techniques for data analysis and distribution fitting. DeepFit provides a
preliminary step of data screening to remove bad data points in the sense of being
miscoded. Then uses one of the two neural network classifiers, that were previously
trained on a large database of commonly used distributions, to select the ’best’ can-
didate model given a set of empirical observations. Moreover, the tool incorporates
a variety of traditional statistics designed to compute the parameters of the selected
distribution as well as assess it’s appropriateness and accuracy.
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In the future, we plan to extend the number of supported distributions to also
include families of distributions, such as the weibull, lognormal, Gamma distribu-
tions and other use cases as well as incorporate the ability to make more specific
classifications (e.g., distinguish between weibull or lognormal) and compare this to
approaches such as the likelihood ratio test [56], [55].

DeepFit has the advantage of being used as a standalone tool for scientists and
engineers or it could be integrated into the workflow of the methodology, which we
proposed in this thesis, for modeling and evaluating the performance of networking
systems via statistical model checking (SMC). In the next final chapter, we explain
how we combine DeepFit with SMC and conclude this thesis with perspectives and
future work.
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Chapter 7

Conclusion

The demand for faster performance, increased accessibility, mobility and secure com-
munications has driven significant advancements in Internet architectures, proto-
cols and applications. As such, scientists are constantly investigating methods to
secure networks against malicious attacks, unintentional bugs and errors in addi-
tion to maintaining a good quality of service in network speed and performance.
Unfortunately, it has been observed that their attempts of evaluating network per-
formance and quality of service value more a culture of running code, heuristics and
engineering judgements rather than a culture of sound proofs and rigorous verifica-
tion methods. The accuracy obtained by these methods varies greatly, hence, loss of
real insights into how the network acts can lead to unforeseen performance issues
that degrade the quality of experience and service. Nevertheless, benchmarking and
simulation based testing are still considered the default option for network analysis
and supervision in the networking community, in spite of failing to achieve high
accuracy results and obtaining trustworthy analysis.

In this thesis, we presented a methodology which is based on a framework for
modeling systems called BIP and a formal verification approach that relies on SMC.
SMC takes a stochastic model written in the BIP formalism and a property to ver-
ify. The stochastic model is generally obtained by modeling the functional behavior
of a system, augmented with probabilistic variables, which are updated via prob-
ability distributions (PD). A PD is, typically, obtained by collecting and analyzing
measurements from the system’s execution using traditional statistical tests to se-
lect the best fit distribution (i.e., distribution fitting). We demonstrated the benefits
of our methodology in addition to its feasibility and ease of use via an example of
a software forwarder, of a novel Internet architecture, to which we maximized the
throughput rate.

Additionally, we showed that distribution fitting is crucial for the correct assess-
ment via SMC and it’s an important preliminary step in science and engineering, in
general. However, this task requires a good statistical background and familiarity
with several distributions which is beyond the expertise of some analysts. Therefore,
we built DeepFit, a tool that combines traditional statistical tests and deep learn-
ing to automate the distribution fitting process. DeepFit is then integrated into the
workflow of our methodology for rigorous modeling and performance assessment
of networking systems as seen in Figure 7.1.
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