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panta rhei
Everything flows

HeraclitusAbstract

Fracture is an important phenomena in our day to day life, from the ease of cracking
open an egg after inducing a small flaw on the surface, to the mind nerving slow
breaking of the charger cable. Exactly a century ago, A. A. Griffith expressed a cri-
teria that relates the size of the critical defect in a brittle material to the critical stress
required for fracture. The presence of microscopic flaws explains why the stress re-
quired to break an ’intact’ material is orders of magnitude lower than the theoretical
stress predicted from breaking the atomic bonds. Despite significant progress in the
field of fracture mechanics since Griffith, we still do not have a complete under-
standing of the why, when or where the failure will happen. This is because failure
is a multi-scale phenomena: An example of this is the fracture of solid wood: from
molecular to cellular scale to growth ring scale and finally the breaking of a branch.
Understanding of the connection between these different scales is crucial to com-
prehend their complex, nonlinear and spatio-temporal response. Thus going down
in scale to the precursor or the structural unit within the material where the failure
originates can lead to development of reliable models for better engineering of these
materials.

In crystalline systems, the structural precursor is a competition between motion
of dislocation and grain boundary mediated plasticity. This model is not valid in
amorphous systems. Furthermore, solids that have an heterogeneous structure bring
yet another level of difficulty in pinpointing the precursor events. In my thesis, I
studied the fracture of gels, solids that are made of two intertwined phases: a solid
network and a liquid medium. In gels, the complex coupling of viscoelasticity and
plasticity makes it difficult to understand the driving force behind fracture as most
of the theoretical models are based on understanding of elasto-plastic systems. The
importance of gels in our daily experience, from the ’mouth-feel’ of yogurt to the
usage of gel as biomimetic material, requires the advancement in understanding
their fracture precursors.

In this work we try to find fracture precursors in gel by combining shear rhe-
ology to 3D confocal microscopic observation. This means we have to use a gel
system which has microstructure large enough to be observable with optical reso-
lution. Larger microstructure implies softer materials and thus low stresses that are
difficult to apply reliably. Thus the first part of this thesis consists in developing a
cantilever based setup for shear rheology of very soft solids under constant stress or
strain. This setup has a sensitivity of 6 mPa in stress measurement and can reliably
apply strain or stress control in both shear and normal directions. The gel system
we work with is sodium caseinate, a protein gel with a microstructural length scale
of order 10 µm. We describe the physical chemistry, mass transport and rheological
characterization of our system to develop a fast in-situ gelation technique.

In the next part, we perform controlled strain and stress experiments with this
system until failure. In the case of incremental control strain steps, direct micro-
scopic visualization combined with 2D phase correlation describes the existence of a
soft layer near the maximum shear zone to be the precursor to fracture. For the long
duration creep experiment, the 3D stroboscopic view observes visuals of the strand
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breaking events which are spatially scattered. We develop analysis based on esti-
mation of small displacement to detect these events to observe their spatio-temporal
profile. We observe that strand breaking events occur way before the catastrophic
failure, and we are able to detect their nucleation which leads to failure. The spatial
correlation of the principle shear component leads us to discover the elastic coupling
of eshelby nature i.e. the existence of a shear transformation zone as inclusion within
a large elastic medium.

keywords: Gels, fracture, confocal microscopy, microstructure, precursor, rheol-
ogy, soft matter, amorphous, image correlation.
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Résumé

La physique de la fracture est omniprésente dans notre vie quotidienne, qu’il s’agisse
de la facilité avec laquelle on peut ouvrir un œuf une fois fêlé ou de la lente agonie
d’un câble de chargeur. Il y a exactement un siècle, A. A. Griffith a lié la taille du
défaut critique dans un matériau fragile à la contrainte critique requise pour la rup-
ture. La présence de défauts microscopiques explique pourquoi un matériau “intact"
rompt à des contraintes inférieures de plusieurs ordres de grandeur à la contrainte
prédite par la rupture des liaisons atomiques. Malgré les progrès réalisés dans le do-
maine de la mécanique de la rupture depuis Griffith, nous n’avons toujours pas une
compréhension complète de pourquoi, quand et où la rupture se produira. C’est dû
au caractère multi-échelle de la rupture. La fracture du bois massif en est un exemple
: des molécules, aux cellules, à l’anneau de croissance jusqu’à la branche. Il est es-
sentiel de comprendre la connexion entre ces différentes échelles pour appréhender
leur réponse spatio-temporelle complexe et non linéaire. Ainsi, zoomer à l’échelle du
précurseur ou de l’unité structurelle du matériau d’où provient la fracture conduit à
des modèles fiables pour une meilleure ingénierie de chaque matériau.

Dans les cristaux, le précurseur structurel est une compétition entre mouvement
des dislocations et plasticité dans les joints de grain. Ce modèle ne s’applique pas
dans les systèmes amorphes. De plus, les solides structurellement hétérogène appor-
tent encore un autre niveau de difficulté dans l’identification des précurseurs. Dans
ma thèse, j’ai étudié la rupture des gels, qui sont des solides constitués de deux
phases entrelacées : un réseau solide et un milieu liquide. Dans les gels, le couplage
complexe de la viscoélasticité et de la plasticité rend difficile la compréhension des
raisons de la rupture, car la plupart des modèles théoriques sont basés sur la com-
préhension de systèmes élasto-plastiques. L’importance des gels, de la consistance
du yaourt à l’utilisation des gels comme matériau biomimétique, nécessite de mieux
comprendre leurs précurseurs de fracture.

Dans ce travail, nous essayons de trouver les précurseurs de fracture dans les gels
en combinant rhéologie et observation 3D par microscopie confocale. Nous devons
donc utiliser un gel de microstructure plus grande que la résolution optique, ce qui
implique un matériau très mou et donc des contraintes faibles qui sont difficiles à
appliquer de manière contrôlée. Ainsi, nous avons développé un dispositif basé sur
un cantilever permettant d’étudier la réponse rhéologique de solides très mous sous
contrainte ou déformation constante. Sa sensibilité de 6 mPa en contrainte permet
de contrôler précisément la contrainte ou la déformation dans les directions normale
et de cisaillement. Le système de gel avec lequel nous travaillons est le caséinate de
sodium, un gel de protéines dont la microstructure est de l’ordre de 10 µm. Nous
décrivons la physico-chimie, le transport de masse et la rhéologie de notre système
afin de développer une technique rapide de gélification in-situ.

Ensuite, nous réalisons des expériences de déformation et de contrainte con-
trôlées avec ce système jusqu’à la rupture. Dans le cas de marches de déforma-
tion incrémentale, la visualisation microscopique directe combinée à la corrélation
d’images 2D détecte l’existence d’une couche de cisaillement maximale comme étant
le précurseur de la rupture. En fluage, la vue stroboscopique 3D permet d’observer
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des ruptures de brins éparses. Nous développons une analyse basée sur l’estimation
des petits déplacements pour détecter ces événements et observer leur profil spatio-
temporel. Nous observons que les ruptures de brin se produisent bien avant la rup-
ture catastrophique, et nous sommes capables de détecter leur nucléation qui con-
duit à la rupture. La composante principale du cisaillement présente des corrélations
de type Eshelby, c’est-à-dire un couplage élastique.

Mots clés : Gels, fracture, microscopie confocale, microstructure, précurseur,
rhéologie, matière molle, amorphe, corrélation d’images.
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What do we mean by soft matter?
Americans prefer to call it “complex
fluids”. This is a rather ugly name,
which tends to discourage the young
students

Pierre-Gilles de Gennes

Chapter 1

Introduction

These lines from De Gennes’s Noble lecture in 1991 [1] remind me of my under-
graduate Chemical engineering days, when I was eager to pursue more courses in
fluid mechanics and in contrast, ended up taking my first course in complex flu-
ids. Gradually, the course translated from shear thinning of blood to talk about how
mountains flow! The coining ’Soft Matter’ for such materials in fact originated as
a joke by M. Veyssié in the 1970s [2]. Getting away from the terminology soft mat-
ter (or complex fluids) are materials that deform easily compared to their hard solid
counterpart (or defer from simple fluids in their flow properties). For some of them,
called viscoelastic materials, their solid-like or liquid-like behavior is dependent on
the time scale we look at. Soft matter, show this on an experimental time scale and
hence, they are also called viscoelastic materials. This array of rich behavior stems
from the role entropy plays in these systems due to the weak nature of interactions,
and structural units much larger than the atomic scale. Thus, the structure of soft
materials can relate to the wide range of macroscopic phenomena they display.

On the other hand, fracture is a phenomenon that we encounter in our daily life
and are often eager to avoid. Studies on fracture mechanics predate the develop-
ment of science in soft matter, dating back to the Renaissance period [3]. But its
ubiquitous nature means that we have been dealing with it since prehistoric times
when the genus homo began to fracture stones to make tools. However, preventing
or controlling fractures are problems that are actively been pursued to date as scien-
tists try to link the different scales of this multi-scale phenomena while trying to link
the varying observations in different materials.

A younger me would have never imagined these two widely different issues
can be coupled. But this is the essence of this thesis: to observe failure in a soft
matter system akin to yogurt: casein gel. This system surprisingly shows character-
istics of brittle fracture, similar to many hard solids and (harder) soft systems. Its
large microstructure can help us understand the growth of fracture from its origin
(precursor) state at structural scale, to the final catastrophic fracture we see at the
macroscopic scale. In this chapter, I describe the basic linear description of the two
sciences: fracture and viscoelasticity so that people familiar with one (or none) can
appreciate the more involved development in the non-linear physics of the two. For
fracture, I describe the theories and models of crack nucleation and propagation. On
the soft matter side, I describe the recent developments in the non-linear rheology of
the colloidal gel system, the class to which casein gel belongs. Finally, I describe the
efforts to find fracture precursors in these systems from probing of microstructure,
which remains a challenge we will try to address in this thesis.

9
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1.1 Material Fracture

Material failure is generally thought of as an undesirable event and can put human
life at risk, economic losses, and interfere with our life. However, in our day-to-day
life, we encounter several events where the fracture is desirable. Breaking an egg
is facilitated if we make a small notch at the surface. More sophisticated examples
can be breaking of gelified wax causing clogging in oil pipelines [4] or the use of
directed crack formation to form the desired pattern in nanofabrication [5]. Frac-
tures not only can occur in the bulk of the material but also at the interface between
two materials such as rupture of adhesion which we encounter from our usage of
pressure-sensitive tape or the movement of lizards [6]. Fracture belongs to catas-
trophic phenomena like earthquakes or crashes of the stock market, that everyone
would like to predict [7]. However, we are far from a universal model able to predict
such sudden events. Similar reasoning can lead to or prevent failure: The fracture
of the hull of the Boeing 737 plane happened due to cracks initiated near the rivet
by corrosion and grew under pressure change imposed by flying and landing, while
rivets were found to be responsible for the prevention of crack growth and failure in
American cargo ships during World War 2 [8].

This unpredictability stems from two characteristic behaviors of fracture: de-
layed rupture and volume effect. Material can fracture immediately on application
of an impulsive force, for example, the shattering of glass. But, many materials on
application of a load will not break immediately but after a delay. This phenomenon
is known as creep rupture for a constant load and fatigue rupture for an oscillatory
one. Vicat studied the creep of iron wire under different loads, which break after
’some time’ even when corrosion was prevented [9]. The ’some time’ for Vicat’s ex-
periment meant three years! This delayed rupture is a system-dependent phenom-
ena and is not only a characteristic of metals but brittle materials such as crystalline
solids [10], composites such as wood [11] and fiber [12], very soft disordered solids
as gels [13] and glass [14], as well as geological phenomena such as earthquakes and
avalanches [15]. The reasoning for delayed failure is quite complicated and remains
one of the core questions we address in this thesis with respect to gels.

Volume effect in fracture is linked to the argument presented by Griffith that
real materials are inherently ’flawed’. Almost five centuries ago, Leonardo Da Vinci
described in his notes [16] an experiment to test the strength of an iron wire by
increasing the load until it fractures and observing the location of the fracture [3].
His observation was that on reducing the length (by half consecutively), the weight
carried by the wire until fracture was increased. However, continuum mechanics
shows that since the tensile stress in the material remains the same on keeping the
same area, the strength of the material should not be affected by the length. The
earlier assumption behind this observation was that Da Vinci might have meant a
relatively ’increase in diameter’ when he meant ’smaller length’ [17]. However, later
interpretations see Da Vinci’s experiments as an early observation of the volume ef-
fect in fracture. Indeed, continuum mechanics treat the material as homogeneous
while in the real world most of the materials are disordered, and hence, there is a
distribution of strength in a material due to the local flaws. It has now been well
established that the strength of a material is volume dependent and linked to the
distribution of the weakest element as a function of sample volume [18]. Weibull es-
tablished the proof based on the statistic of distribution of extreme values for many
non-interacting cracks in a material [19]. Thus, the explanation for Da Vinci’s ob-
servation can be the usage of a thin wire with pre-existing microcracks and voids
linked to the forging techniques of the Renaissance period [20].



1.1. Material Fracture 11

The presence of flaws means that fracture is a multi-scale phenomenon. One can
look at several scales: For example fracture in wood can be observed at not only
the macro-scale but also narrowed down to growth-ring scale, further by looking at
crack advancement at cellular scale and finally at the complex molecular makeup
of amorphous lignin and semi-crystalline cellulose [11]. This multi-scale nature of
the failure is not only a material property but also observed in catastrophic natural
phenomena such as avalanches, where failure has been studied from the size of the
snow grains to the scale of a mountain slope [15]. The detection of entities respon-
sible for the origin of fracture at a length scale similar to or slightly larger than the
structural unit of the material is known as precursor detection and the entity is called
a precursor [2]. Precursors cause damage accumulation and understanding how the
material accumulates damage followed by nucleation and final crack propagation
can be used to link the different scales of fracture and hence, improve their under-
standing. In atomic crystals, it has been long known that the precursor to fracture
is the movement of dislocation [21]. However, dynamic monitoring of this motion
is not possible due to the atomistic length-scale of these defects. In such a case col-
loids have been a revelation due to their ability to mimic atomistic structures but at
micro-scale in a crystal, glass, and gel state. The dynamics of motion of dislocation
has been studied in colloidal crystals [22] and has been found to be in competition
with grain boundary mediated plasticity in crystals with smaller grain size [23] as
the source of fracture. However, systems with large heterogeneity such as glasses
and gels provide additional challenges: Their structure is quite heterogeneous and
it is difficult to locate these inherent flaws under quiescent conditions. Besides, a
continuous description of materials such as gel fails at a scale lower than the largest
pore size of the network. Hence, a combination of micro-structural probing with
simultaneous macroscopic deformation is important to understand the multi-scale
nature of the failure in these materials.

Due to the application of material fracture in engineering since ancient times,
macroscopic understanding has progressed more than understanding microscopic
precursor formation. I explain the top-down approach through the most general the-
ory of fracture growth known as the linear elastic fracture mechanics (LEFM) [24],
and the elastic/viscoplastic model for time-dependent nucleation of the cracks [25].
Although vastly different from the gels we look at, due to the absence of viscoelas-
ticity or large-scale plasticity, as well as simultaneous crack nucleation, it lays the
essential foundation and provides us with relevant length and time scales important
to understand growth and nucleation of fracture.

1.1.1 Basics of fracture mechanics

The fracture process can be broken down into three stages: damage accumulation
due to precursors, nucleation of one or multiple cracks from the damage followed
by uncontrolled crack growth. The nature of these three stages vary from material
to material but can be broadly characterized in two kind of failure mode: ductile or
fragile. Ductile fracture leads to plastic deformation in the vicinity of the crack. Gen-
erally, the process is slow as the material deforms to the applied force and resists the
tendency to fracture. There will be an appearance of deformation at the macroscopic
surface: when we crush a bottle of packaged water, the bottle does not break, but
we see the signs of this deformation. Brittle fracture is characterized by very little
plastic deformation near the crack that spreads rapidly as in the case of shattering of
glass.
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FIGURE 1.1: Schematic of (a) a thin elliptical crack of length 2a in an elastic solid under a
stress σ and (b) The two relevant length scales: lp is the plastic zone due to deformation at
the crack tip and ld is the crack opening displacement between the lips of the crack due to

the plasticity.

Crack propagation

The first notion of crack propagation based on the atomic nature of matter was to
think of crack propagation as breaking of atomic bonds. However, this model is
quickly invalidated by experiments: materials are observed to break at stresses or-
ders of magnitude lower than the atomic cohesion. Here is where the concept of
stress concentration at the crack tip comes into the picture. Griffith proposed that
materials are inherently flawed, i.e. there are defects that act as nucleation sites for
fracture to grow [26]. The tip of these cracks has a high concentration of stress com-
pared to the bulk material. This non-linear stress at the tip is hard to quantify. Grif-
fith, instead of relying on atomic forces developed criteria based on thermodynamic
energy balance [26]. As a crack propagates, two new surfaces are created which give
rise to surface energy while elastic energy is lost due to the breaking of the material.
For the case of a thin elliptical crack, as shown in Fig. 1.1a, above a certain crack
length, the critical stress (σ = σc) defined from the equilibrium of the two energy is
given by

σc =

√

2EΓ

πa
(1.1)

where E is the elastic modulus, Γ is the surface energy per unit area. This comes
from an unstable equilibrium condition implying if the stress is larger than σc the
material will undergo uncontrolled crack growth to fracture. For plastic materials,
this can be modified by including a Γp which is the plastic work done per unit area
for the crack to grow.

σc =

√

2E(Γ + Γp)

πa
(1.2)
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The physical interpretation is that the plastic deformation at the tip reduces the
stress concentration by increasing the curvature at the crack tip. These fundamental
contributions are significant in the study of fracture and led to the development
of linear elastic fracture mechanics (LEFM). The assumption of LEFM is that the
material has inherent cracks of size smaller than the size of the material i.e. the bulk
material behaves elastically everywhere except a very small region near the crack
tip [24, 27]. Some important results from LEFM are that the stress field near the
crack trip depends on the inverse of the square root of the radial distance and there
are two important physical length scale lp and ld as seen in Fig.1.1b. In small scale
yielding of the crack tip lp (lp << a), the stress is limited by the yield stress σy and
the length scale of the plastic zone at crack propagation is given by

lp ∝
ΓE

σ2
y

(1.3)

Due to the plasticity a relative displacement of the crack lip occurs whose length
scale is given as

ld ∝
Γ

σy
(1.4)

This is known as the critical crack opening displacement [28]. This length scale
can provide a broad idea of the applicability of LEFM to any material. For example
silicate glass, which shows brittle fracture, with typical experimental value of E, σy

and Γ has a lp ≈ 7 nm and ld ≈ 1 nm. On the other hand, steel which displays
relatively ductile fracture has lp ≈ 8 mm and ld ≈ 40 µm [27]. For the application of
LEFM to steel, we will require a macroscopic volume of the material. The application
of this model requires that the sample size is much larger than lp and ld. Also, if the
length scale of the plastic zone is greater than the defect, it will blunt out the stress
near the tip and the crack will not grow. Another factor limiting LEFM applicability
is the difficulty to get the quantities like Γ, E, and Γp experimentally.

1.1.2 Nucleation of fracture

Fracture in the material can occur on the application of stress smaller than the σc

and show a delay between stress application and fracture growth. As proposed by
Griffith below the critical stress an energy barrier exists for the nucleation of the
crack. The rupture is modeled to be thermally activated [25] and hence, the failure
time takes the Arrhenius form τ = τoexp( EA

kbT ), where EA is the activation energy
barrier for the nucleation to happen. As stated above, in the case of a brittle frac-
ture, the activation energy comes from the balance between elastic energy lost and
interfacial energy gained, and thus behaves as EA ∝ σ−2 for a 2D fracture. Pomeau
et al. made an extension to 3D of this global energy balance (GEB) model [25] and
obtained EA ∝ σ−4 [29]. This approach assumes that the material behaves elastically
until rupture (= brittle) and has been observed in hard systems such as fiberglass
composites [30] and surprisingly soft systems such as polymer gels [31].

However, several materials show large plastic damage before failure and the rup-
ture in these systems has been modeled as the consequence of viscoplastic creep [25]
such that Ea = Eo − σV, where Eo, V are parameter characteristic energy barrier
and activation volume. This is known as the BBZ model and has been used to pre-
dict rupture in fiber bundle [32], glassy polymer [33], poly-crystalline metals and
alloys [34]. The drawback with the model based on GEB or viscoelastic flow is that
experimentally they are based on either following the growth of a single crack or
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application of in-homogeneous stress. In a heterogeneous system without any large
flaws, fracture is a gradual process with multiple damage accumulation happening
simultaneously. By contrast, amorphous systems such as composites and gels have
large heterogeneity in their structure and can have local variations in stress concen-
tration. Besides, the creep observed in some of these systems is related to linear
viscoelasticity [13, 12].

Fiber bundle models are a tool to model how damage is accumulated in heteroge-
neous systems. The initial framework for the Fiber bundle by H. A. Daniels is purely
statistical. In material science, it is modeled as stretching of parallel fibers under the
application of stress or strain and some criteria for the breaking of the fiber and re-
distribution of the stress. This offers possibilities on the model assumptions based
on the constitutive laws of the fibers, for example elastic [35], elasto-plastic [12], or
viscoelastic [36, 37], distribution in strength of the fibers [35, 12], variation of the
applied stress or strain [38], whether the load sharing is mean field [39, 12] or lo-
cal [37]. However, the basis for these assumptions can lead to variation in response
of the bundles, and in some cases, widely different assumptions lead to similar re-
sults as pointed out by Jagla et al. [37]. The broad panel of possibilities offered by
fiber bundle models enables the description of the failure of heterogeneous systems
well beyond the original bundle of fibers. Constitutive elements can be fuse in an
electrical circuit, as well as microscopic regions in a composite, or strands in a gel
network.

Thus, the bottom-up approach of understanding what are the structural origin of
the fracture phenomena is important to understand how these local damages accu-
mulate and interact before and during their nucleation. Ultimately, coupling of both
macroscopic and microscopic measurement can provide simultaneous information,
offering the possibility to compare with the model predictions. To understand the
behavior of gels and in general soft materials under a force, it is necessary to define
standard shear rheology and the linear response. I give here a general description of
the linear behavior of viscoelastic material under small deformation and the experi-
mental methods to probe the linear and non-linear behavior of gels.

1.2 Basics of macroscopic shear rheology

Rheology, as indicated from the Greek root, is defined as the study of the flow of mat-
ter. Initially used for studying the flow of fluid and deformation of solid, today it is
used to describe the complex behavior of material due to a combination of viscosity,
elasticity, and plasticity governed by the experimental time scale. Many materials in
our daily life show a rich combination of these phenomena rather than just behaving
as a pure Newtonian liquid or a pure elastic solid. Silly putty is a common example:
It behaves like a solid when bounced off the wall but flows like a liquid when left
long enough on the table. Its description as a solid or liquid depends on what time
scale we are looking at! This is linked to the fact that structural rearrangement inside
the material can take a finite time. The rearrangement time can be scaled in terms of
a dimensionless Deborah number such that

ND =
τmat

τexpt
(1.5)

where τmat is the relaxation time of the material and τexpt is the experimental time
scale. A pure viscous material will amount to ND = 0 since the rearrangements are
fast and all the deformation energy is converted to heat by the viscous dissipation,
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FIGURE 1.2: (a) Schematic representation of a cuboid (front view) before and after a defor-

mation δ of the top surface due to a force F. The stress is defined as σ = F
s where s is the

cross-section area of the top surface. The shear strain deformation in such case is defined

as γ = δ
l where l is the gap between the top and the stationary bottom surface. (b) The

schematic modeling of a pure elastic solid as a spring and a liquid as dash-pot.

while for a pure elastic material it is equal to infinity and the energy is stored through
the elastic stretching of the system. However, real materials exist between extremes
and as we will show, do not exhibit a simple single relaxation time.

Shearing is the deformation of a material in which parallel plane in the material
slide past each other similar to a deck of card. Shear is a widely studied method
of deformation as most complex fluids are incompressible. Here I describe the ten-
sorial description of shear and the experimentally used simple shear deformation
which is a scaler quantity. This section is designed for someone looking for a gen-
eral introduction to rheology. People who already know these basics can skip to the
part. 1.2.4

1.2.1 Shear deformation

Stress is a 2nd degree tensor define as the force per unit area over a continuum mate-
rial such that

σij =
Fi

Aj
(1.6)

Indices i and j represents directions in a orthogonal space, Fi represents the force
vector and is parallel to direction i, and Aj is the area of the surface normal to direc-
tion j. The material under stress undergoes a deformation. If the material is a solid
continuum, we can define the strain as the symmetric component of the displace-
ment gradient

γij =
1

2

(
∂ui

∂xj
+

∂uj

∂xi

)

(1.7)

~u is the displacement vector field. We can define the strain rate as the symmetric
component of the velocity gradient:

γ̇ij =
1

2

(
∂vi

∂xj
+

∂vj

∂xi

)

(1.8)

Here ~v is the velocity vector field inside the material. The symmetric compo-
nent is taken to avoid pure rotation of the body which results in zero deformation
(The rotational component is the anti-symmetric part of the displacement gradient
tensor). Generally the relation between the stress and strain (or strain rate) can be
quite complicated tensorial equation and depends on the position xj. But for certain
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specific geometry of deformation, the form of relation simplifies. This is the case of
simple shear. As seen in Fig. 1.2 for a schematic cuboidal material , the shear stress
on application of a force F acting on the top surface of area s (perpendicular to z) is
given by a single component σxz =

F
s . If deformation in the material is uniform and

the displacement of the top surface is δ, its gradient is given by

(
0 δ

l
0 0

)

, where l is

the perpendicular distance between the top and the stationary bottom surface. Thus

the shear strain γxy from the (Eq. 1.7) is given by

(
0 δ

2l
δ
2l 0

)

In the traditional definition of simple shear, it is easier to define strain as de-
formation gradient so that both the stress and strain can be described by a scalar
quantity. Thus the simplicity of the simple shear lies in the scalar description of
σ = F

s and simple shear γ = δ
l . Note here again that the scalar γ is different from the

pure shear γij and is actually a combination of pure shear plus rotation. The same
goes for the shear rate: if the top plate is moving with a velocity V, the simple shear
rate can be defined by a scalar γ̇ = V

l . In the case of a pure hookean solid with shear
modulus G, the shear stress and strain are related as

σ = Gγ (1.9)

The pure solid signifies the conversion of the mechanical energy due to shear into
the elastic internal energy of the material and the rearrangement of the microstruc-
ture takes infinite time. For modeling purpose, it is easy to visualize solid as a per-
fectly elastic Hookean spring of spring constant k as shown in Fig. 1.2b. For a pure
Newtonian fluid the relation is given by

σ = ηγ̇ (1.10)

where η is the viscosity of the fluid and is a constant for a given temperature.
On application of shear, the rearrangements within the fluid are faster than the time
scale of shear and all the energy is lost through viscous dissipation. A Newtonian
fluid is modeled as a dash-pot in a fluid as shown in Fig. 1.2b. Thus from here on
when we talk of macroscopic stress and strain, it is the scalar quantity σ and γ unless
stated otherwise.

1.2.2 Linear viscoelasticity

Viscoelastic material show rich and complex behavior which is a combination of
the two ideal scenarios described above. Under the assumption of small deforma-
tion, the complex viscoelasticity can be assumed to be linear. Mathematically, linear
means that the stress, σ(t) and the strain, γ(t) are linearly connected and follow the
following rules:

• If the strain is multiplied by a constant factor, the stress will scale by the same
factor (vis-versa).

• The stress response (or the strain response) to an arbitrary combination of
strain (or stress) is given by the the linear combination of response to the indi-
vidual strain.

The earliest effort to describe linear viscoelasticity through a constitutive equa-
tion was done by O.Meyer in 1874 [40, 41] where a combination of (Eq. 1.9) and
(Eq. 1.10) yields a form
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σ = kγ + η
dγ

dt
(1.11)

This was reintroduced by W. Voigt to model the viscoelasticity using a parallel
combination of the spring and the dash-pot shown in Fig. 1.2b. Later known as the
Kelvin-Voigt model, the representation is similar to an electric circuit with a resistor:
energy loss device (the dash-pot here similar to a piston moving in oil) and a capaci-
tor (the energy storing device) in parallel. The strain is equivalent to the voltage and
the stress is similar to the current. Since in parallel, the strain (voltage) is the same,
while the stress is the combination of stress experienced by both the elements,

γ = γE = γV (1.12)

σ = σE + σV (1.13)

Substituting σE = kγ and σV = ηγ̇, we get (Eq. 1.11). The relaxation time for this
model is given by τmat =

µ
k . Another such simple model is known as the Maxwell

model obtained by applying the spring and dash-pot in series. Here the stress expe-
rienced by the elements remains the same and the strain is equal to the sum of the
individual strains for the ideal elements. Thus we get the final equation

dγ

dt
=

1

k

dσ

dt
+

σ

η
(1.14)

Here as well τmat =
η
k . However, note that this model description is quite sim-

plistic and most materials do not have a single characteristic relaxation time. More
fitting models can be generated by adding more elements to the stress/strain circuit.
A more general constitutive equation while remaining in the linear domain can be
given by adding higher-order differentials [41].

∞

∑
n=0

un
dnσ(t)

dtn
=

∞

∑
m=0

qm
dmγ(t)

dtm
(1.15)

where un and qm are constant coefficients.

1.2.3 Standard experimental method for linear rheology

Experimentally, a rheometer is used to measure σ(t) and γ(t). The device has a sta-
tor which is a stationary component and a rotor, in which the torque is controlled in
case of a stress-controlled rheometer and the angular position is controlled in case
of a strain-controlled one. The material is sandwiched between the two and experi-
ences shear. Based on the geometry, the torque and deflection are calibrated as stress
and strain respectively. Also custom designed shear cells with plate-plate geome-
try are quite often used based on their ease of combining with other microstructural
probe such as microscopes. A common method to describe the systems viscoelas-
tic property is to apply small amplitude sinusoidal stress (or strain) on the material
and get the strain (or stress) response. This is also called small-amplitude oscillatory
shear (SAOS). If the behavior is linear viscoelastic, the response will be sinusoidal
too with a shift in phase. The shift is 0◦ for a pure elastic material and is 90◦ for
a pure viscous fluid. In general, for an oscillatory strain γ̄(t) = eiωt, the stress is
related to the strain as σ̄(t) = G∗eiωt where G∗ is the complex modulus, given by

G∗ = G′ + iG′′ (1.16)
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(a) (b)

FIGURE 1.3: The resultant elastic (G′) and viscous (G′′) modulus obtained for the case of (a)
Maxwell model and (b)Kelvin-Voigt model. The point where G′ and G′′ is the characteristic

relaxation frequency of the material ωmat = 1
τmat

. Above the frequency Maxwell material
show solid like behavior while the response for Kevin-Voigt is predominantly liquid-like.

Image adapted from [42].

where G′ is the elastic or storage modulus while the G′′ is the viscous or loss
modulus. Linear oscillatory methods are quite practical since the modulus only de-
pends on the frequency. The response for Maxwell and Kelvin-Voigt on solving
(Eq. 1.11) and (Eq. 1.14) for a sinusoidal input are shown in Fig. 1.3.

Other methods to measure linear temporal response include applying small step
stress and measuring the increase in strain known as a creep; or measuring the stress
relaxation after the application of a step strain. These methods can give crucial in-
formation about the transient response of the material. Especially the measurements
from small time scales can be used to extend the spectrum of frequency dependence
in oscillatory tests for large frequencies inaccessible due to practical limitations.

For a step strain γo, the relaxation in stress is given by σ(t) = G(t)γo, where G(t)
is the relaxation modulus. Similarly, for a step stress of σo, the creep in strain is given
by γ(t) = J(t)σo, where J(t) is the creep compliance. The responses for the Kelvin-
Voigt model and Maxwell model based on solving (Eq. 1.11) and (Eq. 1.14) for the
G(t) and J(t) are shown in Fig. 1.4. Notice that the nature of decay and growth is
exponential for the relaxation modulus for the Maxwell model and the compliance
in Kelvin-Voigt model.

Beside the differential representation of the constitutive linear viscoelastic equa-
tion, another description considers the integral over the whole history. This is based
on the 2nd rule of the linear description. Any imposed strain or stress history on a
material can be divided into infinitesimal step strain or stress given by the Heaviside
step function. The stress (or strain) response at time t imposed at an arbitrary time
τ can be given by the sum of the response to all the small infinitesimal step strains.
Over the limit of these step sizes tending towards 0, we can represent the sum with
an integral such that

σ(t) =
∫ t

0
G(t − τ)

dγ(τ)

dτ
dτ (1.17)

γ(t) =
∫ t

0
J(t − τ)

dσ(τ)

dτ
dτ (1.18)
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(a) (b)

FIGURE 1.4: The resultant stress relaxation modulus (G(t)) and creep compliance (J(t))
obtained for the case of (a) Maxwell model and (b)Kelvin-Voigt model. Image adapted

from [42].

1.2.4 Fractional viscoelastic model

As seen in the previous section, the two linear viscoelastic models discussed until
now are quite elementary and contain a single relaxation time τ = η

k . Time scales
are important as they can describe physical relaxation processes. For more compli-
cated systems with multiple relaxation times, the additional elements can be put for
example a generalized Maxwell model where we have n number of series springs
and dash-pot parallel to each other.

Some materials show a continuous distribution of time scales where n is prac-
tically infinite. This is the case for example of the so-called ‘power-law materials’
which display power-law dependence of moduli and compliance on frequency or
time:

J(t) ∝ tα (1.19)

G(t) ∝ t−α (1.20)

G′, G′′ ∝ ωα (1.21)

where, 0 < α < 1. Such power-law behaviour has been observed in several
viscoelastic materials such as cross-linked polymer [43], foam [44], hydrogels [45],
protein and colloidal gels [13, 46, 47]. Materials displaying power-law mathemati-
cally show the continuous distribution of time scales and not discrete numbers [42].
The power-law behavior can be fitted with the generalized Maxwell model. By in-
creasing the value of n, the fitting can be improved and the number of relaxation
times increases. For the best fitting n → ∞. However, such a fitting with a large
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number of parameters makes any physical description of the material complicated.
Also the best fitting is optimized to a limited time window and outside it might no
longer match the data [43, 42]. This calls for a modeling approach away from the
general spring, dash-pot paradigm.

Since for a power law fluid, G(t) = At−α, we can substitute it in the integral
definition of the stress relaxation (Eq. 1.17) so that,

σ(t) = A
∫ t

0
(t − τ)−α dγ(τ)

dτ
dτ (1.22)

The right-hand side is similar to the definition of fractional calculus given by

dα f (t)

dtα
=

1

Γ(1 − α)

∫ t

0
(t − τ)−α d f (τ)

dτ
dτ (1.23)

Thus a constitutive equation based on power-law [48] can be defined such that

σ(t) = Cα
dαγ

dtα
=

Cα

Γ(1 − α)

∫ t

0
(t − τ)−α dγ(τ)

dτ
dτ (1.24)

Here A = Cα

Γ(1−α)
, Cα, α are constants representing quasi-steady property of the

material describing the ’firmness’ of the material in dynamic condition such as creep.
The constitutive equation can be modeled as a spring pot: An element containing

the property of both the spring and dash-pot such that σ = Cα
dαγ
dtα . For the limiting

case of α = 0 and α = 1, it reduces to an equation representing ideal elastic solid
or Newtonian fluid. This opens the case for understanding of several practical sys-
tems showing power-law rheology using the fractional constitutive equation [42].
It was developed by Scott Blair to understand the behavior of food materials like
milk curd [49]. Recently, it has been used to model the linear step strain response
of protein gel made of sodium caseinate [47]. Further modeling can be improved by
implementing a series of spring-pots as in the Fractional Maxwell used in the case
of colloidal [50] and carbopol gels [51] and Fractional Kelvin-Voigt used in case of
modeling potato starch gel [52].

1.2.5 Standard non-linear shear tests

Beyond the linear regime, the linear viscoelastic constitutive equation stops holding
true. The response may stay reversible but amplitude dependant, become plastic or
show brittle failure. There are multiple methods to probe these non-linear dynam-
ics. Fig. 1.5a shows the schematic of the change in strain rate for a creep response
extended over a long duration of the applied stress. The initial response, shaded
in blue, is generally a power-law explained by linear viscoelasticity [13, 53] or plas-
ticity [54]. At the end of the linear regime the strain rate undergoes a minimum
followed by an asymptotic increase signifying rupture. Another method can be to
impose a shear startup, where the strain rate is kept constant so the strain increases
linearly as shown in Fig. 1.5b. Soft material such as gels shows quite a rich behavior
after the linear regime which needs to be discussed in details and will be covered in
Section. 1.4.1. After the linear regime, the stress reaches a characteristic maximum
and the failure is signaled by the sudden drop in the stress value. Large amplitude
oscillatory shear (LAOS) with either stress or strain imposed offer several possibil-
ities as they are frequency-resolved. If the amplitude is kept constant, we have a
response, which is called fatigue as shown in Fig. 1.5c and Fig. 1.5d. For a sinusoidal
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FIGURE 1.5: Schematic of different mode of rheology and crude macroscopic response until
failure in soft condensed matter extracted from [2]. The imposed parameter is at the top in
red and the expected response is below in blue. The shaded region corresponds to the re-
gion where we expect to see structural precursor before the material undergoes macroscopic

fracture.
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FIGURE 1.6: Schematic to understand the Baileys’ rupture criteria for Markovian process
under certain assumptions. (a) schematic of the stress dependence of failure time τ for a
subcritical stress experiment. (b) Any random test where a sequence of step stress are ap-

plied to the material. The material fail after the nth step at time τn.

input, the initial response is non-linear and non-sinusoidal. Furthermore, after some
time the material starts to accumulate significant damage until failure and we see
changes in the oscillation magnitude as indicated by the increasing amplitude in
stress-controlled vs decrease in strain-controlled.

Other quantities which can be extracted are the dependence of the time to frac-
ture τf on the applied stress in either static (creep), or dynamic (fatigue) sub-critical
stress (schematically represented by (Fig. 1.6a)). One such dependency other than
the activated Arrhenius-like is Basquin’s law which predicts a power-law τf ∝ σ−β

where β > 0. First seen by Basquin [55] for tests on different metal alloys under
cyclic loading, this power-law dependence has been observed in heterogeneous sys-
tems such as composites [56] and biopolymer gels [13]. This is different than expo-
nential dependence and has a strong relation to damage accumulation.

An important criteria which comes out of such dependence is the Bailey’s rup-
ture criteria [57]. Bailey observed that on increasing the applied shear-rate to glass,
the critical point (σc, γc) to rupture increases. This he explained through a simple
model of damage accumulation. Suppose a material under a constant stress σ accu-
mulates damage and breaks at time τ(σ) given by Fig. 1.6a. If a stress of σ1 is applied
over a duration of ∆t1, the fraction of the total damage (to failure) it accumulates can
be given as ∆t1/τf (σ1). In general for any incremental step in Fig. 1.6bthe fraction of
the total damage is ∆ti/τf (σi). Thus, the total damage accumulated before rupture
in the incremental step stress ( Fig. 1.6b) up to rupture at τn should be equal to

i=n

∑
i=1

∆ti

τf (σi)
= 1 (1.25)

for ∆ti → 0 this turns into an integral

∫ τn

0

dt

τf (σ(t))
= 1 (1.26)
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FIGURE 1.7: Schematic of the fractal aggregation model extracted from [60].

It has been shown by Freeds and Leonav [58] that the criterion is stochastically
a Markovian process and its application requires that the damage is irreversible, the
various damage accumulation in the material happens independently and have no
memory of the previous accumulation. This criterion has been found valid in several
hard materials such as metals, glasses [57] and polymer liquid [59].

1.3 Particulate gels

Gels are materials composed of bi-continuous phases of a solid network inside a liq-
uid. The interplay between the two structures governs their rich viscoelastic behav-
ior displaying a non-zero yield stress and incompressibility. This finds application
in several industries ranging from food materials, for example yogurt and cheese
which are gels obtained from aggregation of casein micelles to ceramics, where sol-
gel transition of SiO2 is used in the formation of ceramic structures [60]. The me-
chanical behavior of this system plays an important role in their utility: developing
sustainable food based material for example a soy substitute of milk-based yogurt re-
quires engineering the breaking or the ’mouth feel’ sensation of the substitute mate-
rial to remain the same. Waxy crude oil forms a gel and causes clogging in pipelines
which can affect the transportation of oil and hence, the need creates a demand to
characterize their yielding [4]. Also due to their unique makeup, gels are being ex-
plored as structural materials. For example, studies on double network hydrogels
with their high water content show that they have the right mechanical properties
to act as cartilage replacement [61]. Understanding their behavior under non-linear
deformation can help accelerate application of these materials. Based on the nature
of bonding between the sub-units, gels can be divided into two classes: chemical gels
where the bonds are covalent and physical gels where the nature of interaction are
weak and reversible, produced by van der Waals, electrostatic or hydrogen bond-
ing. There is a lot of research on the understanding of macroscopic fracture of gels
especially in chemical gels such as polymer gels [31] and hydrogel [62, 27] due to
their widespread applications and high stiffness. However, the micromechanics has
relatively lagged due to the viscoelastic nature of these materials as well as the het-
erogeneous structure. The length scale of the heterogeneity in such chemical gels is
quite small to be probed at a structural scale. As such, a special class of gels called
colloidal or particulate gels with particle size ranging from 10 nm to a few microm-
eters offers the possibility to not only explain fracture origin in the various example
of these gels we encounter from the manufacturing of ceramic to food product like
yogurt but also harder system such as polymer gels where the structural origin of
fracture has never been observed.
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In polymer gels, restoring forces on the application of stress are entropic in na-
ture. The elasticity of polymer gels is typically modeled using entropy [Flory model
1953]. By contrast in colloidal gels, the attractive interaction are at the origin of their
elasticity. At the end of the 1980s, the fractal aggregation model became popular to
describe formation of colloidal gels and their properties [63, 64]. The model is de-
scribed schematically by Fig. 1.7, where the colloidal particles undergoing Brownian
motion, on increasing their attractive interactions, start to aggregate and form clus-
ter, which aggregates with each other as well. Once the volume fraction of particles
inside becomes the same as that of the system and no more changes occur among
the particles in an aggregate, the aggregates touch and form a continuous network.
The clusters are fractal in nature i.e. they are self-similar at a scale smaller than the
fractal cluster size. From the model, the scaling of the cluster size Rc can be defined
as

Rc = aφ−1/(3−dF) (1.27)

where a is the effective colloid radius and dF is the fractal dimension which can be
obtained from scattering experiments or microscopy. The elasticity in gel is modeled
as arising from the elastic backbone of the cluster which has the same size Rc but a
smaller fractal dimension db, with db < dF. Generally db ≈ 1.1 −−1.3. The elasticity
of the cluster is given by [63]

Kc ∝
1

R2+db
c

(1.28)

However, newer developments in gelation physics have started looking at gels through
other perspectives such as the arrested phase separation for colloidal gels with in-
termediate attraction and concentration [65]. The structure of gel and its mechan-
ical properties are very system-dependent. In the case of non-linear rheology, it is
rather complicate and requires detailed introspection in the specific studies, covered
in Section. 1.4. However, these scaling laws related to the fractal structure of gels
have been proven for a lot of gel materials [66, 64].

To summarize, particulate gels are the perfect candidate for advancing the sci-
ence of failure in gels due to their characterized linear mechanics and large micro-
structural size. Also, certain gels [13, 47, 53] show non-linear behavior and rupture
similar to brittle fracture observed in hard solids and thus can help in the under-
standing of fracture in these other amorphous systems where the microstructure can-
not be probed. However, classical methods to understand fracture in elastic solids
such as LEFM (Section. 1.1.1) fail as the size lp and ld for gel systems are of the scale
of a few mesh size, violating the assumptions required for the application. Besides,
the energy landscape is complicated by the added viscous effects, multiple damage
accumulation and lack of understanding of how these damages interact and nucle-
ate. Hence, we proceed with reviewing some advances made in the macroscopic and
microstructural understanding of the non-linear rheology of gels.

1.4 Non-linear rheology and fracture in gels

The actual response of gel depends not only on the method described in Section. 1.2.5,
but also on the type of gel system under shear. For example, the difference between
the response of gels which undergo fluidization on failure which is reversible on re-
moval of shear-like carbon black, from those gels showing irreversible brittle solid
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FIGURE 1.8: Stress response of a physically cross-linked polymer gel at different shear rates
expressed in terms of reduced shear rate (γ̇τ) extracted from [68].

like rupture, for example, casein [67]. The non-linear response is also rich in macro-
scopic behavior such as strain hardening and softening which are linked to the mi-
crostructure and hence important in the study of failure in these materials.

1.4.1 Behavior of gels under strain control: shear startup and strain step

Step strain and shear startup experiments are quite straightforward to perform and
the failure time can be controlled by the deformation/deformation-rate imposed ei-
ther by using a shear cell or a rheometer. The characteristic behavior under such
deformation can be summarized by Fig. 1.8. The experiments by [68] are performed
on a bio-polymer gel which is gelified through cross-links formed by physical inter-
action (electrostatic here) and is reversible even after failure. An interesting aspect of
their work is that the system shows Maxwell behavior (see Section. 1.2.3), allowing
to define a characteristic relaxation time τ. Thus, after the initial linear regime, the
gel shows a variety of rich responses based on the applied shear rate. At low shear
rates when the experimental time scale probed (1/γ̇) is larger than τ, the stress in-
creases gradually towards a steady-state value behaving like a viscous fluid. This is
because the system has enough time to relax and the material behaves like a fluid.
At intermediate experimental time scale just smaller than τ ( γ̇τ = 3.2), ductile like
behavior is observed where a smooth transition from linear to non-linear regime oc-
curs and a quasi-plateau is observed before failure. The stress deviates downwards
from the linear value as plastic relaxation dissipates the elastic energy. On the other
hand, for higher shear rates, the linear to the non-linear regime is initially governed
by a weak strain hardening: an increase in the instantaneous elastic modulus, fol-
lowed by a maxima in stress and a fast sudden drop in stress which is a characteristic
of brittle fracture.

A change in the fracture mechanism based on shear rate is difficult as τ is com-
plex and unlike the gel described above, most colloidal gels do not follow a simple
constitutive model as seen before for power-law gels, which are better represented
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(a) (b)

(c) (d) (e)

FIGURE 1.9: Numerical simulation of an incremental step strain experiment. (a) and (b) The
normalized instantaneous elastic modulus denoted by K (Go is the elastic modulus in linear
regime) as a function of gel volume fraction. (c), (d) and (e) The contribution of stretching
and bending to the stress normalized by σc, the stress at the start of non-linear (stiffening in

Fig. 1.8) for φ = 5,10,15 respectively. Adapted from [72].

by a fractional spring-pot model with a continuous description of relaxation time [42,
13, 53]. Also, there can be relaxation mechanism happening not in the bulk but at
the interface as wall-slip is a possibility [69, 70, 71].

What is the microscopic picture behind the strain hardening or softening?

A more pronounced strain hardening behavior compared to Fig. 1.8 has been re-
ported in other colloidal gel [66, 73, 47], simulation [74, 72], and for polymer gel [75].
In polymer gels, this has been attributed to the semi-flexibility of the network: before
stretching fully, their bending stiffness is high enough to favor stretching in compe-
tition to the reduction of free energy by coiling up and increasing the entropy. This
non-linear stretching is also responsible for the negative normal stress observed in
these systems [76]. In the case of fractal colloidal gels, it is the stretching of the fractal
backbone that transmits the stress [66]. This model is also valid for the observation
by Keshavarz et al. [47] in casein gel. In the work by the group of Del Gado et al. [72]
on incremental step strain experiments with athermal particle, they observe a con-
centration dependence of the strain hardening as seen in Fig. 1.9a and Fig. 1.9b. This
is attributed to the added topological constraint on increasing the concentration and
the gel structure becomes more homogeneous, resulting in hardly any non-linear
behavior for the highest fraction (φ = 0.15) in Fig. 1.9b.

Strain softening is less common and is often attributed to a coupling between
stretching and other deformation modes. For example, in Fig. 1.9a the system of
Bouzid et al. at low concentration is showing a softening before the hardening. This
is from the competition between stretching and bending as seen in Fig. 1.9c, Fig. 1.9d
and Fig. 1.9e. At low concentration, the gel is sparsely connected and on imposing
shear, the gel can release internal stresses by unbending, leading to the softening
behavior (Fig. 1.9c). At intermediate concentration, topological effects kick in strong
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(a)

(b) (c)

FIGURE 1.10: (a) Shear startup response of 4% casein gel at different shear rates. The solid
line represents the fitting up until the critical point with the K-BKZ formulation. (b) and (c)
The critical stress and the corresponding critical strain plotted as a function of strain rate
as circles for 4% and squares for 8%. The dashed line corresponds to prediction combin-
ing bailey’s failure criteria and linear response while the solid line is using the full K-BKZ

relationship accounting for the hardening and softening. Adapted from [47].

enough to prevent unbending while allowing the stretching out of the strands until
they stiffen. At the highest φ, the topological constraints lead to more homogeneous
stress distribution, preventing localization, and both stretching and bending con-
tribute positively to the stress. Experimentally, Keshavarz et al. [47] on applying
step strain (non-incremental) observed reversible softening after hardening on in-
creasing the amplitude of the step. An hypothesis for this (credit to Thibaut Divoux)
can be the buckling of the locally compressed strand which has been observed in
fibrin gel [77] and in hydrogel [78]. This hypothesis can be probed experimentally
by combining the test with microscopy experiments. Also, the observation in sim-
ulation is another aspect that can be verified with the experiment, keeping in mind
gelation still happens at low concentrations.

Fracture prediction through non-linear constitutive equations

Can fracture be predicted just from the macroscopic rheology? Yes! Extending on
their work (Section. 1.4.1), Keshavarz et al. perform shear startup experiments on the
same casein gel. The stress response is plotted in Fig. 1.10a for different shear rates.
The gel shows strain hardening after a linear regime, followed by brittle irreversible
failure. The macroscopic behavior observed remains the same across the different
shear rates probed implying that the experimental time scale is faster than any re-
laxation frequencies. They predict the entire non-linear viscoelastic stress response
until the critical stress combining the K-BKZ formulation with the linear fractional
viscoelastic constitutive equation (Eq. 1.18) as seen in Fig. 1.10a. The formulation
requires a "damping function" which they estimate accounting for both the strain



28 Chapter 1. Introduction

hardening and softening observed in the step strain experiment (Section. 1.4.1). The
critical stress σc is the point of maxima in macroscopic stress. For their experiment, it
is also the point in time where they observe the first macroscopic fracture appearing
in the gel. The K-BKZ requires the strain field to remain homogeneous (at macro-
scale) and thus cannot account for the behavior after the critical point where the start
of macroscopic growth of fracture is observed. Fig. 1.10b and 1.10c plot the locus of
the critical stress and strain for two concentrations of the gel which are appropriately
predicted by combining the K-BKZ predicted behavior with Bailey’s rupture crite-
ria [57]. As seen in Section. 1.2.5, this implies that the macroscopic failure is a result
of damage accumulation due to local events which are independent and irreversible.
It opens up an interesting perspective on the relation of brittle fracture observed in
these soft gels to those observed in much stiffer systems such as glass [57] and elas-
tomers [59] for which Bailey’s failure criteria was successfully established earlier.
Application of Bailey’s criteria to the casein gel means that damage accumulation
until the start of local rupture nucleation should show no temporal correlation.

A prediction for fracture based on macroscopic rheology can be significant to
estimate the life cycle of the material. But it is subjected to whether the material can
be described by a similar kind of modeling addressed in the work of Keshavarz et al.
The K-BKZ kind of formalism requires that the deformation remains homogeneous
throughout the material which might not always be true for example the wall slip
observed in [70]. Also, Bailey’s criteria for critical stress requires the knowledge of
time dependence of failure under creep. The nature of the plastic events as well as
the hypothesis of independent events accumulating needs to be verified with local
structural observation as well as spatial and temporal correlation.

1.4.2 Behavior of gels under sub-critical stress

Creep or static fatigue

Shear startup experiments are comparatively easy to perform due to control over the
time duration over which the experiments are carried out. Also, the control param-
eter is the displacement, easier to measure and control than forces. This can be seen
in the wide variety of shear cell devices developed compared to stress-controlled
custom shear cells [79, 80]. The problem with strain controlled method is that the
shear history of the material is significantly different than what is observed in real
life, where most of the processes are stress-controlled. For example, the breaking of
a cable wire, the loss of adhesion in sticky notes due to the slow creep under gravity
are situations where we do not have control over the deformation. Besides, many of
the models describing failure are for material under a constant stress [37, 12, 36].

As stated above (Section 1.2.5), many materials display a power-law response
to creep, although for very different microscopic mechanisms. Andrade creep ob-
served in crystalline solids is due to collective motion of dislocations, that is plas-
ticity [21, 54]. Plasticity also explains the creep response of gels showing reversible
yielding [70] (Fig. 1.11a). However in this thesis, we will focus on a gel system where
the power-law creep can be explained by the linear viscoelasticity of the material,

Creep study on irreversible fracturing of gel formed by acidification of sodium
caseinate show power-law with γ̇ ∝ t0.85 as shown in the Fig. 1.11b. The expo-

nent observed is different than the one in crystalline solid (t−
2
3 ). The linear vis-

coelastic behavior, tested by performing frequency sweep in SAOS shows that the
G′, G′′ ∝ ω0.15. As seen in Section 1.2.4, this relates the two moduli through the
power-law (α = 0.15) and hence, the observed creep is linear-viscoelastic in nature.
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FIGURE 1.11: Creep test showing strain rate as a function of time on (a) 8 wt% carbon black
gel showing reversible fracture and (b) 4 wt% sodium caseinate gel showing irreversible
fracture for different applied stresses (σ increasing from 24 to 80 Pa for (a) and 200 to 1000 Pa
in (b)). The initial regime is a power-law γ̇ ≈ t−α with α ≈ 0.8, 0.85 in the two case. (a)

extracted from [Grenard 2014], and [67] with original data from [13].

An irreversible gel formed by silica nano-particle [53] also showed that the power-
law is accounted by the fractional Maxwell model. To test if the creep is recoverable,
Leocmach et al. perform successive loading and unloading test on their gel and
observed that only a small fraction of the strain is not recovered while the linear
viscoelastic properties remain unchanged, signaling no significant damage to the
structure. After the creep regime referred to as primary and defined by Andradre’s
law, the dynamics pass into a second regime with a minima in strain rate. This sec-
ondary regime is quite long and in fact, may correspond to 80% of the total creep
time [13]. The minimum in γ̇ has been observed in fiber composite materials [12]
and have been modeled precisely using FBM [37]. Simultaneous macroscopic ob-
servation of the gel in cylindrical Couette cell shows the initiation of an observable
fracture growing in the vorticity direction around the time γ̇ reaches the minimum.

On entering the tertiary regime, where the strain rate is growing, the behavior
between the two kind of gels starts to deviate. The reversible gel goes through two
plateau of fluidization as seen in Fig. 1.11a. The reason for the two relaxations in
the response is hard to pinpoint just from the macroscopic response. As for the ca-
sein gel, it shows a rapid increase in strain with a power-law dependence given by
γ̇ ∝ (τf − t)−1. In fact, when fitting the full creep behavior using a linear combina-
tion of the two phenomena: the linear viscoelastic creep and the crack growth from
the macroscopically observed fracture, a complete collapse for the different σ is ob-
served, implying a smooth transition from the primary to the tertiary regime where
the secondary regime implies a microscopic picture combining linear viscoelasticity
and crack growth.

As mentioned earlier, the three regimes, a primary Andrade creep, followed by
minima and a tertiary acceleration, have been observed in creep experiments on fiber
composite material [12]. Similar trend were observed in the acoustic emission (AE)
where an emitted crackling noise is linked to plastic rearrangements. To explain
this and assuming that the crackling is associated with pure plastic activity, Nechad
et al. [12] proposed a fiber bundle model where each fiber is nonlinear, the fibers
strength is nonuniform, and mean-field coupling between the fibers. The model
captures quite well the primary creep as well as the tertiary behavior. However,
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the Andradre creep has been observed in other FBMs with totally different assump-
tions. For example, Pradhan et al. [38] used a fiber bundle model where the dynam-
ics is controlled by an external increase in load with no internal temporal dynamics.
Jagla [37], recovers the three regimes using a totally different elastic spring plus a
dash-pot element of uniform stiffness where the reason for primary creep involves
both the effect of both plastic events and viscoelasticity. He points out some issues
with the model proposed by [12]: 1) The use of a non-linear element might seem re-
alistic but makes the modeling more coarse-grain and does not explain phenomena
at the microscale, 2) The temporal breaking of fibers (constitutive element) is one
by one and happens independently and does not account for local coupling which
causes avalanche or burst of breaking due to nearby events. Thus, it seems different
models based on widely different microscopic pictures can account for the macro-
scopic rheology observed. Thus, the microscopic nature of these non-linear behavior
needs independent experimental verification to progress with understanding which
kinds of assumptions are valid in the models.

Dynamic fatigue

Oscillatory tests are extensively used to quantify frequency-dependent linear vis-
coelasticity by separating elastic and viscous components. The response in non-
linear regime under large amplitude becomes quite complicated as the assumption
that the response will be sinusoidal fails. For example in the strain sweep test tran-
sitioning from small to large oscillation, the G′ and G′′ no longer remain indepen-
dent but become dependent on the magnitude of the strain in the non-linear regime.
The change in magnitude can give an idea of the yielding point, especially at the
crossover between G′ and G′′ but it does not provide any time-resolved informa-
tion. This can be done by using rigorous analysis [5]. One such analysis method
is the Fourier transform rheology [81] where the response can be seen as a sum of
sinusoids with different amplitude and phase differences. Strain-controlled LAOS
using the FT rheology have been able to differentiate polymer with different branch-
ing [82]. However, an issue with LAOS as pointed out by Perge et al. [69] is the
assumption that the oscillation happens over a dynamic steady state, i.e. there is no
change in material property from one oscillation cycle to another. This means that
the characteristic relaxation time of the material τmat is significantly smaller than the
time scale of the applied frequency, 1

ωexpt
. This as we have seen is quite untrue for a

lot of soft material due to lack of a single characteristic time scale of relaxation and
material showing thixotropy, i.e the response of the material is time-dependent.

I will discuss the most classical approach to studying oscillatory non-linear re-
sponse called dynamic fatigue, the oscillatory equivalent of creep. 1. On application
of oscillatory stress just above the linear limit, the response is non-linear and not
pure sinusoidal as seen in the inset of Fig. 1.12a. However on applying a Fourier
transformation, we can extract the fundamental frequency and define G′ and G′′ as
seen in Fig. 1.12a and can extract the magnitude of γ for this first harmonic (Fig. 1.12b
middle). The experiments are carried out in a Talor-Couette geometry similar to the
experiment described in Fig. 1.11. During the initial phase, the strain amplitude γo

increases very slowly, but as soon as the gel enters the non-linear regime, it under-
goes an abrupt change. The point of transition in time is referred to as τw. Finally a
strain rate relaxation occur at time τf as shown in Fig. 1.12b. This double transition

1The history of fatigue is intriguing and in the 19th century, largely remained a mystery as the
cyclic process results in not so large plastic deformation. The cause of the Versailles train disaster is
associated with the fracture of the axle which was a recurring problem caused by fatigue [83]
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t (104 s)

(a) (b)

FIGURE 1.12: Fatigue experiment on 6% carbon black gel in a Taylor-Couette geometry at
σ = 11 Pa and frequency f = 1 Hz adapted from [69]. (a) evolution of the elastic modu-
lus (G′, blue square) and loss modulus (G′′, red circles). In inset the instantaneous strain
response (red, solid) for the imposed stress at the moment (black, dotted) for three points

markedwith circles. (b) The evolution of phase shift δ = tan−1(G′′
G′ ) of the first harmonic.

(c) Evolution of the amplitude of strain γo from the first harmonic and (d) time derivative
dγo
dt of the strain amplitude in (c). The dotted line represent the two crossover time, tw cor-

responding to the apparent yielding when G′ ∼ G′′ and t f corresponds to the fluidization
time.

is similar to the creep response of the same gel in Fig. 1.11a and is a characteristic
of colloidal gel showing reversible fluidization [84, 85]. The hypothesis for the two
characteristic time scales are based on inter-cluster and intra-cluster bond break-
ing [86]. The microscopic probing using ultrasound offers more insight as will be
discussed in Section. 1.4.3). LAOS performed on 6 wt% casein gel reveal brittle frac-
ture similar to the case of static fracture in Fig. 1.11b. However, fatigue experiment
can provide additional information through the harmonics which are not accessible
in static creep.

Rupture criteria from harmonics analysis of LAOS

An example of the functionality of the oscillatory shear rheology is demonstrated
by the work of Saint Michael et al. [87] where alongside the fatigue at constant
stress, they perform increasing amplitude oscillatory stress for 10 cycles to deter-
mine empirical criteria for rupture. As seen in Fig. 1.13 when they plot the ampli-
tude of the odd harmonics (even harmonics are negligible due to boundary condi-
tion of no-slip) against the normalized stress σ/G′ for different concentrations, all
the curves collapse perfectly. They identify three zones: linear viscoelastic regime
where γ1 = σ1/G′ (negligible harmonics), a non-linear viscoelastic regime where
the amplitude of the harmonics increase as power-laws with exponents larger than
one, and a damaged regime, where the increase of the harmonics become slower
than their respective power-law. On extrapolating the respective power laws from
the nonlinear viscoelastic regime, they observe a common intersection point that
corresponds to the critical stress at which the sample breaks immediately. In this
system, it is thus possible to measure the critical stress from measurements in the
nonlinear viscoelastic regime, i.e. without damaging the material.
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FIGURE 1.13: Magnitude of the harmonic γyk of the strain response to an increasing oscil-
latory stress until 10 oscillations for different concentrations of casein as a function of nor-
malized stress amplitude σ

G′ , where G′ is the elastic modulus in the linear response whose
variation with the concentration of casein is shown in the inset. The straight lines are power-

law fit for for the viscoelastic regime ( σ
G′ ). Image taken from [87].

Failure time link to a rupture mechanism

For reversible gels, the time to fluidize either in creep Fig. 1.11a or in fatigue Fig. 1.12
shows an exponential Arrhenius type dependence on the applied stress magnitude
such that τf ∝ exp( σ

σ∗ ), where σ∗ represent the elastic barrier required needed to be
crossed to break a bond. This means rupture is an activated process and is a com-
petition between bond formation and breaking under the influence of an external
stress. The observation of this Arrhenius type dependence in other reversible gel
fracture [84], as well as simulation [85] implies the role of particle interaction and
gelation process on the fracture mechanism observed.

By contrast, the irreversible fracture time in casein gel τf show a power-law de-
pendence on the applied stress σ in both creep [13] and fatigue test [87, 67]. This is
similar to the Basquin law of fatigue [55] which was found for hard heterogeneous
material under cyclic deformation (Section 1.2.3. Jagla et al. [37] also observed this
in their FBM. This means that unlike in reversible gels, fracture is not governed di-
rectly by the thermally activated process, but is also linked to the amount of damage
the material can accumulate. The exponent reported are in the range 1 to 10, and
are an order of magnitude larger than those for other hard solids [55] implying that
soft caseinate gel is more prone to damage accumulation. Besides the Andrade creep
and the brittle fracture observed, this adds another consistent result relating fracture
in these soft gel to hard materials.

How heterogeneous materials, let alone gels, accumulate damage until the nu-
cleation of a critical fracture is still unclear [25, 2]. Below, we report the previous
attempts to identify fracture precursors in gels.

1.4.3 Microscopic probing for fracture precursors

As seen in Section 1.4, the macroscopic mechanics combined with models and nu-
merical simulations is informative but does not provide a full microscopic picture of
the failure in these materials. The link between the brittle fracture of casein gels and
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FIGURE 1.14: Time resolved displacement field ∆(r, z, t) for the same experiment describing
Fig. 1.12, where r is the radial distance from the inner cylinder and z is the direction of
vorticity. tw and t f are the time corresponding to apparent yield corresponding to wall slip

and bulk fluidization respectively. Retrieved from [69].

hard solids although intriguing, opens up several questions: Are there any micro-
scopic plastic events that cause local topological changes but do not impact the over-
all dynamics of the gel in the primary regime? The match with the Bailey rupture
criteria might suggest locally independent events accumulating progressively. Be-
sides, numerical simulations on reversible gels have highlighted the limited impact
of microscopic plastic events on the gel structure that lead to failure in fatigue [88]
and creep tests [89]. If so, how does fracture nucleate and transition to the accel-
erated growth regime? An understanding of those events will help develop better
assumptions for future models and engineering the fracture of these systems. In the
case of reversible yielding such as in carbon black gels, the reason for the two-step
relaxation is hard to decipher macroscopically and as we will see, can be answered
by mesoscale probing. Besides, a microscopic understanding can help understand
the difference in the nature of the interaction of the fracture precursors which leads
to the difference in the macroscopic rheology in these two kinds of gel failure.

Here, I elaborate on the different methods used for microstructural probing and
the major inferences from these studies.

Ultrasound Velocimetry

Ultrasound velocimetry techniques to probe heterogeneities in strain and sometimes
in mechanical properties have been extensively developed by the group of Sébastien
Manneville in ENS Lyon [90, 91, 13, 70, 69, 87, 71]. Ultrasound velocimetry has the
advantages of a high temporal resolution and of being able to probe opaque materi-
als. However, they have a resolution of 30 to 50 µm depending on the wavelength of
the ultrasound used, which is large with respect to gel microstructure.

Perge et al. [69] used ultrasound imaging to look at local inhomogeneity arising
during the experiment described in Section. 1.4.2. The meso-scale displacement field
displayed in Fig. 1.14 shows no sign of rearrangement for time t < tw inferring that
the gel behaves like an elastic solid. This might also be an implication of the low
resolution of the ultrasonic method compared to the typical size of carbon black ag-
gregates (∼ 500 nm). At t ∼ tw, the gel yields at the inner cylinder and subsequently
leads to wall slip. Hence, this explains the first relaxation in G′, G′′ observed in
Fig. 1.12a. Between the time corresponding to this wall slip and fluidization, there is
noisy region of uncorrelated large displacement corresponding to macroscopic flu-
idized zone which is progressively invading into the still solid-like domain. Finally
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FIGURE 1.15: Creep experiment and irreversible fracture of silica gel: Left axis: γ̇ as a func-
tion of the cumulative strain plotted as the red line. The dotted line represents the linear
viscoelastic fit for the primary creep regime using the Fractional Maxwell Model. The blue
curves are the measure of scaled plastic activity obtained from dynamics measured using
light scattering for different wave vectors (q). The time at the top correspond to experimen-

tal time corresponding to the strain. Obtained from [2] with original data from [53]

after t f the whole gel is fluidized, corresponding to the last step of constant strain
amplitude in Fig. 1.12c.

In the case of creep experiment on casein gel by Leocmach et al. [13] (see Fig. 1.11a),
no heterogeneity is observed in the primary regime. Again it might point to either
no plastic activity or activities at scales lower than the resolution of the method. The
second reason is more likely since the typical mesh size in 4% wt sodium caseinate
is a few microns. During the secondary regime, macroscopic fracture nucleates near
the top and bottom of the Couette cell and grows in the vorticity direction. Due to
the limit of the size of the sample probed, they could not observe the heterogeneity
associated with this fracture, but observed spatial fluctuation due to the elastic in-
teraction in the gel. Finally, in the tertiary regime, the fracture enters the region in
the range of the ultrasound probe and the displacement field registers heterogeneity
at the tip of this macroscopic fracture growth. Unfortunately, like seen in the case
of the reversible gel, the resolution is too coarse to detect the precursors, and it’s
hard to extract what the spatial heterogeneity associated with the growth of fracture
corresponds to.

Light scattering

To probe the microstructure, time-resolved light scattering techniques can be cou-
pled with mechanical tests [92, 93, 53]. They have the advantage of being fast and
can provide ensemble-averaged information of the microstructure on a wide range
of scales, well below the diffraction limit. For a system of reversible fractal colloidal
gel, Mohraz and Solomon [92] coupled small-angle light scattering to a shear startup
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a b

c d

FIGURE 1.16: Microscopy image of a cluster yielding of a 2D 3.1 µm particle size polystyrene
particle gel of φ = 0.4 adsorbed at an oil-water interface in a shear startup experiment with

γ̇ = 0.05 s−1 at strain (a) γ = 0.25, (b) 0.5, (c) 0.75 and (d) 1.25. Adapted from [94].

experiment to observe structural anisotropy in the velocity gradient direction. They
infer three regimes from it: structural orientation, network breakup near the stress
maximum, and cluster densification after failure. However, the anisotropy was re-
lated to the orientation of the gel following the same trend as the strain γ without
providing any other information. This highlights the issue with finding structural
changes associated with damage accumulation using scattering: the rare precursor
phenomena are hard to detect due to the ensembled averaging nature of the scatter-
ing method. Similar issues were encountered while probing the structural changes
in the study by Roger et al. [93] and Aime et al. [53].

Aime et al. [53] discovered that microstructural dynamic changes or ‘dynamic
precursors’ can serve as a warning for the weakening of the gel well before its catas-
trophic failure. In a creep experiment on a silica gel showing irreversible fracture,
they probe the system dynamics at wave vector corresponding to the mesh size of
the gel in the direction perpendicular to the shear plane. They observe a localized
fastening related to plastic rearrangements way before the catastrophic failure as
seen in Fig. 1.15. These observations proved to be a benchmark in the research on
studying fracture precursors in gels.

However, the nature of these dynamic precursors still remains a mystery. Dy-
namics measurement might miss out on the local strand breaking with the very small
signal as these events hardly impact their local topology, which may be a reason for
no plastic activity measured during the initial viscoelastic creep. Also, their spatial
distribution or nature of interaction cannot be extracted from scattering methods
and hence, requires Spatio-temporal resolved microscopic observation

Microscopic observation

To obtain details about each microscopic plastic event, visualization with an optical
microscopy can be done. Masschaele et al. [94] studied this using a gel mono-layer
of attractive colloidal particles trapped in an oil-water interface which show fractal
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FIGURE 1.17: 3D rendered evolution of microstructure of 1 µm sized sterically stabilized
PMMA colloidal gel at a strain rate of γ̇ = 7 × 10−2 s−1 during the intermediate time stage

before global rupture. The scale bar is of size 7.5 µm. Adapted from. [95].

clusters of size observable by microscope. Away from the traditional rheometer and
shear cells, the shear on the gel is purely through the hydrodynamic interaction due
to velocity gradient in the fluids. For an experiment of particle surface volume frac-
tion φ = 0.2, after an initial elastic and affine response, localized rearrangements
corresponding to bond-breaking events of the size of local heterogeneity are spotted
at γ ≈ 0.15, well before the gel macroscopic rupture (γ > 1). This demonstrates the
advantage of optical observation over other microscopic probing methods [92, 13, 69,
53] where such localized plastic activities remain hard to detect. At around γ ≈ 0.7,
contrary to the Bailey’s hypothesis applied to irreversible fracture in casein gel [47],
the breaking happens as a cascade or ‘avalanche’ indicating correlations through
elastic coupling. Its also in line with the observation by Jagla [37] who proposed the
model to account for avalanche effect in breaking. Finally for γ > 1, heterogeneity
becomes larger due to cluster densification also seen in [92] which happens due to
the breaking bond either folding into the backbone or reconnecting with other dan-
gling ends. The study relies solely on microscopic observation to define the different
regimes as they do not have a measurement of the macroscopic stress.

For a higher fraction φ = 0.4, Fig. 1.16 details the breaking away of an individual
cluster which suffers localized strand breaking event (Fig. 1.16a to Fig. 1.16(c)) and
breaks apart from the network while maintaining its integrity. This shows the strong
fractal nature of the gel as length scale of the breaking cluster is the same as the
one before the percolation by diffusion-limited cluster aggregation. The effect of the
increase in concentration is seen in the structure of the gel as the size of heterogeneity
reduces and deformation becomes more localized leading to more localized cluster
breaking, spanning from several diameters at φ = 0.2 to the order of a diameter at
φ = 0.5. This is expected as the size of the fractal aggregate is expected to reduce
with the volume fraction [63].

One issue with optical visualization is having 3D time-resolved imaging. Due to
recent advances in technology, confocal microscopy has emerged as a powerful tool
to visualize 3D spatially resolved microstructure of gels under shear [96, 97, 95]. It
enables to detect local deformation and rearrangements especially for out-of-plane
motion. Hsiao et al. [97] applied high step strain to rupture a colloidal gel of PMMA
particles and immediately freeze the position of the particles by photopolimeriza-
tion. This prevents the rearrangements usually seen in this system known for its
reversible yielding. After the failure, they observe the existence of an eroded cluster
which provides some elasticity to the failed gel. The only time-resolved shear exper-
iment exploring 3D yielding visualization till date has been the work of Rajaram and
Mohraz [95]. They perform a shear startup experiment on a reversible colloidal gel
using a custom shear cell of cone and plate geometry. Unfortunately, there is no pos-
sibility of relating the microstructural visualization to macroscopic rheology as there
is no measurement of stress in their experiments. For the shear startup experiment
where the gel is anchored to the plate and cone, they observe initially orientational
anisotropy similar to the one in Ref. [92] in their scattering due to orientation of gel in
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extensional direction. During the intermediate stage, there is a slowing down of the
velocities leading to an arrested anisotropic state. However, during this stage, there
are regular but scattered local rearrangements. Fig. 1.17 demonstrates one breaking
event where during the arrested anisotropic phase, a continuous chain of the gel
breaks inducing local translation before getting reattached to the main backbone re-
sulting in the formation of local cluster and densification as marked in the last two
images. Finally, in the third stage, they observe yielding as structural rearrangement
cannot accommodate the global stress. It was observed that although local rupture
and clustering are happening all across the gel, but the movement is local and the
gel structure remains arrested during the process as opposed to the global rupture
indicating yielding and fluidization.

The work of Rajaram and Mohraz [95] are in line with what was observed in the
case of 2D gel with additional information of an arrested phase where local plasticity
compensate for the added strain while the global structure remains arrested. They
also emphasize the importance of boundary conditions as for similar experiments
with no anchoring, there is no intermediate transition stage. Further investigation
has to be done to couple with global stress measurement to understand these mi-
crostructural changes. Also, the use of cone-plate geometry makes it possible only
to visualize a small section of the gel thus lacking statistics and understanding of
how the rupture events impact the gel rheology. Visualization of fracture in irre-
versible gel can give a comparison of how the microstructural evolution compares
to the one in the above reversible gel system.

Numerical simulations

Numerical simulations can also provide information at micro or mesoscale. How-
ever, until recently most gel simulations were only able to reproduce the phenomenol-
ogy of reversible gels. Bouzid and Del Gado, have shown that the irreversible gel
phenomenology could be reproduced provided both bending rigidity and low tem-
perature are considered [98]. At low temperatures, a strand breaking event triggers
other events through elastic propagation. Events are correlated. By contrast, at high
temperatures, this correlation is lost in the random background of the temperature-
activated breaking events.

This is reminiscent of recent results by Ozawa et al. [99] on an analytical mean-
field elastoplastic model and in MD simulations of a purely repulsive dense system
(i.e. not a gel). They have shown that the degree of annealing was a key parameter
controlling the ductile to brittle transition. This analogy at the mesoscale however
sheds no light on the nature of precursors to brittle failure in gels.

We come back to the work of Bouzid et al. [72] in Section. 1.4.1. As the concentra-
tion increases (See Fig. 1.9), the gel transitions from a largely deformable, rich non-
linear behavior at low concentration, to a gel hardly showing any non-linear stiff-
ening and transitioning to a ruptured state reminiscent of brittle fracture seen in the
irreversible fracture of casein gel. This is attributed to the more homogeneous mi-
crostructure at higher concentration leading to homogenous stress distribution due
to the local elastic coupling. This again can be related with the simulation works dis-
cussed above as a transition from heterogeneous to a more homogeneous structure
(high degree of annealing and less disordered state) [98, 99]. These observations can
be interesting to confirm experimentally. In the work of Masschaele et al. [94], they
explore the effect of concentration but the lack of macroscopic stress measurement
make it hard to infer anything.
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1.5 Aim and challenges

To summarize, fracture study through non-linear rheology combined with micro-
scopic probe provides a window to understanding how fracture precursors origi-
nate, not just in gels, but other soft materials as well. Combining macroscopic rhe-
ology with scattering technique, acoustic measurement using ultrasound and ob-
servation with microscope are some popular method to obtain local information.
Coupling with ultrasound techniques can provide information about the dynamic
precursors from the Spatio-temporal fluctuation of local velocity. However, these
fluctuations correspond either to the late solid-fluid transition [69, 87] or the onset of
visible cracks in the material [13], and it is difficult to clarify their structural origin.
Scattering techniques have the advantage of being fast and can provide ensemble-
averaged information of the microstructure. Aime et al. [53] using light scattering,
measured an increase in dynamic activity associated with plastic rearrangements
long before the actual failure in silica gels [53]. However, due to the volume averag-
ing in scattering analysis, it is difficult to identify the structural precursors because
generally, these heterogeneities are rare and too small to detect, that they get lost in
the ensemble-averaging. Optical microscopy, especially with the advances in con-
focal microscopy technology, can surpass these roadblocks due to the ability to ob-
tain spatial and temporal resolution at particle level despite their inherent limitation
such as type of sample, and compromise between resolution, imaged volume, and
acquisition rate.

1.5.1 Simultaneous microscopy and rheology

Coupling a confocal microscope with a commercial or custom rotational rheometer
seems to be the most straightforward way to observe in real space the microstru-
ture evolution upon mechanical stimulation. This solution is well adapted to study
samples under a steady shear rate [100, 101, 95, 102, 103], oscillatory shear [104] or
constant stress [105, 85, 106, 14]. The cone-plate geometry is often chosen in rota-
tional rheometers in order to achieve homogeneous shear [100, 107, 95, 105, 106].
However in such geometry the only way to observe the whole thickness of the gap
and thus quantify the effect of wall slip is to observe very close to the axis of the
(truncated) cone, where the shear is actually not homogeneous [108].

Translational shear cells with plate-plate geometry offer homogeneous shear and
are better suited to integrate with optical microscopy due to their simpler and less
expensive design. Thus, they have been widely used to study yielding transition in
soft solids [109, 104, 107, 97, 110, 86, 111, 112, 79, 80]. However, shear cells usually
have a small plate surface area to achieve a high degree of parallelism, leading to a
small and thus difficult to measure net force. Indeed, most translational shear cells
lack stress measurement. Only a few works [79, 80] have explored the possibility
to have stress measurement and, to our knowledge, stress control is only available
in the setup proposed in Ref. [80]. However, this control is less sensitive than in
rotational stress-controlled rheometer, restricting its usage to rather large stresses
(> 1 Pa). Furthermore, normal stress cannot be controlled and is never measured
and as we have seen, normal stress plays an important role in the rheology of non-
linear stretching observed in these gels.

To be observed with confocal microscopy, the microstructure needs to be at least
a micrometer large. Elasticity scales with the typical microstructure size ξ as kBT/ξ3,
(kB: Boltzmann constant, T: temperature. For colloidal gels similar scaling, see
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Eq. 1.27), soft solids with microstructure observable by optical microscopy have usu-
ally very small elastic modulus and are too soft to be stressed in a controlled way.
For instance, a colloidal gel made of micron-size particles with 10 µm structural pore
size will have moduli of the order of 10 mPa and yield stress closer to 1 mPa [113].
Such stresses are too low to be reliably applied by most commercial rheometers, and
even less so by shear cells. That is why most rheo-confocal studies on colloidal gels
have been performed by controlling the strain or the strain rate, with no measure
of the stress response [104, 85, 95, 97]. Indeed, the stress response is often extrapo-
lated from quantitative measurements done on similar systems with much smaller
building blocks [114, 85].

Thus, the first aim of this dissertation will be to develop a setup of high preci-
sion in stress measurement and control, which can be combined with a confocal
microscope to extract 3D microstructural data. Inspired by the design of the atomic
force microscope (AFM) [115] we have come up with a device that uses the principle
of deflection of a cantilever to measure and control stresses in a soft solid system.
The detail of the design is covered in Chapter 2.

1.5.2 Irreversible rupture in colloidal gels

Besides stress controlled measurements, experiments coupled with microscopic ob-
servations are not explored in the domain of soft colloidal gels like casein showing
irreversible fracture. This is because unlike a lot of colloidal gel systems [95], refrac-
tive index matching in these water based gels is difficult. However, if we are able to
develop a setup of precise and sensitive stress control, we can choose lower concen-
trations of the gel than generally used in previous studies, decreasing the impact of
refractive index mismatch. Coupled with the high resolution confocal microscopes,
a depth of order of 100 µm should be possible to scan with this combination. The lit-
erature on the study of irreversible fracture in these gels has progressed significantly
at the macro-scale. The parallel with hard solid rupture drawn from Bailey’s rupture
criteria, the power-law dependence of rupture time on the applied creep or predic-
tion of the behavior through Fiber-bundle models originally designed for compos-
ites, require a microscopic explanation to understand the origin of these phenomena.
Besides, colloidal gels with their large microstructure serve as a model material to
understand fracture origin at structural scales in these hard amorphous systems as
well as polymer gels. The slow phenomenon of creep fracture dominates the rup-
ture phenomena we observe in our daily life. Thus, the second aim of this study
will focus on irreversible fracture of protein gels such as casein under controlled
sub-critical stress, to understand the precursor origin of the creep macroscopically
linked to linear viscoelasticity and how they interact to cause crack nucleation and
failure in these materials. Ultimately, understanding the nature of precursor corre-
lation and nucleation, we can work on developing better assumptions to model the
behavior and the energy landscape of fracture in soft heterogeneous materials.

1.6 Outline of the thesis

The thesis is broken into 7 chapters starting from this introduction. In Chapter 2, we
discuss the design and engineering of a mechanical setup integrated with a confocal
microscope, key to explore the micromechanics of gel rupture. This setup is able to
measure and apply stress with high sensitivity in both shear and normal direction.
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Chapter 3 discusses the physical chemistry and rheology of our model irreversible
gel system with large microstructure: an acid-induced sodium caseinate gel. We dis-
cuss various improvements we brought to this system, and how we adapted it to
our experimental needs.

In Chapter 4, we benchmark the setup on the gel system to verify whether we
can perform the stress and strain control, and measurements that we claim in Chap-
ter 2. We perform incremental step strain experiments and observe the microstruc-
ture simultaneously to pinpoint the source of rupture using simple image correlation
techniques.

Chapter 4 also demonstrates the ability of our setup to perform controlled creep
experiment. We acquire continuous 3D images of our gel under creep and visually
recognize strand breaking events from these image in the regime defined by macro-
scopic linear viscoelasticity. However, these strand-breaking events are rare and
with the huge amount of time-resolved 3D data, we need to develop sophisticated
methods to locate these events.

In Chapter. 5, we describe in detail the analysis method we use to locate the
strand breaking precursor events. One is based on the estimation of small displace-
ment and the other on extracting the network topology.

In Chapter. 6, we use the methods defined in Chapter. 5 to locate the strand break-
ing events and their nucleation for the creep experiment introduced in Chapter. 4.
We try some spatial correlations to understand the elastic coupling between the in-
tact gel and the precursor ’defects’ existing within the material.

Finally, Chapter 7, summarizes the findings from our study and the various pos-
sibilities with it to address the open questions we discussed in this introduction.



Mechanics is the paradise of
mathematical science because here we
come to the fruits of mathematics

Leonardo da Vinci

Chapter 2

ICAMM: Immersed Cantilever
Apparatus for Mechanics and
Microscopy

A cantilever is defined as a structure fixed at one end while having the other end
unsupported. We see cantilever structures quite often in our daily life such as apart-
ment balconies, airplane wings, road signs etc. Cantilevers have been a subject of
interest since ages. Galileo, in his book "Two New Sciences" (translated name) [116]
however erroneously, quantified the force required to break a cantilever bar loaded
at its free end. He also discovered the scaling problem: the strength of the beam de-
creases on increasing the length unless we increase the breadth and width at a higher
rate. Due to one end being free, cantilevers are subjected to deflection. This deflec-
tion can be used to quantify forces and measure mechanical properties, from geolog-
ical [117] to atomic scale. It is at the basis of atomic-force microscopy [115], surface-
force apparatus [118, 119], and several biosensors [120]. Combining AFM with con-
focal microscopy allows local probing of forces and visualization from molecule to
cell scale with the advantage of combining the spatial resolution in AFM with the
chemical specificity offered by fluorescence microscopy [121]. In the heterogeneous
system, it offers the possibility of decoupling force response in methods such as deep
indentation [122]. However, AFM applies force at a very local level and cannot apply
stress homogeneously over the confocal field of view.

Based on this principle of deflection of a cantilever, we have developed a novel
apparatus that can perform both shear and normal tests while capturing 3D mi-
crostructure by confocal microscopy. This device, named “Immersed Cantilever Ap-
paratus for Mechanics and Microscopy” (ICAMM). The setup offers stress and strain
measurement, and can apply controlled stress or strain independently in shear and
normal direction using PID loops. Section 2.1 looks at the initial inspiration device
and explains the working principle and design of our setup. Section 2.2 details the
mechanics behind cantilever deflection which affects our choice of material and ge-
ometry. Section 2.3 looks at the various calibration method and calculations required
for the measurement of stress, strain, and the sensitivity of our measurements. Fi-
nally, Section 2.4 summarizes the PID method and how we use it to control stress
and strain with ICAMM.

41
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FIGURE 2.1: Schematic of the tensiometer device extracted from [127] which applies vertical
force on a material (carbopol here) to measure change in surface tension on application of

force in yield-stress fluids.

2.1 Design of the setup

2.1.1 Initial design inspiration

A decade before my PhD, Hélène Delanoë-Ayari designed in the lab a tensiometre to
quantify the viscosity of cell aggregates. Using this compression and stretching de-
vice based on a decimeter-long cantilever blade for which deflection was measured
by an eddy current sensor has successfully quantified the viscosity of cell aggre-
gates [123, 124]. Later, Hélène and Catherine Barentin successfully used it success-
fully to quantify the surface tension of liquids, biological tissues, and yield-stress
fluids [125, 126, 127]. Furthermore, they have coupled this apparatus to the observa-
tion of the microstructure (although, not in 3D) [123, 125]. A schematic of the setup
used for surface tension measurement in yield stress fluid is shown in Fig. 2.1. This
bridge tensiometer device can create normal strain in the yield stress fluid by chang-
ing the position of the micromanipulator which is attached to the bottom plate. The
force measurement is obtained by the deflection in the cantilever attached to the
upper plate using a sensor.

In AFM, the deflection of the cantilever is measured by the reflection of a laser
on its tip [128]. For centimetric cantilevers where displacements are larger and in
possibly turbid environments, eddy current sensors and capacitive sensors offer a
good trade-off between precision and compactness. Compared to capacitive sensors,
eddy current sensors offer a larger dynamic range and are unperturbed by changes
in medium conductivity. Thus, the selection of non-contact eddy-based sensors as
in the case of tensiometer device serve as the optimum choice.

The tensiometer device is limited in its usage for performing mechanics. First,
since the sample is in contact with air, the theoretical sensitivity of 0.1 mPa on bulk
stress is never reached as surface tension forces are dominating. Second, the setup
can only perform a vertical traction test since it uses a flat beam cantilever which
exploits deflection only in a single direction. Thus, even if the concept of using
cantilever as force measurement apparatus is quite old, its usage for shear rheology
of soft yield stress solids combined with confocal microscopy observation has not
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FIGURE 2.2: Design of the ICAMM with (a) a schematic side section view, (b) an angled front
view of the actual device, and (c) a schematic front section view. The distances a and b mea-
sured by the sensors are highlighted by pairs of facing arrows. In the schematics, elements
are colored with respect to their reference frame: orange for the head and the cantilever, red
for the sensors and the arm, dark gray for the tank (ground frame). The gel sample is shown
in blue, whereas the liquid permeating it and surrounding the head is shown in light blue.

been reported. Taking into account these limitations we have come up with a two-
sensor-based immersed setup ’ICAMM’.

2.1.2 Working principle and design specifications

The apparatus design and main components are shown in Fig. 2.2. The working
principle is based on measuring the deflection of a cantilever to obtain the stress ap-
plied to the sample. At the end of the cantilever, a rigid ‘head’ (orange in Fig. 2.2)
has its bottom in contact with the top of the sample. Two metallic targets of 8 mm
width and 0.3 mm thickness are glued at 45◦ on both sides of the head ( Fig. 2.2c).
The distance a and b to each of these targets is measured by an eddy current position
sensor (EPS08-C3.5-A/M, Micro-Epsilon, light red on Fig. 2.2) respectively in fer-
romagnetic or non-ferromagnetic target mode. Indeed, using different modes and
targets (stainless steel and aluminum respectively) is necessary to avoid interference
between the sensors. Both sensors are mounted on a rigid (10 kN/m) ‘arm’ using a
sensor holder as seen in Fig. 2.3 (red on Fig. 2.2), a fixing plate (Fig. 2.4) to which
the base of the cantilever is also clamped. Sensor readings thus give direct access to
the position of the head of the cantilever with respect to its base, that is to say, the
deflection of the cantilever.

The arm is mounted on a micromanipulator (MP285, Sutter Instrument), allow-
ing three-axis translation with respect to the ground frame via step motor (16 steps
per µm). Thus, the position of the head with respect to the ground frame (e.g.
xhead/ground) is obtained by summing the displacement of the micromanipulator (e.g.
xarm/ground) with the displacement of the head obtained from the sensors (e.g. xhead/arm).
Since the bottom of the sample is fixed with respect to the ground frame, the posi-
tion of the head with respect to the ground frame can be converted to a macroscopic
strain, knowing the geometry.

The deflection of the cantilever can be converted to a force. However, further
conversion to stress in the volume of the sample is in general made more compli-
cated by the contribution of interfacial forces acting between cantilever, sample, and
air [127]. Since we are dealing with gel samples permeated by a solvent, we are
able to get rid of surface tension effects by fully immersing the sample (dark blue on
Fig. 2.2a), the cantilever, and its head into the same solvent (light blue on Fig. 2.2a).
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FIGURE 2.3: Exploded view of the different component of ICAMM.

Provided a fine-tuning of the solutes in this solvent (see Chapter 3), the gel net-
work can maintain its mechanical properties while immersed. A collateral benefit of
the immersion is a buoyancy force acting on the head, that partially counteracts its
weights, providing the opportunity to use a softer cantilever without experiencing
its plastic bending.

The solvent is contained by a machined PMMA tank as seen in Fig. 2.3 (dark
gray in Fig. 2.2). The choice of PMMA as tank material is based on the criteria that
it is transparent, quite inert to chemicals, does not absorb water, is rigid and does
not deform easily under force, cheap, and easily machinable. The bottom of the
tank (2 mm thick) has a circular (15 mm diameter) hole to allow observation with
an inverted optical microscope. This hole is reversibly mounted and sealed (Teflon
tape > 0.1 mm thickness) with a glass coverslip (30 mm diameter, 0.17 mm thickness)
pressed by an inverted conical stainless steel mount piece attached to the tank by
three screws (Fig. 2.6). The gel sample is sandwiched between this coverslip and
the head of the cantilever, as sketched in Fig. 2.2a. The whole apparatus can be
used either alone for purely mechanical measurements or mounted on an inverted
microscope. As seen in Fig. 2.3, the micromanipulator and the tank are connected to
a rigid stainless steel base(tank support in Fig. 2.5) that can be screwed to a standard
XY microscope stage, here the motorized stage of a Leica SP5 confocal microscope.
The whole apparatus weighs approximately 3 kg. Mounting and unmounting from
the stage can be done in a few minutes.

The output of each sensor is read and digitized by DT3100-SM (Micro-Epsilon)
electronics. Digital readings from the sensors (ethernet) and the micromanipulator
(serial) are centralized on the host PC by a Python program that also actuates the
micromanipulator. Source code of the program can be found at 1.

1https://doi.org/10.5281/zenodo.4892987

https://doi.org/10.5281/zenodo.4892987
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Fig. 2.4, 2.5 and 2.6 show the engineering design of all the components and their
dimensions and can be useful for someone looking to recreate the setup.

2.2 Choice of cantilever

The choice of the cantilever is crucial in the current apparatus to get the right mea-
surements. In order to obtain the same stiffness in every direction of flexion, we
settled to a circular section. The dependence of deflection on the force applied on
the head can be obtained by solving the moment-curvature equation:

1

R
=

M

EI
(2.1)

where R is the radius of curvature, M is the bending moment, E is the young’s
modulus and I is the area moment of inertia of the cantilever. For a circular cross-
section cantilever of diameter D, it is given by

I =
πD4

64
(2.2)

The radius of curvature of any function y = f (x) is given by

1

R
=

d2y
dx2

(1 + (dy
dx )

2)
3
2

(2.3)

Assuming small elastic displacement y and substituting (Eq. 2.3) and (Eq.2.2) in
(Eq. 2.1), gives

d2y

dx2
=

64M

πED4
(2.4)
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Solving this differential for the case of force F acting on the head for a cantilever of
length L, the equilibrium deflection δ is

δ =
64L3

3πED4
F (2.5)

Aside from flexion, a circular cantilever can display torsion that may disturb our
measurements. The angular rotation at equilibrium around the axis due to a torque
τ is given by

θ =
τL

GJ
(2.6)

Where G is the shear modulus and J is the polar moment of inertia. For a force
F applied tangentially to the bottom of the head at a distance ℓb from the axis of the
cantilever, τ = Fℓb. The sensors placed at distance ℓs from the axis of the cantilever
will measure a displacement due to torsion δT = ℓsθ. Thus substituting G = E

2(1+ν)

and J = πD4

32 for a circular cross-section beam we get

δT =
64ℓbℓsL

πD4

1 + ν

E
F, (2.7)

where ν is the Poisson ratio of the material. Combining (Eq. 2.5) and (Eq. 2.6) we
have

δ

δT
=

1

3(1 + ν)

L2

ℓbℓs
(2.8)

This ratio is ≈ 500 for L = 20 cm, ℓb = 2 mm, ℓs = 10 mm and ν = 0.3. Therefore,
the torsion mode is negligible in our measurements but could be an issue for shorter
cantilevers.

We have tried cantilevers in pure copper and stainless steel, however they showed
too narrow elastic domain for our purpose. We finally settled to copper-beryllium al-
loy (Cu 98 % and Be 2 %, GoodFellow CU075340, ν = 0.3 and E = 120 GPa-160 GPa)
for its large elastic domain. In the following, we further characterize a cantilever of
length L ≈ 20 cm and diameter D = 1.0 mm.

2.3 Calibrations and measurements

2.3.1 Geometric calibration

On each mounting of the cantilever or the sensors, we perform a geometric calibra-
tion so that the reading of the sensors (a, b) is properly converted to the (x, z) coor-
dinate system. The displacement of the cantilever head along the arm (y direction)
is negligible since the cantilever length (L = 20 cm) is much larger than the typical
movement of cantilever head (< 100 µm). We physically block the head against an
obstacle normal to x, make the micromanipulator move by a known distance along
x and take the sensor readings 10 times, averaging them to record (a, b). We repeat
this procedure every 10 µm up to 200 µm and perform the same along z. A typical
set of results is shown in Fig. 2.7 as scattered data. The error in this plot depends on
the repeatability of our measurement. For the sensors, the specified repeatability is
< 0.5 µm.

If we assume that the cantilever behaves linearly, then the displacements ∆xhead/arm

and ∆zhead/arm should be given as a linear combination of both ∆a and ∆b. This can
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be represented by the matrix multiplication:

[
∆xhead/arm

∆zhead/arm

]

= M

[
∆a
∆b

]

, (2.9)

where M is a (2 × 2) matrix. The four coefficients of M−1 are obtained from a linear
least square fit of data shown in Fig. 2.7. We can then inverse the matrix to get
M. The geometric coefficients are of order 0.4-0.7, whereas their uncertainties are of
the order of 10−5. We can thus consider that the relative uncertainty added by the
referential change is of order 5 × 10−4.

2.3.2 Stiffness calibration (k)

Provided the large dynamic range of eddy current sensors (from 80 nm to 800 µm),
forces four orders of magnitude larger than the resolution can be reliably applied.
Therefore in our case, a scale precise to 0.01 g (Denver Instrument, MXX-612) is
enough to calibrate the stiffness of the cantilever. We start from a position where
the head is just touching the scale plate and tare the scale. Then, we lower down
the micro-manipulator by a known height, which gives the deflection of the can-
tilever, while the force is read from the scale. The linearity of the reading is shown
in Fig. 2.8 and persists as long as the sensors are not physically touching the head.
From a linear fit, we obtain the stiffness coefficient, typically k = 2.059(9)N/m. The
value matches with the theoretically expected one from (Eq. 2.5) if E is assumed to be
130 GPa, which is within the range of the specification. Furthermore, the cantilever
stiffness is at least three orders of magnitude lower than the stiffness of the scale
measured independently to 10 kN/m, which validates the calibration method.

2.3.3 Force to stress

In order to avoid parallelism issues, the part of the head of the cantilever in contact
with the gel is a spherical cap of the radius of curvature R0 = 20 mm, with a base of
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radius rc = 6 mm. Between the bottom of the head and the coverslip, we thus have
a sphere-plane geometry of minimum gap h0, with h0 typically 0.1 mm.

Confocal observations will be centered on the vertical axis of the head, with a
size of the field of view similar to h0 ≪ R0. Therefore, within the field of view, the
stress can be considered locally uniform. To further quantify this zone of uniform
strain we can do some order analysis on the parameter shown in Fig. 2.9. By simple
geometric solution h at any point x away from the center ’o’ is given by

h = ho + Ro



1 −
√

1 −
(

x

Ro

)2


 (2.10)

Where Ro is the radius of curvature of the head. For x << Ro applying Taylor
series expansion gives the relation

h = ho +
x2

2Ro
(2.11)

We can define a critical value xc for x when curvature becomes important such

that x2

2Ro
≈ ho. Thus

xc =
√

2Roho (2.12)

For ho = 0.1 mm and Ro = 20 mm, xc = 2 mm, thus quite larger than the zone of
focus with the microscope.

For the calculation of effective area for stress calculation, assume a small shear
displacement µ applied to the head. If we take a small ring element of size ds ≈ dx,
the stress on it due to the sheared material can be written assuming locally homoge-
neous strain

dσ =
Gµ

h(x)
(2.13)

where G is the elastic modulus of the material. The total force on the ring is then

dF = 2πxdxG
µ

h(x)
(2.14)
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h(x) is given by the (Eq. 2.11). Integrating this equation between 0 and rc, which
is the radius of the cylindrical cross-section of the head, the total force F is

F = 2πGRoµ ln

(

1 +
r2

c

2Roho

)

(2.15)

We want to find the equivalent plane geometry of height ho and effective area
Aeff, which on application of a displacement µ gives the same force.

F = GAe f f
µ

ho
(2.16)

Comparing (Eq. 2.15) and (Eq. 2.16), we get

Aeff ≈ 2πR0h0 ln

(

1 +
r2

c

2R0h0

)

(2.17)

For our geometrical parameters, Aeff ≈ 29 mm2. This will be useful to get the stress
from any arbitrary force measured by the deflection of the cantilever.

2.3.4 Systematic and relative uncertainties

Systematic uncertainties on the stress come from the respective calibrations of M, k
and Aeff and sum up to about 10% uncertainties on the absolute magnitude of the
stress measurable with the present apparatus. However, relative uncertainties be-
tween two measurements done with the same set of calibrations stem linearly from
the resolution of the sensors, δa = δb = 80 nm for a static measurement. The res-
olution in stress is thus δσ = kδa/Aeff ≈ 6 mPa. This is similar to catalog specifi-
cations of commercial stress-controlled rheometers (e.g. Anton-Paar MCR 502 with
a R = 25 mm cone-plate) and at least an order of magnitude better than published
shear-cells [79, 80]. Furthermore, our apparatus has an equivalent resolution in nor-
mal stress, whereas rheometers more often have normal stress resolutions in the
range of 1 Pa and shear-cells are to our knowledge not able to measure or to control
normal stress. Also, from (Eq. (2.5)), we deduce that the stiffness coefficient of the
cantilever scales with the diameter and length as k ∝ D4L−3. In principle, we can
bring down the precision to order of 1 µPa using a thinner and longer cantilever.
This can be useful to study the sub-critical stress behavior in soft colloidal gels.



2.4. Action: PID control loops 51

xa/g + xa/g

deflection

setpoint PID ∆x

sensor A a xh/a

M

sensor B b zh/a + zh/g

PID ∆z

za/g + za/g

m
ic

ro
m

an
ip

u
la

to
r

m
ic

ro
m

an
ip

u
la

to
r

position

setpoint

FIGURE 2.10: Diagram of the control loops in the case of a constant shear stress and a con-
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2.4 Action: PID control loops

Mechanically, ICAMM is neither a stress-controlled or strain-controlled setup. In-
deed in most practical cases, the stiffness of the cantilever is close to the equivalent
stiffness of the studied sample. For example, a gel with G′ ≈ 7 Pa in our geometry
has an equivalent stiffness of kgel = G′Aeff/h0 ≈ 2 N/m, similar to the stiffness of
the cantilever. That is why we need to introduce a feedback control on either the
position of the head with respect to the ground or the deflection in order to obtain
a strain-controlled, respectively stress-controlled test. As shown in Fig. 2.10, we can
set this mode on both axes independently. In the example, we show stress control in
the x direction, maintaining a constant gap thickness zhead/ground corresponding to a
strain control in the vertical direction.

The PID controller acts by calculating the error e(t), which is the difference be-
tween the setpoint and the process variable, and acting on this e(t) using a propor-
tional (P), integral (I), derivative (D) correction so as to minimize the quantity

PV = Kpe(t) + Ki

∫ t

0
e(t

′
)d(t

′
) + Kd

de(t)

dt
(2.18)

where Kp, Ki and Kd are the coefficient of the P, I and D control respectively.
In Fig. 2.10, we have the sensors providing the distances a, b which are con-

verted to the reference frame coordinate using the calibration matrix M, as shown
in Section 2.3.1. For the stress control in x, it is inputted into the PID and compared
with the deflection setpoint to obtain the error, and the control action according to
(Eq. 2.18) is sent to the micromanipulator to act on. Similarly, the PID acts on z but
here the input to the PID is obtained from both the micromanipulator and sensor as
zarm/ground + zhead/arm.

Since the micromanipulator moves in steps of finite size (ǫ = 62.5 nm), a purely
proportional controller (Kp > 0, Ki = Kd = 0) cannot correct an error such that
|e(t)| < ep, where ep = ǫ/(2Kp) is the steady-state error of the proportional con-
troller. This error can be improved by using a larger value of Kp or by introducing
an integral controller which keeps adding the error over time. Each of these actions
can lead to overshoot and instability in the control loop and hence, a further dif-
ferential controller can be added, which anticipates the rate of change in e(t) and
dampens it. Also, the frequency of our control loop is limited by the frequency of
action of the micromanipulator which is 10 Hz.
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The testing of this setup will be performed on a sodium caseinate gel, the meth-
ods and characterization of which are discussed in Chapter 3. All the details are
discussed in Chapter. 4.

Key concepts of the chapter: This chapter contains the working principle and
all the design details of the setup ICAMM which can perform controlled stress
or strain experiments on soft solids while having simultaneous microscopic
visualization:

1. The stress is measured using eddy-based sensors.

2. To get rid of surface tension forces, the sample and cantilever are im-
mersed in a solvent.

3. We explain the different calibrations required to convert sensor reading
to deflection and deflection to stresses and strain.

4. Both the stress and strain are controlled by applying PID control loops
on measured quantities and changing position using a micromanipula-
tor.

5. With this apparatus, we can independently apply shear and normal
stress, or strain, with the same precision.



The ability to reduce everything to
simple fundamental laws does not
imply the ability to start from those
laws and reconstruct the universe

More is different (1972), P.W. Anderson

Chapter 3

Gel System Characterization and
Experimental Methods

The model gel system we work with is acid-induced gel of sodium caseinate. Sim-
ilar to hard solids, casein gels show brittle irreversible fracture [13]. This fracture
mechanism is prevalent in several important polymer-based gel [129], hence, under-
standing the phenomena can widen the engineering application for a broad class of
network materials including polymer gels and protein gels. The casein gel we study
here has a large micro-structure with mesh size typical of ≈ 10 µm order [130] mak-
ing microscopic observation viable. In addition, the food grade of the gel makes it
easy to handle. Specific safety measures are not required. In this chapter, the in-
troduction on casein gel covers the physical chemistry and mechanism behind the
gelation. I further introduce a method to fasten the gelation process by the addition
of acetate buffer. Later, I elaborate on the chemical composition and procedure for
in-situ gelation in ICAMM. Finally, I characterize the gel rheology using a standard
rheometer and address the mass transfer between the surrounding solution and the
gel through experiment and model.

3.1 Casein Gels

Casein (Caseus in Latin for Cheese) is a natural occurring protein in mammalian
milk, existing in mainly four structural form (αs1− , αs2− , β− and κ−). It is present in a
micelle structure with thousands of casein molecules associating with calcium phos-
phate [131]. The κ− casein coats the micelle and hence, stabilizes it via electrostatic
and static repulsion. A method to induce gelation is by the addition of proteolytic
enzymes as in the case of cheese (rennet), which cut off the κ− casein responsible for
steric stability thus resulting in aggregation. Another method is to slowly reduce the
pH using bacterial culture (as in yogurt). Casein and in general proteins are made
up of amino acids which can be acidic or basic in nature. At neutral pH, casein has
a net negative charge while at its isoelectric pH of 4.6, it carries no net charge. The
bacterias in the culture convert the lactose in milk to lactic acid, slowly acidifying
the suspension, resulting in the arrested state of gel around the isoelectric point of
pH 4.6.

What happens to casein on acidification? To qualitatively explain this I take the
experimental data from [132]. In the experiment, they add a 1 M HCl solution to a 4%
sodium caseinate solution and after centrifugation, obtain the amount of unaggre-
gated casein. As seen in Fig. 3.1, initially the casein is stabilized by the electrostatic
repulsions at high pH. The amount of free casein begins to drop and reaches zero at
a pH ≈ 5. In addition, the food grade of the gel makes it easy to handle. Specific

53
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FIGURE 3.1: Percentage of free casein as a function of pH change obtained by addition of
1 M HCl to 4 wt% sodium caseinate solution. Data borrowed from [132]
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FIGURE 3.2: Left: Moleculart structure of GDL. Right: Micrsotructural picture of a 4%wt
casein gel acidified with 1%wt GDL in water obtained using SEM (borrowed from [67])

safety measures are not required, triggering aggregation. In homogeneous acidifica-
tion via bacetria culture, this process is kinetically driven by diffusion limited cluster
aggregation (DLCA), leading to gelation [64]. On shifting the pH beyond the isoelec-
tric point, the net charge of casein becomes positive enough to induce electrostatic
repulsion. Hence, in Fig. 3.1, at around ≈ pH 3.5, the amount of free casein starts to
rise and the gel (at least partially) dissolves.

Sodium caseinate is obtained by acidifying and curdling skimmed milk at pH
4.5, followed by the addition of sodium hydroxide up to a pH of 6.7 [133]. It is later
pasteurized and spray dried. Depending on the ionic strength, caseinates can either
be suspended individually or in aggregates of average size 11 nm, corresponding to
about 15 proteins [134, 135]. Although the acid and alkaline treatment change the
native structure present in milk, these aggregates still display short-range attraction
along with the long-range electrostatic repulsion. Thus gelation can be induced by
slow acidification.
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3.1.1 Acidification of sodium caseinate

Sodium caseinate and milk can be acidified artificially using chemicals that promote
slow homogeneous acidification. Glucono-δ-lactone (GDL) an internal ester, is one
such chemical (see Fig. 3.2, left). On addition to water, it undergoes hydrolysis by
first-order kinetics [136]. It offers better control on the gelation process compared to
lactobacillus culture: no variability due to the type of culture used and the final pH
is decided by the chemical equilibrium and hence, the initial concentration of GDL.
The right image on Fig. 3.2 shows an SEM image of a 4% wt casein gel obtained by
addition of 1%wt GDL [67].

3.1.2 Linear rheology of casein gel during acidification

On addition of GDL to a casein solution the pH decreases limited by the first-order
kinetics of hydrolysis of GDL as shown in Fig. 3.3a. At a pH close to the isoelectric
point of casein (pH 5 here), the elastic modulus G′ and viscous modulus G′′ starts to
rise with the value of G′ > G′′ signaling the onset of gelation. Finally, the pH satu-
rates to a value close to the isoelectric point and the gel shows a plateau close to the
maximum in the measured viscoelastic parameters at around approximately 8 h. To
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fasten the gelation, the rate of acidification needs to be increased, which can be done
by increasing the concentration of GDL. But, on increasing the GDL concentration
to 4%, as shown in Fig. 3.4a, the pH lowers below 4. As seen in Fig. 3.4b, the elastic
modulus decreases drastically with the plateau much smaller (< 200 Pa) than the
maximum, implying improper gelation [132]. This is due to the over-acidification
which leads to partial redissolution of the aggregates.

3.2 Controlled fast gelation

TThe over-acidification problem has led us to search for another method to fasten
gelation. But, why do we need fast gelation? Taking into consideration the limita-
tion on initial GDL concentration to prevent over-acidification, the typical gelation
time is larger than 8 hours. This can be problematic for long-duration experiments
as instability due to solvent loss and other factors can be introduced. Also, the ca-
seinate aggregate might develop a gradient in concentration with height due to grav-
ity, so having an arrested state as fast as possible is necessary. Thus, faster gelation
is needed to avoid the introduction of instability, noises, and concentration gradient
due to sedimentation in the experiment.

The next step for us is to decide on a method to gelify faster while avoiding
over-acidification. This can be realized in two manners:

• Adding a buffer species to arrest the decrease in pH for excess GDL

• Controlling the pH through surrounding solution via diffusion.

The two methods are explained in the next section

3.2.1 Buffer addition

Buffering by a weak acid/base

This section is a small introduction to buffer chemistry. For the case of buffering by
a weak acid (AH) and its conjugate base (A– ), the dissociation equation in water is
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given by

HA −−⇀↽−− A− + H+, Ka =
[H+][A−]

[HA]
. (3.1)

Remembering that pH = − log10 [H
+] and pKa = − log10 Ka, (Eq. 3.1) becomes

pH = pKa + log10

[A−]

[HA]
(3.2)

As seen from (Eq. 3.2), the buffering action is such that when the pH is close
to the pKa, the pH is almost insensitive to dilution (the ratio [A−]/[HA] remains
constant) or to the consumption of a small quantity of either the acid or the base
formed by other reactions (e.g. addition of a small quantity of strong acid). This
is why a (close to) stoichiometric solution of a weak acid and its conjugate base is
called a buffer. By contrast, for a pH far from the pKa, the acid form (respectively
base form) will be in large minority and its concentration easily further decreased by
other reactions, driving up (respectively down) the ratio in (Eq. 3.2). The buffering
power does not apply, and the pH becomes very sensitive to other reactions. For
instance, the pKa of acetic acid and acetate (noted HAc and Ac– ) is pKaAc = 4.75,
which make it a good candidate to stabilise the pH near the isoelectric point of the
casein (pI≈ 4.6). However at pH=6.75=pKaAc + 2, acetate is the majority species by
a factor of a hundred.

We can also consider the situation where a concentration C0 of HA is put in water.
At equilibrium, we have [HA] = C0(1 − y), [A−] = C0y, and neglecting the original
concentration of H+ due to water self-protolysis [H+] = C0y. Putting these values in
(Eq. 3.1) we get a second order equation in y that can in general be solved as

[H+] =
Ka

2

(

−1 +

√

1 + 4
C0

Ka

)

⇔ pH = pKa− log10

(−1 +
√

1 + 4C0/Ka

2

)

(3.3)

However, for many cases C0 ≫ Ka, thus the above equation reduces to

[H+] ≈
√

C0Ka ⇔ pH =
1

2
(pKa − log10 C0). (3.4)

GDL hydrolysis and pH

GDL hydrolysis into gluconic acid slowly followed by a fast equilibriation between
between gluconic acid and gluconate [136]. The two reactions can be expressed as

GDL
︸ ︷︷ ︸

g(1−x)

+ H2O ↽−
k1

k−−−⇀ HGl
︸︷︷︸

gx(1−y)

, KGDL =
[HGl]∞
[GDL]∞

=
k

k1
≈ 7.7. (3.5)

HGl
︸︷︷︸

gx(1−y)

−−⇀↽−− Gl−
︸︷︷︸

gxy

+ H+
︸︷︷︸

gxy

, KaGl = [H+]
y

1 − y
≈ 10−3.70 (3.6)

Since (Eq. 3.6) is fast, at any time, we can apply (Eq. 3.3), replacing C0 by gx. We thus
get

y =
KaGl

2gx

(

−1 +

√

1 + 4
gx

KaGl

)
x≫KaGl/g

≈
√

KaGl

gx
. (3.7)
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or x ≈ KaGl/(gy2). If we are at final equilibrium, we can input this values in (Eq. 3.5)
and solve for y

y∞ ≈
√

1 + KGDL

KGDL

KaGl

g
, (3.8)

x∞ ≈ KGDL

KGDL + 1
≈ 0.885. (3.9)

The remarkable lack of dependence of x∞ on g can also be recovered starting
from (Eq. 3.5):

KGDL =
x∞(1 − y∞)

1 − x∞

⇔ x∞ =
KGDL

1 + KGDL − y∞

y≪KGDL+1
≈ KGDL

KGDL + 1
. (3.10)

Since [H+] = gxy, the final pH is obtained by combining (Eq. 3.8) and (Eq. 3.9):

pH∞ =
1

2
(pKaGDL − log10 g), KaGDL ≡ KGDL

KGDL + 1
KaGl ≈ 10−3.75. (3.11)

For instance GDL (molar mass MGDL = 178.14 g mol−1) at 1%wt corresponds to
an initial GDL molar concentration of g = 56 × 10−3 mol l−1. According to (Eq. 3.11)
it would reach a final pH of 2.5. This predicted value is lower than the observed final
pH≈ 4 in the presence of 4%wt sodium caseinate. Indeed proteins are themselves
weak poly(acid/base) that have an influence on the pH.

GDL and acetate buffer solution

To speed up the gelation process, we can use the buffering power of acetate (pKa=
4.75). The presence of CH3COO– /CH3COOH buffer means that we can add excess
of GDL which will reduce the pH faster initially until gelation but the kinetics will
slow down near ≈ 4.75 due to the buffering power of acetate. Thus addition of
excess GDL will not lead to overacidification and softening of gel. Treating analyti-
cally the pH response of sodium caseinate is too complex since it has multiple acidic
and basic groups. Besides, compared to the 4%wt system used in [13, 132], we will
switch to 1%wt to have a larger microstructure for better imaging. Since the GDL
will be in excess, the ratio of GDL to caseinate will be higher than in [13], reducing
the influence of caseinate on the final pH. Thus, we assume that the final pH is only
affected by the initial concentration of acetate buffer and GDL.

From (Eq. 3.11), we know that the final [H+] is given by the initial GDL and the
equivalent dissociation constant KaGDL = 10−3.75. Sodium acetate trihydrate is a
water soluble crystal salt which acts as a source of acetate ions. At t = 0, if we add
g moles of GDL(MGDL = 178.14 g mol−1) and a moles of sodium acetate trihydrate
(MNaAc.3H2O = 136.08 g mol−1)

GDL
︸ ︷︷ ︸

gM

↽−−−⇀ Gl− + H+ (3.12)

Ac−
︸︷︷︸

aM

+H+
↽−−−⇀ AcH (3.13)



3.2. Controlled fast gelation 59

We have at equilibrium,

GDL
︸ ︷︷ ︸

g(1−x)

↽−−−⇀ Gl−
︸︷︷︸

gx

+ H+
︸︷︷︸

gx−ay

(3.14)

Ac−
︸︷︷︸

a(1−y)

+ H+
︸︷︷︸

gx−ay

↽−−−⇀ AcH
︸︷︷︸

ay

(3.15)

From chemical equilibrium balance, we have

KaAcH =
[Ac−][H+]

[AcH]
=

a(1 − y)[H+]

ay
, (3.16)

KaGDL =
[Gl−][H+]

[GlH] + [GDL]
=

gx[H+]

g(1 − x)
, (3.17)

where KaAcH ≈ 10−4.75 and KaGDL ≈ 10−3.75.
Mass balance of H+ give us [H+] = gx − ay. If we assume gx, ay ≫ 10−pH, we

get
g

a
≈ y

x
(3.18)

For the gelation to be proper, we need to have a final pH close to the isolectric
point of 4.6. Putting this constraint on [H+] and solving (Eq. 3.16), (Eq. 3.17) and
(Eq. 3.18), we get

x ≈ 0.88, (3.19)

y ≈ 0.59 (3.20)
g

a
≈ 0.67 (3.21)

Thus, (Eq. 3.21) signifies that the molar ratio of GDL to Acetate in the initial
solution should be approximately 0.67 for having an equilibrium pH of ≈ 4.6.

3.2.2 Diffusion control through surrounding solvent

As discussed in Chapter. 2, we surround the gel with a solvent with similar com-
position water based solution to nullify interfaces and hence, surface tension forces.
Since the surrounding solvent is in excess, it will decide the final concentration of
ions and hence, it can act as a source of H+ via diffusion. To quantify the time scale
for this gelation, we need to solve the mass transfer on applying a step concentration
of H+ for the typical length scale of the radius of head.

Diffusion characterization: Analytical

To simplify the mass transfer problem involved, we consider a simplified cylindrical
geometry for the gel confined between coverslip and head as shown in Fig. 2.9. We
also assume that H+ is the only ion we are concerned with for the change of pH. We
can solve the non-steady state mass transfer equation in cylindrical coordinates to
get the concentration profile C with time

∂C

∂t
=

1

r

∂

∂r

(

rD
∂C

∂r

)

(3.22)

where r is the radial distance, D is the diffusion coefficient. Using the method of
separation of variable, the mass transfer equation reduces to
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FIGURE 3.5: Normalized concentration at the center of the cylinder for the model diffusion
of H+ inside a cylinder of radius same as the head in ICAMM on introduction of a step

concentration outside the confinement, solved using (Eq. 3.29).

C = ue−Dα2t (3.23)

where α is a distance based parameter, u is a function of radial distance r from the
center satisfying the bessel equation of zero order.

d2u

dr2
+

1

r

du

dr
+ α2u = 0 (3.24)

The solution to (Eq. 3.23) can also be obtained analytically if we define a model
based on assumed initial and boundary conditions:

• The concentration of H+ is constant initially between the plates

C = C1, 0 < r < a, t = 0 (3.25)

• The concentration of H+ is constant around the cylinder i.e. in the buffer for all
the time

C = C0, r = a, t >= 0 (3.26)

The solution for these boundary condition is given by [137]

C − C1

C0 − C1
= 1 − 2

a
Σ∞

n=1

e−Dαn
2t J0(rαn)

αn J1(rαn)
(3.27)

Here J0 and J1 are bessel function of first kind of order 0 and 1 respectively. The
αn are the root of the bessel funcion J0.The solution of this for the center of the cylin-
der (r = 0) is plotted in Fig. 3.5 for the ICAMM setup (a = 0.6 cm). The time for
equilibration is > 1.5 hour.
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FIGURE 3.6: (a)Evolution of pH of the surrounding solution and the gel solution when not in
contact with each other. The zone of pH where casein aggregation is observed.The horizontal
dotted line is the isoelectic pH. (b) 2D view of the casein gel formed inside ICAMM following

the protocol described in Section 3.3 at t= 20 min.

3.2.3 Gelation controlled by diffusion only

Besides the small improvement in gelation time compared to just using GDL, us-
ing a solvent-controlled diffusion method suffers from other issues. The addition of
H+ occurs through the addition of molecules of acid which makes the surrounding
solvent heavier than the gel sample. Once the gel sample is sandwiched between
the head and coverslip, the addition of solvent would lead to the mixing of the two
since the surrounding solvent is heavier than the sample and will displace it. Fur-
thermore, the pH of the surrounding solution should be around the isoelectric point
as it will regulate the final pH of the gel. But, it also cannot be constant since it would
lead to gelation happening heterogeneously at the contact between the gel-forming
solution and the surrounding solution. Therefore, the pH of the surrounding solu-
tion should decrease with time, reach the gelation pH after the gel-forming solution
does, and stabilize at a pH close to the isoelectric point. This calls for a method that
utilizes both the buffer equilibrium and GDL kinetics with the surrounding solvent
diffusion.

3.3 Experimental preparation for ICAMM

From the discussion in the last section, we summarize the experimental require-
ments through the following points:

1. As seen in Section 3.2.2, to control the final pH of the gel-forming solution, the
surrounding solvent should contain acetate as it governs the long time scale
pH through diffusion. Also the ratio of GDL to acetate should be close to the
value derived in Section. 3.2.1(Eq. 3.21) to have an equilibrium pH close to the
isoelectric point of casein.

2. To avoid mixing, the surrounding solvent must have an equal or lower density
than the gel sample. One species which definitely increases the density is the
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casein which is only present in the gel sample. The other species, GDL, and ac-
etate in the surrounding solvent should be either higher or equal concentration
to the sample.

3. The pH of the sample should decrease faster than the surrounding solvent.
This happens if either acetate is lower or GDL is higher in the sample. We
go for excess of GDL in the sample (compared to the surrounding solvent)
while keeping the same amount of acetate in the sample and surrounding, as
the short-term pH is governed by the kinetics of GDL diffusion which will be
more efficient in bringing the pH down faster.

Since it is the total amount of acetate+acetic acid which governs the final pH, it is
possible vary the initial stoichiometric ratio of acetate to acetic acid. For instance, an
initial ratio of 9:1 decreases the initial pH to a value just above the gelation zone and
thus decreases the gelation time. In practice, we prepare an acetate solution by mix-
ing 0.764 %wt sodium acetate-trihydrate (CH3COONa.3H2O, Sigma-Aldrich CAS:
6131-90-4) and 0.320 %v of glacial acetic acid (CH3COOH, VWR Chemicals CAS 64-
19-7) in 9:1 ratio so that the molar ratio in the final solution is [CH3COOH]/[CH3COO−] =
0.1. This solution has a pH ≈ 5.75. Upon addition of 0.75 %wt GDL (TCI CAS: 90-
80-2), the pH decreases to 5.2 in 35 min, and then slowly converges to its equilibrium
pH ≈ 4.4, as shown in Fig. 3.6. The chemical composition are such that the final solu-
tion has [CH3COO−]/[GDL] ≈ 0.69, close to the desired value derived in (Eq. 3.21).
Also the assumptions for (Eq. 3.18) are valid for these values of the concentrations.

To prepare the gel-forming solution, we dissolve 1 %wt sodium caseinate (TCI
CAS: 9005-46-3) in water at room temperature and mix this solution in 1 : 1 volume
ratio with an acetate solution made by mixing 1.528 %wt sodium acetate-trihydrate
and 0.320 %v of acetic acid in 9 : 1 ratio. The concentration in acetate is thus similar
between the gel-forming and the surrounding solution in accordance with pt. 3. The
initial pH of the gel-forming solution is 5.9. Before the experimentation and addition
of GDL, we add Rhodamine B dye (Sigma Aldrich CAS: 81-88-9) so that we have a
concentration of 2 µmol in the gel-forming solution. We add excess to the calculated
amount of GDL in the gel-forming solution (Note: GDLsurrounding > GDLsample).
Upon addition of 2.5 %wt GDL, the pH of an isolated gel-forming solution decreases
to 5.2 in 20 min and then converges to its equilibrium pH ≈ 3.6, as shown in Fig. 3.6.
Note that the in situ gel sample will not reach this over-acidification pH due to mass
transfer with the surrounding buffer.

To prepare an experiment in ICAMM, we start from an empty tank. The head is
pressed onto the bottom coverslip by physical contact between the sensors and their
target. Then, we add GDL simultaneously to both the gel-forming and the surround-
ing solutions. After 10 s mixing, we immediately pipette 200 µl of the gel-forming
solution around the head. Then we fill the tank with 50-60 ml of the surrounding
solution. Part of the filling is done at a controlled flow rate of 60 ml/h, using a sy-
ringe pump and a 0.3 mm inner diameter tube ending at the end of the tank close
to the head, in order to minimize the mixing with the gel-forming solution. Once
the perimeter of the head is surrounded, the filling is completed manually with a
pipette from the other end of the tank. When the tank is filled, we raise the head
by 100 µm and wait for 40-45 min for the gelation to take place after which, we put
a control loop for 135 min before any test to ensure all chemical species are in equi-
librium between the surrounding and the gel. Mixing of the two solutions does
occur before gelation, especially at the beginning of the filling of the tank. However,
the gel-forming solution is denser and stays in the hollow around the head. Fur-
thermore, the tight confinement by the touching sphere-plane geometry prevents
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FIGURE 3.7: Evolution of elastic(G′) and viscous modulus(G′′ until gelation for the 1 wt%
casein sample. The spike in the modulus curve at around 1400 s corresponds to the distur-

bance due to introduction of surrounding buffer.

mixing under the head itself. When the head is raised, the composition in the gap
far from its edge is one of the pure gel-forming solutions. Indeed, as seen in Fig. 3.6,
gelation in situ is observed at 20 min after mixing as in the case of pure gel-forming
solution. However, long after the solutions have been put into contact, the pH of
the gel-forming solution is set by the pH of the surrounding solution. Our waiting
time of ≈ 3 hour is larger than the analytical estimation for hydrogen ion diffusion
in Section 3.2.2. A more detailed analysis of the diffusion time based on rheometer
characterization in Section 3.4.3 explains this choice.

3.4 Rheometer Characterization

We perform characterization of our system’s dynamic mechanical behavior using a
rheometer for three reasons:

• To determine the elastic modulus and yielding behavior.

• To see the effect of height on the modulus and verify whether having a gap of
≈ 100 µm leads to emergence of confinement effects.

• The physical chemistry of the pH changes and hence, the modulus of gel is
determined by not only the dissociation but also the mass transfer. So, we try
to characterize this mass transfer.

We use an Anton Paar MCR 301 rheometer with a plane-plane geometry setting
with a rotor of diameter 4.3 cm. The gap between the plates is set as either 0.1 mm,
0.3 mm or 1 mm. The 1% casein sample in acetate buffer was mixed with GDL and
a volume slightly in excess of the calculated amount to fill-up the gap is placed in-
between the plates. Small oscillation strain of magnitude 1% and frequency 1 Hz are
applied to the sample inserted. The formation of the gel can be observed with the
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increase in G′ and G′′ value as seen with the plateauing in Fig. 3.7. Once G
′

reaches
above 1 Pa, we fill and surround the plate-plate set-up with a large amount of sur-
rounding solvent similar to our experiment in ICAMM. This ensures no evaporation
and re-condensation of sample in addition to stabilization of the pH of the sample
around the isoelectric point of casein. The oscillation experiments are stopped at a
certain point in time ranging from 2 h to 15 h and creep experiments are performed
until rupture.

3.4.1 Small oscillation frequency sweep

To observe the frequency dependence of G′ and G′′, we perform frequency sweep
from 0.1 Hz to 0 Hz at strain amplitude of 1%. As seen in Fig. 3.8, the behavior of G′

shows a power-law behavior with the exponent surprisingly similar to that observed
by Leocmach et al [13], where the experiment was carried out on 4 wt% Casein acidi-
fied slowly by 1 wt% GDL. Thus, this indicates that our modified physical chemistry
does not impact the linear rheology of our gel system.

3.4.2 Effect of gap size

For our ICAMM experiments on the microscope, we use a gap size of typically
≈ 100 µm. This is based on two factors: due to refractive index mismatch, the qual-
ity of the image degrades as we scan deeper inside the sample. With 100 µm, we are
still able to observe the contrast between solvent and gel strands. Second, the acqui-
sition time is a limiting factor in the imaging of dynamic experiments. Thus a lower
gap size means a lower number of z planes in acquisition for the same z resolution.
Since our gel has a pore size typical of ≈ 10 µm, we want to know how adhesion
and other confinement effects might influence our experiment. To verify whether
the confinement effects start dominating at lower gap size, we conduct a low strain
oscillation test and creep test. The result for the two are summarized in Table 3.1 and
Table 3.2 respectively.
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Gap(mm) Avg G′
max(Pa)

1.0 7.05 ± 0.25
0.3 6.3
0.1 7.38 ± 2.60

TABLE 3.1: Average elastic modulus at local maximum for different gap size. The number
of experiments at 0.3mm was just one so we do not have an estimation of error.

Gap(mm) σ(Pa) γc(%) tc(s)

1.0 20 125 15
0.3 13 130 120
0.1 18 230 1400

TABLE 3.2: Three creep experiment at different gap size and σ such that γ = σ
G′

max
≈ 200%.

The γc and tc are the strain and time of rupture respectively

As seen in Table 3.1, the maximum of the elastic modulus does not vary signifi-
cantly with gap size. The value for 0.1 mm is averaged over five experiments while it
is two and one experiments for 1 mm and 0.3 mm respectively. Thus the behavior of
the gel in the linear regime remains unaffected and the dynamics are still governed
by the bulk

By contrast, the creep behavior depends significantly on the gap size. In ta-
ble 3.2 we see that the breaking time increases by two orders of magnitude between
gap 1mm and gap 0.1mm, while the critical strain roughly doubles. This can be
attributed to the higher number of defects in a larger volume sample, which can
increase the probability of precursor nucleation and faster catastrophic failure [138].

3.4.3 Diffusion characterization: from experiments

Fig. 3.9a shows the long-term behavior of the elastic modulus. Initially, the pH in-
side an isolated gel (without surrounding solvent) continues to decrease towards the
isoelectric point as seen in Fig. 3.6 and reaches the isoelectric point in approximately
60 min. The elastic modulus is expected to reach its maximum around this time but
as seen in the inset of Fig 3.9a, it takes ≈ 100 min due to the simultaneous mass
transfer happening due to the introduction of the surrounding buffer. This intro-
duces an important question. How long does the pH take to reach equilibrium with
simultaneous dissociation and mass transfer?

We can try to answer this question by dividing the gel behavior we observe in
Fig. 3.9 into two zones. We obtain the initial time until ≈ 104 s which is dominated
by the dissociation and the modulus reaches the maximum and starts to go down
due to the pH going below the isoelectric point. Then between ≈ 104 s and ≈ 105 s,
we have the contribution of both dissociation and diffusion. Finally, at around ≈
105 s, diffusion of H+ starts dominating, where we can work on the assumption that
everything is dissociated and the only factor to account for is the diffusion of ions.

Taking the above assumption and additionally assuming that H+ is the only ion
we are concerned with for the change in pH (diffusion of GDL will affect the pH
too, but it is at least three orders slower than H+ [139]). We can solve the non-steady
state mass transfer equation in cylindrical coordinate akin to the method described
in Section 3.2.2 to get the concentration profile with time.

From (Eq. 3.23), we see that the solution depends on the radial position but the
time constant of the decay is independent of it and hence, we can get an idea of the
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FIGURE 3.9: (a) Evolution of elastic modulus (G′) on long time scale (over 5 decades in
seconds). Inset: G′ plotted for t < 7000 s (b) An exponential decay fit for (G′) with the
best fit for the ending (diffusion governed t>105 s) obtain for A = 12. The decay constant

τ ≈ 158 × 103 s (44 h) is given by the slope of the plot.

real-time constant if we fit the elastic modulus curve in the diffusion dominant zone
with an exponential such that

G = A − Be
−t
τ (3.28)

where τ defines the characteristic decay time of the modulus. We need an esti-
mate for A (in Pascal) before we can estimate B and τ through fit. For A = 12, we
have a good fit applying best at higher time decades when this model should fit bet-
ter with the real experiment. The result of the fit is shown in Fig. 3.9b. The value of τ
from the fit is ≈ 44 h. hence, τ is equivalent to the unsteady state decay constant 1

Dα2

in (Eq. 3.23). α has units of m−2 and hence, we assume that its inverse is the char-
acteristic length scale of diffusion and is equal to the radius of the cylinder, a. Thus
τ ∝ a2. Assuming this scaling for α , this approximates the time for stabilization
below the ICAMM head of radius a = 6 mm to be ≈ 3.5 h.

An analytical solution to (Eq. 3.23) similar to the one in Section 3.2.2 is given by

C1 − C

C1 − C0
= 1 − 2

a

∞

∑
n=1

e−Dαn
2t J0(rαn)

αn J1(rαn)
(3.29)

The solutions of this for the center of the cylinder (r = 0) are plotted in Fig. 3.10
for the two cases we are interested in i.e. the plate-plate rheometer geometry (a =
2.1 cm) and the ICAMM setup (a = 0.6 cm). The theoretical times of chemical equi-
libration differ by an order of magnitude from the times measured in experiments.
However the scaling in τ ∝ a2 consistently predicts the saturation at 3.5 h in ICAMM
from the measurement in the rheometer.
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corresponding to the rheometer upper rotor and the head of ICAMM respectively

Key concepts of the chapter: We have discussed the physical chemistry of
caseinate gel system and the method we employ for experiment in ICAMM:

1. We propose a faster gelation method combining the usage of a buffer
of acetate and diffusion with the surrounding buffer to arrest the drop
in pH on addition of excess GDL. This will help in a fast stable in situ
gelation in ICAMM.

2. We have characterized the diffusion time between the gel sample and
surrounding solvent using an analytical model and experiment in
rheometer.

3. Through rheometer experiments down to a gap size of 100 µm, we do
not observe confinement effect on the viscoelastic linear behavior while
the dependence of failure time and strain on the gap size is explained
through volume effect.





It doesn’t matter how beautiful your
theory is, it doesn’t matter how smart
you are. If it doesn’t agree with
experiment, it’s wrong.

Richard P. Feynman

Chapter 4

ICAMM: Proof of Concept

The above quote from Feynman’s lecture on scientific method, defines the line of
thought in how modern science is distinguished from philosophy by requiring ob-
servational/experimental validation for theories. Here instead of a theory, we test
through experiments whether our cantilever-based setup ICAMM can perform rhe-
ology on the soft casein gel system, the protocol for preparation of which was de-
fined in Chapter 3. We test small step strain response and step stress response
to show the implementation of the PID control loops we developed, described in
Chapter 2 and quantify the precision and sensitivity of the setup. Incremental step
strain experiments or creep experiments are performed to observe the macroscopic
response from linear to the non-linear regime until fracture. The ability of this setup
to observe microstructural changes under shear is demonstrated by linking macro-
scopic behavior to microscopic softening near the head, verified using image corre-
lation analysis in the incremental strain step experiment. Finally, a similar analysis is
used in the creep experiment to infer the shortcoming of such analysis in detecting
mesoscale changes in the gel and the need for finer displacement estimation tech-
niques.

4.1 Strain control

4.1.1 Step strain

To test our control loop, we do a step strain experiment and record the stress re-
sponse from the deflection of the cantilever. As shown in Fig. 4.1a, we fix a set point
at xhead/ground = 0 µm for 60 s, and then update the set point to xhead/ground = 3 µm.
This corresponds to a shear strain of 0.03. The PID (Kp = 0.1, Ki = Kd = 0) controller
acts on xhead/ground, that is to say the shear strain of the gel. The action of the pro-
portional controller is limited by the step size of the micromanipulator motion and
results in a steady state error associated with a proportional controller given by:

ep = ± 1

2Kp
(4.1)

This is equivalent to 0.3125 µm, which is shown as the dotted red line in Fig. 4.1a
and Fig. 4.1b

In Fig 4.1b, we see the zoom of Fig 4.1a ±10 s around the update time of the set
point. The controlled variable xhead/ground converges to the set point in 5 s. To speed
up the response, we can increase the Kp or use a PI controller with the constraint
of ensuring no overshoot in the response. Fig 4.1c shows the change in deflection
∆xhead/arm, a measure of shear-stress. The deflection ≈ 0.5 µm corresponds here to
a shear force ≈ 1 µN and hence, σ ≈ 30 mPa. Fig 4.1d is the zoom of Fig 4.1c on
same time scale as Fig 4.1b. We see clearly a progressive stress shift at the transition

69
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FIGURE 4.1: Step strain response: (a) The desired set-point (in orange) for a step displace-
ment in x of 3 µm and the actual displacement response (blue) with time. The red dashed
lines show the steady-state error of the proportional controller ±ep with Kp = 0.1. Dur-
ing the entire duration, we keep the strain in z constant. (b) Zoom ±10 s (dotted lines in
(a)) before and after the transition in displacement ∆xhead/ground. (c) change in deflection
∆xhead/arm corresponding to the applied strain and (d) zoomed of ∆xhead/arm around the

transition time

confirming that the gel is attached and responding to the head motion. The standard
deviation of the stress measurement over 5 s is ≈ 10 mPa. This is of the order of our
theoretical precision in stress.

4.1.2 Shear strain steps

We can repeat strain steps to test the mechanical behavior of the gel at larger strains.
Here, we start the test 210 min after mixing of GDL. In Fig. 4.2a, we show the strain
γx applied using a proportional controller (Kp = 0.1, Ki = Kd = 0), in which set
point for x position increases by steps of 10 µm (8.7 %) strain every 7 min until a
shear strain of 174 % (set point not shown). The gap is kept constant at h0 = 115
±0.3 µm by a second proportional controller with same constant, leading to normal
strain fluctuations δγy ≈ 0.25% as shown in Fig. 4.2b. After each step, the shear
stress shown in Fig. 4.2c displays the same non-linear viscoelastic relaxation as re-
ported in Ref. [47] (see Section 1.4.1). Because of this unsteady value, the error in
stress measurement is better estimated at a long time when the rate of change is the
lowest. Indeed, during the last 10 s of the first step (γ = 8.7 %), the standard devia-
tion of the stress is ≈ 5 mPa, comparable to the theoretical uncertainty predicted in
Section 2.3.4, and half of the value measured in Section 4.1.1. We guess that this pre-
viously measured larger uncertainty was actually due to the drifting mean because
of the viscoelastic relaxation.
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FIGURE 4.2: Behavior at large strain: shear strain setpoint increasing in steps of 8.7 % every
420 s from 0% to 183% for a constant normal strain setpoint. (a) Measured shear stain. (b)
Measured normal strain. The red dotted line indicate the steady-state error of the propor-
tional controller (c) The measured shear stress and (d) normal stress variation with time.

Dotted vertical lines in (a) and (b) mark the times of the pictures in Fig. 4.6.

By averaging the last 10 s of each step, we obtain the stress-strain dependence
(Fig. 4.3). Overall, the gel is strain hardening between 34 % and 121 %, and strain
softening at larger strains instead of undergoing a sudden drop in stress as expected
from the brittle fracture in these system [47] . Compared to Ref. [47], where they
observe the relaxation of step strain, our gel displays a much larger strain hardening
domain. This is expected as due to the four-time lower casein concentration, there
are less topological restrictions on stretching of the gel leading to a longer non-linear
hardening phase without breaking [72]. From the linear regime at strain below 34 %,
we extract an elastic modulus G′ = 1.986 ±0.085 Pa by applying a linear fit to the
average of stress value for the last 10 s as a function of strain as shown in Fig. 4.4.
The error includes systematic uncertainty (see Section 2.3.4). Taking into account the
G ∝ ω0.15 scaling of casein gels [13] and the low equivalent frequency of our mea-
surements (≈ 1/7 min), the rheometer measurement at 1 Hz ( ≈ 7 Pa see Section 3.3)
interpolates to ≈ 2.9 Pa. The lower value measured by strain steps can be attributed
to two factors: 1) the difference in gelation and later rheology procedures in the two
experiments and 2) normal force conditions: it has been shown that gels like protein
and polymer gels show variation in shear modulus and breaking time-based on the
normal force condition they are constrained by during their aging (For instance no
control, constant strain, constant stress in the normal direction) [140, 141]. Here, our
gel is under constant shear and normal stress after the gelation (≈ 40 min) and before
the creep (≈ 210 min), while in the rheometer experiment, we are always under con-
stant normal strain. For polysaccharide gels, the sol/gel transition is associated with
a reduction in volume, and under constant strain conditions, lead to the stretching
of gel inducing hardening and drift of G′ to higher values.

Fig. 4.2d shows that the normal stress is also reliably measured, and follows
the shear stress. As seen in Fig. 4.3b, the normal stress gradually increases from
zero in the linear regime to a negative value. The large magnitude of the negative
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glass coverslip

Al spacerglass slide

FIGURE 4.5: Schematic representation of the calibration setup used to get the axial scaling
factor required to obtain the correct z distances

value is linked to the same reasoning as strain hardening in the non-linear regime
i.e. the non-linear stretching of the gel strand in the extensional direction (see Sec-
tion 1.4.1) [76, 142].

4.1.3 Simultaneous confocal acquisition

As a proof of concept, we performed three-dimensional confocal acquisition (Leica
SP5, 488 nm excitation). Crucially, we use here an objective lens without immer-
sion fluid (Leica HC PL APO 40× NA=0.95 CORR). Previous attempts with oil or
water immersed objectives have revealed that the immersion fluid was transmitting
enough force from the z-scanning objective to bend the coverslip by a few microm-
eters and perturb the mechanical measurement. Without optical immersion fluid,
there is no signature of the z-scanning cycle on the measurements shown in Fig. 4.2.

Z calibration

Due to the difference in the refractive index of air and our sample, a shift of objec-
tive focus lead to the gap size measured between the coverslip and the head being
incorrect, specifically smaller than the real gap size in our case. The measured gap
size is also affected by the deterioration of the point spread function(PSF) leading to
a decrease in resolution. Thus an axial scaling factor needs to be introduced for all
the distances measured in the z direction. Simple scaling of the distances based on
geometric optics requires measurement of the refractive index of our gel sample. It
can also lead to overestimation of the axial factor in case of high numerical aperture
objective [143].

To avoid this we rely on experimental measurements similar to Ref. [143] to get
the precise axial calibration. To do this we make a custom cell by sticking two alu-
minum foil spacers followed by a coverslip on the top, as seen in Fig. 4.5. The spacer
is bonded to the glass slide and the coverslip using UV glue (Norland Optical Ad-
hesive 65). The gap size is decided by the thickness of the spacer as well as the
thickness of the UV glue layer. The gap in the empty calibration cell is measured
to be 113 µm using the confocal in reflection mode. It is then filled with the casein
sample and the distance is measured in fluorescence mode using the 40x objective to
be 73 µm. The ratio of the two measurements gives the axial factor as ≈ 1.55. In the
following, all distances in the z direction will be scaled by this factor.

Microscopic picture

We start each stack at the 4th minute of each step. The full 228 × 228 × 139 µm stack
is acquired in 120 s and is centered on the axis of the sphere-plane geometry. In this
way, we obtain a 3D stroboscopic view of the microstructure responding to shear.
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FIGURE 4.6: Microstructure visualisation during strain steps. From (a) to (d): Cut in the
shear plane (x, z) from 3D confocal acquisition at 0%, 52%, 104% and 121% of strain respec-
tively. The top of the panel is the head and the bottom the coverslip. The magnitude and
direction of shear strain applied to the head is indicated by the white arrows at the top of
each panel and by the dotted vertical lines in Fig. 4.2. Displayed images are the average of
10 (x, z) planes of the confocal stack for a total thickness of 4.45 µm. The white circle tracks

a section of the gel and its approximate trajectory.

In Fig. 4.6, we show a cut through the acquired volume in the shear (x, z) plane at
four different steps: γ = 0%, 51%, 102% and 121%. In Fig. 4.6a, we qualitatively
observe that the density in protein is not constant along z: there is an adsorbed layer
on both the coverslip at the bottom and on the head at the top. Furthermore a few
microns below the head, the density seems to be lower than in the bulk of the gel.
Between Fig. 4.6a and c, we observe the progressive shear of the gel network. At
γ = 111%, the adsorbed layer on the head is completely detached from the bulk of
the gel in the observable zone and as seen in Fig. 4.6d, the bulk of the gel undergoes
viscoelastic recoil. Since we do not observe a corresponding drop in the macroscopic
shear stress response expected with complete failure (see Fig. 4.3a), we think that
the fracture does not reach the edge of the head. Indeed, as detailed in Section 2.3.3,
further away from the axis of the geometry the gap is larger and the strain and stress
are smaller, so that it may not be enough for the fracture to propagate.

2D image correlation

From the confocal images, we can obtain the displacement profile in the gel (Fig. 4.7).
We use plane by plane 2D image phase correlation (See Chapter 5) for details of
the method) between consecutive stacks [144], and accumulate these displacements
from 0 to γx to obtain a displacement profile ∆x(z) at each step γx. Since the scan-
ning direction and the shear direction are well aligned, displacements along y are at
least two orders of magnitude smaller than along x and are thus not significant. The
image phase correlation is performed with an upsampling factor of 10, i.e. to within
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a tenth of a pixel. Thus the error in ∆x is ≈ 45 nm. The instantaneous absolute un-
certainty for the 2D image correlation in shear strain can be defined as the ratio of
∆x by resolution in z which is equal to ≈ 4.5%.

For small strains (see e.g. the yellow curve in Fig. 4.7), we observe that the strain
is almost homogeneous in the whole gap, with a linear ∆x(z) for 5 µm ≤ z ≤ 100 µm.
However, we notice that close to the coverslip or the head, the slope is steeper for a
few microns, indicating harder materials that may correspond to the adsorbed lay-
ers of gel in the glass coverslip. Furthermore, we observe a smaller slope, i.e. a
softer layer, below the head for 100 µm ≤ z ≤ 110 µm. This behavior is conserved
until γx = 104%, with a softening of the already soft layers, probably due to dam-
age accumulation. This can be also seen in Fig. 4.8 where the bulk strain starts to
deviate from the macroscopic measured strain even before γx = 1 with the top soft
layer becoming softer around the same point. Finally, at γx = 121% (pink curve on
Fig. 4.7) we observe a complete rupture of the soft layer, where the top layer remains
adsorbed on the head. This is seen also in the local strain signal for the softer portion
in Fig. 4.8 were for z = 105 µm we see an asymptotic increase in local strain signaling
shear banding. By contrast, the bulk of the gel recoils viscoelastically as seen in the
decrease in bulk strain in Fig. 4.8, which widens the fracture and reduces the extent
of the linear zone.

This quantitative, space-resolved analysis is a proof of concept, showing that
ICAMM can be integrated with confocal microscopy and yield more detailed infor-
mation than what is captured by the global mechanical response alone.

4.2 Stress control

4.2.1 Step stress

By controlling the cantilever deflection, ICAMM can also perform step stress exper-
iments and record the strain response. Here, the control on xhead/arm is ensured by
a proportional-integral (PI) controller. We use a Ziegler-Nichols method [145] to op-
timize the constants of the controller: Kp = 0.45Ku,Ki = 0.54Ku/Tu, where Ku is
the ultimate proportional gain at which the output displays stable oscillations and
Tu is the time period of these oscillations. Since oscillations of diverging amplitude
quickly destroy the gel, requiring a new sample each time, we limited ourselves to
a range 0.35 < Ku < 0.5 and Tu ≈ 40 s. Exploring from these values, we obtain a
stable response without overshoot for Kp = 0.2 and Ki = 0.001.

As shown in Fig. 4.9a, we fix a set point at xhead/arm = 0 µm for 300 s with a
compliant PI controller (Kp = 0.01 and Ki = 0.001), and then update the set point to
xhead/arm = 11.50 µm, that is to say an effective stress σ0 = 0.79 Pa, with the tighter
controller determined above (Kp = 0.2 and Ki = 0.001). We expect a steady state
error ep = 0.02 Pa (see (Eq. 4.1)), further narrowed by the integral term with a time
constant of the order of 20 s.

In Fig 4.9b, we see the zoomed in version of Fig 4.9a to ±25 s around the update
of the set point. The controlled variable xhead/arm converges to the set point in 10 s
and remains stable on much longer times (inset of Fig 4.9d). Fig 4.9c shows the
change in position ∆xhead/ground, a measure of shear-strain. Fig 4.9d is the zoomed
in version of Fig 4.9c on same time scale as Fig 4.9d. We see clearly that the strain
evolves in time even after the stress has settled to its set point value.



4.2. Stress control 77

0

5

10

15

x h
ea
d/
ar
m

 (
m

)

(a)

setpoint

(b)

0 200 400 600
t (s)

0

20

40

60

80

100

x h
ea
d/
g(

 
m

)

(c)
280 290 300 310 320

t (s)

(d)

400 500 600
t (s)

0.5

0.0

0.5

 x
he
ad

/a
rm

 - 
SP

( 
m

)

FIGURE 4.9: Step stress response: (a) The desired set-point (in orange)
for a step deflection in x of 11.50 µm and the actual deflection (blue)
with time. The red dashed lines show the steady-state error of the
proportional controller ±ep. During the entire duration, we keep the
strain in z constant. (b) Zoom ±25 s before and after the step in set
point, see dotted lines in (a). (c) Change in position ∆xhead/ground

corresponding to the applied stress and (d) zoomed-in around the
transition time. Inset: Stability of the deflection around the set point

at later times.

.

4.2.2 Creep tests

Finally, we demonstrate that the ICAMM is able to study the long-time response to
constant shear stress. For the procedure, after mixing GDL, we keep the gel under
no control for the initial 45 min and then apply zero force in both shear and normal
direction for the next ≈ 135 min (Kp = 0.01, Ki = 0.0005). Then, we estimate the
elastic modulus by performing small strain steps of 3% from 0% to 9% in step, 60 s
each. A linear fit of the stress response (not shown) gives G′ = 1.418 ±0.156 Pa

For the experiment depicted by the thin red curve in Fig. 4.10, 210 min after mix-
ing, we change the set point in the x direction to σ = 2.13 Pa, i.e. a deflection of
31.10 µm with Kp = 0.2 and Ki = 0.001. In the y direction, the gap measured from
the confocal images is kept constant ho = 115 µm with Kp = 0.1 and Ki = 0.001. The
actual applied stress is shown in Fig. 4.10a. It converges to its set point in ≈ 10 s. The
same procedure is followed for the blue thick curve with the applied stress changed
to σ = 1.77 Pa.

In Fig. 4.10b, we show the evolution of the strain in a log-log scale. We clearly
observe at short times (< 10 s) the regime where the response is dominated by the
convergence of the feedback and the gel responds elastically. At the intermediate
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FIGURE 4.10: Constant shear experiments on a gel where G′ ≈ 1.4 Pa. At t=0, the set point
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constant at ho ≈ 115 µm and 135 µm respectively. (a) The actually applied stress function
of time. The set point is reached in 10 s without overshoot. (b) The shear strain response
function of time in log-log scale. The straight line highlights the power-law regime after

initial convergence of the feedback loop.

time scale, the stress is properly applied and can be considered constant. We ob-
serve the power-law regime characteristic of the frequency-dependent viscoelastic
response of casein gels γ ∼ tα [13] (see Section 1.2.4) with a similar value of the ex-
ponent α ≈ 0.15. We demonstrated in Section that our 1 wt % shows a similar power-
law, verifying that the macroscopic creep can be explained by linear viscoelasticity.
Interestingly, the creep extends over four decades of time. This slow linear creep un-
til γ ≈ 1 is followed by a fast divergence of the strain that indicates nucleation and
growth of fractures. Finally, the gel undergoes full rupture seen in the asymptomatic
growth of the strain.

4.2.3 2D Image correlation in creep

For the experiment where we apply σ = 2.13 Pa on the gel (thin red curve in Fig. 4.10),
we acquire 3D stack of size 228× 228× 139 µm continuously until fracture with each
stack taken in ≈ 70 s. Similar to Section 4.1.3, we perform plane by plane image cor-
relation between consecutive time frames and accumulate the displacement over
time. The result for some selected z position is shown Fig. 4.11a and Fig. 4.11b
for both the x and y direction respectively. As seen, the displacement is mainly
in the shear direction and the y displacement is at least an order of magnitude less.
The curve for height 127 µm is representative of the displacement of the head and
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FIGURE 4.11: Result of cumulative displacement at different z inside the gel of height
≈ 115 µm after applying σ = 2.13 Pa obtained by applying image correlation between con-
secutive time frame. (a) The displacement in shear direction (x) and (b) in orthogonal di-
rection (y). The thick green curve in (a) is the position of the head and representative of the
global shear strain. (c) and (d) are respectively the x and y cumulative displacement with re-
spect to the position at t0 + 70 s i.e. removing the contribution of the displacement between

the two first frames.

0 5000 10000 15000 20000 25000 30000 35000 40000
t(s)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

xz

(a)

0 5000 10000 15000 20000 25000 30000 35000 40000
t(s)

0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

(b)

h = 19 m
h = 35 m
h = 50 m
h = 65 m
h = 81 m
h = 96 m
h = 111 m
h = 120 m
ICAMM Head

FIGURE 4.12: The cumulative strain at the height γxz =
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z at different z inside
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tion between consecutive time frame. The thick green curve in (a) and (b) is the position of
the head and representative of the global shear strain. (b) is the value ≈ 70 s after the ap-
plication of creep obtained by removing the contribution between the first and second time

frame.
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FIGURE 4.13: Additional 3rd sensor to measure accurately the z position accounting for the
vertical motion due to creep. (a) angled top view and (b) angled side view.

should match the magnitude of the head displacement obtained from measurement
in ICAMM, shown by the thick green curve in Fig. 4.11a. The image correlation is
performed with an upsampling factor of 100, i.e. to within 100th of a pixel. Thus the
error for single image registration is ≈ 4.5 nm which will be of the order of ≈ 3 µm
for a sequence with 700-time frames (approximately the number of time frames plot-
ted in Fig. 4.11). The difference can also be accounted for by the fact that the time
taken to image one plane is ≈ 0.7 s, which is slower compared to the fast dynamics
in the initial transition period (before ≈ 10 s), making the measurements less reli-
able. In fact, if we measure the displacement removing the motion of the first time
frame as shown in Fig. 4.11c and 4.11d, we see that the initial creep of the head and
z > 110 µm overlap.

In Fig. 4.11a and Fig. 4.11c, we observe at the resolution of the plane size that the
gel follows the global shear motion but above z = 81 µm, it creeps faster than the gel
below. It can be seen much clearer if we define the local strain for the gel at different
z as seen in Fig. 4.12. The curves for z ≤ 81 µm overlap while the heights above
display a softer behavior. Thus we hypothesize that at the end of the linear creep,
nucleation and fracture proceeds at this z leading to an asymptomatic increase in
strain for the gel above z = 81 µm while the gel below z = 81 µm breaks and under-
goes elastic recoil. Also around the midway (t ≈ 20 000 s) of the creep, we observe
a small decrease in the displacement, the origin of which is explained in the next
section and will be quantified in Section 6.1. Any detail about the x,y location of
the nucleation and the mechanism leading to the shear banding is hard to infer from
the plane by plane image correlation and we need to obtain displacement within the
plane at least of the scale of the pore size of the gel. A particle-level tracking algo-
rithm is not possible for our caseinate gel. Thus, analysis technique for estimation of
small-displacement locally or simplification of our gel into node and edges can help
capture local rearrangements or rupture events, which will be the focus of the next
chapter.

4.3 Position control in z

At the start of this year, we discovered that the position of our head is changing i.e.
moving in the upward direction even when we have a control loop acting on it. This
can be seen by the slight shift in head position in Fig. 4.6. Although it seems quite
insignificant here, over the duration of a creep test which lasts almost 10× longer, it
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can be quite larger. Over a long time, this affects our claim of precise control as well
can impact fracture nucleation mediated by the change in normal strain.

We have discovered that the source of it is the creep in the duralumin arm shown
in Fig. 2.3. To account for the vertical creep motion of the plate, we change our mea-
surement method by introducing a third sensor as seen in Fig. 4.13. The sensor is
fixed at the end of the arm. It measures the position of a steel target fixed to the tank,
shown in red in Fig. 4.13. This gives us the accurate position of the arm w.r.t ground
i.e. zarm/ground. Considering the arm plate is creeping, we have to account for the
two-position separately: the base of the arm which is attached to the micromanipu-
lator, and the end of the arm which is close to the sensor. The actual deflection of the
head in the z direction can thus be given by zhead/armBase which is equivalent to

zhead/armBase = zhead/armEnd + zarmEnd/armBase (4.2)

We don’t know zarmEnd/armBase but it can be reduced to known quantities such that

zhead/armBase = zhead/armEnd + zarmEnd/ground − zarmBase/ground (4.3)

zhead/armEnd is known from the calibration matrix of the original two sensors,
zarmEnd/ground is known from the third sensor and zarmBase/ground from the microma-
nipulator. Similarly, the actual position of the head is given by

zhead/ground = zhead/armEnd + zarmEnd/ground (4.4)

Thus, any change in position due to creep of the arm plate is accounted for. Since
the x component is not affected by the vertical movement, we assume that the value
derived from the micromanipulator position and head position from the two original
sensors is adequate.

Also, another design change we have inculcated is to use a stainless steel arm
plate instead of a dural plate. Since the surrounding solution is acidic, it causes
corrosion in the dural plate due to the inability to form a protective oxide layer. The
steel plate is also reinforced with an I beam as seen in Fig. 4.13b. The reinforced beam
resists bending due to the coupling of bending of the arm plate and the I beam. The
choice of the I beam for reinforcement is based on the fact that the I beam can resist
the maximum amount of bending load while using the least amount of material due
to a large second moment of area (see (Eq. 2.1)).
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Key concepts of the chapter: We have demonstrated the effective operation
of our device ICAMM through feedback loops either by stress measurement
in a strain-controlled experiment or vis-versa:

1. The response time is ≈ 10 s in both constant shear strain and creep
mode. A faster response can be obtained by changing the parameter
of the PID controllers

2. Practical resolution in stress measurement is ≈ 6 mPa, similar to the
theoretical value

3. The behavior of the gel under shear is reminiscent of previous work on
this material under constant strain [47] and creep [13]. Under creep, it
shows the saw viscoelastic exponent as shown for Ref. [13].

4. Microscopic visualization and image correlation of xy plane resolved in
z axis and time offer insight into failure. Under constant strain steps, we
obtain a progressive softening near the headway before the non-linear
regime.

5. However, the approach does not offer insight into any local plastic ac-
tivity inside the gel during the power-law regime of the creep, thus re-
quiring finer estimation of local strain using other techniques.



What shall we take as an Event?

The ecological approach to visual
perception (1979), J. Gibson

Chapter 5

Analysis Tools

J. Gibson, an American psychologist introduced the concept of optical flow which is
a popular technique in the computer vision domain. He argued that visual percep-
tion is direct and all the information required for it is already present in the environ-
ment and requires no extra learning from the brain. He describes there are certain
cues in the environment like intensity change, which helps in our perception. In our
confocal imaging, we see visually strand breaking events, nucleation of fracture, and
other phenomena on applying a deformation to our system. In this chapter we trans-
late the cues in our images, to estimate where and when these events are happening
and whether they are correlated to each other.

We aquire either consecutive (for creep experiments) or periodic (for strain steps
experiments) 3D time frames of confocal data. From this aquisition, we need to
identify fracture precursors and quantify local dynamics. Since our gel network is
too heterogenoeus, feature based tracking is not suitable to capture local dynamics.
We try two methods here: 1) A direct measurement of spatio-temporal gradient in
pixel intensity to obtain velocity field and 2) reducing our gel to a simple network
using morphological skeletonization and graph theory. We perform our analysis and
plotting using python via Anaconda distribution [146] using libraries opencv [147],
openpiv [148], numpy [149], scipy [150], pandas [151], h5py [152], networkx [153],
trackpy [154] and matplotlib [155], scripts and modules we have developed. A
typical 3D stack is generally 512 px × 512 px × 100 px in xyz and 20 − 1000 frames
in time. For reading and slicing the confocal data in lif format to array, we use the
library read_lif[156]. The computations are done on our local workstation (12-cores
@2.20 GHz, 64GB ram, 500GB + 4TB of HDDs).

5.1 Motion estimation

Motion estimation techniques are used to determine how things are moving in a se-
quence of images. One class of motion estimation methods is called feature based
methods. They are generally used for large motion detection. The method relies
on the extraction of certain features such as corners and later tracks them from
one frame to another. A well-known method using this is the Crocker–Grier algo-
rithm [157] for tracking blob-like features in images. Since our gel is heterogeneous,
defining good features is tough. So we progressed with utilizing another class of
motion estimators called direct or dense methods. In these methods, we estimate
the motion of pixels by approximating the motion field from variation in time of
the intensity field. Thus, it relies on the spatial and temporal gradient of the image
intensity field (in grayscale) to estimate the velocity field. If we express the spatial
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and temporal variation of the first image by I(x, y, t), and say at time t + dt, the pix-
els is displaced by dx, dy, the second image is obtained as I(x + dx, y + dy, t + dt).
Optical-flow methods work on three key assumptions:

1. The lighting in the image or the pixel intensities remain the same between the
two images.

2. The motions of the pixels are small.

3. There is spatial coherence in the motion of the pixels i.e. all the pixels in the
neighborhood move similarly.

Using the first assumption, we can equate the intensities in the two images:

I(x, y, t) = I(x + dx, y + dy, t + dt) (5.1)

In real images, the first assumption of no intensity change does not hold true,
Hence, the methods look for dx, dy such that I(x, y, t) and I(x + dx, y + dy, t + dt)
show best correspondence. The definition of best is heuristic and depends on the
method used. We try two different methods:

1. Particle image velocimetry (PIV) based on applying image correlation between
two images or sub-images and computing it in Fourier space. We use the
OpenPIV implementation of it in python [148] for our analysis. The signifi-
cance of the parameters in the implementation is discussed in Section 5.1.1.

2. Dense optical-flow algorithm by Gunner Farneback [158] based on estimating
the motion for each pixel computed in real space. In Section 5.1.2, we dis-
cuss the algorithm in detail and look at the corresponding parameters in its 2D
implementation in opencv [147]. We also discuss the pyramid-based subsam-
pling algorithm in Section 5.1.2. It can be used for estimating large displace-
ments in PIV too to overcome the limitation of small motion in these dense
methods.

5.1.1 Particle Image Velocimetry (PIV)

Since its first mention in 1984 [159], particle image velocimetry(PIV) was originally a
way of obtaining the velocity field in a fluid seeded with tracer particles by correlat-
ing two images separated by a short time interval dt. Its algorithm is now used for
detecting displacement and velocity field in other systems where imaging with in-
tensity contrast is possible. The analysis involves cross-correlating the two images.
Suppose, f (x, y) and g(x, y) are the intensity at location (x, y) for the first and second
image of size (M, N) respectively, the discrete cross correlation c(x, y) is calculated
as,

c(x, y) =
∑

m=M
m=1 ∑

n=N
n=1 | f (m, n)− f̄ ||g(m + x, n + y)− ḡ|

√

∑
x=M
x=1 ∑

y=N
y=1 | f (x, y)− f̄ |2|g(x, y)− ḡ|2

(5.2)

where f̄ and ḡ are the mean of f (x, y) and g(x, y) respectively. The terms at
the bottom of the division are the standard deviation for both the images used to
normalize the cross-correlation. The upper cross correlation can be visualized as a
mapping built by sliding one image over the other, and adding the multiplication
of overlapped pixel to quantify the amount of matching. Calculation in the real
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FIGURE 5.1: PIV operation: (a) and (b) are the same image shifted by 75 px and 100 px
in horizontal and vertical axis respectively. (c) represent the cross-correlation field c(x, y)
between the two images. The white dot is the maximum with estimated shift 74.5 px and

100 px.

space can be computationally expensive. Analogous to the convolution theorem, in
Fourier space, the additive multiplication reduces to simple multiplication,

F{c} = F{ f }.F{g}∗ (5.3)

where F denotes the discrete Fourier transform and F{g}∗ is the complex conjugate
of Fourier transform of g(x, y). Applying a reverse Fourier transform, we obtain its
real space value

c(x, y) = F−1{F{c}} (5.4)

The coordinates (x, y) at which c(x, y) is maximum gives us the best match for the
displacement. Fig. 5.1 demonstrate the result of operating (Eq. 5.2), (Eq. 5.3), and
Eq.( 5.4) on an image shifted in space. The white dot in Fig. 5.1c denotes the maxi-
mum in cross-correlation and hence, the actual shift between the images.

To make the method applicable for local velocity, PIV algorithms divide the im-
age into windows and track the local displacement of these windows between dif-
ferent time frames. We use the OpenPIV implementation of it in python [148]. In
the method, the image is divided into interrogation windows using the parameter
window_size. The overlap parameter decides how much will the interrogation win-
dows overlap. The search_area_size decides the window size for the second image
offering the possibility to search an extensive area for a possible large shift.

5.1.2 Farneback algorithm

The second method is to use the Farneback algorithm [158]. Farneback in his thesis
proposed the idea to approximate an image or subset of an image with a quadratic
polynomial and see how this polynomial undergoes transformation on applying a
displacement on it.

Quadratic approximation in 1D

Consider a polynomial function at time t f1(x) = A1x2 + b1x + c1 and its form at
time t + ∆t as f2(x) = A2x2 + b2x + c2. If f2(x) is a pure translation of f1(x). Then,
f2(x) = f1(x − d), where d is the global displacement representing the translation.
On substituting f1(x − d) and equating we get,
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A1 = A2 = A (5.5)

b2 = b1 − 2A1d (5.6)

Hence,

d =
b1 − b2

2A
(5.7)

However, in real world, no transformation is pure translation. So, in practice we
take,

A =
A1 + A2

2
(5.8)

Thus, we can get the translation d from the coefficient of the quadratic polyno-
mial combining (Eq. 5.7) and (Eq. 5.8). Also, we see that it is independent of the
constant term c so from here on, I ignore it in the description.

Application to image translation

For real image, Farneback gives a description which can be applied for any N di-
mension quadratic polynomial (for 2D, N = 2). Besides, assuming a global dis-
placement d for an entire image is impractical. Hence, Farneback replaced the global
polynomial with a local polynomial description depending on the position x in the
image. For an N dimensional image, the local quadratic polynomial representa-
tion can be given by f1(x) = xT A1(x)x + b1(x)

Tx + c1(x), where A1(x) is a N × N
matrix, and both x and b1(x) are N × 1. If the 2nd image is given by f2(x) =
xT A2(x)x + b2(x)Tx + c2(x), similar to the Section. 5.1.2 applying elementary ma-
trix operations, the local displacement d(x) can be given by

A(x) =
A1(x) + A2(x)

2
(5.9)

A(x)d(x) = ∆b(x) (5.10)

Where ∆b(x) = − 1
2 (b2(x)− b1(x)). Similar to (Eq. 5.7), we get

d(x) = A(x)−1∆b(x) (5.11)

for the case if 2D image, (Eq. 5.9), (Eq. 5.10) and (Eq. 5.11) are given as

A(x, y) =
A1(x, y) + A2(x, y)

2
(5.12)

d(x) = A(x, y)−1∆b(x, y) (5.13)

Hence, the displacement is a function of space. This local polynomial is used as
the parameter poly_n in the opencv implementation of the algorithm.

The result obtained by such spatial computation of d for each pixel is quite noisy
and might be computationally expensive. To solve this, Farneback, based on the 3rd

assumption of optical-flow, assumed that the displacement is spatially coherent and
variation over a neighborhood is slow. For this, he introduced a window w(∆x, ∆y)
over which the displacement d(x, y) remains the same.In case of a 2D image of size
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FIGURE 5.2: A xy plane cut section of the gel downscaled by a factor of 4 to go from 128 px×
128 px to 8 px × 8 px to make a three level pyramid.
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FIGURE 5.3: Schematic representing of Farneback’s operation on a three level sub-sampling
of a 16 px 2D image such that each level down has four times the pixel of the previous level
as shown in Fig. 5.2. The local polynomial is estimated separately for each level and the
estimated displacement is passed down to the next level as the initial guess. Subscript on

the coefficients denote the image while superscript denotes the level of the pyramid.
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(N, M), the solution is obtained by minimizing the error in (Eq. 5.10) over the neigh-
borhood,

∑
∆x∈N

∑
∆y∈M

w(∆x, ∆y)||A(x + ∆x, y + ∆y)d(x, y)− ∆b(x + ∆x, y + ∆y)||2 (5.14)

The solution to Eq. 5.15 is given by

d(x, y) = ( ∑
∆x∈N

∑
∆y∈M

wAT A)−1( ∑
∆x∈N

∑
∆y∈M

wAT∆b) (5.15)

In the opencv implementation, the parameter winsize accounts for the square
neighborhood (N, N). The window can be any weighted function and by default is a
box filter but can be set to gaussian to have more weight on pixel closer to the center
pixel. It should be noted that the description here is well suited for the 2D translation
case which is the implementation in opencv. For a more general N-dimensional
arbitrary transformation, Farneback provides a general solution, the steps for which
have been skipped here. Farneback also mentioned that we can obtain the minimum
value of (Eq. 5.14) and use it as a confidence value for our computation. The opencv

implementation does not offer it as an option in the output.
Until now, Farneback’s algorithm only account for small displacements. To im-

prove the method for large displacements and to reduce errors, Farneback intro-
duced iterative refinement by adding the prior known knowledge of the displace-
ment. If we know a priori that there is a shift of d̃(x, y), we can compare the polyno-
mial at x, y and x + x̃, y + ỹ. This modifies (Eq. 5.12) and ∆b(x, y) as

A(x, y) =
A1(x, y) + A2(x + d̃(x), y + d̃(y))

2
(5.16)

∆b(x, y) = −b2(x + d̃(x), y + d̃(y))− b1(x, y)

2
+ A(x, y)d̃(x, y) (5.17)

Thus the actual displacement d(x, y) can be obtained in same method as (Eq. 5.15).
This process can be iterated multiple times with output d(x, y) after an iteration
acting as d̃(x, y) for the next. In opencv this is implemented using the parameter
iterations.

Another improvement for measuring large-scale displacement is by using coarser
images to estimate the larger displacement. We can construct a multi-scale pyramid
of such coarser images by using a lowband-pass filter and subsampling the images.
An example of subsampling is shown in Fig. 5.2. In the coarser image on the extreme
right, the displacement can get reduced by a factor of 8 and the small displacement
approximation of the algorithm can hold true. These can be passed down to the
finer image as the known a priori shift, d̃(x, y). It requires estimation of the polyno-
mial coefficients at each scale, but this does not affect the time or space complexity
significantly. In opencv, parameters pyr_scale and levels decide the amount of
subsampling and levels in the computational pyramid. An example of a three-level
pyramid subsampling is shown in Fig. 5.3. The three-level in the Fig. 5.3 can be the
images in Fig. 5.2 and its displaced counterpart (not shown).
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5.2 Performance of PIV and optical-flow for 2D images

In this section, we optimize the parameter choices and compare the two above de-
scribed methods to see which performs optimally for our system. For each example
we take a 2d cut of the xy plane of 256 px × 256 px with pixel size 0.446 µm. We
show through the example how optical flow is more precise in determining the ve-
locity field and its pixel-level computation makes it more robust to estimating local
changes in the velocity field.

5.2.1 Simple translation
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FIGURE 5.4: Superimposition of a section of the xy cut for two grayscale images (pixel size =
0.446 µm) plotted in magenta (red+blue) and green colormap. The green image is obtained
by an artificial displacement on the magenta colormap image of 5 µm in the negative x direc-
tion. The quiver are the displacement field estimations by varying the method and parame-
ter. (a) Result from PIV, obtained with window of size 64 px with the average displacement
in x of 4.80 µm ± 0.11 µm and 0.01 µm ± 0.03 µm in y. (b) PIV obtained with window of size
32 px with the average estimated displacement in x 4.65 µm± 0.44 µm and 0.02 µm± 0.43 µm
in y. (c) and (d) Result from optical-flow. To simplify the quiver plotting in (c) we plot just
the quiver at every 16 px while in (d) we average over bin of size 16 px. Average displace-

ment estimated with optical-flow in x is 4.96 µm ± 0.14 µm and 0.00 µm ± 0.04 µm in y.
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We try to optimize the parameters for PIV and optical flow and compare the
method for a case of an artificially shifted image. As seen in Fig. 5.4, we have the
original grayscale image plotted in magenta colormap overlapped with the image
shifted by 5 µm in the negative x-direction. The shifted image is superimposed over
the original image in the green colormap. Hence, the gel strands turn grey in the
region of overlap, but we can distinctly see green and magenta hue over the edges
of the strands. We tried removing the background by using a low pass Gaussian
filter but it does not impact the displacement estimation. The high pass filter is
good in removing noise in the image and we saw improvement in the displacement
estimation. Thus all the images in Fig. 5.4 are obtained after applying Gaussian filter
of 1 px to the original images.

For PIV, choosing window_size lower than 32 px leads to large noises and devi-
ation in velocity field estimation so, we are limited to a window_size 32 px . In gen-
eral in our experiments, the displacements are not significantly large compare to the
window_size, so we choose to keep the search_area_size same as the window_size.
This is good for consistency if we want to treat a large number of images. The
overlap parameter can be non-zero to allow more windows and hence, denser field.
For the purpose of consistency we choose it to be such that we have a velocity esti-
mation at every 16ths pixel for every PIV example. Hence, for a window_size of 64 px
as seen in Fig. 5.4a the overlap is 48 px and in Fig. 5.4b for window_size of 32 px it
is 16 px. As we see in Fig. 5.4a and 5.4b, on changing the window_size from 64 px
to 32 px, the displacement field shows inconsistency as can be seen in the plotted
quivers which are non-uniform. This can also be seen in the average x displacement
where it has higher off-set from expected estimation as well as higher standard de-
viation in x and y displacements in case of 32 px compare to 64 px.

Fig. 5.4c shows our result for optical-flow with the quiver plotted at every 16 px.
Based on the recommendation from the python library and after testing, the size
of the neighborhood to estimate the polynomial function for the pixel or poly_n is
chosen to be 5 px. The neighborhood over which we approximate spatial coherence
or the winsize parameter is taken to be 15 px, which is better compared to the typ-
ical window size we are able to reach using PIV and is of the scale of events we
are interested in as will be seen in the next Section 5.2.2. Also, we use a gaussian
window instead of the default box filter to have a smoother transition between the
displacement field. We do a multiscale analysis with a pyramid of size 4. The sub-
sampling is such that each level down is twice the number of pixels as the previous
i.e. we start with a coarser 32 px × 32 px image to the original 256 px × 256 px. At
each level, we iterate 3 times with the parameter iterations to have more precise
results. The parameter poly_sigma decides the size of the Gaussian used to smooth
the derivatives which are the basis of the polynomial expansion and we choose it to
be 1.2. In Fig. 5.4d, we average the obtained displacement over bins of 16 px× 16 px.
This is to test the impact of averaging the result over a bin size as storage of data for
every pixel especially with 3D time acquisition would be heavy on the memory. The
average displacements for optical flow are more precise in both x and y directions
and less noisy compared to the PIV cases. Computational time for PIV for the case
of window_size of 32 px is 16.5 ms and for Farneback algorithm is 14.6 ms.

5.2.2 Breaking precursors detection

When we have a strand breaking event, the velocity field around the strand is ex-
pected to distort. Using this information, we can have spatial and temporal data of
all these events and derive statistical data which can indicate where do these events



5.3. 3D implementation of optical-flow 91

0 100 200
x (px)

0

50

100

150

200

250
y 

(p
x)

(a)PIV, w = 64px

0 100 200
x (px)

(b)PIV, w = 32px

0 100 200
x (px)

(c) Optical-flow, binning = 16px

FIGURE 5.5: Superposition of a section of the xy cut for two grayscale images (pixel size
= 0.446 µm) obtained from consecutive 3D acquisition plotted in magenta (red+blue) and
green colormap. The breaking event corresponds to the region of non-overlap and hence,
segregation of the colors. (a) and (b) Result from PIV plotted as quiver over the images with
window size of 64 px and 32 px respectively,(c) Result from optical flow averaged over bin

of size 16 px.

lead to the catastrophic failure of gel. Here, we check the applicability of PIV and
optical flow in discovering these distortions in the velocity field.

As seen in Fig. 5.5 we have a strand breaking event which is the non-overlapped
colored zone. The acquisition is in 3D and here, we have a 2D slice of the actual im-
age. Fig. 5.5a is the quiver ploted for a window_size of 64 px. The parameter chosen
are the same as in Section 5.2.1. Fig. 5.5b has the window_size equal to 32 px. We
see the velocity field around the event larger in both cases, with the quiver location
more precise in Fig. 5.5b.

For the optical flow, the parameters are the same as in Section 5.2.1. We show the
result for the average over a bin of size 16 px. Due to the spatial coherence assump-
tion of the algorithm, we observe high flow in the neighborhood of the strand which
introduces noise in our measurement. But the method is more robust, irrespective
of the strand size compared to PIV due to preserving pixel-level information. To
demonstrate this in Fig. 5.6, we show another slice with strand breaking events. As
seen in Fig. 5.6a and Fig. 5.6b corresponding to window_size of 32 px and 16 px re-
spectively, reducing the window_size in PIV leads to large error. The optical flow
estimates the velocity field correctly around the breaking neighborhood even for an
average over 16 px. We can reduce the averaging parameter further to have infor-
mation at smaller scales. Thus, we decided to focus on the analysis using optical
flow.

5.3 3D implementation of optical-flow

Since we are dealing with 3D acquisition, the opencv implementation which works
for 2D images is insufficient. One way to go forward is to extend Farneback’s im-
plementation to 3D as the algorithm initially deals with any N-dimensional signal.
Another method can be to use the geometry of our shear flow to our advantage.
We apply the opencv implementation for each xy cut plane. Assuming the global
displacements in y are small since our system is in Couette geometry, we unshear
each xy plane by the average displacement in x and then apply the optical flow in
the yz and xz cut planes to obtain the z velocities. The second method is better since
the displacements in the three directions are not of the same scale due to our shear
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FIGURE 5.6: Superposition of a section of the xy cut for two grayscale images (pixel size
= 0.446 µm) obtained from consecutive 3D acquisition plotted in magenta (red+blue) and
green colormap. The breaking event corresponds to the region of non-overlap and hence,
segregation of the colors. (a) and (b) Result from PIV plotted as quiver over the images with
window size of 32 px and 16 px respectively,(c) Result from optical flow averaged over bin

of size 16 px.

geometry. Besides, this choice seemed faster to implement the 2D implementation
already existing in opencv. We keep the optical flow parameter the same as decided
in Section 5.2.1 for the optical-flow computed irrespective of the direction.

We used the read_lif library to import the lif file and read the 3D continuous
time acquisition data in array format Ixyzt with dimension (t, z, y, x).The output is
the velocity field Vxyzt computed between consecutive time frame stored in weight
averaged bins over 8 pixels in x and y using hdf (Section 5.3.4). The size of it is
(t − 1, z,

y
8 , x

8 ).

5.3.1 Applying 2D xy optical flow

Before any operation, we blur the noises in our image with a gaussian of size 1 px in
all three directions. Also, due to the refractive index mismatch between the solvent
and the gel, there is a loss in signal with height (z direction). Hence, we need to
normalize the intensity profile in the z direction to prevent the Farneback algorithm
to discard low-intensity pixels. The normalization is done by multiplying with the
maximum value of intensity for a grayscale 8-bit image (255) and dividing by the
maximum pixel intensity for that xy plane

Ixy|z =
255Ixy|z

max(Ixy|z)
(5.18)

where | denotes that the operation is done for every xy plane at a fixed z. Later
for each xy cut plane, we apply optical flow. This gives us the velocity profile for
each pixel in x and y direction, Vxy|z. Velocity for each pixel leads to two problems.

• We encounter storage problem if we save the velocity field for each pixel and
store further operation such as the gradient of the velocity field

• As seen in Section 5.2.2, due to the spatial coherence, we have velocity profile
in blank spaces where we do not have gel or any breaking event

Thus, it is essential to average the velocity field, especially in x, y where we have
512 px each with more weight given to important pixels i.e. pixel with intensity.
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5.3.2 Weighted averaging

A better method to average would be to have a weighted average based on pixel
intensity. This way, we eliminate the influence of not so important pixels which
are not actually a strand of the gel. The weight we chose is based on the feature
detection method by Shi-Tomasi [160]. The method is based on the idea that at the
edge or corner of a feature, there will be a large intensity difference and hence, a
large gradient associated with it. Around a pixel P at position (x, y), the difference
in intensity can be modeled as

Ex,y = ∑
∆x∈N

∑
∆y,N

w(x, y)(I(x + ∆x, y + ∆y)− I(x, y))2 (5.19)

Where w is the gaussian weight assigned to the neighborhood pixels. On ap-
plying first order taylor series expansion approximation the formulation simplifies
to

Ex,y = ∆T M∆ (5.20)

where ∆ =
[
∆x ∆y

]
and M is the covariance matrix of the derivative over the

neighborhood given as

∑
∆x∈N

∑
∆y,N

w(x, y)

[
∇x I2 ∇x I∇y I

∇x I∇y I ∇y I2

]

(5.21)

Here I = I(x, y) is the intensity and ∇x and ∇y are its gradient in x and y respec-
tively. If λ1 and λ2 are the eigen values of the matrix M, then the Shi-Tomasi gives
a score to the pixel P as the minimum from the two eigen-value. In the opencv im-
plementation we can choose the neighborhood size (N) as blockSize, and the sobel
operator size, ksize, to calculate the gradient. We choose them as 3 px. The weight
matrix in xy is denoted by wxy|z at a particular z. The binned xy velocity field thus is
given by

Vx
b

y
b |z =

∑p∈ x
b

∑q∈ y
b

wpq|zVpq|z

∑p∈ x
b

∑q∈ y
b

wpq|z
(5.22)

Where b is the number of pixels over which we average and denoted by binning

in our program. By default, its value is 8.

5.3.3 Estimating z velocity field

Once we have the x and y velocities, the z velocities are obtained by removing the
large displacement associated with x velocity which is in the shear direction. The
assumption here is that y velocities are small, and hence, the neighborhood remains
the same in y. Thus by shifting the 2nd image in the x direction, we are restoring
the neighborhood. The shift in x (shiftx) is approximated as the weighted average
velocity in x obtained from the optical flow in xy direction. Note that the shiftx is
calculated for each xy plane and hence is a function of z.

shiftx =
∑p∈x ∑q∈y wpq|zVp|z

∑p∈x ∑q∈y wpq|z
(5.23)

For computing the z velocities, we apply 2D optical flow on the x shifted xz and
yz planes and take a weighted mean for the z velocities.
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FIGURE 5.7: Schematic representation of estimation of z velocity Vz: (a) the (x, z) visualiza-
tion of the gel image. The light-colored represents gel at time frame t and the dark at the next
time frame t+ 1. The overlapping region is the only part of the gel common between the two
images. the darkest (red) has moved out of the visualization zone and the lightest (blue) has
moved into the visualization zone. We estimate the xshift which is the average displacement
for each xy frame, equivalent to the known overlapping region of the image, and remove this
affine displacement. For estimating the z velocity in special case: the y plane yo, represented
by a line here at the two times t and t + 1. The portion of it until x = xo is there in the gel at
both the time frame. As seen in (b), the Vz until x = xo is estimated by applying optical flow
in the sheared back yz plane. For the portion above xo, which just entered the visualization

at t + 1, it is estimated by approximating to the average Vz estimated for the plane.

Vz =
∑p∈x ∑r∈z wpr|yVr + ∑q∈y ∑r∈z wqr|xVr

∑p∈x ∑r∈z wpr|y + ∑q∈y ∑r∈z wqr|x
(5.24)

For computing the optical flow in yz, we have to note that due to the shifting in
x, some pixels in the x direction will not correspond between the original and the
second image as seen in Fig. 5.7a. This is due to some pixels moving out of the field
of view and some new pixels introduced. Thus, the optical flow is computed slice
by slice in x direction for each yz frame only for the pixels where correspondence
is possible. For the pixel where there is no correspondence, we assign the average
Vz value corresponding to that plane. Note that we smoothen the velocity profile
in yz with a high-frequency gaussian filter of size 1 px as the shifting process is an
assumption and the flow profile can be noisy compared to the one we compute with
the optical flow in xy planes. This operation can be visualized in the schematic
Fig. 5.7. Similarly, the Vz profile is obtained. Later, the final Vz is estimated by taking
a weighted average of the two as shown in (Eq. 5.24). The weight is obtained by
Shi-Tomasi in xz and yz planes respectively.

5.3.4 Data storage and slicing using HDF

The large size of our acquisition with the additional load of flow dimensions added
to it can make an array quite heavy to operate on memory as well as big for storing
on the disk. To operate with this huge amount of data, we will store our flow profile
and other data in Hierarchical Data Format(HDF). HDF format allows large data
storage in a form similar to a file directory. We have groups that act like folders
and can contain another folder or datasets. Dataset is the actual data being stored.
The format is self-describing as each group or dataset can be allotted metadata that
describes what it is exactly. HDF format allows data slicing which means we can
pick up, read or write a part of the dataset and operate on it instead of importing
the entire data into memory. We use the python implementation of version 5 of the
format, h5py [152].

Thus, for every consecutive time frame we operate on to calculate the flow pro-
file, we store the result in an HDF dataset whose metadata is FlowField3D. For x
and y velocities, before storing we do a weighted average of the velocity data over
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FIGURE 5.8: x,y,z cut planes of norm of the strain field between two consecutive time frame
(a) at a location where we detect an event using the algorithm and (b) where no event is

detected. Notice the gradual increase in global intensity with z for both the cases

a few pixels and bin the result as discussed in Section 5.3.2. The z velocity is stored
after a weighted averaging as shown in Section 5.3.3. Every time we need to operate
on the flow profile, the HDF can come in handy since instead of inputting the entire
flow array, we can work on slices and put the output back to the disk, keeping the
Random Access Memory (RAM) relatively free.

5.3.5 Spatial gradient of velocity field

As seen in Fig. 5.5 and Fig. 5.6, the velocity field near strand breaking event show
large gradient. Extracting the gradient of the velocity field can thus help us locate
such strand breaking events inside the gel. More meaningful information can be
obtained from the strain rate field, which is the symmetric component of the velocity
gradient field given by

γ̇ =
∇V +∇VT

2
(5.25)

where, ∇V = ∇iVj is a tensor field and the VT denotes the transpose of V. It should
be taken into consideration that we do not have same pixel size in z direction as
x,y. so while taking the gradient we need to multiply by the right pixel size in the
velocity term and the gradient term.

∇Vij =
∂

∂(xi pibi)
(Vj pj) (5.26)

Where p is the pixel size and b is the binning size in the axis direction. We use the
gradient method from the numpy library in our code. The dataset is added to the
HDF file with metadata gradient_flow.

5.4 Finding fracture precursors

As seen in Fig. 5.5 and Fig. 5.6, around a strand breaking event, we have a large
gradient in velocity field. Thus, local maximas in velocity gradient field and hence,
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ratio deep inside the gel.
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in strain field, should correspond to a strand breaking event. The strand breaking
events are the precursors to the catastrophic fracture and identifying them can help
us understand how these events lead to the final macroscopic breaking. We calcu-
late the strain rate field from the velocity gradient field as shown in (Eq. 5.25). To
quantify this strain field we take the norm of it, ‖γ̇‖, where ‖‖ denotes the matrix
norm.

To find local maximas corresponding to strand breaking in ‖γ̇‖, we compare
the morphological dilated form of ‖γ̇‖ with itself to find the sites which are local
maximas in a neighborhood. We use the function grey_dilation from the scipy

library. The dilation size by default is 3 times the binning, i.e the size of our velocity
averaging. Later, we give a threshold to cutoff local maximas above a certain value.
One of the local maxima located using this method is shown in Fig. 5.8.

As seen in Fig. 5.8, there is a gradual increase in intensity of ‖γ̇‖ This increase in
intensity is due to the poor quality of image deeper inside the gel due to refractive
index mismatch. The poor quality introduces noise in velocity estimation and hence,

larger gradients. We define the xy average norm field, ‖γ̇‖, which is obtained as the

average for a xy plane for a particular z. As seen in Fig. 5.9, the profile of ‖γ̇‖ after
z ∼ 40 px starts to increase and we observe this pattern for every strain rate between
two consecutive time frames. Thus, we define normalization of the norm strain rate
field by ‖γ̂‖ obtained as

‖γ̂‖ =
‖γ̇‖
‖γ̇‖

(5.27)

(Eq. 5.27) signifies normalizing each xy plane by the average of it. We compute
the γ̇ and ‖γ̂‖ by slicing the velocity gradient field dataset gradient_flow in the
HDF file, computing and storing them in the same HDF file as dataset strain_field
and norm_strain respectively. To find the localized high strain events, the default di-
lation size is 3 times the parameter binning defined in Section 5.3.2 and the threshold
is ‖γ̂‖ = 0.1. The ‖γ̂‖ map in the case where an event is located and where mo event
is located are shown in Fig. 5.10a and Fig. 5.10b respectively. The magnitude of ‖γ̂‖
becomes locally larger than 0.1, which is our criteria for detecting an event, while in
case of no event, value of ‖γ̂‖ is approximately half of it.

5.5 Skeletonize and network analysis

Alternatively, We tried to develop a network analysis algorithm of our system where
our gel at each time frame can be visualized as a system of nodes and edges and thus,
quantify the change in these edges and nodes between frames for local information.
To do so, we apply morphological skeletonization to our gel to simplify before defin-
ing nodes and edges using graph theory. I describe the method in detail here. The
simplified topology makes for some good visualization of the gel network, the anal-
ysis turned out to be a dead end since the edges and nodes defined for each time
frame where not conserved in the other perfectly. This happens especially near the
head due to poor resolution. Still, for a refractive index matched system of network
gel, this technique can simplify the analysis of local changes.

5.5.1 Skeletonization

To have a network structure, we skeletonized the 3D image for each time frame.
We denote the time frame here by fr. Skeletonization reduces the features in the
image to a 1-pixel width object while preserving the link between pixels. We use
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FIGURE 5.11: (a) A 64 px × 64 px cut of the original xy plane at z = 50 px. (b) Binarization
result of (a) for a threshold thr = 1.3. (c) 3D plot of the skeletonization result for the 64 px×
64 px cut in xy and 60 px in z with colormap based on y position. Plotted scatter points

enlarged to size of 5 px2

Lee’s method [161], which can be applied in 3D and has a python implementation
in skimage library. Before skeletonization, we need to remove noise and binarize the
image. We do the binarization operation on each xy plane separately as we have a
loss of signal in z.

We apply a high-frequency gaussian blur of 1 px to smoothen the image. The
binarization for each xy plane is done by filtering out pixels with intensity less than
a threshold times the mean intensity of the plane (Fig. 5.11 b). The threshold is
denoted by thr in our program and generally, we see good preservation of structure
with a value between 1.2 − 1.3. We perform morphological skeletonization in 3D
and obtain an image of 1-pixel thick network structure as seen in Fig. 5.11c.

5.5.2 Defining a graph

Our skeletonized network is still complex and to simplify further, we can define a
graph after identifying pixels as either nodes or edges. We use the NetworkX pack-
age [153] to define a graph after all the edges and nodes are identified and to define
their connection. Edges are a continuous chain of pixels where every pixel has two
neighbors. Nodes are any pixel with either more than two neighbors or any pixel



5.5. Skeletonize and network analysis 99

x (px)

0 10 20 30 40 50 60

y (
px

)

0
10

20
30

40
50

60

z (
px

)

0
10
20
30
40
50
60

(a) x (px)

0 10 20 30 40 50 60

y (
px

)

0
10

20
30

40
50

60

z (
px

)

0
10
20
30
40
50
60

(b)

x (px)

0 10 20 30 40 50 60

y (
px

)

0
10

20
30

40
50

60

z (
px

)

0
10
20
30
40
50
60

(c)

0

20

40

60
y 

(p
x)

FIGURE 5.12: 3D plot of the (a) nodes and (b) edges result for 64 px × 64 px cut in xy and
60 px in z with colormap based on y position. Plotted scatter points enlarged to 5 px2. (c) a
3D plot of the network with the nodes as scattered point with the same colormap along y.

at the end of an edge with one neighbor. To pass on the node object to the graph
we define its position as the center of mass of all the pixels in the node object. We
pass on the edge object after identifying how they are connected between two nodes.
Also, we take care to handle exceptional cases where the two connected nodes are
the same which is the case of an isolated loop. We treat it as an edge starting and
ending at the same node in the graph. In Fig. 5.12 we see the result of these opera-
tions. Fig. 5.12a Fig. 5.12b show the isolated nodes and edge objects and Fig. 5.12c is
the simplified graph representing our skeletonized gel in Fig. 5.11c.

5.5.3 Problem with this analysis

Ideally, topological changes should capture local plasticity by a change in the num-
ber of edges and nodes. However, the microstructure of our gel is not so well defined
compared to spherical particle gels with distinguishable fractal structure as seen in
the work of Ref. [95, 94]. The signal-to-noise ratio is also distorted by the refractive
index mismatch. The origin of the problem lies at the step where we skeletonize
our gel as can be seen in Fig. 5.13. As seen for the change in strain from γ = 0% to
γ = 17.4% the global change in the microstructure position is captured qualitatively
by the skeletonization. However, The local structure is not preserved and becomes
worse as we go higher in z. Thus, making any further pursuit of analysis with this
method futile.
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(a) (b)

FIGURE 5.13: xy Microstructure of the gel and its corresponding skeletonization at z = 30 px
for the incremental strain step experiment described in Section 4.1.2 at strain of (a) 0% and

(b) 17.4%

Key concepts of the chapter: The plane by plane image correlation described
in Section 4.2.3 is not sufficient to capture local plastic events. These events
are visually confirmed to be the breaking of gel strands. In this chapter we
developed the analysis required:

1. To estimate the velocity field using a small displacement methods such
as Farneback’s algorithm and PIV. We find Farneback more accurate in
terms of the global as well as local velocity field.

2. The Farneback algorithm available in the python library is in 2D. We
have developed a 3D algorithm by taking advantage of the shear geom-
etry in our case.

3. From the velocity field we can have the velocity gradient and hence the
strain rate field. The resolution of these fields can be adjusted with the
method parameters such as the size of averaging. By default, we look
at things on mesoscale of ≈ 3 µm since the displacement estimation be-
yond this is noisy and expensive on the memory.

4. The strand breaking event manifests through the generation of large
gradients locally. Thus, using morphological operations we can detect
them as local maximas. An event is counted each time the normalized
strain is larger than 0.1 We will use this to get temporal and spatial statis-
tics on these events.



Everything is related to everything
else, but near things are more related
than distant things

Waldo Tobler

Chapter 6

Detection of Precursor to Fracture

The above statement is known as the First Law of Geography and laid the founda-
tion for the concept of spatial autocorrelation. In this chapter, the analysis method
developed based on the small motion estimation technique of optical described in
Chapter. 5 is applied to the two creep experiments presented in Chapter 4. We vali-
date the optical-flow method by getting the global velocity estimation and compar-
ing it to the plane by plane image correlation, shown in Chapter 4. We apply the local
strain field and detecting precursor algorithm to extract Spatio-temporal statistics on
strand breaking events. We further notice the difference in events nucleation in the
two experiments, namely in the bulk and near the head. We then describe the spatial
autocorrelation method and how its applications to extract local coupling in amor-
phous systems. We then apply the 3D spatial autocorrelation to observe whether we
observe similar coupling in our system.

6.1 Global displacement estimation from optical-flow

To observe the global estimation using Farneback’s algorithm, we accumulate the
average displacement in the three directions for different xy planes and compare
it with the global mechanical displacement obtained from ICAMM measurements
(Fig. 6.1). Thus, we have an additional velocity component to analyze compared to
the planar image correlation we used in Section 4.2.3. Similar to Fig. 4.11 , we see
a growth in displacement at different heights tracing the global strain with the final
fracture seen in the fast rise of displacement in the three direction at t > 39 000 s as
seen in Fig. 6.1. In Fig. 6.1a, the x displacement for height 120 µm obtained from
optical flow matches with the actual displacement of head (thick green curve) until
t ≈ 20 000 s. This estimation of the height is slightly off than our estimation from the
z calibration (Section 4.1.3) which gives the height of gel as 115 µm.

Fig. 6.1d shows the average strain γyz computed using the new method for each
of the plane similar to Fig. 4.12. The strain data collapses for z ≤ 96 µm. Thus, the
faster creeping zone is observed above z = 96 µm as compare to z = 81 µm seen with
planar image correlation in Section 4.2.3. At the end of creep and start of growth of
fracture, the difference between x displacement for z above 96 µm and z below 96 µm
is more gradual compare to the estimation by image correlation (Fig. 4.11c). This
can be due to the correction in the position of plane introduced by the estimation
of z velocity in the optical-flow as seen in Fig. 6.1c. This difference in strain points
towards the nucleation growing of fracture around the z plane at height between
≈ 96 µm, as discussed in Section 4.2.3.

The estimation in z offers quantification of the problem of undesired creep in our
setup as discussed in Chapter 4. We have applied constant strain in the z direction
but observe the z is increasing, i.e. the head is going upwards. The source of this
abnormal z displacement is the slow creep of the duralumin arm shown in Fig. 2.3.

101
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FIGURE 6.1: The cumulative displacement as a function of time at different height averaged
over xy ≈ 70 s after application of creep, obtained by applying Farneback’s optical flow
between consecutive time frames. (a), (b), and (c) represent the displacement in shear (x),
orthogonal (y) and gradient (z) direction respectively. (d) is the strain component γzx at the
different height The thick green curve in (a),(d) and (c) is the displacement of the head in x

and z respectively obtained from measurement by ICAMM.
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FIGURE 6.2: Temporal evolution of strand breaking events in the test with σ = 2.13 Pa. (a)
Frequency of events (b)Cumulative number of events plotted against the macroscopic creep

in log time scale.

As discussed in Chapter 4, the latest iteration of the setup accounts for this creeps
and adds in a correction. From the average z displacement from Fig 6.1c, it seems the
shift is of the order of 0.5 µm in 1000 s. Thus, around t ≈ 20 000 s, midway through
the creep, instead of the macroscopic normal strain γzz = 0, we have γzz ≈ 0.1. This
can trigger local strand breaking in the already stretched gel which might explain
the observed onset of dropping in displacement in z seen in Fig. 6.1c at t > 20 000 s.
This might also explain the change in the average y displacement seen in Fig. 6.1b
which still remains 10× smaller compare to the x displacement

Here again, we observe a deviation from the global creep with the average plane
creep starting to decrease for t > 20 000 s as seen in Fig. 6.1a. A hypothesis we have is
that the net difference only starts to appear at t = 20 000 s. As the creep starts to slow
down, the strand breaking events are inducing more local damage and their recoil
due to loss of stored elastic energy as well as gravitational settling is registered by
the image analysis methods leading to a decrease in z and x displacement. Another
reason for the x movement might be due to the creep of the arm. Although the creep
is vertical, the sensors are not equidistant from the head. A movement of the arm
will lead to a change in distance with respect to the one for which the calibration
is performed leading to minor movement in the x-direction. In fact in our image,
qualitatively we just see the movement of the head in the vertical direction and a
very minor movement in the shear direction.

6.2 Spatio-temporal evolution of fracture

Using the method described in Section 5.4, we find local strand breaking events from
the location of large divergence in strain field, described in Section 5.3.5. For the two
creep experiment shown in Fig. 4.10, we observe different spatio-temporal evolution
of fracture, one concentrated in the bulk and the other near the head. It should be
noted though the criteria of determining an event i.e. ‖γ̂‖ > 0.1 (Section 5.4) is quite
robust in catching all the strand breaking events but sometimes may correspond to
local rearrangements or noise. We have not yet figured out what these other local
maxima in strain field might correspond to but statistically, with this high threshold,
they are insignificant.

6.2.1 Nucleation in the bulk

Fig. 6.2a shows the temporal frequency of the strand breaking events. We observe
the strand breaking events in the linear viscoelastic regime [13] way before the final
catastrophic failure. The events are plotted after the first time frame i.e. ≈ 70 s as the
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first creep time frame is noisy due to the fast dynamics compared to the scanning rate
of the CLSM. The detection at the later time during the fast propagation of fracture
and asymptotic increase in strain (t > 39 000 s) is noisy but shows a burst of events
leading to failure. This experiment shows large number of events at the start of the
creep for time less than 10 000 s. The Fig. 6.2b shows the cumulative sum of the
events in comparison to the measured strain.

The existence of multiple microscopic strand breaking events remarkably does
not affect the macroscopic behavior in the primary regime, which is still governed by
linear viscoelasticity. Contrary to previous observation using ultrasound probe [13,
70], and scattering technique [53], the strain field at the mesoscale shows local het-
erogeneity related to plastic rupture events in the primary power-law creep.

The spatial location of these events and their evolution in time can be seen in
Fig. 6.3b, which helped us locate the site of nucleation in the actual confocal images
at around y= 145 µm, which can be observed through the (x, z) projection around
this y as seen in Fig. 6.3a. The shear plane (x, z) images are obtained by averaging 10
(x, z) planes around y= 145 µm. At t = 0 s, we see a bright impurity marked by the
white circle shown in Fig. 6.3a. This impurity can be an external contamination or a
large aggregate of the gel caused by local inhomogeneous gelation while the addi-
tion of GDL to the casein acetate solution. At the start of the creep, we see scattered
strand-breaking events which qualitatively seemed to avalanche. In Fig. 6.3b, we
already start to see a cluster of events at t ≈ 3010 s which correspond to the location
near the impurity, seen in the confocal image panel in Fig. 6.3b. This localized break-
ing can be attributed to the presence of impurity. As seen from the microstructure
in Fig. 6.3a, after the initial orientation due to shear, the overall structure reaches an
arrested state of slow creep with low global movement (t ≈ 200 s to t ≈ 35 000 s.
The local plastic strand breaking events, however, continue to be registered but at
a lower frequency. At t ≈ 15 800 s, we already see the presence of a crack near the
impurity in Fig. 6.3a. The events occur all across the gel but are concentrated more
near the impurity increasing the cluster size around it as seen in Fig. 6.3b. At the end
of the linear regime at t > 35 000 s, the frequency of events again starts to increase
(Fig. 6.2a) which also corresponds to the increase in the global strain. Finally, the
gel undergoes irreversible rupture due to a fast increase in rupture events around
the impurity and near the top. We infer from the work of Ref. [72] that the existence
of the stiffer impurity facilitates fracture nucleation due to higher topological con-
straints on the gel surrounding it. The gel remains firm after rupture compared to
cluster densification and fluidization observed in failure of reversible gel [94, 95].

6.2.2 Nucleation near the head

To demonstrate the fracture nucleation in a cleaner experiment i.e. without any visi-
ble microscopic impurity, we take the other experiment with the applied σ = 1.77 Pa.
We acquire the continuous confocal images over a larger area of x and y dimension
388 µm × 388 µm. The time evolution of event and the corresponding macroscopic
creep response are plotted in Fig. 6.4. Statistically, we get similar result from ob-
taining optical-flow data binned over ≈ 3 µm × 3 µm × 1.5 µm (binning parameter
4) versus data averaged over ≈ 6 µm × 6 µm × 1.5 µm (binning parameter 8). The
nature of the temporal event evolution is different than what we observe in the case
of Fig. 6.2. For t < 300 s, no events are seen compared to the initial burst of events
in the previous case. The frequency of events start increasing gradually and reach a
maximum at t ≈ 30 000 s before slowing down all within the primary creep regime.
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FIGURE 6.3: Microscopic visualization during creep for σ = 2.13 Pa. (a) Cut in the shear
plane (x, z) around y = 145 µm and (b) The evolution of strand breaking events with time in
3D plotted as sphere. We observe nucleation and growth of fracture around a defect (bright
strand highlighted by the white circle in (a)) in the bulk in (a) which is correctly estimated

by the accumulation of events detected by our method
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FIGURE 6.4: Temporal evolution of strand breaking event in the test with σ = 1.77 Pa. (a)
Frequency of events (b)Cumulative number of event plotted against the macroscopic creep

in log time scale.

Finally at the end of the linear regime, the number of events start to rise again un-
til nucleation and macroscopic fracture. The cumulative number of events against
the strain is shown in (Fig. 6.4)b. The total strand breaking events observed until
t = 10 000 s is an order lesser than in Fig. 6.2b.

As seen in Fig. 6.5, the nucleation site is smaller and situated at the corner of the
observation zone, and difficult to locate without the help of the precursor detection
algorithm. As seen in Fig. 6.5b, the events are scattered and qualitatively more inde-
pendent than cascading. At t ≈ 5600 s, as seen in Fig. 6.5b, we see a small amount of
damage accumulating at the site of nucleation. At around order of 10 000 s, the dam-
age accumulated at the site where nucleation happens becomes larger than the other
accumulation cluster. Already at t ≈ 16 000 s, the damage at the site seemed to have
grown larger than other clusters and we can see that the damage is no longer free of
memory as suggested by Bailey’s criteria [57] discussed in Section 1.2.5. Finally, the
fracture enters the crack growth regime and goes out of the observable zone lead-
ing to macroscopic failure at t ≈ 55 000 s. Hence, the number of events detected at
rupture as seen in Fig. 6.5a is not relatively too large compared to the case of bulk
growth (Fig. 6.2a).

6.3 Spatial correlation

After finding the localized events, the next step is to understand how they are linked
to each other. It has been shown through simulations [162] and experiments [163,
164, 165, 166, 167] that in amorphous materials these events induce deformation
locally which creates internal stresses leading to long-range correlations. These
stresses lead to other failure events due to elastic coupling. In colloidal glass this
coupling between these highly localized events or shear transformation zones (STZ)
have been experimentally described [164, 165, 167] using Eshelby’s inclusion analy-
sis [168, 169]. This section contains a brief description of the Eshelby analysis, and
the spatial autocorrelation method used to observe it from the experiment.

6.3.1 Eshelby analysis

Eshelby through a thought experiment analytically determined the strain, stress, and
displacement field inside a linear elastic material or ’inclusion’ surrounded by an-
other linear elastic material or ’medium’ [168]. Due to the deformation constrain
from the surrounding medium as seen in Fig. 6.6, the inclusion is under a stress
σ∗

ij = Cijklγ
∗
ij, where Cijkl is the elastic modulus and γ∗

ij is the unconstrained uniform
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FIGURE 6.5: Microscopic visualization during creep for σ = 1.77 Pa. (a) Cut in the shear
plane (x,z) around y = 11 µm and (b) The evolution of strand breaking event with time in
3D plotted as sphere. We observe nucleation and growth of fracture around a top left corner
near the head in (a) which is correctly estimated by the accumulation of event detected by

our method
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FIGURE 6.6: Eshelby’s though experiment of an inclusion inside a medium to understand
the stress and strain due to change of form assuming linear elastic behavior

strain i.e. if the inclusion was free. If the inclusion is an ellipsoid, and the medium
is infinite, the strain field inside the inclusion is uniform. In the case of shear trans-
formation of the spherical inclusion of radius a, with unconstrained transformation
shear strain γ∗

xz = ǫ
2 , and if the elastic constant is the same for the inclusion and

medium, the principal shear strain component xz component is given by [167].

γxz(r) =

{

γo
xz for r < a

γo
xza3

4r5 [9a2c − (2 + 3c)r2 − 15c(7a2 − 5r2) cos(4θ)] for r ≥ a
(6.1)

where γo
xz = ǫ 4−5υ

15(1−5υ)
, c = 1

4(4−5υ)
, υ is the Poisson ratio, r is the position vector

from the origin of the inclusion and θ = cos−1(z/r)
This cos(4θ) results in a fourfold quadrupolar pattern in the xz plane outside the

inclusion zone. Thus in any material, the presence of this pattern signifies Eshelby
type elastic coupling between the surrounding and the local plastic zone.

6.3.2 Spatial autocorrelation

Spatial autocorrelation examines how one data point is similar to other data points
around it. Mathematically it is mapped similar to cross-correlation as seen in Sec-
tion 5.1.1 such that if f (x, y) describes a 2D signal its spatially autocorrelation a(x, y)
is given by

a(x, y) =
M

∑
m=1

N

∑
n=1

( f (m, n))( f (m + x, n + y)) (6.2)

Note that compared to (Eq. 5.2), the definition here does not account for the sub-
tracted average term and the normalization term in the denominator. This does not
change the signal qualitatively. Similar to (Eq. 5.3) and (Eq. 5.4), the autocorrelation
can be calculated using fast Fourier transform and later converted to real space.

6.3.3 Eshelby from autocorrelation

In experiments, the strain field can be analyzed by spatial correlation function. The
3D spatial autocorrelation of the the strain field γxz described by eq 6.1 can be seen
in Fig. 6.7. The xz projection shown by Fig. 6.7 is special because it encapsulates the
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FIGURE 6.7: The crosssection representing the (a) xy, (b) yz, and (c) xz cut for the spatial
correlation of γxz for an Eshelby inclusion given by (Eq. 6.1). The size of the inclusion is
2.25 µm and the isotropic medium surrounding the inclusion has a poisson ratio of υ =
1
3 . Notice the quadrupolar pattern in (c), the characteristic pattern of an Eshelby inclusion.

Figure adapted from Ref. [167].

characteristic quadrupolar pattern of negative correlation in strain around the inclu-
sion. Red signifies a positive correlation while blue indicates negative correlation i.e
the strain is of opposite sign to that inside the inclusion.

To capture the effect of localized shear transformation in our experiment, we look
at the spatial correlation of the non-affine component of principle strain component
defined as ∆γxz = γxz − ¯γxz where ¯γxz is the average of the component.

6.4 Result from spatial correlation

Understanding how the strand breaking events interact with each other and the sur-
rounding intact gel should help us explain why fracture nucleates in some specific
regions. As seen in Section 6.3, Eshelby inclusions can be thought of as localized
plastic core embedded in an elastic homogeneous surrounding and has been studied
in several amorphous systems to understand at mesoscale how these local events are
elastically coupled. We compute the unnormalized 3D spatial correlation of the non-
affine part of the (x, z) component of the strain ∆γxz = γxz − γxz, to see evolution of
local pattern. The strain data is averaged over a bin of size 3 µm × 3 µm × 1.5 µm,
which sets the resolution of the autocorrelation. For all the plots, the colormap scales
between ±0.1∆γxz so that the maximum dynamic range in the pattern is visible.

We first test the experiment undergoing bulk nucleation and fracture (σ = 2.13 Pa).
For the autocorrelation between time frames where we have no strand breaking
event detected, we she the quadrupolar pattern which is regular Eshelby like behav-
ior as seen in Fig. 6.8. Strangely, as seen in Fig. 6.9, between time frames where we
observe strand breaking events, a significant number show distorted quadrupole,
with a weaker anti-correlation in the extensional direction than the one in com-
pression. The same is not observed for spatial correlation between time frame with
events for experiment with nucleation near the head (σ = 1.77 Pa) as seen in Fig. 6.10.
The distortion points towards the impurity-driven nucleation violating the Eshelby
analysis in multiple ways: The inclusion having an elastic modulus different from
the surrounding medium and/or the strain field inside the plastic inclusion being
non-uniform. For now, we do not have a strong explanation for this.

Fig. 6.11 shows the autocorrelation before the application of the stress. Over a
longer length scale, it is quite noisy with large magnitudes. However, over a shorter
distance, we observe a strong Eshelby pattern of alternating positive and negative
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FIGURE 6.8: 3D spatial autocorrelation on ∆γxz between two consecutive time frame where
we have no strand breaking event for the experiment with bulk failure (σ = 2.13 Pa). (a)
Orthogonal projection of the spatial correlation: Notice the four fold quadrupolar pattern in
the xz projection, a signature of Eschelby inclusion. (b) 2D projection of the angular variation

of the autocorrelation.

correlation surrounding the positive core in the (x,z) projection of the autocorrela-
tion. It is similar qualitatively and in magnitude to the one shown in Fig. 6.10, which
is between two-time frames after the application of shear where we see an event.
Quiescent colloidal glass [167] show similar development of correlation where ther-
mal energy is the driving force but is an order of magnitude smaller than that of
sheared colloidal glass. The presence of stronger attractive potential compared to
the thermal energy and hence, the stronger elastic nature of the arrested gel can ex-
plain this difference.

Around the failure, the autocorrelation becomes noisy. Once the brittle fracture
either in the bulk or near the head takes place, we still observe the Eshelby like
pattern which means the fractured gel is still having elastic nature with shear trans-
formation zones.

6.5 Conclusion

We have established strand-breaking events as the precursor to fracture in the gel.
These events are identified through a high local gradient in the strain field, which
is derived from Farneback’s algorithm for displacement estimation. Through this
displacement estimation technique, we get a picture of global displacement as well
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FIGURE 6.9: 3D spatial autocorrelation n ∆γxz between two consecutive time frame where
we detect strand breaking events for the experiment with bulk failure (σ = 2.13 Pa).
(a)Orthogonal projection of the spatial correlation: Notice the distorted four fold quadrupo-
lar pattern in the xz projection. (b) 2D projection of the angular variation of the autocorre-
lation. For all the strand breaking events we see this significant distortion in the four fold

pattern.

by averaging obtain the displacement of each (x, y) plane. This led us to discover a
problem with our setup: The arm to which the sensors are attached is not perfectly
fixed but displays creep in the vertical direction. This leads to majorly vertical and
some minor motion in x direction. This problem is elaborated in Chapter 4 and we
have also provided the solution for it. Until the end of this Ph.D., our task will be to
obtain a cleaner experiment and verify our results discussed in this chapter.

Keeping the error in the current experiments in mind, we provide evidence of
precursor events in the linear viscoelastic regime of a gel under constant stress. The
nature of the nucleation, whether it is in the bulk or at the interface needs further
clean experiments to explore the reason for it. Here, we provide one experiment
governed by bulk due to the presence of impurity while another where we have nu-
cleation near the head. We performed other creep experiments but the nucleation of
the precursor events was not observed besides in these two cases discussed. This is
expected as strand-breaking events are rare. In fact, through numerical simulations,
it has been shown that failure under creep for colloidal gels can occur by break-
ing just ≈ 0.1% of the particle bonds [89]. From (Eq. 2.12) the area under which
strain can be considered homogeneous is ≈ 13 mm2. Thus, the area under observa-
tion through imaging with the current design of the head is ≤ 1% of the total area
where stress is significant, making the probability of observing fracture nucleation
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FIGURE 6.10: 3D spatial autocorrelation ∆γxz between two consecutive time frame where we
detect strand breaking events for the experiment with failure near the head (σ = 1.77 Pa).
(a)Orthogonal projection of the spatial correlation (b) 2D projection of the angular variation

of the autocorrelation with no distortion in xz compared to Fig. 6.9.

low. Thus, design changes need to be made which can increase the percentage of
area under observation with significant strain and hence, probability of observing
events nucleation.

Besides the temporal and spatial statistics, we try spatial correlation to under-
stand the nature of this localized high strain zone due to plastic strand breaking
events. We discover through the spatial correlation of the γyz that these shear trans-
formation zones act like Eshelby’s inclusion with the correlation showing the typical
quadrupolar behavior. These inclusions are present even before the application of
stress and due to the strong elastic nature of protein gel, and hence, show similar
magnitude before and after the stress is applied. The observation of distorted non-
Eshelby like quadrupolar patterns in the bulk nucleation of events is linked to the
plasticity governed by the artifact and is not observed in the other experiment. This
has been verified for other experiments as well where we see no nucleation either in
bulk or near the interface, but observe strand breaking events.

Finally, we need to look into the pattern observed in planes other than shear
which can answer how these events are linked to each other through the elastic net-
work. Also, autocorrelation on the γyz component of the strain should be tried since
the displacement in this plane is non-affine. A problem with the current analysis
using optical flow is the prediction of large displacement in the portion where the
gel is not present as seen in Fig. 5.5c. This noise is observed even after the weighted
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FIGURE 6.11: 3D spatial autocorrelation ∆γxz between two consecutive time frame before
the start of the creep test for the experiment with failure near the head (σ = 1.77 Pa).
(a)Orthogonal projection of the spatial correlation (b) 2D projection of the angular variation

of the autocorrelation. Notice the similarity with Fig. 6.10.

averaging operation and might lead to noise in autocorrelation signal larger than
the resolution of the autocorrelation (≈ 3 µm) as seen in the large positive correla-
tion at the center of the order 10 µm. Currently, we are not sure whether this large
correlation is linked to the size of the inclusion or just noise from Farneback’s optical
flow algorithm. A more precise displacement field estimation is needed to further
explore this.
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Key concepts of the chapter: Applying the analysis we developed based
on Farneback’s small-displacement estimation method, we observe the three
regimes of fracture in our experiment on casein gel under creep and made
some interesting observations:

1. The implementation we developed offers insight into the displacements
in the z direction as well. We observe and quantify the problem of the
undesired z displacement from the average z displacement of the xy
planes at different heights.

2. We have two experiments where the nucleation of fracture is in the ob-
servable zone of the microscope. The first one has damage accumula-
tion due to strand-breaking precursors in the bulk. However, this is not
a clean experiment as we observe an impurity over which this damage
concentrates and nucleate.

3. However, in the other experiment, where the damage is accumulated
near the head, the temporal growth of fracture is more gradual. The site
of nucleation accumulates enough damage to be larger than other clus-
ters of damage accumulation way before in the primary regime of the
creep associated with this gel. Finally, in the tertiary regime of creep, it
shows faster nucleation followed by crack growth leading to the fracture
of the gel.

To understand the nature of the interaction between the accumulated damage,
we apply 3D spatial correlation on the non-affine principle shear component
γyz. Our preliminary observations are:

1. We observe a quadrupolar pattern in the correlation in the xz plane. This
quadrupole corresponds to the Eshelby kind of interaction where local
zones of high plastic activity exist coupled elastically to the surrounding
medium.

2. The Eshelby exist over all the time: Before or after the application of
creep, and when we have strand breaking event or when we have none.
This points to the pre-existence of this ’weak’ region in these largely
heterogeneous materials.

3. For the case of impurity mediated nucleation in the bulk, we observe a
distorted Eshelby pattern whenever we detect precursor events.



Our nature consists in motion;
complete rest is death

Blais Pascal
Chapter 7

Conclusion and perspectives

This work on micromechanics of gel rupture consists of two-part:

• Developing the required instrumental setup which can apply and measure
stress and strain on soft gels, and developing the appropriate physical chem-
istry and experimental procedure for the gel system to work with this setup.

• Performing controlled shear stress and strain experiment while simultaneously
observing the microstructure in soft casein gels which show characteristics of
brittle fracture, to identify the fracture precursor and how they interact leading
to nucleation and finally catastrophic failure.

7.1 Novel setup

We have developed a robust setup to probe the long-term mechanical response
of soft materials to steady mechanical stimuli while having a direct microscopic
visualization of the structural changes happening inside them. The deflections
are measured using eddy-based sensors which offer currently an accuracy of up
to 6 mPa on stress measurement. This is at least an order of magnitude better than
published shear cells [79, 80] and of the same order as commercial rheometers.
This can be further improved by changing the cantilever dimensions thus making
it possible to work with softer systems. The additional benefit is the presence of
two sensors, having the same precision in both the shear and normal directions.
The usage of PID control loops allows stress and strain control independently in
both directions. The large dynamic range of the sensors can help explore materials
ranging from very soft (10 mPa) to soft (10 Pa).

The gel system we decided to work with is 1% sodium caseinate. The pore size
in this protein gels is of the size ≈ 10 µm allowing for visualization of microstructure
with good resolution. We have discussed the physical chemistry of this system and
based on a combination of buffer mediated acidification and mass transfer with the
surrounding solvent, we have developed a fast in-situ gelation method. The typical
time for the gelation is ≈ 20 min and the mass transfer is estimated to equilibrate in
210 min. The in-situ gelation lays down the procedure to possible studies on fracture
in colloidal gel systems such as PMMA particle gels.

We demonstrate the effectiveness of our setup by performing controlled strain
and stress experiments. The microscopic behavior can be perfectly visualized through
the 3D stroboscopic view of the microstructure. Indeed combined with simple 2D
image correlation, it offers insight into how the presence of a softer layer near the
head mediates the catastrophic failure of the material under constant strain stairs.
This soft layer is thin and can be a result of partial sedimentation during the 20 min
of gelation. The softness of this zone grows gradually with the step increment in
strain.

115
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FIGURE 7.1: Schematic representation of the change in radius of curvature

7.2 Scope for setup design improvement

The setup we have developed has potential for several studies in soft solid rheology
but suffers from two problems:

• Although we have quite good control on position and stress, we observe a drift
in the z position during long-duration creep experiment of the order 0.5 µm in
1000 s (see Section 6.1). This affects our claim of precise control as well can
impact fracture nucleation mediated by the change in normal strain.

• In Section 2.3.3, we have defined a critical length xc (Eq. 2.12) away from the
head center, over which we can consider that the strain is homogeneous. Be-
yond this, due to the curvature of the head, the strain is considerably smaller
than that at the center. Thus with the current radius of curvature Ro = 20 mm,
we have xc = 2 mm. Assuming circular symmetry,the area under observation
with the (x,y) image size of 388 µm × 388 µm is ≈ 1% of the total area over
which the stress is concentrated. This is really a small probability of observing
nucleation events and in fact, over multiple experiments, I just came across
two, where I see the nucleation of precursors leading to fracture.

We are currently working on solving these two problems. The reason and the
solution for the first have been discussed in Section 4.3. The mechanical parts are
already fabricated. Here I present the solution to the second problem in brief.

7.2.1 Head design

As seen in (Eq. 2.12), the critical distance xc is proportional to the radius of curva-
ture. A decrease in radius of curvature of the head can concentrate stress in a smaller
region. Thus, we have made a change in the head design as seen in the schematic
Fig. 7.1 by changing Ro from 20 mm to 1 mm. This leads to an increase in the observ-
able percentage of area under effective strain homogeneity to 24%.This increases our
probability of observing nucleation of strand-breaking events.

An issue which will arise on using this head is the proportional reduction in the
precision of stress measurement. This is because a reduction in radius will lead to
a reduction in effective are (Ae f f ) and hence, the deflection required to apply the
same stress as before would be smaller, thus reducing the precision. Specifically,
the reduction will be from 6 mPa to 170 mPa. To address this we can either reduce
the cross-section area of the cantilever or make a stiffer gel by changing to a higher
concentration sodium caseinate gel. We are currently proceeding with the latter by
increasing the concentration to 2 wt% sodium caseinate. Based on (Eq. 1.27), our
mesh size should scale down to approximately 6 µm which is still large enough to
be observable with the resolution of our microscope.
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7.2.2 Other design challenges

One drawback of our design is the long ≈ 10 s response time of ICAMM. This makes
our apparatus unsuited for steady shear-rate experiments or for oscillatory rheology
at high frequencies. The response time could be shortened by using a different actu-
ator with faster electronics. However, the inertia of the cantilever and viscous forces
acting on the head would set a lower bound for the response time.

Although ICAMM has high precision in stress measurement of 6 mPa, its preci-
sion in stress application is slightly lower at 20 mPa as it is limited by the action of
the micromanipulator and the PID control loop we use. Without causing overshoot
in the control action, we can improve this by shifting to an actuator more precisely
than the current micromanipulator.

Currently, all our operations are done in a room at temperature 18◦. More precise
temperature control could be implemented provided a lack of vibration, e.g. using
Peltier elements or laminar flow around the tank. Since the materials used for the
different components of the apparatus are subject to thermal dilation, calibrations
should be done anew at every ‘large’ temperature change. This might be an issue if
one intends to control the temperature dynamically, e.g. to quench a sample.

7.3 Precursors to fracture

Our decision to use sodium caseinate gel due to its simpler physical chemistry and
ease of integration to the setup comes up with additional challenges in deriving local
information compared to colloidal gel systems. In Chapter 5, we described different
small-displacement estimation techniques which extract the local displacement or
velocity from the intensity change namely PIV and Farneback’s optical flow algo-
rithm. We concluded that Farneback’s algorithm is more accurate and faster com-
pared to PIV. A 3D implementation of the algorithm was developed based on the
plane Couette geometry of our shear experiments. The velocity field can be used to
obtain the local strain rate field. Thus, we have the measurement of local strain rate
which can give information about the local plastic events.

Specifically, in our creep experiments, we observe scattered strand-breaking events
that manifest in the velocity field through the presence of high local velocities. Thus,
a maximum in local velocity gradient and specifically in the norm of strain rate field
is used to detect spatially and temporally the distribution of these strand breaking
events. In fact, when we track these detected events, we made some interesting
observations (for the clean experiment discussed in Chapter 6) :

• The strand breaking events start to occur soon after (t ≈ 300 s) the application
of the sub-critical stress and continue to occur throughout the duration of the
creep without impacting the global linear viscoelastic behavior.

• These events are spread across the gel and qualitatively show independent
accumulation with no cascading effects.

• Around t ≈ 10 000 s and still in the linear viscoelastic regime, we start to see
one of the accumulations grow larger in size than the others. Correspondingly
in the gel, we see a crack nucleating near the head of the gel (see Fig. 6.5).

• Outside the linear regime, we observe fast nucleation at the above-mentioned
site, and finally the fast crack growth regime leads to the macroscopic fracture
of gel (at t ≈ 55 000 s).
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Thus, we provide the first experimental evidence of strand breaking events as
fracture precursors for physical gel under creep, as well as the observation of the
three regimes of fracture. The question that arises next is how can we quantify the
nature of the interaction of the damage accumulation due to strand breaking events
i.e. how are they correlated? The second question is how and when does the damage
accumulation become large enough to transitions to the nucleation regime?

Because our temporal resolution currently is approximately 70 s, observation of
a short temporal correlation is not possible. But, with a faster spinning disk confocal
microscope the lab has recently acquired, the temporal resolution should improve
by a factor of at least 10. We tried to see if there is a local spatial correlation. We
looked at the non-affine part of the principle shear component, γxz. We are able
to see Eshelby type interactions that explain the existence of shear transformation
zones within the gel that undergo plastic rearrangements coupled to the surround-
ing elastic medium. We discover that they exist even before the gel is sheared, which
in cases of colloidal glass have been identified as prospective flaw zones which suf-
fer plastic rearrangements upon undergoing shear [167]. However, we cannot prove
this claim for our gel as the resolution of measuring local shear is at the mesoscale
for our analysis and due to the more heterogeneous nature of our gel. The low res-
olution of local strain measurement arises from the flaw in the small displacement
estimation by Farnebacks’ algorithm which predicts displacement around a plastic
strand breaking event in zones where we have no gel, which leads to noise in the
autocorrelation. Besides, we have worked with a version of Farneback where local
motion is just pure translational. Thus, There is scope for improvement by consid-
ering other local transformations such as rotation. The best would be to have some
analysis similar to Ref. [170], where in addition, local plasticity can be quantified.
The method, however, requires traceable centers of the discrete unit such as cells,
foam, and particle and identification of links with the neighbors. This, although far
from the microscopic picture of our gel can be realized by placing a grid of regularly
spaced points in our system and identifying grid points that are important, based on
whether they are inside the gel matrix or not. Implementation of this method for gel
has been done by Mathieu Leocmach but its validation is still in the early stage.

Another aspect I would like to explore is looking at the component γyz which
should inherently have no affine component and hence, a higher signal for the pres-
ence of correlation. The ultimate aim of the correlation study would be to connect
with the observation of Bailey’s criteria in this gel system, and to see if the local
measurement corresponds to the assumption of independent, irreversible damage
accumulation (see Section. 1.2.5). This would make for some good parallels with
fracture in hard brittle systems which also follow this criterion.

Besides, the study in fracture of gels can be advanced by looking at fracture of
colloidal gel system with large particle such as PMMA particle gel where the anal-
ysis should be relatively easier since particle tracking is possible. A comparison of
the microscopic development during creep in this system should help to explain
the difference of rheological behavior observed in these gels undergoing reversible
fluidization vs the brittle fracture ones.

7.4 Looking beyond (i.e. before) fracture

Besides the fracture, with this setup, we have the potential to explore the microscopic
reason for other non-linear phenomena observed in gels. The dependence of gel’s
linear and non-linear rheology on the normal stress/strain condition it is exposed to
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during aging of the gel has been explored [140, 141]. We ourselves have observed
(data not shown in this thesis) fracture time reduced to half on changing the con-
dition from no control during gelation to strain control in the normal (z) direction.
The high precision in the stress measurement in the normal direction along with
the microscopic picture in these materials can expand the understanding of aging in
these systems. Another idea that can be explored is the understanding of the origin
of reversible softening observed in the work of Ref [47] on increasing the amplitude
of the step strain. Ultimately, the combination of fast confocal microscopy with our
setup can serve as a tool to understand the microstructural origin of phenomena in
viscoelastic systems across domains.
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