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Abstract

The atmospheric gas phase evolution is of main concern for air quality and climate evolution,

as indicated in the recent IPPC Report [1]. In this context, the radical OH has been recognized

as one of the key molecule in the atmosphere. The radical OH interactions in the atmosphere

remain not fully understood, as it is very challenging to measure. To improve the understanding

of the role of OH in the atmosphere, there is a need for instruments that should be sensitive,

accurate, and have a fast acquisition time in the timeframe of the OH lifetime (ms). We propose

to extend the already existing dual comb spectroscopy (DCS) methodology instrument from the

IR [2,3] to the near UV region to take advantage of the strong absorption cross-section of OH at

308 nm. Numerical and theoretical work [4] effectively assess the feasibility of the DCS method

in the UV range. This study concludes that the Ti:sa Kerr lens mode-locked laser source ap-

pears to be the most adapted laser source to realize DCS in the UV. The advantages of the

remote sensing DCS method are multiple: it is a fast acquisition rate with similar sensitivity

than the existing spectroscopic methods, it is an in-situ method, free of sampling retrieval and

free of atmospheric fluctuations. A homemade DCS laser source has been fully realized in the

laboratory with an original geometry. It consists in a single ring cavity laser generating two

pulses trains of 100 fs. This geometry is advantageous for DCS as it allows a common noise

sharing (amplitude and phase).

The total mode-locked emitted output power reaches 700 mW with 5.5 W pump power, which

would provide enough power to probe atmospheric molecules with UV-DCS via third harmonic

generation. The first tests of the DCS experiment using our homemade laser source have been

realized on Fabry-Perot (FP) and O2 molecules. We retrieved accurately the free spectral range

of the FP and obtained, with high accuracy, the ro-vibrational transitions position of O2 at 760

nm. We demonstrated that the here developed single cavity laser source provides high enough

relative phase stability (at least 330 ms) between the two laser emissions. These first results

represent an important milestone towards atmospheric trace gases remote sensing using UV-

DCS.

Key words : Dual Comb Spectroscopy, ultrafast laser, single bidirectional laser cavity, Kerr

lens mode-locking, OH remote sensing, climate change, air quality monitoring.
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Résumé de thèse

L’évolution de la phase gazeuse atmosphérique est une préoccupation majeure pour la qualité de l’air

et l’évolution du climat, comme indiqué dans le récent rapport du GIEC [1]. Dans ce contexte, le

radical OH a été reconnu comme l’une des molécules clés de l’atmosphère, participant par exemple à

90 % de la réduction de méthane atmosphérique. Les interactions radicalaires OH dans l’atmosphère

ne sont pas encore entièrement comprises car elles sont très difficiles à mesurer. Pour améliorer la

compréhension du rôle de l’OH dans l’atmosphère, il existe un besoin d’instruments qui doivent

être sensibles, précis et avoir un temps d’acquisition rapide dans la durée de vie de l’OH (ms). Nous

proposons d’étendre la méthode de spectroscopie à double peigne de fréquence (DCS) déjà existant

dans l’IR [2, 3] à la région proche UV afin de tirer parti de la forte section efficace d’absorption

de OH à 308 nm. Une étude numérique et théorique [4] a évalué efficacement la faisabilité de la

méthode DCS dans le domaine UV. Cette étude conclut que la source laser Ti:sa à verrouillage de

modes par effet Kerr semble être la source laser la plus adaptée pour réaliser le DCS dans l’UV. Les

avantages de la méthode DCS pour la télédétection sont multiples : vitesse d’acquisition rapide avec

une sensibilité similaire aux méthodes spectroscopiques existantes, c’est une méthode in-situ, sans

prélèvement d’échantillons et indépendante des fluctuations atmosphériques. Une source laser DCS

a été entièrement réalisée en laboratoire avec une géométrie originale. Il consiste en un laser à cavité

en anneau unique générant deux trains d’impulsions de 100 fs. Cette géométrie est avantageuse

pour la méthode DCS car elle permet un partage des bruits commun (amplitude et phase) aux

deux impulsions.

La puissance totale émise du laser à modes verrouillé atteint 700 mW avec une puissance de pompe

de 5,5 W, ce qui fournit suffisamment de puissance pour sonder les molécules atmosphériques

par UV-DCS via la génération de troisième harmonique. Les premiers tests de l’expérience DCS

utilisant notre source laser ont été réalisés sur un étalon Fabry-Pérot (FP) et sur la molécule O2.

Nous avons récupéré avec précision l’intervalle spectrale libre du FP et obtenu, avec une grande

précision, la position des transitions ro-vibrationnelles de l’O2 à 760 nm. Nous avons démontré

que la source laser à cavité unique développée ici offre une stabilité de phase relative suffisamment

élevée (au moins 330 ms) entre les deux émissions laser. Ces premiers résultats représentent une

étape importante vers la télédétection des gaz traces atmosphériques par UV-DCS.

Mots clés : Spectroscopie à double peigne de fréquence, laser ultra-bref, cavité laser bidirection-

nelle, vérouillage des modes en phase par effet Kerr, télédétection OH, changement climatique.
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Nomenclature

ASE Amplified Spontaneous Emission

BBO Beta Barium Borate

BDCS Bidirectional dual comb spectroscopy

BS Beam-Splitter

CEAS Cavity Enhanced Absorption

Spectroscopy

CEO Carrier Envelope Offset

CRDS Cavity Ring-Down Spectroscopy

CIMS Chemical Ionisation of Mass

Spectrometry

CW Continuous Wave

DCS Dual comb Spectroscopy

DIAL Differential absorption Lidar

DM Dichroic Mirror

DOAS Differential Optical Absorption

Spectroscopy

FAGE Fluorescence Assay by Gas Expansion

FID Free Induction Decay

FFT Fast Fourier Transform

FP Fabry-Perot

FSR Free Spectral Range

FTS Fourier transform Spectroscopy

FWHM Full Width Half Maximum

GDD Group Delay Dispersion

GVD Group Velocity Dispersion

HHG High Harmonic Generation

IGM Interferogram

KLM Kerr-Lens Mode-locking

LIF Laser Induced Fluorescence

LP-DOAS Long-Path Differential Optical

Absorption Spectroscopy

LPF Low Pass Filter

MAS Minimum Absorption Sensitivity

ML Mode-Locking

MOAS Multipass Optical Absorption

Spectroscopy

NEP Noise Equivalent Power

NIR Near Infra-Red

OP Output Coupler

PAH Polycyclic Aromatic Hydrocarbon

PD Photo-detector

PSD Power Spectral Density

RF Radio Frequency

RIN Relative Intensity Noise

RMS Root Mean Square

SAM Saturable Absorber Mirror

SFG Sum Frequency Generation

SHG Second Harmonic Generation

SNR Signal to Noise Ratio

SPM Self-Phase Modulation

TDL Thin Disk Laser

THG Third Harmonic Generation

Ti:sa Titanium:sapphire

UV-DCS Ultra-Violet Dual comb Spectroscop
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Summary

Atmospheric pollution and climate change are one of the main challenges of the 21st century for

humankind. As indicated by the recent publication of the sixth report of the intercontinental Panel

of Climate Change (IPCC) (first working group) [1], the retreat of the glaciers since 1990, the

decrease in northern hemisphere spring snow, the global warm of upper ocean, the acidification of

the ocean, the global mean sea level increase are many evidences of a current climate change. The

comprehension of climate and atmospheric pollution needs a deep understanding of the atmospheric

molecules dynamic, chemical reactions and evolution. The oxidising radical OH, considered as the

"detergent" of the atmosphere, is in the center of the atmospheric chemistry reactions and still

remains one of the most challenging atmospheric molecules to be measured in-situ because of its

lifetime in Earth’s atmosphere. The measurement of the radical OH dynamic is crucial to improve

our understanding on the complexity of atmospheric processes [5] and improve the comprehension

of the Earth’s climate. The development of robust, sensitive and accurate instruments thus appears

necessary [6]. The subject of my thesis falls in this framework, focusing on an experimental approach

which is based on the fundamental interactions of light with the matter contained in the atmosphere

and on new optical spectroscopy methods such as dual comb spectroscopy (DCS). This cutting edge

approach [7, 8] is a relatively recent spectroscopic method that has attracted increasing interest in

the last decade from the scientific community. The high resolution and fast acquisition inherent

in this technique have been demonstrated to be beneficial for investigating the vibrational and

rotational molecular transitions in laboratory and real atmospheric environment [2,3]. Its extension

to the UV spectral range to probe the strong transition lines of some atmospheric molecules appears

highly promising. The feasibility of assessing atmospheric molecules in the UV range using DCS,

and the in-house construction of a dual-comb laser source are the core of this thesis. First, the

purpose of this thesis was to answer the question : How to detect atmospheric radical OH in situ

? State of the art remote sensing optical methods have successfully detected this molecule [9, 10].

Thus, the interest to merge both approaches (DCS and remote sensing) has risen to monitor OH

in-situ and without using air-sampling methodology [11, 12]. This has naturally raised questions

such as how to improve our knowledge on the concentration dynamics of the radical OH ? Is

the monitoring of atmospheric OH feasible in-situ by DCS in the UV range ? What will be the
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sensitivity and the acquisition time to make the required measurements ? What laser source is best

adapted for realising DCS in the UV ? This manuscript presents the results of three years’ research

work to answer these questions, leading to the development of a home-made laser source dedicated

to UV-DCS, as the experimental part of this PhD work.

The manuscript is organized as follows. The first chapter presents the climate and pollution at-

mospheric current context, the atmospheric molecules of main interest, the main challenges in the

detection of the atmospheric trace gas molecules and the state of the art of the OH radical detection

methods. Dual comb spectroscopy, a new spectroscopic method, is introduced in the context of

remote sensing of the OH radical.

The second chapter presents in detail the principles of dual comb spectroscopy. Maintaining a

stable relative phase coherence between the two pulsed lasers over a given timescale is one of the

main challenge of this method. The use of a single laser source has led to a simpler configuration

of a low relative phase/amplitude noise laser emission of the two free-running pulse trains. In this

context, the state of the art of DCS instruments using a single cavity laser source is presented.

Chapter 3 presents a numerical study on the feasibility on monitoring trace gas molecules in the

ultra-violet range. The potential of DCS methodology to increase the knowledge on the dynamic

of UV-absorbing atmospheric molecules’ concentration through analysis of absorption spectra are

presented. The numerical simulation results led to the experimental realisation of the laser source.

Theoretical and numerical design development were necessary prerequisites for this project.

The chapter 4 presents the theory and design of the bidirectional mode-locked laser source. This

study was necessary because we started the laser development from an empty table with the specific

requirement of bidirectional laser emission from a titanium-sapphire (Ti:sa) oscillators.

The construction and development of the laser cavity is detailed in chapter 5. The optimisation of

the laser environment, the laser alignment and the laser stability has led to the emission of two fs

laser beams with high relative coherence for a period of time that has never been observed with

free running Ti:sa single bidirectional laser cavity.

The chapter 6 presents the first dual comb spectroscopic measurements made in laboratory using

the novel bidirectional laser source. The DCS method was applied to retrieve the free spectral range

of a Fabry-Perot etalon and to record near IR absorption lines of ambient O2. These measurements

characterise the stability, relative coherence and spectral resolution of our DCS spectrometer based

on the home-made bi-directional Ti:sa laser source.
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Chapter 1

Introduction

1.1 Current challenges of atmospheric trace gases detection

The atmospheric gas phase evolution is of main concern for air quality, human health and climate

evolution. As reported by the working group I of the sixth report of the IPCC, an increase in

concentration of the greenhouse gases (GHG) such as CO2,CH4,N2O has been observed in the

atmosphere since 1750 [1]. Carbon dioxide levels have increased by more than 40 percent in the

atmosphere since pre-industrial time [13]. Each of the last four decades global surface temperature

has been successfully warmer than the previous one. Climate change may lead to some cases to

extreme events such as floodings, tornados, heavy rains, exceptional droughts [14]. The assessment

of the evolution of the future global earth surface temperatures were compared following the pi-

oneer work of Manabe [15] using several Coupled Model Intercomparison Project (CMIP5, [16])

with different representative concentration pathways. An increase between 1.49 to 4.13 °C in 2100

compared to the period 1986-2005 [17] is expected. Some studies even demonstrated that a global

warming by 2100 of 10 to 20 degrees is theoretically possible [18]. Such alarming forecasts have en-

ourmous geopolotical impacts as a global warming of seven degrees would create local zones on earth

where the metabolic heat dissipation of the human body would become impossible [19]. At 11-12

°of global warming, these local zones would expand and cover the main actual human living zones.

Actions to reduce global warming should be taken now to avoid the worst potential consequences.

Manzanedo et al. [20] showed by comparing with the COVID-19 situation that early actions and

preventions are of great importance to cope with global crisis and this appear even more crucial

as climate change has a much higher inertia. The 2018 report of the Intergovernmental Panel on

Climate Change (IPCC) [21] concluded that the global greenhouse gas emission should be cut in

half by 2030 and entirely by 2040 to avoid catastrophic events for humankind due to climate change.
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Air quality depends on the complex interaction between the natural and the anthropogenic gas

emitted in the atmosphere. It has become a major concern in the main cities as the air quality is

decreasing and the population is growing [22]. According to the Union Nation, 55 % of the world

population lives in urban areas. The World Health Organisation (WHO) and the United Nations

Environment Programme (UNEP) created an air pollution monitoring network covering 50 cities

in 35 developing and developed countries. It shows that developing countries are following the

same pollution trend that did developed countries. With the population increase in their cities, a

potential to follow the same pollution pattern or even worse exists [23]. Due to their fast economic

growth, the atmospheric pollution of cities in developing countries has become a major problem.

They suffer from NH+
4 , SO2, O3, NOx and NH3 pollution which can result in visibility deterioration,

formation of acid rain and public health crises. As the population is growing, massive and system-

atic air quality measurements and multi-scale integrated models needs to be realised in cities [24].

The evolution of tropospheric ozone is of main concern for human health and the environment [25].

The observational-based review of Cooper et al. [26] shows a global ozone increase of 1 to 5 ppbv

per decades which corresponds to an increase rate of more than 100 % of ozone since 1950. This

is concerning as tropospheric ozone is toxic for the environment. Mauzerall and Wang [27] showed

that tropospheric ozone was responsible for agricultural crops damages resulting in yields reduc-

tion. Several studies [28,29] suggested a relation between ozone concentration and daily mortality

in several US cities. Desqueyroux et al. [30] demonstrated that breathing ozone even at low con-

centration, is linked to pulmonary damages and asthma attacks.

Several studies show the danger of the air pollution (Particulate matters with diameter under 2.5

µm PM2.5, NO2/NOx and CO) for the lungs [31], for the neuronal system [32–34], the cardio-

vascular system [35] and also for the cerebral development of children [36]. A study from 1980 to

1991 showed that the mortality rate in 11 cities, was increased due to ambient gaseous (NOx,O3,

SO2 and CO) air pollutants [37]. The gas-phase dynamics of our atmosphere is very complex and

still not fully understood. For instance, the formation of secondary pollutants such as the formation

of ozone, SO2−
4 , NO−

3 in urban area is not fully determined as unexpected results were observed [35].

The concentrations of many atmospheric trace gases in the atmosphere is controlled by Redox

equilibre. Oxidation processes are a source of many molecules sink (CH4,CO and volatile organic

compounds (VOC)). They are responsible for the formation of the tropospheric ozone or secondary

organic aerosols (SOA). The atmospheric oxidation system involves complex chemical processes

with many reaction intermediates. Radicals OH and HO2 are key molecules in the troposphere.

HOx Radicals are molecules with one (or more) unpaired valence electrons which make them highly

reactive. The OH radical is considered as the "detergent" of the troposphere. It is the primary

oxidant in the troposphere, initiating the degradation of molecules including Volatile Organic Com-
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pounds (VOC), CH4, CO, CO2, H2, NO2, isoprene and the monoterpenes [38, 39]. The oxidising

capacity of the atmosphere is mainly driven by the radical OH concentration and in a smaller im-

pact by NO3, ozone, hydrogen peroxide H2O2 and halogen radicals. Radical OH is the major sink

of atmospheric methane; 90 % of the loss of CH4 is due to reaction with the hydroxyl OH radical

in the troposphere [40].

The abundance of these radicals are highly dependant on the concentration of the primary molecule

sources. The major sources of radical OH in the troposphere are the ozonolysis of VOC [41, 42]

(see equation 1.1), the photo-dissociation of ozone followed by reaction with H2O is the dominant

source of OH [43] (see equation 1.2), photolysis of HONO [44] (see equation 1.3) and from the

reaction of HO2 with NO as represented in equation 1.4.

VOC + O3 → OH + products (1.1)

O3 + hν → O(1D) + O2

O(1D) + H2O→ 2OH (1.2)

O(1D) corresponds to the first electronic excited state of the oxygen atom.

HONO + hν → OH + NO (1.3)

HO2 + NO→ OH + NO2 (1.4)

OH evolution in real atmospheric conditions is imperfectly understood due to its chemical reactions

complexity [10]. Measurements of radical OH in real time realised by Martinez et al. [45] suggested

that the reactions between ozone, NOx and HOx is still not fully understood in real outdoor

conditions. In particular, they observed higher HO2 concentrations than expected in high NO

atmospheric concentration. Elshorbany et al. [46] demonstrated that the concentration of HOx

radicals are highly correlated with NOx ambient concentrations. Ren et al. [47] found agreement

with numerical simulations on the concentration of OH and HO2 when HOx production was high

in the urban area of New-York City. However agreements with the numerical simulation dropped

when the NO concentration was high, or when [HOx] levels were low. In this case also, the night-

time OH concentration could not be reproduced. A missing reaction mechanism might explain this

discrepancy [48]. This study also observed large discrepancies between experimental results and

theoretical models in low concentration of NOx. Significant discrepancies between the measured
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OH concentration and atmospheric chemistry models have also been highlighted in urban areas

[49], in remote forest environments [50], and in high VOC concentration environment [51]. The

understanding of the complex dynamics of the atmospheric gas is challenging. Therefore, a better

understanding of the OH radical chemistry will lead to a better comprehension on the physico-

processes involved in the troposphere.

As presented in this section, the evolution and influence of atmospheric trace gas molecules are

of main concern for the climate and atmospheric pollution. In the next subsection, are presented

some atmospheric molecules of main interest for this study.

1.2 Atmospheric trace gases absorbing in the UV range

The aim of this thesis is to realise a dual-comb spectrometer dedicated to detection of the OH radical

by taking advantage of its strong A2Σ← X2Π absorption in the UV. The purpose being to improve

on current concentration sensitivity, and to reduce the acquisition time required by the existing in-

struments. Many other atmospheric molecules such as SO2, NO2, H2CO, BrO, OClO, C10H8 also

absorb in the same range of wavelength and could plausibly render more complex OH concentration

retrieval. Their main differential absorption cross-section are represented in figure 1.1 and 1.2. The

total coverage range of their absorption transition lines between 200 to 540 nm are represented in

figure 1.3. An interesting perspective would be to determine if these molecules can be measured

simultaneously using our detection method. The concentration detection limit of these molecules

using the UV-DCS was assessed numerically and as presented in chapter 3. These molecules are of

great interest for the physico-chemistry of the atmosphere and are presented in this section as well

as the ongoing detection methods.

SO2 : Sulphur dioxide is a toxic gas that occurs naturally in areas of volcanic activity. Sulphur

dioxide can be responsible for acid rain [63]. Yang et al. [64] observed in Guangzhou that 81.5 % of

the total rainfall were sulphate type acid rains with an average pH of 4.83. Yang et al. [65] found

that the increase of SO2 in China was closely related to the affluence, industrial development level,

energy consumption, urbanization rate and the degree of marketization. Sulphur dioxide is also

connected to stratospheric ozone loss [66].

NO2 : Nitrogen dioxide is a reddish-brown gas considered as an indicator for traffic-related air

pollutants. Patenden et al. [67] demonstrated that there was a link between long term exposure to

NO2 and childhood allergy. Neuberger et al. [68] demonstrated that the lethality caused by urban

air pollution could be predicted from levels of fine particulate matters of 2.5 µm or less (PM2.5)

and NO2. The level of NO2 concentration has been determined to be a valid indicator of air quality

and can predict human health [69,70].
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Figure 1.1: Differential absorption cross-section of atmospheric molecules of interest centred at 308
nm. These cross-section values were obtained from the Hitran database for T = 298 K and P = 1
bar (OH [52]) and Mainz (SO2 [53, 54], naphtalene C10H8 [55], CH2O [56]).

Figure 1.2: Absorption cross-section of atmospheric molecules of interests centred at 350 nm. These
cross-section values were obtained from the Mainz database (SO2 [54,57], CH2O [58], HONO [59],
NO2 [60], BrO [61], OClO [62]).

OClO : Chlorine dioxide is a halogen yellowish gas that, along with BrO, is among the most

important radicals involved in the ozone destruction [71,72] in the Arctic and Antarctic poles.

C10H8 : Naphtalene is the simplest polycyclic aromatic hydrocarbon (PAH). As other PAH, it is
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Figure 1.3: Absorption spectral range of atmospheric molecules of interests from 200 to 550 nm.
Values were obtained from the Hitran and Mainz database.

emitted to the atmosphere from the incomplete combustion of organic materials such as domestic

wood burning or motor fuel. Significant atmospheric naphthalene concentrations have been meas-

ured among other PAH in busy traffic areas such as Toulouse [73], Paris [74] or Taiwan [75]. The

exposition to this substance was demonstrated to present a risk in developing cancer [76,77].

CH2O : Formaldehyde is a colorless gas that was first originally found indoors [78], but due to

photochemical processes and the combustion of biofuels [79], formaldehyde is also detected in

polluted urban areas [80]. A deterioration of the respiratory system due to an amount of 50 ppb in

the ambient air was observed by Krzyzanowski et al. [81]. A lifetime exposition to formaldehyde

results in a reduction of the pulmonary function level of people of 50 years old [82]. Some study

suggests that formaldehyde in ambient air may cause asthma [83].

HONO : Nitrous acid plays a key role in the troposphere. HONO photolysis is an important source

of hydroxyl radicals. OH production rate due to the photolysis of nitrous acid was estimated at

(0.1− 3)× 107molecules.cm−3s−1 [84,85]. Also, measurements showed a strong correlation between

nitrous acid and nitrogen dioxide levels in heavy traffic circulation [86]. Still some source and

formation pathways processes of HONO are still unknown [87].

BrO : Bromine monoxide contributes to the destruction of the stratospheric ozone in the polar

region [88]. Ozone depletion during springtime is associated with an increase of BrO concentra-

tion [89]. The reactions processes and the origin of its abundance are not fully understood [90].

However, a recent study explained quantitatively the removal of ozone and mercury from the tro-

posphere in Arctic, and bromine atoms are believed to dominate the oxidation of mercury [91].
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Monitoring air composition becomes challenging for the air quality, climate survey and long term

monitoring [6]. Instruments should be able to evaluate trace gases concentrations on very short

time and this over several decades. Different instruments have been developed to monitor the

atmospheric trace-gases, running as ground based, balloon-borne, aircraft-borne to satellite meas-

urements. Basically, two types of instrument exist for measuring the atmospheric trace-gas: Spec-

troscopic and chemical methods. The main methods currently used are listed below with some

atmospheric measurement examples : several spectroscopic methods take advantage of the absorp-

tion transitions of the atmospheric molecules to retrieve their concentration. This is the case for

the Fourier transform Spectroscopy (FTS) that is widely used for atmospheric trace gas monitor-

ing [92,93]. The method principle is detailed in section 1.4.

Differential Optical Absorption Spectroscopy (DOAS) is one of the main common remote sensing

techniques used to monitor atmospheric trace gases [94], from ground-based passing, airborne meas-

urements [95], to embarked satellites such as Sciamachy [96]. The method is presented in section

1.3.

Differential absorption Lidar (DIAL) was used for detecting many trace gas molecules such as

NO2 [97, 98] H2O, NH3 [99] O3 [100] SO2 [101] and aerosols in the troposphere . The book by

Megie [102] details this method.

The following methods analyse the concentration of atmospheric molecules from air samples. Laser

Induced Fluorescence (LIF) technique has been used to retrieve several atmospheric trace gases

such as SO2 [103], in-situ NO2 [104] and OH from the enhanced Fluorescence Assay by Gas Ex-

pansion (FAGE) method (see section 1.3).

Cavity Ring-Down Spectroscopy (CRDS) allows very sensitive concentration retrievals of the target

gases. It has been used for investigating trace gas molecules such as methane ( [105]), formaldehyde

in ambient air [106], nitrogen dioxide [107–109] or HONO [109].

Cavity Enhanced Absorption Spectroscopy (CEAS). Engeln et al. [110] provides a detailed descrip-

tion of the method. In situ measurements were realised on dinitrogen pentoxide (N2O5) [111],

HONO, NO2 [112], NO2 and I2 [113].

Non optical spectroscopic methods have also been developed to assess the concentration of atmo-

spheric gaseous compounds and they are presented here below:

Chemical Ionisation of Mass Spectrometry (CIMS) is a non optical spectrometric in-situ method.

Measurements of atmospheric trace gas such as OH or gas phase sulphuric acid H2SO4 [114], nitric

acid HNO3 [115] or ground base measure of radical HO2 [116] were realised from the troposphere

to the stratosphere [117]. The review of Huey [118] is detailing this method.

Chemiluminescence was successfully used for O3, NOx [119] in laboratory and ambient atmospheric

conditions. Ridley et al. [120] realised in situ measurements of NOx in the stratosphere. The book
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of Heard [121] provides details on this method.

Chromatography was used to perform in-situ ground based or aircraft measurements [122, 123].

The review of Helmig et al. [124] details the atmospheric measurement using this technique.

Mass spectrometric (MS) methods are routinely used to measure ambient concentration of trace

gases. It is operated in situ on the ground, ships, aircraft and balloons or rockets. Huey et al. [125]

assessed the concentration of HNO3, NO2, O3, HOCl,CF2O and SO2 in outdoor conditions using

MS.

To improve the knowledge on these chemical reaction mechanisms, instruments sensitivity, accur-

acy and rapidity must be improved (time-scale of the lifetime of these molecules in atmospheric

conditions). The next section presents the actual OH detection instruments.

1.3 OH detection

OH radicals have a short lifetime (1ms to 1s), and are present in a very low concentration (106

molecules.cm−3) ; < ppt) [126] at ground level. As a result, OH radical is very challenging to

measure.

Despite its fundamental tropospheric importance, the dynamics of radical OH and its abundance

remain inaccurately known. The main techniques used for detecting OH radical are presented in

this section. The review of Heard et al. [9] provides a detailed description of the existing method

measuring the concentration of radical OH and HO2. Three main spectroscopic methods are used

to detect the tropospheric radical OH (see Table 1.1) : The Fluorescence Assay by Gas Expansion

(FAGE), the chemical ionization mass spectrometry (CIMS) and the differential Optical Absorption

Spectroscopy (DOAS). The first two methods are using air-sampling retrieval instruments and the

third offers direct, remote measurement of [OH].

The fluorescence Assay by Gas Expansion (FAGE) method principle is presented in figure 1.4.

The first measurement of radical OH using this method was made by Hard et al. [128] in the

laboratory. The method is similar to the Laser Induced Fluorescence (LIF) spectroscopy method.

A frequency doubled ns pulsed laser at 308 nm promotes the radicals to an excited state using

the most intense absorption transition of OH corresponding to A2Σ← X2Π electronic transition.

308 nm corresponds to the transition with the greatest absorption cross-section of the molecule.

The concerned vibrational and electronic levels are represented in figure 1.5. At 308 nm, Stevens

et al. [129] demonstrated that the formed OH radical from the photo-dissociation of ozone was

negligible using a frequency doubled dye laser of 50 mW average power (20 ns pulsed length). As

the molecule spontaneously releases energy by fluorescence, its concentration can be obtained from

the quantitative analysis of the emitted light fluorescence.
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Figure 1.4: Fluorescence Assay by Gas Expansion (FAGE) experiment principle setup. An air
sample enters the system from a pinhole nozzle and is directed towards the region of excitation.
Low pressure environment is made in a cell to reduce the quenching of radical OH and thus increase
the fluorescence lifetime and thus its detection. The sample is excited by a ns pulsed laser at 308
nm. The fluorescence is then detected by a photo-detector. The concentration of OH contained in
the sample can be determined from the recorded fluorescence intensity. This figure was inspired by
the publication of Chen et al. [127].

Figure 1.5: Simplified schema of the X (ground state) and A (first excited state) electronic energy
states of OH and their vibrational energy levels. This figure is from the article of Luque and
Crosley [130]. The electronic transition arrow at 308 nm was added.
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The LIF method was first used in the stratosphere where conditions were more advantageous for

detecting the fluorescence signal. At more than 10 km altitude, the detected fluorescence sig-

nal is higher due to higher OH mole fraction. First measurements were realised using hot air

balloon by Stimpfle et al. [131, 132] and a few years later on ER-2 NASA aircraft (Wennberg et

al. [133]). In the FAGE method, a gas sample is extended in a supersonic jet through a small

nozzle into a low pressure chamber which reduces the quenching of radical OH by collision and

thereby enhances the detection of the radical OH due to a longer fluorescence lifetime. The lifetime

extension enhances the discrimination between the pulsed laser and the fluorescence signal [134].

This method has demonstrated a good sensitivity for the retrieval of the radical OH in the tropo-

sphere. 5, 4.105molecules/cm3 were retrieved in 2.5 minutes of acquisition by Creasey et al. (Leeds

University) [135] and less than 1× 105 molecules.cm−3 in 30 integrated seconds from Stevens et

al. [136] (Pennsylvannia State University USA). The main advantage of this instrument lies in the

high sensitivity of the method. The drawbacks are mainly the cost, size, weight and the need of

complex calibration of the instrument. This technique may suffer from the interference of other

molecules such as the production of OH from ozone [129, 137, 138]. Also, the instrument has not

been standardized for field use although design development is complete [139] commissioning a still

in progress [140].

Chemical ionization mass spectrometry (CIMS) has demonstrated the highest sensitivity on the

concentration of OH (< 1.105molecules/cm3) in 300 s of acquisition time [141]. It is an indirect

technique as it measures the product H2SO2 from the reaction of OH with SO2. The high sensit-

ivity of the method comes from the use of a mass spectrometer which is capable of identifying the

molecules at concentration as low as 1 ion/cm3.

The radical OH was measured with 106molecule.cm−3 precision in different locations of the Pacific

using a CIMS instrument on-board an aircraft by Mauldin et al. [142–144]. A comparison from

FAGE and CIMS instruments set on two different aircrafts was published by Eisele et al. [145].

The accuracy of the two methods was found to be in agreement with both results as the observed

concentration was similar and the difference between the OH measurements from each instruments

were within the uncertainties. The main drawbacks of the two sampling methods is the use of a

nozzle and a pump vacuum system that may induce wall losses and interferences with other chem-

ical components which are not all known [146].

The Differential Absorption Optical Spectroscopy (DOAS) is a method based on the absorption

spectroscopy. The advantage of this spectroscopic method is that it does not require air sampling

for measuring the air concentration of the molecules of interest. The first DOAS experiment for
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retrieving tropospheric radical OH in outdoor condition was performed by Perner et al. in 1976 [147]

with an averaged detection limit of 4.106 cm−3. A frequency doubled dye pulsed laser source was

emitted along 7.8 km, at 308 nm to take advantage of the strong absorption lines of OH.

The analytical method used for determining the concentration of the molecule from the retrieved

spectrum is presented in figure 1.6. This robust method has been applied in this work and will

be detailed in chapter 6. It consists in the separation of the "smooth" extinction component

corresponding to the slow intensity variation with the wavelength of the spectrum that is due to

atmospheric scattering of molecules, aerosols or instrumental effects. Thus, the so called differential

spectrum contains only the sharper absorption molecular features of molecules. The simultaneous

detection of the transition lines of the targeted molecules are usually obtained using either a laser,

the direct or scattered light of the sun as light source and a grating system coupled with a CCD

camera.

Figure 1.6: Differential Optical Absorption Spectroscopy principle. The light from an optical source
is retrieved after it has propagated through an absorbing medium. The spectrum of this light is
then recorded either using a grating spectrometer or by FTS. (a) Initial spectrum retrieved from the
detection system. The linear red trace corresponds to the slow variation part of the spectrum. (b)
Differential spectrum (slow variation part removed). A fit function can be used on the differential
spectrum for retrieving the concentration of the molecule along the optical pathway using the Beer
Lambert law (equation 1.5). Figure was inspired from the book dedicated to DOAS written by
Platt and Stutz [10].

One of the main advantage of DOAS is that the method is self-calibrated from the Beer Lambert

law given in equation 1.5. The concentration of the molecule can be determined from the initial

laser intensity I0, the optical path L, the absorption cross-section of the molecule σOH,λ and the

detected laser intensity after propagation I.
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[OH] = ln

(

I0

I

)

/(σOH,λL) (1.5)

The variations of σOH,λ due to pressure and temperature fluctuations must be taken into account.

Details can be found in the book of Platt and Stutz [10].

Different configurations of DOAS instrument exist. These configurations are presented in figure

1.7.

Figure 1.7: (a) Multipass Optical Absorption Spectroscopy principle. (b) Long-Path Differential
Optical Absportion Spectroscopy.

The MOAS that stands for Multipass Optical Absorption Spectroscopy, is an in-situ spatially and

temporally resolved instrument using an open and multi-folded absorption path. The length of the

linear multi-pass absorption cell is more compact than for the Long-Path DOAS (LP-DOAS) and

DOAS experiment. The effective path length obtained by Armerding et al. [148] attained of 1.2

km effective path length with 200 reflections in the cell that is only a few meters in length. The

relatively compact cell allows to have a stable tropospheric chemistry environment. The measure-

ment of 2− 5.105molecules.cm−3 was obtained in 1 minute monitoring time. This instrument has

demonstrated to be able to simultaneously measure the concentration of SO2,CH2O,C10H8 and

radical OH at 308 nm in a local outdoor tropospheric environment [149]. LP-DOAS takes DOAS

data over several kilometres of optical path to increase the sensitivity [150–152]. For instance Dorn

et al. [153] used 3 km of optical path using a folded optical multiple reflection cell of 20 m between

the curved mirrors to retrieve the concentration of radical OH in 15 minutes of acquisition time.

Monitoring on a global scale using DOAS instrument embarked on satellites has been realised by

the Global Ozone Monitoring Experiment instrument (GOME) for NO2 [154], ozone [155] and for

bromine monoxide [156]. The advantage of this method is the absence of complex calibration as

well as the absence of complex system for retrieving an air sample which is a source of molecule
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losses. The limitations are the lower sensitivity attained compare to the two other methods, a

poor spatial resolution for the DOAS and LP-DOAS cases and a sensitivity to air turbulences that

introduce optical noise [151]. However, scanning DOAS system (MAX-DOAS) overcomes this lim-

itation [157]. Better assess the concentration dynamic of atmospheric molecules would improve the

common understanding of many chemical reactions that are crucial in atmospheric pollution and

climate processes.

The state of the art performance of some of the currently-employed methods for monitoring at-

mospheric OH radical in terms of sensitivity limit and acquisition time are summarized in table 1.1.

Table 1.1: State of the art experiment of the radical OH detection methods.

Detection
method

Sampling or
remote-sensing

Detection limit
[molec.cm−3]

Acquisition
time

References

FAGE Sampling method 1.105 30 s [129]

CIMS Sampling method < 1.105 300 s [141]

LP-DOAS
LP-DOAS (chamber)

MOAS

Remote-sensing
method

1, 5.106

1, 5.106

5.105

300 s
200 s
300 s

[158]
[152]
[159]

Despite the high sensitivity of the air sampling methods CIMS and FAGE, these methods suffer

from biais or artefacts linked to the air sampling method. Nowadays, all the DOAS measurements

on radical OH are realised in atmospheric chambers [160,161] . As a consequence, there is currently

a lack of direct in-situ and remote measurement of radical OH. This remark has initiated reflection

on the sensitivity and precision attainable from DCS to detect this molecule in-situ. Our investig-

ation with dual comb spectroscopy aimed to evaluate its capacity to detect atmospheric ambient

radical OH without air sampling and in-situ measurement from a remote location.

Dual-comb spectroscopy is a Fourier transform spectroscopy technique, that uses the beat interfer-

ences between two coherent pulse trains to retrieve a broad optical spectrum. The advantage of the

dual comb spectroscopy method is its capacity to retrieve a highly resolved broad spectrum in a

short acquisition time as it was demonstrated by several teams presented in section 1.4. The spec-

tral accuracy, resolution and acquisition time are set and controlled by the laser radiation rather

than the instrument. The spectral resolution is thus limited by the spacing laser comb modes.

As a comparison in the IR, DCS method can have a spectral resolution of 100 MHz which is at

least ten times better than the spectral resolution reachable by DOAS instrumentation limited by

a grating spectrometer (GHz range of spectral resolution). The dual comb spectroscopy has been

demonstrated to be very well adapted for monitoring trace gas molecules in the atmosphere [2,162].

It has been demonstrated that the DCS is immune to atmospheric turbulences due to its very short

sampling rate < ms [163] which is a major asset for outdoor measurements. It has already been

used to monitor the radical OH in a controlled combustion environment in the IR region [164]. A
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comparison of the DCS methodology with the existential methodologies presented in this section

in terms of sensitivity, rapidity and accuracy in the UV range was performed and is presented in

chapter 3.

The DCS method needs a low phase noise laser source to keep a relative coherence between the two

lasers and therefore to be able to retrieve a spectrum with sufficient frequency accuracy, resolution

and signal to noise ratio. Having two laser sources with high mutual coherence is challenging and

usually encountered in the context of a metrology lab environment where skill-set are required. In

this thesis, is presented the development of a single bidirectional cavity laser source emitting two

pulsed lasers that could be more easily used outdoor to detect in-situ atmospheric trace gas. The

laser source of this DCS method is made to assess the concentration of these molecules remotely

in real atmospheric condition. The state of the art of the DCS measurements and experiments is

presented in next section.

1.4 Dual comb spectroscopy

Dual comb spectroscopy (DCS) takes its origin from Michelson Fourier transform spectroscopy.

The two spectroscopic methods principles are represented in figure 1.8.

A conventional Fourier transform spectroscopy instrument is based on the interferometer originally

developed by Michelson [165]. The instrument is represented in panel (a) of figure 1.8. In its

simplest form, it is composed of two perpendicular mirrors and a beam splitter. The instrument is

designed to split a collimated light source that can be coherent or incoherent, towards a stationary

and a moving mirror. As the moving mirror is continuously displaced, a phase difference between

the two propagating radiations is created. The two light beams are then re-combined together and

are directed through an absorbing medium before being detected. Due to their phase difference,

an interference figure corresponding to the intensity as a function of the path difference is recorded

by a detector. A Fourier transform is applied to this interferogram to reveal the spectrum and

highlights the transition lines of the absorbing molecules. More details on the FTS experiments

can be found in the book of FTIR by Griffith and Haseth [166].

In dual-comb spectroscopy methodology, the path difference is not created by an arm length dif-

ference but is created by the use of two femtosecond pulsed lasers, where the repetition rate of

the first laser is slightly shifted with respect to the second one. Dual-comb refers to the spectral

nature of the pulse trains that are composed of a broad spectrum with equally spaced frequencies

occuring at intervals determined by the frequency repetition of the laser. A difference in frequency

repetition between the two trains of pulses gives rise to an interference pattern that is recorded on

a photo-diode sensor. Each pair of pulses that overlap each other with a different phase shift, build

the interferogram. The Fourier transform of this interferogram allows the retrieval of a spectrum
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Figure 1.8: (a) Presentation of a conventional Michelson Fourier transform Spectrometer (FTS)
method and (b) the Dual Comb Spectroscopy (DCS) method. BS stands for Beam-Splitter. The
phase difference is created by a physical displacement of one mirror in the FTS method and by the
frequency repetition difference between the two lasers in the DCS method. The interference between
these two sources is then recorded and a Fourier transform is applied to retrieve the corresponding
spectrum.

similar to the one contained in the emitted pulses, but down-scaled to the radio frequency domain.

The spectrum is thus recordable by means of a fast photo-detector. The principles of dual comb

spectroscopy are detailed in chapter 2. The force of the method lies in the fact that it is has no

moving mechanical parts which removes mechanics noise and the limitations linked to acquisition

time due to the velocity of the moving mirror in classic Michelson interferometry. Also, it is capable
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of retrieving a broad spectrum (up to 140 THz was obtained with an averaged time of 22 minutes

by Okubo et al. in 2015 [167]) and potentially in a very short time (13 µs to retrieve successive

60 GHz spectra by Millot et al. [168]), with a resolution that reached the spectral comb spacing

(typically 100 MHz).

The first experiment using the heterodyne signal from two comb lasers was realised for optical

coherence tomography by Lee et al. in 2001 [169]. This new method had a high scanning speed of

12.5 km/s, a repetition rate of 500 kHz and a spatial resolution of 100 µm. This was several tens

to several hundreds times faster than conventional existing methods (pulsed laser repetition rate of

2 kHz and scanning speed of 20 m/s for the fastest conventional methods). Keilmann et al. [170]

established the proof of principle of the DCS method in the mid-IR (8-13µm) and retrieved the

transition lines of uncontrolled evaporating trichloroethylene gas. A spectrum of more than 5 µm

width could be retrieved in 100 µs. In these pioneer studies, the absence of mechanical parts allows

the experiment to be ten to hundred times faster than usual Fourier transform methods. One year

after, DCS was used to monitor the concentration of NH3 in a gas cell over several seconds of

continuous measurement (Schliesser et al. [171]).

More recently, it has been demonstrated in laboratory that molecules such as CO2, CH4, C2H2 and

vapour H2O in multi-pass gas cell could be simultaneously measured by DCS in the mid IR using

an ultra broad spectrum (40 THz by Zolot et al. in 2012 [172]). A representation of the retrieved

spectrum is given in figure 1.9. Okubo et al. [167] recorded a broadband spectrum of 140 THz

width at 1.5µm with a sub-Doppler resolution of 43 MHz. Several laboratory experiments have

been performed using DCS in different wavelengths, covering the electromagnetic spectrum from

300 nm to 6 mm (THz region) [7, 8]. The sub-THz region was investigated by Yasui et al. [173]

and demonstrated the retrieval by DCS of a detailed spectral structure with a resolution of 81.8

MHz and a spectral range of up to 1 THz. At shorter wavelengths, passing by the Mid-IR range

(between 3.27 and 3.4 µm by Zhang et al. [174]) the transition lines of Rubidium 87 were recorded by

means of Doppler-free two-photon excitation dual comb spectroscopy at 388 nm by Meek et al. [175].

DCS has also been applied to short-lived species such as highly reactive oxidant radicals. Recently,

Hayden et al. [164] monitored in situ OH radical at 1491 nm using DCS in a combustion environment

at 1700 K in real time and with high accuracy (1.6.10−5 mole fraction).

DCS measurement in outdoor turbulent air path using reflective mirrors to have an absorption

pathlength over 2 km was demonstrated by Rieker et al. in 2014 [2]. A spectrum over 70 nm

centred at 1635 nm contained spectral information on CO2, C13O2, CH4, HDO and H2O; the

authors obtained their 2 km long path-integrated concentration with high accuracy (respectively

0.7 ppm, 1.7 ppm, 3 ppb, 130 ppb and 22 pm). They experimentally demonstrated that over several

kilometres, the relative noise between the two combs were immune to the amplitude and phase
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Figure 1.9: Spectral signal to noise ratio retrieved measured over the full spectrum (black line)
and for a filtered spectrum (red line). The 180-220 THz spectral domain (1.36 µm-1.66 µm) is 40
THz (300 nm) large and contain 4.105 spectral elements. This figure was obtained from the results
presented in the article of Zolot et al. [172] and displayed here.

fluctuations created by the atmospheric turbulence. This is an important aspect that differentiates

the DCS from other remote sensing detection methods. Waxman et al. [176], monitored the path-

integrated concentration of CO2, CH4, H2O and HDO for several weeks over the city of Boulder.

From these measurements, they were able to put a figure on the yearly CO2 emission (6.2± 2.2.105

metric tons) of the city. Dual comb spectroscopy have also been used at 3.4 µm to monitor daytime

outdoor organic compounds such as acetone, isopropanol, ethane and methane [177]. The average

concentration over the optical pathway was obtained with a sensitivity of respectively 5.7 ppm, 2.4

ppm, 0.4 ppb and 4 ppb through 1 km, and with 1 minute recording times.

Several studies showed that the method can be used for mapping trace gas molecules locally and in

large open air areas. Cossel et al. [162] produced a horizontal and vertical mapping of multiple trace

gas molecules simultaneously, using a flying helicopter reflector (unmanned aircraft system). The

spatial mapping in real time of trace gas at a given location has industrial applications, for example

to monitor methane leakage which is of main concern for safety, air pollution, climate change and

costs reasons [178]. Coburn et al. [3] realised field deployment of DCS in industrial environment.

They demonstrated that the DCS method was able to continuously and autonomously monitor the

fluxes of trace gas molecules across km range of optical path. DCS was also continuously performed

in a moving environment. Sinclair et al. [179] demonstrated that the optical coherence could be

maintained with a portable all-fiber frequency comb device in a moving vehicle (up to 0.5g) and

noisy environment.
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It can be noted that the molecular phase information can be obtained with an asymmetrical geo-

metry configuration. An asymmetrical configuration has one laser comb emitted through the gas

cell and one emitted directly to the detector (local oscillator). The corresponding heterodyne signal

is then recorded on the photo-diode. Giorgetta et al. [180] showed that the phase spectrum retrieval

had a similar SNR, and sensitivity as the study of Rieker et al. of 2014 [2].

To our knowledge, no DCS experiment measuring radical OH on ambient real atmospheric condition

has been realised in the UV range. Taking this challenge was part of my PhD work where I

could develop and realize an home made bidirectional laser cavity. Several reasons support the

development of our own laser sources in the UV range :

Several spectroscopic studies used the absorption cross-section of radical OH in the near infra-

red region (NIR) in combustion environment at 1491 nm [164], at 1515 nm [181] and at 1560

nm [182]. The advantage of undertaking an experiment in the NIR is the easy availability low

cost of laser sources and optical components. The main drawback is the lower ro-vibrational cross-

section intensity of OH (max of 10−20 cm2 between 1400 and 1500 nm) compared with the electronic

transitions A2Σ+ ← X2Π at 308 nm (max of 2.10−16cm2) presented in figure 1.5. Also, the presence

of water vapour transition lines in the NIR interfere with the OH absorption lines which reduces

the sensitivity of the experiment. Because OH radical concentration in a combustion environment

is several order of magnitude higher than in ambient air, its detection in the NIR becomes feasible.

For comparison, atmospheric concentration of OH is typically 106molecules.cm−3, and superior to

1016molecules.cm−3 from a combustion process.

The development of a Ti:sa mode-locked laser coupled with a harmonic generator was chosen in this

thesis to assess OH transition lines in the UV range. It has been chosen for its high laser output

power at 800 nm which allows access to the UV by second or third harmonic generation. Also, this

laser source is able to emit a highly resolved broad spectrum with a low phase/amplitude noise.

This aspect is detailed in chapter 3. The dual comb laser can be emitted from a single laser cavity

(see chapter 2). As the two laser beams are emitted from the same laser cavity, they experience

similar amplitude and phase noise which results in a low relative noise and a high mutual coherence

between the two trains of pulses. This has the advantage of avoiding the need for complex stabilizing

electronic systems. The development of a compact, robust and transportable UV spectrometer can

therefore be considered using UV-DCS.

Bidirectional Ti:sa laser cavities are currently not commercially available. Therefore, there are two

solutions. Either the laser is custom-made in industry or the laser is developed in the laboratory.

Building a home-made laser presents some advantages. The knowledge of the laser cavity details

allows for versatility. Any dysfunction is also easier to fix. The laser source can thus be made

compact, robust and adaptable to outdoor environment. Its characterisation will allow the control
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of the laser source. Also, it is scientifically interesting as to the best of our knowledge, a Ti:sa

UV-DCS laser source has never been produced yet.

1.5 Conclusion

The influence of the trace gas molecules on climate, air quality and human health was presented in

the first section. The importance of several atmospheric molecules of interests having strong ab-

sorption transition lines in the UV range such as SO2, NO2, H2CO, BrO, OClO, C10H8 and OH

were presented. A focus was made for radical OH that is considered as a key compound of the atmo-

sphere composition. The principle of the main detection methods monitoring atmospheric radical

OH such as FAGE, CIMS and DOAS were presented as well as their sensitivity and acquisition

time. The dual comb spectroscopy state of the art was presented highlighting that DCS appears

highly relevant for measuring trace gas molecules in outdoor in situ condition. The DCS offers the

immunity to atmospheric turbulences, with comparable sensitivity with the current methods.

In the next chapter, a description of the dual comb spectroscopy method principle is detailed.
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Chapter 2

Dual Comb Spectroscopy

2.1 Introduction

Dual comb spectroscopy is a recent spectroscopy instrumental development. The pioneering work

published by Schiller in 2002 [183] demonstrated for the first time a new approach for spectroscopic

measurements and presented the fundamental concepts of the DCS method. The DCS method

takes advantage of the femtosecond laser comb development that began in the late 1990s and which

revolutionized optical metrology [184–186]. Many applications have risen from this new instrument

: the femtosecond laser controlled by stable atomic clocks appears ideal for long term calibration

of astronomical spectrographs [187]. In the ultra-broadband coherent communication field, the

optical frequency comb laser has appeared advantageous because of its simplicity to be assembled,

its robustness, and its available repetition rate [188]. In the molecular spectroscopic domain, the

use of its broad spectrum with equally spaced modes that can be viewed as a "ruler", has brought

a new instrument for monitoring with accuracy atomic and molecular transition. The easiest

approach is given by direct frequency comb spectroscopy which consists of exciting simultaneously

several transition levels of an atom or a molecule using a comb laser in a one or two photons

absorption process. The fluorescence is then recorded with a photo-detector [189]. Other methods

using frequency combs such as comb spectroscopy using a dispersive grating [190], external optical

cavity [191], Ramsey-comb spectroscopy [192] or Michelson based frequency comb Fourier transform

spectroscopy [193] have been developed for molecular spectroscopy.

DCS methodology, exploits the very fine spectral resolution of the frequency combs emitted by a

laser. The laser emission assures an extraordinary stability of the resonant spectral spacing and

of the spectral width of each modes of the comb. These optical frequencies are currently non-

measurable with the photonic detectors available. The idea is to take advantage of the beating of

the two frequency comb sources emitting at different repetition rate produced by Vernier or Moiré
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interferences to retrieve the spectral information of absorbing molecules present in the pathway of

the laser beam as it is presented below.

DCS methodology formalism is presented in this chapter where three essential parameters of DCS

will be defined, namely frep, ∆frep and in fine the spectral resolution νres. Given these quantities,

it is possible to extract from this interference phenomenon the spectroscopic data of the molecules

absorbing along the optical path of the two comb lasers. The retrieval procedures will be presented

later in chapter 6, where laboratory measurements are analysed. Furthermore the DCS description

in the different frequency domains (optical, RF) will help to discuss the mapping between both

frequency domains. First, a brief description of the emission of one femtosecond pulse is presented

in the temporal and frequency domain. Then, section 2.3 discusses the importance of frep and

∆frep for DCS. The state of the art of the approaches for maintaining a relative coherence between

the two combs of the methodology is given in the last section.

2.2 Dual Comb Methodology principle

DCS is based on the interference of two laser combs. The Ti:sa laser is considered in this chapter

for the description of the dual comb spectroscopy principle. Each of the frequency comb laser

source emits pulses at a specific rate given by the length of the cavity : frep = vg

L , with vg the

group velocity of the pulse laser in air and L the length of the cavity for one pulse round trip.

A mode-locked Ti:sa laser emits pulses of typically hundreds of femtoseconds. This results from

the broad gain bandwidth phase-locked emission of the Titanium-sapphire. From pulse to pulse, a

phase shift ∆φ is created by a group and carrier velocity difference. This phase shift induces the

"carrier-offset frequency" f0 (or fCEO; CEO for Carrier Envelope Offset) which corresponds to a

global shift of the spectrum in the spectral domain. ∆φ and f0 are linked by the mathematical

relationship given in equation 2.1.

f0 = frep∆φ/2π (2.1)

Figure 2.1 represents the pulse train emitted from a mode-locked laser and its respective spectrum.

The theoretical formalism of the spectrum of a fs mode-locked laser combs source is extensively

described by Ye et al. [194]. The spectrum associated with the pulse train is composed of equally

spaced frequencies that are created from the longitudinal modes of the laser cavity. These frequen-

cies are commonly called "teeth" of the "comb". The spectrum of a train of femtosecond pulses can

therefore be considered as a "rule" in the spectral domain. The frequency of mode number n is

fully determined by the so-called "comb equation" given in equation 2.2 :
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νn = f0 + n× frep (2.2)

Figure 2.1: Description of the pulse-train emitted by a mode-locked laser in the temporal and
frequency domains. A is the amplitude of the pulses train. ∆νT i:sa is the Gaussian FWHM of the
laser spectrum. The emitted frequencies are discrete and evenly spaced, separated by frep the pulse
repetition rate. Trep is the time delay between successive pulses.

The DCS methodology uses both the time and the frequency domains of two laser combs. These

two domains are described in the next two sections.

2.2.1 Time Domain description

The principle of the DCS method is summarized in figure 2.2. Two femtosecond laser pulse trains

are propagated toward a beam-splitter that combines the two radiations.

The first laser emits femtosecond pulses at a rate of frep1. The second comb has a pulse rate

frep2, slightly shifted by ∆frep such that frep2 = frep1 + ∆frep. The two laser beams are co-

propagated toward an absorbing medium. The interaction with the absorbing medium is imprinted

in the pulse. During the propagation of the pulse train, the absorbing medium induces a coherent

reemission of the initial electric field of the pulse in the ps range due to the resonance with the

ro-vibrational states of the absorbing molecules. Because all the molecules are absorbing at the

same time, they initially rotate in phase and radiate at the same mode as the laser source. As

the Ti:sa laser source is spectrally broadband, the molecule can be excited at different energies.

This creates a molecular population in several rotational/vibrational/electronic states, from which
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Figure 2.2: Schematic representation of the Dual Comb Spectroscopic method. Two pulse trains
are generated with slightly different repetition rate. The two pulses trains are then combined to
propagate through an absorbing medium. A beat signal is obtained from the successive intensity
detection of thousands of relative phase-shifted pulses. The spectrum in the radio frequency domain
is retrieved by a Fourier transform applied to the interferogram (square a)).

spontaneous emission is out of phase. As the absorption frequencies are quantified, the reemission

of the molecule is incrementally re-phased a time later and so on. This creates the echoes in the

pulse decay propagating through the absorbing medium that is represented in the figure 2.2. This

time decay is called the Free Induction Decay (FID) [195,196].

The interference pattern generated by the successive frequency combs of both lasers is created on

the detector. The frequency beats are in the radio-frequency (RF) domain which is several orders

of magnitude lower than the optical frequencies. By applying numerically a Fourier transformation

to this interferogram, a spectrum in the RF domain is obtained. The beat notes are equally separ-

ated by ∆frep. This spectrum is referred to as the RF-comb. Any absorption lines located in the

frequency range of the laser spectrum can be observed as depicted in the figure 2.2.
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The description of the dual comb methodology should be made in two time frames : the laboratory

time frame and the optical frame. The interferogram (see figure 2.3) is described in the laboratory

time frame. Each point of the interferogram corresponds to the total intensity of two superposed

pulses from laser 1 and 2. Thousands to millions of pulses are necessary to measure a full inter-

ferogram. A modulation of the measured interferogram intensity is observed as the phase delay

between the two pulses is continuously shifted from one couple of pulses to another. The time gap

between each pulses couple is given by the inverse of the pulse rate : 1
frep1

≈ 1
frep2

≈ 1
frep

. In the

optical time frame we should consider that the pulses of laser 1 and laser 2 are successively time

delayed by a time increment given by 1
frep1

− 1
frep2 ≈

∆frep

f2
rep

. It is induced by the repetition rate

difference ∆frep. The scaling factor a = frep

∆frep
can be used to rescale one time frame to another.

Figure 2.3: Simulation of one interferogram in the laboratory time scale. Each points represents
the result from the superposition of two combs. The parameters used are the following : frequency
repetition frep = 100MHz, difference in frequency repetition ∆frep=200Hz, duration of the pulse :
τ = 200 fs.

To describe the resulting interferometric electric field recorded by the detector, the description

has to start from the description of the electric field propagating through the atmosphere. The

mathematical expression of the electric field of the train of pulses of laser 1 is phase shifted and

absorbed as it passes through an absorbing medium is given in equation 2.3.
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E1 =
∑

n

E01e
2πi(f01+nfrep)×te−δ(νn)−iφ(νn) (2.3)

E01 is the amplitude of the electric field emitted. f01 is the frequency offset of the comb and νn is

the frequency mode of number n. The phase shift and the optical extinction at the n mode induced

by the absorbing medium are given respectively by φ(νn) and δ(νn) and are expressed in equation

2.4 and 2.5.

φ(νn) = κ× (−n′z) (2.4)

n′ represents the real part of the atmospheric refractive index. z is the distance from an origin. κ is

the wavenumber of the carrier-frequency. φ(νn) is the dispersion part of the wave (i.e the spectral

dependence of the phase velocity).

δ(νn) =
∫ L

0
σ(ν)× Cdl (2.5)

σ(ν) is the absorption cross-section of the molecule at the frequency ν, C is its concentration and

L is the optical path length.

The mathematical expression of the superposition of two electrical trains of pulse E1 and E2 with

slight relative ∆frep frequency difference is given in equation 2.6. In the following, we consider only

beating notes involving laser modes of the closest mode number n.

E1(t) +E2(t) =
∞
∑

n=0

E01e
2πi(f01+nfrep1)×te−δ(ν1n)−iφ(ν1n) +E02e

2πi(f02+nfrep2)×te−δ(ν2n)−iφ(ν2n) (2.6)

A photo-diode is required to observe interference between the two pulses trains. The electric current

emitted by the photodiode is proportional to the intensity of the light. The resulting detected signal

observed by the photo-diode can be expressed as follow :

I ∝ (E1 + E2)× (E1 + E2)
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I(t) ∝
∞
∑

n=0

A2
1,n × e−δ(ν1n) +A2

2,n × e−δ(ν2n) (2.7)

+ 2A1,nA2,ne
−δ(ν1n)−δ(ν2n)cos

(

2π(∆f0 + n∆frep)× t−
(

φ(ν1n)− φ(ν2n)
)

)

(2.8)

+ 2A1,nA2,n+1e
−δ(ν1n)−δ(ν2n)cos

(

2π
(

−∆f0 − n∆frep + frep2

)

× t−
(

φ(ν1n)− φ(ν2n)
)

)

(2.9)

+ 2A1,nA2,n−1e
−δ(ν1n)−δ(ν2n)cos

(

2π(∆f0 + n∆frep + frep2)× t+
(

φ(ν1n)− φ(ν2n)
)

)

(2.10)

+ Higher frequency Modulation terms

The measured intensity is composed of a constant part (2.7) and modulation components. In

the expression of I(t), the spectral terms are expressed as a function of the frequency repetition

difference ∆f0 and ∆frep and not in terms of absolute frequencies (f0 and frep). Thereby, the

intensity variations I(t) are measurable with a fast detector. The first order interference is given

by the equation (2.8), whereas equations (2.9) and (2.10) are modulation components created by

interferences between modes of different number n for the two lasers. These terms must be later

on filtered out as they contain no additional spectral information. As the higher terms are filtered,

the time dependant and varying signal is given by the equation 2.11.

I(t) ∝ 2A1,nA2,ne
−δ(ν1n)−δ(ν2n)cos

(

2π(∆f0 + n∆frep)× t−
(

φ(ν1n)− φ(ν2n)
)

)

(2.11)

In the context of a symmetric set-up as depicted in Figure 2.2, and considering only the modes of

the same order (beat created by the modes number of laser 1 and 2 = n), the following hypothesis

is made : The absorption δ(ν1,n) and phase shift φ(ν1,n) on the mode n of laser 1 are equal to

the absorption and phase shift of the mode n of laser 2. This is fair assumption as the two trains

of pulses go along the same optical path in the symmetric geometry and because the molecular

absorption linewidth are much wider than the relative comb tooth spacing (<< frep/2). Therefore,

the equation 2.11 can be simplified into the equation 2.12

I(t) ∝ 2A1,nA2,ne
−2δ(νn)cos

(

2π(∆f0 + n∆frep)× t
)

(2.12)

It follows that the spectral sensitivity is doubled in this symmetric configuration. However, the

information on the phase φ(νn) is lost. An asymmetric setup would provide this information as
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only one train of pulse passes through the absorbing medium and therefore the phase term would

not cancel out in the modulation term.

This mathematical demonstration is correct in the case where the spectral bandwidth of the laser

is in a spectral range where the two beating laser modes of number n (of laser 1 and 2) are the

closest. As it will be detailed in the next section, a mode n of higher order of laser 1 can be the

closest to the mode m of a lower order of laser 2. In these cases, the expression given in 2.12 would

be modified into the equations 2.13 and 2.14.

I(t) ∝ 2A1,nA2,ne
−2δ(νn)cos

(

2π((k + 1)frep1 −m∆frep + ∆f0)× t
)

(2.13)

I(t) ∝ 2A1,nA2,ne
−2δ(νn)cos

(

2π(m∆frep − kfrep1 + ∆f0)× t
)

(2.14)

Where k = n−m, k > 0, the m mode is thus beating with the n+ kth mode in the case 2.13 and

n+ (kth + 1) in the case 2.14. This formalism is explained and detailed in the next section.

2.2.2 Frequency Domain description

In this section, we consider the general case where modes from the two lasers of different number

can interfere. The teeth frequencies of the two combs can be identified using the equations 2.15

and 2.16 in the frequency domain.

ν1 = f01 + nfrep1 (2.15)

ν2 = f02 +mfrep2 (2.16)

f01, f02, frep1 and frep2 are respectively the carrier-envelope offset frequency and the repetition

frequency of laser 1 and 2. n and m are integer values and correspond to the nth and mth tooth

of respectively the comb 1 and 2. The RF domain is in the electronic frequency range (less than

1 GHz). The principle of the heterodyne DCS method in the frequency domain is schematized in

figure 2.4.

The beat frequencies are obtained from the successive spectral spacing between the two nearest

modes of laser 1 with laser 2 (first order beating). This spectral spacing is proportional to ∆frep.

Therefore, in the RF domain, the frequency beat notes are equally spaced of ∆frep. The RF

domain is associated to the electronic signal of the photo-detector whereas the electromagnetic
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Figure 2.4: Representation of the beat frequencies of the heterodyne dual comb method. I is the
spectral intensity of the laser comb. In the upper panel, is represented the emission of the two laser
combs in the optical domain. The optical domain refers to frequencies contained in the fs pulses
trains. The beats between two laser beams can be observed in the radio-frequency domain (RF
domain). The first order beating corresponds to the pink modes up to frep/2. The purple modes
correspond to the second order beating.

wave is associated to the optical frequency contained in the pulses trains. As it is showed in figure

2.4, the frequencies contained in the RF domain from 0 to frep/2 are created from the beats of the

closest modes nth and mth of laser 1 and 2. The nth modes are also beating with the m+ 1 modes,

and the m+ 2 modes, m+ 3 and so on. An electronic filter at the photo-diode circuit must be used

to remove the frequencies that are higher than frep/2 to avoid added frequencies between 0 and

frep/2 from under-sampling of these higher RF frequencies (aliasing effect). Also, as explained in

section 2.2.1 all the transition spectral information of the absorbing molecule is contained in the

first order interference.

The values of ∆frep and frep set the spectral spacing between the modes in the RF and optical

domain. The superposition of the gain bandwidth (blue curve) with the two resonator combs in

the frequency domain are represented in figure 2.5. The repeating frequency pattern between the

modes that is shown in the figure 2.5 is detailed below. Only the frequency beats fRF below frep/2

are kept for analysis to avoid aliasing effects. The description of the spectral schema is given below

:
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Figure 2.5: Representation of the modes of laser 1 (red modes lines) and 2 (dark red lines) in the
optical frequency domain. The blue curve represents the emitted spectrum of the dual-comb laser.
A "schema" represents the spectral pattern that is repeating k times over all the spectrum. The
direct and reverse terms refer to the construction of the beat notes in the RF domain. For sake of
clarity, this figure shows a dozen of modes for one "schema", whereas in reality one "schema" can
contain tens of thousands to tens of millions modes.

• Starting from the frequencies at f01 and f02, as n number increases the spectral spacing

between the modes n and m increases such as n×∆frep. The construction of the RF spectrum

is direct.

• At frep/2 the mode m of laser 2 is spectrally equally distant from the mode n and the mode

n+1 of laser 1. After this frequency, if the laser bandwidth is overlapping simultaneously the

previous scheme and this scheme frequency, spectral mixing may occur (see section 2.3.1).

• After frep/2 the mode m of the laser 2 is getting closer to the mode n+ 1. In that case, the

recorded RF beating note corresponds to the beating between mode m and mode n+1. The

construction of the RF spectrum is reversed.

• The mode m and the mode n+ 1 are superposed. This frequency corresponds to the end of

one full schema. The number of schemas is given by k.

• This schema is then repeated indefinitely such as the recorded RF beat notes correspond to

the beating with the mode m and the mode n+k, as the frequency increases.

For one "schema", two cases can be distinguished in the RF spectrum reconstruction: the direct

case and the reverse case. In the direct case the retrieved RF frequencies are proportional to the

optical frequencies whereas in the reverse case the RF frequencies are increasing with decreasing

values of the optical frequencies.

For the direct case :
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fRF = ν2 − ν1

fRF = mfrep2 − nfrep1 + (f02 − f01)

When m = n it the expression can becomes the equation 2.17 :

fRF = m∆frep + ∆f0 (2.17)

with m > 0.

if m 6= n, the expression can be written as the equation 2.18 :

fRF = m∆frep − kfrep1 + ∆f0 (2.18)

With k = (n−m) and the n + kth mode beating with the mth mode.

In the reverse case :

fRF = ν2 − ν1

fRF = (n+ 1)frep1 −mfrep2 + (f01 − f02)

If m = n, the expression can be written as the equation 2.19 :

fRF = frep1 −m∆frep −∆f0 (2.19)

if m 6= n , the expression can be written as the equation 2.20 :

fRF = (k + 1)frep1 −m∆frep + ∆f0 (2.20)

The n + (k + 1) mode is beating with the mth mode. It has to be noted that these equations only

describe the frequency beat of two modes from laser 1 and laser 2 that are the closest spectrally as

the frequencies higher than frep/2 are filtered.

As it has been seen in this section, the frep and ∆frep parameters are very important as they shape

the RF spectrum. As described in the next section, these parameters have to be wisely chosen.

They govern the spectral resolution and can be responsible for spectral mixing.
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2.3 Determination of frep and ∆frep

2.3.1 The spectral mixing problem

An optimization of the central position of the laser bandwidth ν should coincide at k× frep

4 for op-

timization of this free-spectral-mixing bandwidth. Therefore the choice of frep and ∆frep is critical.

In this section, we describe their determination. For sake of clarity the frequency domain point of

view is used in this section.

After determination of the RF bandwidth of the laser, using the scaling factor a, the risk of spec-

tral mixing can be assessed by adjusting frep or ∆frep to have the RF central position of the laser

bandwidth at fRF = frep

4 . It can be seen from figure 2.5 that by modifying ∆frep or frep we shift

the position of the two combs in the optical frequency domain as well as their relative position.

Thereby, it is possible to shift the position of the combs, and the position of one schema of width

frep in such a way that the centre of the laser spectral bandwidth ν (blue curve in Figure 2.5) falls

in the middle of a free spectral mixing bandwidth structure of width frep/2.

(a) Non aliasing case (b) Aliasing case

Figure 2.6: Spectral mixing principle. The blue curve represent the spectral width emission of the
dual comb laser source. fRF represents the frequency in the radio frequency domain. frep/2 is the
largest free spectral mixing bandwidth. In the free spectral mixing case (a), the spectral width
of the laser is located away from the edge of the free-spectral-mixing spectral width frep/2. (b)
Spectral mixing case.

The maximal spectral interval in the optical domain ∆νopt is given by ∆νopt =
f2
rep

2∆frep
. The cor-

responding value in the radio frequency domain (RF) ∆νRF is obtained by dividing ∆νopt with

the scaling factor a (
frep

∆frep
) : ∆νRF = frep

2 . If a part of the laser spectral bandwidth overlaps the

edge of the spectral interval frep/2 (see b) of figure 2.6), spectral mixing occurs : Several similar

frequency beats from two different spectral positions in the optical domain are summed twice in
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the RF domain. This phenomenon is represented in Figure 2.6b, where the laser bandwidth (blue

curve) overlaps the edge of the spectral interval (frep/2). This creates an unusable folded spectrum

in the RF domain.

Appropriate values of ∆frep and frep must therefore be imposed to avoid this spectral mixing effect.

Two criteria must be met : the spectral bandwidth of the laser, in the radio frequency domain,

must be lower or equal to frep/2 and its spectral position must be carefully set.

2.3.2 Spectral resolution

In determining the values of ∆frep and frep, one has to consider their impact on the spectral

resolution νres and on ∆ν. An ideal situation in spectroscopy is to have the broadest measurable

spectral width and the lowest value of spectral resolution. We will see that some compromise has

to be made between these two values.

The spectral resolution limit is obtained from equation 2.21 when the acquisition time window is

inferior to the full interferogram (IGM) duration : T = τIGM < 1
∆frep

. It depends on ∆frep, frep

and τIGM which is the time duration of one truncated interferogram. In that case, the resolution is

equal to the spectral increment (equal to the inverse of the acquisition time). The resolution limit

in the optical domain is thus given by the inverse of the acquisition time multiplied by the scaling

factor a [7].

νres =
frep

2τIGM ×∆frep
(2.21)

In the RF domain, the spectral resolution limit is equal to 1/2τIGM . In the case of T > 1
∆frep

,

the teeth of the comb start to be resolved as the spectral increment becomes smaller than ∆frep.

This means that even if the spectral increment is lower than the spectral point spacing between

two modes, the resolution is limited by the spectral spacing ∆frep and frep in the optical domain :

νres,lim = frep. When the temporal window is longer than two full interferograms, the beat notes

are fully resolved as at least two points per beat note are retrieved. The RF beat note spacing and

the spectral increment are represented in figure 2.7.

When the RF comb structure is resolved with high SNR, the DCS spectrometer is free from the

distortion of the line shape that is due to the instrumental function (no apodization). This aspect

is unique to the DCS broadband spectrometer.

It should be kept in mind that for better resolution and high signal to noise ratio, it is interesting

to increase ∆frep as the interferograms apparition rate is faster and thus more interferograms can

be measured during the coherence time of the laser.

A trade-off must be made between the values of ∆frep and frep, depending on the chosen spec-
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Figure 2.7: Representation of the spectral RF point spacing and the spectral increment from a RF
spectrum. The spectral increment is equal to the inverse of the temporal trace window where the
Fourier transform was applied.

troscopic strategy. A very broad ∆ν bandwidth can be needed for molecules that have a wide

absorption cross-section structure, with slow variation (according to the wavelength) such as O3 or

NO2. In such a case a lower value of ∆frep coupled with a high frep is an interesting strategy to

apply. On the contrary OH or C10H8 are molecules with fast absorption cross-section variation. In

that second case, a high value of ∆frep and low frep is preferred to provide a high resolution. This

aspect is further discussed in chapter 3.

Potentially, if the ∆frep and frep parameters are wisely chosen, the dual comb spectroscopy method

can have a high resolution, broad spectrum and a very fast acquisition time. In the next subsection

is summarized the state of the art of the existing experiments using dual comb spectroscopy with

a purpose to improve our knowledge on the concentration dynamic of the atmospheric molecules.

2.4 Dual Comb laser sources

2.4.1 Strategy for high mutual coherence

As Ideguchi et al explained [197], DCS experiments using two distinct laser sources requires effort

to reach high relative coherence between the two combs. Two methods have been used : active

stabilisation correction using feedback loops and continuous monitoring with a posteriori correction.

The active stabilisation correction was composed of a phase/time feedback loop corresponding to a

system where an error signal was sent to an actuator that actively stabilizes the four free-parameters
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of the two frequency combs (f01, f02, frep1 and frep2) to assure their mutual coherence. Coddington

et al. [198] used a piezo-electric fiber stretcher and an external acousto-optic modulator (AOM) to

adapt the frequency repetition of the cavity up to 100 kHz. The combs were locked on CW lasers

references at 1550 nm and 1535 nm. The ro-vibrational transition lines of HCN could be obtained

with 3 seconds of coherent averaging time by active stabilization [199].

Among the aposteriori strategies, several methods exists such as real-time adaptative sampling

method [200] or coherent averaging protocols [198]. Real-time adaptative sampling consists in

continuously monitoring the relative fluctuations between the free running comb lasers. The carrier

phase noise as well as the frequency repetition were corrected in real time by re-sampling the

interferograms. The error signals are taken as input parameters that are used for a correction of

the digitizer sampling clock to match the difference in frequency repetition. The adaptive clock

has been demonstrated to be able to recover the mutual the coherence between the two combs.

Roy et al. [201] retrieved the HCN and H2C2 spectrum with high resolution (0.75 pm) during a

24 hours real time averaging of real interferograms. The transition lines at 1.55 µm of acetylene

were retrieved with 2.6 GHz spectral resolution in 1 s of acquisition time [202]. The recovery

of 2 seconds of full mutual coherence between the two combs was demonstrated by Deschênes et

al. [203]. 120000 comb lines could be recovered in 2.7 s with 268 millions samples by continuous

post-processing adaptive reconstruction of the coherence between two free running combs in real

time by Ideguchi et al. in 2014 [197]. The drawbacks of these techniques is the use complex setup.

Two CW stabilizing lasers and post-analysis material such as Digital Signal Processor or Field-

Programmable Gate Array (FGPA) for high amount of memory and acquiring may be needed.

Coherent averaging protocols consists in forcing each recorded interferogram to have identical phase.

The advantage of this method is to reduce the memory size of the recording. Coddington et al. [199]

detail this coherent averaging procedure. The complexity of these experiment is to use an auxiliary

stable laser system and a fast electronic chain. In the next subsections, the state of the art of laser

systems that bypass these problems by using the same laser source to generate the two combs is

detailed.

2.4.2 Dual comb generation using a single cavity laser source

The main advantage using a single cavity is that both lasers share common fluctuations and noises.

This leads to common mode noise cancellation and intrinsically strong mutual coherence between

the two train of pulses. Active stabilization and phase-lock electronics are therefore not needed. All

the literature work presented in this section was performed without active stabilisation. This opens

the path to compact, robust, transportable and easy operated instruments. Several single-cavity

dual comb spectroscopy sources exist today : Fiber laser comb, electro-optic-modulator combs,

micro-comb, solid-state laser comb and thin-disk laser oscillators. In this section is listed a quite
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exhaustive state of the art of the methods that uses single cavity configuration for atmospheric

spectroscopy purpose.

Fiber laser combs :

Several fiber based laser combs have used erbium-doped fiber as the gain medium. The advant-

age is the emitted range of wavelength (1.5 µm) where Telecom devices are readily and cheaply

available in the optical market. The pump laser is also very accessible and the laser emission can

be easily modulated with widely available drive electronics. An all-fiber bidirectional ring laser,

passively mode-locked with slight frequency repetition shift was first demonstrated by Kieu and

Mansuripur [204]. The design is composed of an erbium-doped fiber that plays the role of the

gain medium. It is pumped with a 980 nm monomode laser. A fiber taper embedded in carbon

nanotubes/polymer composite (FTECntPC) plays the role of the saturable absorber. A saturable

absorber consists of an element that favors the mode-locking regime by applying losses to the low

intensity lasing. The same laser source configuration has been used for monitoring the HCN narrow

absorption lines in real time by Mehravar et al. [205]. They retrieved a 40 nm spectrum with 1

GHz resolution at 1550 nm in 1.28 ms of acquisition time.

This single ring cavity has shown very good relative stability, a shift in ∆frep of maximum 0.1 %

was observed over 60 s. At the same range of wavelength, another study showed that the ∆frep

of a free-running fiber laser could be very stable over time. The measured standard deviation of

∆frep was 16 mHz for ∆frep = 52.74 MHz while frep standard deviation was 10 Hz [206]. Thereby,

they were able to retrieve 1990 interferograms in 1.6 s that allowed them to obtain the acetylene

transition lines with a spectral resolution close to 1 pm.

A high coherence ultra-broadband dual comb fiber laser was achieved by Nakajima et al. [207].

They demonstrated a novel concept in the laser cavity geometry. They used two saturable ab-

sorber mirrors (SAMs) and nonlinear polarization rotation (NPR) to trigger the mode lock regime.

They were able to generate 56 nm full width at half maximum bandwidth centred at 1055 nm. This

technology could use the ultra broad-band width spectral emission and the high relative coherence

of the laser for spectroscopic application.

The near infra-red region around 1060 nm was explored by Qin et al. [208] with an all fiber free-

running bidirectional dual comb laser system for coherent anti-Stokes Raman scattering. They

generated a laser beam from 1560 to 1060 nm with 9.6 THz of spectral bandwidth by means of

a supercontinuum generation. The wavelength region in the vicinity of 2µm was explored using

Thulium-doped fiber laser pumped with 790 nm monomode Ti:sa laser [209, 210]. In this config-

uration a semi-conductor saturable Bragg reflector (SBR) is present for facilitating the modelock

(ML) regime triggering. The frequency repetition difference is caused by the fiber birefringence
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which lead to the emission of two orthogonally polarized laser beam are superposed.

Recently the generation of Mid infrared dual comb all fiber bidirectional lasers in the range of 3.2

to 4.4 µm was demonstrated by Nakajima et al. [211].

Fellinger et al. [212] recently demonstrated a novel setup at 1030 and 1060 nm where the dual

comb is generated from a Yb: mode locked fiber laser, and where frep and ∆frep are controlled by

a mechanic filter. This allows a full control of the repetition rate and their difference and thereby

a full control of the spectral down-converting. The bidirectional dual comb fiber ring has appeared

robust, low-cost and presented a high flexibility. However, these methods are emitting relatively

low output power (less than 100 mW) and present higher phase noise level compared to bulk lasers

even though this can be compensated using actuators. A high power (400 mW) 1060 nm dual comb

source has been reported by Willenberg et al. [213] using the two polarization state of the cavity.

A proof of principle spectroscopy has been performed on a semiconductor thin-film structure.

Overall, the fiber frequency dual comb has shown great flexibility in design. This instrumentation

has demonstrated that it is adapted for spectroscopic measurement between 1064 nm to 4 µm with

a high resolution and stability. The setup tools take advantage of a wide availability of electronic

devices at 1500 µm due to the large development of Telecom devices.

Electro− optic−modulator combs :

An electro-optics-modulators combs is a non mode-locked laser technique. The two combs are

generated from one monomode CW laser that is externally modulated in intensity or phase. This

allows a control of the repetition frequency and the difference of frequency repetition of both arms

with full control. Millot et al. [168] demonstrated spectroscopic measurement in laboratory of CO2

isotopic ratio using intensity modulation for generating the combs. They were able to retrieve

0.13 nm spectral bandwidth with 300 MHz resolution within 550 µs (100 spectra averaged) at 1.55

µm. The available wavelength using this method was extended from 2 [214] to 20 µm [215]. Par-

riaux et al. [216] gives an up-to-date review of electro-optic modulator frequency comb performance.

Micro− comb :

Mode-locked lasers have been integrated to micro-resonator chip-based for spectroscopic measure-

ments. Micro-chip lasers are monolithic solid-state lasers, where the laser crystal is in contact with

the output coupler. This technology benefits from its compactness, robustness and small electri-

city consumption. As they have a large comb spacing, such systems are particularly suited to the

mid-infrared region for monitoring condensed matter. The mid-IR region above 2 µm is really
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interesting because most of rotational and vibrational induced absorption transitions are located in

this spectral region [217]. Even though the average power is relatively low (tens of milliwatt [218]),

this setup exhibits large line spacing (due to very short cavity) and higher comb energy, which

results in high SNR and fast acquisition time. This makes chip-based micro-combs suitable for

many spectroscopic applications. Dual comb spectroscopy was realised in the mid-IR region. Yu

et al. demonstrated the detection of liquid acetone with a spectral coverage from 2.9 to 3.1 µm

(wavelength could be spanned from 2.6 to 4.1 µm) with 127 GHz resolution. The first chip-based

passively mode-locked waveguides (WGL) sharing the same cavity, was realized in 2017 by Hebert

et al. [219]. One second of mutual coherence was obtained with free running experiment from this

setup [220]. They retrieved 24 absorption lines of HCN with a spectral line spacing of 822.4 MHz

centred at 1550 nm [221]. Other molecules such as methane were studied using a single cavity

chip-based free running erbium doped laser [222]. They were able to retrieve the CH4 spectrum in

1.28 s at 1650 nm, with a resolution corresponding of the line comb spacing of 968 MHz.

The development of a single source free running dual-comb MIXSEL setup has recently emerged

for dual comb spectroscopy. The MIXSEL chip is a semi-conductor disk lasers (SDLs). This in-

strument is composed of a simple linear cavity where the MIXSEL chip plays the role of saturable

absorber and gain medium. Two intracavity elements are used : an etalon that adjusts the center

wavelength and a birefringent crystal for polarization splitting and dual comb generation. It gen-

erates two collinear laser beam polarized perpendicularly to each other. ∆frep is created by the

difference optical path in the birefringent crystal. Its use is well suited for 1 to 10 GHz repetition

frequency. Its proof of principle has been realised on water vapor at 968 nm by Link et al. [223].

Acetylene gas transmittance was measured with a resolution of 2.7 GHz in 100 ms with residual

errors of less than 3% [224] at 1.03µm. The 2 µm has appeared to be accessible as the first successful

mode-locking laser at 2 µm has been demonstrated using a Tm:YAG ceramic laser [225].

The advantages of chip based single dual comb lasers relies in the fact that they induce less disper-

sion that fiber lasers facilitating the mode-locking regime, they have low electricity consumption,

they are compact and robust.

Thin-disk laser TDL :

Recent promising work using thin disk laser (TDL) oscillators has emerged. It is a bidirectional

laser cavity is composed of a 100 µm thin disk module that plays the role of the gain medium of the

two laser beams. The two beams are focused in a titanium-doped sapphire crystal that plays the

role of Kerr medium. The two laser beams have different optical path-ways as they have different

end mirrors and different output couplers. Thereby the difference in frequency repetition can be

easily tuned by translating one of the end mirrors. Fritsch et al. [226] demonstrated the first TDL
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free running dual comb laser. They generated an average power of up to 14 W, at 1.03 µm with

pulse durations of 300 fs. However, this system has a high noise level compared to other laser

sources, that is caused by the cooling system in the thin disk. Very recently a reduction of the

noise was developed by reducing the number of unshared components and thereby reducing the

comb noise [227]. The dominant noise term in the cavity was determined to be on frep. Due to

the high emitted power, this recent methodology seems promising for investigating the VUV, UV,

mid-infrared region by frequency harmonic generation.

The state of the art of the dual comb instruments using a single laser source is summarized in the

table 2.1.

Solid-state laser cavity :

Single cavity bidirectional passively mode-locked lasers, exists since 1998 when Wang et al. [228]

accidentally generated two pulsed beams from a Ti:sa laser cavity. The first proof of principle

of dual comb spectroscopy using a Ti:sa passively mode-locked bidirectional laser was realised by

Ideguchi et al. [229] in 2016. The mode-lock is started by the nonlinear Kerr effect that plays the

role of saturable absorber. They demonstrated a proof of principle of the method with a power

emission of 340 mW in each arm and 61 nm bandwidth retrieval in the near IR (780-890 nm) with

a fast scan rate (1ms). They obtained a relative-coherence between the two combs for 77 µs in

free running experiment. A sealed enclosure of the cavity could improve the standard deviation of

∆frep through time. As the emission in the near IR has a relatively high power emission, UV and

XUV region are accessible by non-linear frequency generation. The advantages of these cavity are

high stability and high relative coherence and a relatively high power that allow to generate UV or

XUV with frequency harmonic generation.

As the Ti:sa emission is around 800 nm, fewer harmonic generations are needed to reach the UV

range compared to the other strategies. Ti:sa show high average power (1W) with very high intrinsic

coherence at short time scale, which make this technology very promising for UV-DCS (see section

3.3 for details). This thesis manuscript presents the development of the bidirectional ring cavity in

a Ti:sa laser. The next subsection examines the origin of the difference in frequency repetition of

a single cavity bidirectional Ti:sa mode-locked laser.
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Table 2.1: Overview of single laser cavity for dual comb spectroscopy. When no molecules are
indicated in the last column, it refers to laser cavity development only

Work
reference

frep[MHz] ∆frep Pavg[mW] λ0[nm] ∆λ[nm]
Targeted
molecule

Fiber lasers

Akosman et al. 2017 [230] 67.6 510 Hz 6 1975 9.8

Zhao et al. 2016 [206] 52.7 1.3 kHz
16
25

1533
1544

33
22

C2H2

Nakajima et al. 2020 [207] 37.9 1.5 Hz
1.8
1.2

1550 56

Mehravar et al. 2016 [205] 72.4 82 Hz 5.1 1555 9.6 HCN

Olson et al. 2018 [231] 60.8 229 Hz 0.9 1865 20
H2O

vapour

Fellinger et al. 2019 [212] 77 Up to 10 kHz
9.2 mW
(total)

1030
1060

15
7

Electro-optic

combs

Millot et al. 2015 [168] 300 100 kHz
50
250

1530
1625

2
3

12CO2

13CO2

H13CN
Parriaux et al. 2019 [232] 300 57 kHz 25 1970 2.6 CO2

Micro-combs

Liao et al. 2018 [209] 71.9 3.2 kHz 3
1917
1981

35
20

H2O

Yu et al. 2018 127 GHz 12.8
80
50

3000 400
C3H6O
(liquid)

Hébert et al. 2017 [221] 822.4 10.5 kHz 2 1550 20 H13C14N
Guay et al. 2019 [222] 1.65 µm CH4

Link et al. 2017 [223] 1.7 GHz 4 MHz >60 968 0.3
H2O

vapour

Nurnberg et al. 2019 [224] 2.7 GHz 51.9 kHz
28
24

1030 >10 C2H2

Solid state

lasers

Ideguchi et al. 2016 [229] 932 325 Hz
340
310

837 61
Nd : Y V O4

crystal

Thin disk

lasers

Fritsch et al. 2020 [226] 61.1 Up to kHz
12W
14W

1030 3.7

Modsching et al. 2021 [233] 97
Hundreds

of
kHz

6W
8W

1030 5.5
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2.4.3 Bidirectional single cavity mode-locking

The ring cavity geometry is a configuration where two pulse trains laser beams can be emitted

in two directions simultaneously. Even though the two counter propagating waves are circulating

along the same cavity pathway, it is possible to induce a frequency rate difference between the

two directions. The origin of this difference is a direction dependency of the non-linear Kerr effect

occurring in the crystal. The self-steepening effect is different in shape in the two propagating

directions. This is due to the non homogeneous pump beam intensity distribution in the crystal

and the non-exact centred crystal position between the two curved mirrors (M1, M2). As the

intensity is different in the two directions, the Kerr effect is modified and so is the group velocity

(and so the repetition rate) [234, 235]. The frequency difference caused by the self-steepening ef-

fect in a KLM Ti:sa laser was characterized by numerical simulation by Sanders et al. [235]. The

numerical model is based on a one dimensional dispersion-managed laser model and the interplay

between the non-linear and dispersion effect via the non-linear Schrödinger equation presented in

the subsection 4.1.2. A term taking into account the self-steepening effect was added. Ideguchi et

al. [229] demonstrated that an estimated value using this numerical simulation was in agreement

with the frequency difference that they obtained experimentally. They also demonstrated exper-

imentally that the frequency difference repetition could be tuned by displacing the crystal, the

cavity mirror M2 or the focusing lens. The value of the experimental repetition difference they ob-

tained were in agreement with the numerical simulation formalism developed by Sanders et al. [235].

2.5 Conclusion

In this chapter was described the principle of the Dual comb spectroscopy methodology in the time

and frequency domain. The main parameters frep and ∆frep were presented pointing out they roles

in a DCS experiment. They control the spectral resolution in the case where the beat notes are

not resolved and only frep is responsible of the limit spectral resolution when the beat notes are

resolved. If not well chosen, these two parameters can lead to the spectral mixing. Considering the

spectral analyses of I(t), a low pass filter is used to remove the potentially under-sampled higher

frequencies. The literature shows that one of the main difficulty of the DCS method is maintaining

a relative coherence for a long period of time between the two laser pulse trains. The state of the

art of the active stabilisation strategies used for maintaining this coherence was presented. Several

laser configurations bypass the complex setup of active stabilisation by generating the two laser

combs from one laser source. A selection of lasers generating two laser pulses train using a single

laser source was presented. It is this strategy that has been adopted in this present work.

43





Chapter 3

Feasibility of UV-DCS for Remote

Sensing of Atmospheric Trace Gases

3.1 Introduction

To our knowledge, spectroscopic measurement for detecting radical OH in the UV range in an

open-air path are not currently deployed. Having established our goal of probing OH concentration

at 308 nm radiation, using dual comb spectroscopy, we now examine constraints and challenges

associated with remote sensing in this wavelength region. In the UV range, the phase noise of laser

sources is higher than in the IR. Thus, this chapter aims at answering the following questions :

Is DCS realisable in the UV range in atmospheric condition ? What laser source should be used

and what performance in terms of signal to noise ratio and minimal concentration detection can be

reached using UV-DCS ? Based on the previous considerations, a theoretical and numerical work

has been realized to assess the feasibility of the DCS method in the UV range in real atmospheric

condition. We show in this chapter that the most adapted laser source is based on the Ti:sa laser

comb technology. The results on the expected signal to noise ratio (SNR) and minimum concentra-

tion detectable (sensitivity) are presented in this chapter for the following atmospheric molecules of

interest OH, BrO, NO2, OClO, HONO, CH2O, SO2. In all this chapter, these sets of atmospheric

molecules are studied following two spectroscopic strategies. Case 1 is a high spectral resolution

(2.5 GHz) in a narrow spectral range (1 THz) experiment centered at 308 nm. The Case 2 is

centered at 350 nm, with 5 GHz spectral resolution and 50 THz spectral width. As seen in chapter

2, frep and ∆frep are key parameters as they act on the spectral resolution, acquisition time and

free aliasing spectral width of the UV-DCS. Our two case-studies use two different (frep,∆frep)

combinations considering the cross section structure of the atmospheric molecules absorbing in the
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UV range. The molecule’s absorption cross-section structures are presented in figure 5.17a for Case

1 and in figure 3.2 for Case 2. They correspond to the differential absorption cross-section of each

atmospheric molecule of interest. The differential absorption cross-section structures corresponds

to the fast varying (with the wavelength) absorption cross section structure of the molecule [236].

Figure 3.1: Case 1, differential absorption cross-section of atmospheric molecules of interest. Mo-
lecules of interests for Case 1 centered at 308 nm. From top left to bottom right : hydroxide radical
OH, sulfur dioxide SO2, naphtalene C10H8, formaldehyde, CH2O

.

Figure 3.2: Differential absorption cross-section of atmospheric molecules of interest. Molecules of
interest for Case 2, spectrum ranging from 300 nm to 400 nm range and 250 nm to 400 nm. From
top left to bottom right : nitrous acid HONO, nitrogen dioxide NO2, formaldehyde CH2O, sulfur
dioxide SO2, bromine monoxide BrO, chloride oxide OClO.
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It can be noted that the concentration of some molecules can be retrieved using the two cases. For

example, SO2 and formaldehyde present fast varying structures at 308 nm and also absorption lines

of 1 nm width in the spectral range between 300 and 400 nm.

This chapter is divided in 5 sections. First, the sources of noises of the UV-DCS are highlighted.

The choice of the laser source is investigated in section 3.3. The impact of the UV laser atmospheric

propagation on the detected signal is assessed in section 3.4. Section 3.5, presents the expected

signal to noise ratio of the UV-DCS for the two case-studies in the UV range. Section 3.6 presents

the minimum sensitivity attainable by UV-DCS on trace gas molecules and radicals such as OH. In

the last section, we verify that the UV radiations used for UV-DCS will not generate OH radical

along their propagation.

3.2 UV-DCS Spectrometer signal fluctuations

3.2.1 Source of Noise

The signal to noise ratio (SNR) of the UV-DCS method can be defined in the temporal and spectral

domains. The temporal SNRt is defined as the ratio between the amplitude of the centerburst of

the interferogram, and the standard deviation of the signal far away from the centerburst. The

spectral signal to Noise Ratio SNRf is defined as the ratio between the amplitude of the intensity

spectral density and its standard deviation. Let us also introduce σf the noise standard deviation

that corresponds to the inverse of SNRf for normalized amplitude. This chapter refers also to the

quality factor Q = M/σf to compare the performance of the UV-DCS with state of the art remote

sensing methods, where M corresponds to the number of spectral elements. Q was first introduced

by Newbury et al. [237], it is defined as the signal to noise ratio per spectral element for 1 s of acquis-

ition time. Here are listed the sources of noise of the sources of noise that influence the DCS signals :

• The Relative Intensity Noise (RIN) of the laser sources corresponds to the intensity fluctu-

ation emitted by the laser. It is determined by the value of the power noise normalized with

the average power emitted. It can be expressed as a Root Mean Square (RMS) value :

δP

Paverage
=

√

∫ f2

f1

SI(f)df

expressed in percentage, SI(f) is the power spectral density (PSD) in Hz−1, δP is the root

mean square of the amplitude fluctuations of the laser power, Paverage is the average power of
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the laser. The amplitude fluctuation can be caused by the photons emitted spontaneously and

amplified accidentally. As they do not have the same properties in terms of polarisation or

phase compared to the stimulated emission, they induce noise in the recorded laser beam. This

amplification in the cavity is called Amplified Spontaneous Emission or ASE. The amplitude

noise of the pump laser is converted into amplitude and phase noise in the overall emission

of the laser.

• Noise due to Residual Relative Optical Phase Noise of the laser source. The detail of the de-

termination of the optical phase noise of the laser source is given in section 3.3. The main

results are reminded here : For Case 1, the slow part of the phase noise σφ,slow, has been

estimated to be 0.33 rad. which results in a reduction of the SNR by 6.5 %. For Case 2, as

the laser is generated only from one harmonic generation process, the phase noise is reduced

by 2.4 %. These reductions factors are taken into account in all the calculation.

• The influence of atmospheric turbulence is developed in section 3.4. We show that the atmo-

spheric turbulences are negligible for an acquisition time under 100 µs and ∆frep > 130Hz

as the atmospheric fluctuation is "frozen".

• The noise equivalent power (NEP) is defined as the minimum radiation power detectable by

the photodetector, which corresponds to the power that is needed to reach a SNR of 1. It

takes into account two sources of noise: the dark-current which is the electric current present

in the detector without light input, and the Johnson noise or thermal noise that represents

the electric noise caused by the thermal agitation (this induce an added electron vibration

and thus induces a noise).

• The shot noise is a fundamental quantum limit on the measure of power by a photo-detector.

It is a noise that is caused by the variation of the photo-electrons emission created by the

photo-cathode arriving at the first dynode.

• The dynamic range limit corresponds to a limit of the SNR and is imposed by the digitizer,

the amplifier and the detector. It is the limit given by the acquisition setup. The detector has

a limitation given by the dynamic range limit D. It is determined by the ratio between the

maximal power that can measure the detector without saturation (before that the detector

response is non-linear) with the input and the minimal power detectable which is the NEP.

In the case where the digitizer is limiting the SNR, one can express D =
√

3× 2N . N is the

number of effective bits of the digitizer.

• Multiplicative source of noise can have an important contribution in Fourier spectroscopy. As

discussed in the paper of Newbury et al. [237], the main source of multiplicative noise comes
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from the carrier phase noise of the laser sources. They demonstrate that the multiplicative

noise can be suppressed in DCS to a level where it is unimportant, as soon as the spectral

coverage of the experiment is orders of magnitude larger than the molecular absorption line

width. Nevertheless we verified this assumption in all the case studies (see Table 3.8).

The formalism of UV-DCS global SNR noise is detailed in the next subsection.

3.2.2 Formalism SNR of a UV-DCS

The global spectral noise standard deviation σf of dual comb spectroscopy is expressed by the

equation 3.1. This equation was introduced in the IR by Newbury [237].

σf =
M

0.8

√

ǫ

T
×




NEP 2

P 2
c

+
4hν
ηPc

+ 4bRIN +
8

D2frep





1/2

(3.1)

The global noise standard deviation is proportional to the number of spectral elements M = ∆ν
νres

.

The dead time of the measurement is taken into account by ǫ = νres

frep
. It corresponds to the

percentage of time that is taken into account in the acquisition time for one interferogram. The

unused part of the interferogram is called dead time because this time is still taken into account in

the total acquisition time, but does not contribute to improvement in the SNR.

The four terms contained in the bracket of equation 3.1 are detailed below :

• The detector contribution is taken into account by the term NEP 2

P 2
c

. Pc is the average laser

power of the laser at the detector.

• The term 4hν
ηPc

takes into account the detector shot noise contribution. h is the Planck constant.

η is the quantum efficiency of the detector. ν is the optical center frequency of the laser dual

comb.

• The term 4bRIN takes into account the fluctuations in the laser power. b is 1 for balanced

detection and 2 for unbalanced detection. A balanced detection is a detection setup that

uses the amplified current difference between two photo-diodes which reduces the statistical

noises. From this signal, one can retrieve the spectrum of the molecule. Without the balanced

detection, the RIN is doubled. However, it will be shown that the sensitivity is increased when

the two laser beams follow the same optical path.

• The last term: 8
D2frep

represents the limitation of the SNR due to the dynamic range of the

digitizer.
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The next subsection justifies our choice of a Ti:sa laser source to detect atmospheric trace molecules

with UV-DCS.

3.3 UV-DCS laser source

3.3.1 Comparison of laser sources

The performance of a UV dual comb spectrometer depends directly on the intensity noise and the

phase noise of the mode-locked lasers. The difficulty is to have a sufficiently high laser power in

the UV range at 308 and 350 nm with a high enough relative coherence between the two combs.

In this section, some options for the choice of the laser source are presented, followed by a study

on the optical phase noise and the relative intensity noise (RIN) of a laser comb in the UV range.

According to figure 3.4 presented in section 3.6, 1 mW of detected power is sufficient to have a

signal to noise ratio high enough to retrieve the concentration of a molecule. For a propagation

through 5 km, 10 mW of initial UV emitted radiation is needed due to the atmospheric extinction.

Several strategies to generate a UV comb do exist. One of them is the super-continuum broadening

harmonic generation in micro-structures fibers in the UV range. However, due to the high level

of phase noise obtained in the UV range, this strategy is not adapted for DCS purposes [238].

High harmonic generation (HHG) in noble gases can be used to generate UV phase coherent light,

but the emitted power is not sufficient for detecting atmospheric trace gases. The third option is

the use of the harmonic generation in bulk crystals which appears the most relevant strategy of

atmospheric trac gases monitoring.

The Erbium-fiber laser is a potential laser source for UV-DCS. Based on the reported coherences

in the IR (1.5 µm) [239], we estimated that the phase noise remains lower than 1 rad during one

interferogram (100µs) in the UV. This was estimated using the following law : the power spectral

density of the optical phase noise is quadratic in harmonic order p leading to a linear increase of the

optical phase noise RMS with p. This was experimentally demonstrated in bulk crystal for second

harmonic generation [240,241]. For the experiment, the 4th (390nm) and 5th harmonic generation

(312nm) are needed to obtain the targeted range of wavelength. For the 4th harmonic generation,

6 mW for 1 ps pulse duration has been reported [242]. 250 mW in the UV range has been generated

by means of a poled crystal [243] but the reported spectral bandwidth is rather narrow (0.1 nm)

and therefore not adapted for retrieving trace gas atmospheric concentration.

Ytterbium-fiber lasers can be a pertinent candidate for UVDCS. A proof of principle UV-DCS using

Ytterbium laser has been reported at 350 nm (from high harmonic generation) in laboratory [244].

However the narrow spectral bandwidth of the emission that we can currently achieve is therefore

not adapted for unambiguous retrieval of atmospheric trace gases concentration. Schuster et al. [245]
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addressed the feasibility of UV-DCS using fiber lasers for laboratory studies.

Titanium-sapphire lasers (Ti:sa) generate a broadband spectrum from 600 to 1100 nm [246,247]).

The emitted power can reach more than 1 W for 5 W pump power from 532 nm [248] in the

near infra-red. The conversion power ratio from doubling and tripling (frequency doubling plus

frequency sum generation) of the fundamental laser can respectively reach 20 to 50 % and 3 to

10 %. These ratio would provide at least 30 mW after frequency tripling the fundamental Ti:sa

laser which is enough for atmospheric trace gas detection in the atmosphere. Such UV sources

have been generated via SHG of Ti:sa using intra or extra cavity schemes 10 fs pulses length (416

nm) [249], (438 nm) [250] and (390nm) [251]. Moreover, Rotermund et al. [252] have obtained 625

mW average power from SHG process and 150 mW from a frequency tripling (SHG+SFG).

The lowest optical phase noise reported in the litterature was obtained by phase-locking a Ti:sa

frequency comb mode to an etalon source at 657 nm [253]. We estimated the relative accumulated

phase noise integrated from 10 kHz to 50 MHz (Fourier frequency of the noise) to be lower than 0,5

rad from the work of Quraishi et al. [253]. From the work of Sutyrin et al. [254], we estimated an

accumulated relative phase noise from 10 kHz to 50 MHz of 0.11 radiant. The harmonic generations

from a Ti:sa laser appear to be the most adapted tool for monitoring trace gas molecules in the UV

range. For determining the feasibility of the UV-DCS method, a study on the accumulated phase

noise of the frequency doubled/tripled Ti:sa laser frequency needs to be made.

3.3.2 Influence of Ti:sa laser comb noise on the UV-DCS signals

The relative phase noise between two combs has not been studied in the literature. However, it

has been shown that the relative phase noise can be similar to individual comb phase noise using a

stabilization protocol [239]. In our case, some estimation of the phase noise power spectral density

must be made to assess the stability of the laser source in the UV range. The optical phase noise

Sφ,n of a mode n of the comb comes from the frequency repetition frep and from the frequency

carrier-envelope f0 fluctuation. This noise can be induced by local temperature fluctuations, by

phonic or mechanic perturbation on the cavity components or by instability from the injected pump

laser. As detailed in chapter 2, a comb is composed of spectral equally spaced frequencies such as

the nth modes has the frequency νn = f0 +nfrep. The frequency repetition frep can be easily locked

contrary to f0. The optical phase PSD of the mode n that is phased locked to an optical etalon

nref is given by equation 3.2.

Sνn =





n

nref





2

SνnRef +



1− n

nref





2

SCEO (3.2)

SνnRef and SCEO are respectively the phase noise power spectral density of the optical phase of the
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comb number nref and the carrier-envelope phase offset. The total accumulated RMS phase noise

σ2
φ, is obtained by integration of Sνn within the frequency range [f1,f2] as follow :

√

∫ f2

f1
Sφ,ndf .

The highest value corresponds to the Nyquist frequency : frep/2. The lowest frequency is given

by the duration of one interferogram. The time coherence is defined as the duration in which the

accumulated δφRMS is under 1 radian. We used the values indicated in Sutyrin et al. [254], and we

verified that the contribution of the noise at Fourier frequencies higher than 1 MHz to the overall

noise was negligible. The total phase noise RMS σ2
φ can be divided into two parts : the slow σφslow

and the fast σφfast
component :

• The slow component corresponds to an observation time of 130 ms which is the longest

observation time for measuring the phase noise reported in the literature [254]. The coherence

was stable for 130 ms (σφ < 1rad). Because of the existence of residual phase noise over time-

scales longer than the duration of a single interferogram, σφ,slow, the SNR of the averaged

interferogram is reduced by the factor

(

1− σ2
φ,slow

2

)

[237]. This allows the averaging protocols

to be applied to several interferograms.

• A multiplicative noise σmulti,line is contributing to the total noise across a molecular absorption

spectral line of width ∆νL due to the existence of residual phase noise over the duration of

a single interferogram σφ,fast [237]. σmulti,line depends on the fast noise RMS σφ,fast that is

calculated over an observation time of 100 µs (about one interferogram). The evaluation of

σmulti,line is given in equation 3.4 and the results are given in equation 3.8.

We predict an accumulated phase noise of 0.33 rad from 10 kHz to 50 MHz after frequency tripling.

This leads to a reduction of the SNR by 6.5 % in Case 1. In Case 2 this reduction is 2.4 % due to

only one harmonic generation process. This allows UV-DCS measurement with limited reduction of

SNR due to relative phase noise error. Such a level of accumulated phase noise is maintained during

at least 130 ms. This is allowing averaging protocol that drastically reduces analysis time [239].

The relative intensity noise (RIN) of the laser source has also been estimated. A peak of noise that

corresponds to the laser relaxation oscillation is usually seen at hundreds of kHz. Beyond 1 MHz,

the RIN of the laser tends to follow the shot noise limit of the detection system. We decided to use

a constant upper limit of the RIN value. IR Ti:sa comb RIN values were reported to be between

-135 dBc/Hz and -140 dBc/Hz, from the litterature comparing different pump lasers [254–256].

The highest value was used for evaluating the laser RIN after SHG and frequency tripling. Then

as said previously, the relative intensity fluctuation RMS of the pth harmonic is expected to be p

times higher leading to a RIN (PSD) p2 higher than the RIN of the fundamental laser. Therefore,

the laser RIN was estimated to be -129 dB/Hz for SHG and -125 dB/Hz for THG.
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As a conclusion, the Titanium-sapphire laser seems highly relevant for dual comb spectroscopy

measurement in the UV range. The Ti:sa laser needs low harmonic generation (second or third) to

reach 308 and 350 nm as it generates enough power in the near IR region and has a low phase noise

degradation. This results in a high signal to noise ratio of UV-DCS. Moreover its broad bandwidth

is relevant for monitoring the atmospheric trace gases targeted.

In the next section, we examine the noise induced by the atmosphere on the laser source as it

propagates.

3.4 UV pulse propagation in the atmosphere

The propagation of a laser beam in the atmosphere is subject to local variations in refractive index.

This can be caused by temperature or pressure fluctuations. The impact on the electromagnetic

wave pulse is twofold : it induces phase and amplitude fluctuations (or speckle) [257]. Phase

fluctuation results in modification of timing delay (first-order dφ
dω ) and dispersion (second-order

d2φ
d2ω

), with φ the phase of the electromagnetic wave.

In the IR, Rieker et al. [2] have retrieved greenhouse gases concentration over two kilometres using

an IR-DCS remote sensing instrument. The noise induced by atmospheric fluctuation appeared to

be negligible as the duration of one interferogram was shorter than the characteristic fluctuation

time of the atmosphere. One of the strengths of the method combining two laser pulses is the

reduction of the noise in the RF beat signal. Since, both arms share the same optical path, they

experience the same phase and amplitude noise. This relative immunity is a major advantage

compared to usual Fourier Transform Spectroscopy or scanning laser spectroscopy.

In the UV range, turbulences induce greater phase and amplitude fluctuations. In the next two

subsections, the level of noise induced by the propagation of the UV beam in the atmosphere on

the UV-DCS method is assessed.

3.4.1 Atmosphere induced amplitude noise

Very few experiments have been performed to characterise the propagation of a light beam in the

UV range. Armeding et al. [258] emitted a 308 nm light beam through the atmosphere. They

observed a beam diameter variation that resulted in a maximum intensity fluctuation (RMS) due

to atmospheric transmission of 2.10−3 for a single scan of 100 µs. A scan corresponds to the emission

of a pulse laser over a range ∆λ within a time interval of ∆t. Under the hypothesis of random

noise, an averaging of up to 1s (104 scans) showed that the noise could be reduced to 10−5 where

the atmospheric fluctuation can be "frozen". The time interval of 100 µs in the UV is low enough to

guarantee that the fluctuation due to the atmosphere is under other source of noise. In our study
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of UV-DCS method, 100 µs can correspond to the duration of one interferogram that leads to 1

GHz spectral resolution (using frep = 100 MHz and ∆frep = 1kHz). It is in the proper spectral

resolution to resolve the OH radical absoption line having a linewidth (FWHM) of 7.9 GHz (T =

293 K and P = 1 bar).

To confirm the veracity of this 100 µs value, a study has been conducted by considering fluid tur-

bulence theory. Taylor’s frozen hypothesis and the theoretical Kolmogorov spectrum are used for

evaluating the power spectral density of the intensity noise due to atmospheric fluctuations. The

Kolmogorov spectrum corresponds to the energy spectrum of turbulences motions. The Taylor’s

frozen hypothesis assumes that air parcels are moving at a constant speed experience constant

deformations at the time scale considered. The cut-off frequency is the frequency where the atmo-

spheric energy involved in turbulences starts decreasing strongly as f−8/3. The same consideration

was made by Rieker et al. [2]. They observed no additional amplitude noise over the cutoff at-

mospheric turbulence frequency. This frequency can be calculated from the following equation :

fc = 2.5U√
2πλL

. U is the wind speed, λ the wavelength of the light beam, L the optical path length.

For a typical wind speed of 5 m/s, a path length of 2 km at 308 nm, the cut-off frequency is 127

Hz. Moreover, in our experiment, the refresh rate of interferograms is given by ∆frep. Therefore,

over a ∆frep value of 130 Hz the turbulence-induced intensity noise could be considered as frozen.

A multiplicative noise due to atmospheric intensity noise can still occur during one interferogram.

However, Rieker et al. showed experimentally that the multiplicative noise remains below the over-

all noise floor for IR-DCS [2]. An experimental assessment of this multiplicative noise would allow

us to quantify its contribution in the UV-range.

3.4.2 Atmosphere induced phase noise

Phase noise implies timing jitter and dispersion in the pulse that decreases the coherence time of

the experiment. The timing jitter Sjitter can be assessed by the following equation : Sjitter(f) =

(2πν0)−2Sφ(f), where ν0 is the carrier optical frequency, and Sφ the phase noise [257]. The intrinsic

phase noise of one frequency comb is related to the fluctuation of the comb modes positions. The

optical phase noise of the mode n of frequency f is given by Sφ,n(f) = Sν,n(f)/f2 with Sν,n(f),

the power spectral density (PSD) of the frequency fluctuations at frequency f . An atmospheric-

induced phase noise of -70dBc was determined using the atmospheric parameters as in subsection

3.4.1. This leads to a timing jitter noise <= 10−37s2 at 10 kHz Fourier frequencies. The integ-

ration from 10kHz to 100 MHz is less than 1fs which is 10 times less than the increments of one

interferogram ∆frep/f
2
rep = 10 fs considering ∆frep at 1 kHz and frep at 100 MHz. In our ex-

periment, the two beams propagate in the same optical path. As a result, they are both affected

by similar atmosphere-induced phase noise. As a result, the phase noise induced by atmospheric
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turbulences can be considered negligible compared to the intrinsic phase noise of the two UV combs.

It has been shown in these two subsections that the UV dual-comb laser should not be impacted

by the atmospheric turbulence when ∆frep >130Hz. However, the UV laser source may impact the

atmosphere as the energy of the laser beam is high enough to ionize or dissociate molecules and

therefore creates a bias in the concentration retrieval of UV-DCS method. This interrogation is

assessed in section 3.7.

An evaluation of the signal to noise ratio attainable by UV-DCS is presented in the next section.

3.5 Numerical evaluation of UV-DCS SNR

3.5.1 Results

In this section, is presented the signal to noise ratio per spectral element Q of UV-DCS method

with no dead-time (ǫ = 1) for the two cases described previously.

The setup that is guiding the laser beam into the atmosphere and back to detectors has not been

constructed yet. However, a typical UV Gaussian laser source of a 2 mrad divergence, would need

a 50 times beam expander placed at the exit of the laser source and a 10 cm of diameter high-

reflectivity mirror that direct the beam to the atmosphere. The collection of the laser will be done

by a telescope off-axis system. A fast-steering mirror system will be used to correct the wandering

beam fluctuation over the typical time of the interferograms refresh-time (correction rate slower

than the refresh-rate of the interferograms ∆frep). The parameters, on the laser source and the

detection system, used for the theoretical simulation are summarized in table 3.2. The laser values

given in this table correspond to existing Ti:sa laser sources. The value of frep corresponds to the

most stable laser in terms of phase noise currently available.

Table 3.1: Parameters of UV-DCS method used of sensitivity and quality factor

Quantity Variable Value
Repetition frequency frep 100 MHz

Relative Intensity Noise RIN −125 dBc/Hza or −129 dBc/Hzb

Noise Equivalent Power NEP 0.44.10−12.c dB/
√

Hz
Detection dynamic range D 12 bits
Experimental geometry Fcontra 0.5d

a Estimated for the tripling frequency, b Estimated for second harmonic generation, c Biased pho-
todiode detector, d Case of co-propagating pulses interfering in the absorption medium.

Figure 3.3, shows the quality factor as a function of the detected power for the two cases. Q was

determined using equation 3.1. The laser RIN difference between Case 1 and Case 2 comes from the
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frequency doubling and frequency tripling of a Titanium-sapphire laser emission. The frequency

doubling and tripling generation are obtained using a non-linear Beta Barium Borate (BBO) or Bis-

muth borate BiB3O6 (BIBO) crystal. The doubling is obtained by secondary harmonic generation.

It is a nonlinear process where two identical photons from the fundamental laser are generating a

third photon that has a frequency twice higher than the initial photons. Mathematically the SHG

depends on the nonlinear susceptibility tensor χ(2). The SHG has a power efficiency of between 25

% to 50 % from the fundamental laser source. The tripling is obtained by sum frequency genera-

tion (SFG) from the SHG signal and the fundamental laser source. The sum frequency is also a

non-linear frequency conversion in which the emitted photon frequency corresponds to the sum of

the two initial photons frequencies. This phenomenon is also described by a non-linear tensor χ(2).

The tripling efficiency from the fundamental laser is between 3 to 15 %.

Figure 3.3: Quality factor Q = M/σf as a function of the detected power. figure was plotted with
ǫ = 1 and acquisition time of 1s. The total second harmonic generation (SHG) quality factor at
350 nm is represented in black thick line and the frequency tripling quality factor at 308 nm is
represented in blue thick line.

The UV quality factor is 6 times lower than the IR quality factor first introduced by Newbury [237].

The main reason is that the value of the RIN in the UV range is higher due to the harmonic

generation that increases the noise. At low detected power, the quality factor is limited by the shot

noise. From 1 mW, the noise induced by the laser limits the quality factor to 106 for the SHG+SFG

and 1, 8.106 for the SHG. Several detectors were taken into account: avalanche, amplified, biased

photodiode or Super Bilakali Photomultipliers. None of them was limiting the SNR value, either
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through their NEP value or their dynamic range value. The best detector appeared to be the silicon

photodiode because of its high saturation power capacity. The results on the sensitivity will be

developed in section 3.6.

3.6 Minimum Absorption Sensitivity of UVDCS

Analysis of the absorption transition lines is similar to the one used in the DOAS method. the

slowly varying component that is due to Rayleigh or the aerosol scattering is first removed. The

remaining fast varying component corresponds to the absorption lines. The concentration of the

molecules is then obtained by identifying, separating and fitting the absorbing lines structure from

their established absorption cross-sections [236].

The sensitivity of the UV-DCS method is defined by the minimum absorption sensitivity (MAS)

at a discrete line ((α0L)min). α0 is the absorption coefficient for one absorption line of a target

atmospheric molecule and L the optical path length. α0 is defined as the concentration of the

molecule multiplied by its absorption cross-section line. The MAS evaluation at a specific transition

line is presented on equation 3.3 [237].

(α0L)min = 2σf × Fcontra ×
√

4νres

π
∑

j ∆νLor,j(αj/α0)2
(3.3)

The sensitivity depends on the spectral noise standard deviation σf introduced in section 3.5. νres

is the spectral resolution of the lines depending on the ∆frep and frep parameters as explained in

chapter 2. The sensitivity is improved by the number of absorption lines resolved ∆νLor,j(αj/α0)2,

where ∆νLor,j is the width of the jth absorption line fitted with a Lorentzian function. The sum

of these lines, typically enhance the MAS by a factor from 0.1 to 1. Fcontra takes into account

the geometry of the spectrometer. As shown in chapter 2, in our experiment, the two laser combs

traverse the absorbing medium, this results in enhancing the sensitivity by a factor of 2 Fcontra = 0.5.

The SNR decrease discussed in subsection 3.3.2, is taken into account in the calculation. The MAS

depends on the spectral coverage ∆ν of the experiment (term present in σf , see equation 3.1) and

the resolution νres. As a consequence, as it can be seen in figure 3.4, and in Table 3.3 the values of

frep and ∆frep have to be chosen wisely to optimize the MAS of the UV-DCS method.

In the following two subsections, is assessed the Minimum Absorption Sensitivity (MAS) value for

the two cases Case 1 and Case 2. It can be noted that some atmospheric molecules such as sulphur

dioxide or formaldehyde can be measured using the two cases strategies. The concentration of

molecules is determined from the separation of the slow and fast-varying spectral structures.
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(a) Case 1 (b) Case 2

Figure 3.4: 2d plot of MAS determination for Case 1 and Case 2 as a function of frep and ∆frep.
The white excluded areas on the top left corner correspond to aliasing free spectral range ∆ν values
under 1 THz and 50 THz for respectively Case 1 and Case 2. Lower value of bandwidth correspond
to a diminution of the number of lines measured resulting in a diminution of sensitivity. The white
excluded areas on the bottom right corner correspond to resolution νres values higher than 3.5 GHz
and 77 GHz for respectively Case 1 and Case 2. Higher resolution would results in a degradation
of the absorption line shape. ǫ is approximatively 25 (2.5 GHz/100 MHz or 5GHz/200MHz) which
decreases the SNR and then the MAS by 5 (

√
25).

Table 3.3: Result on the simulated MAS for the two case studies (frep;∆frep) combination, illus-
trated in figure 3.4

.

Case study Quality factor Q
frep ; ∆frep

νres ; M ; ǫ
MAS

Case(1) 106 100MHz ; 200Hz
2.5GHz ; 1200 ; 25

2.1.10−3

∗(OH : 1.10−3)

Case(2) 1, 6.106 200MHz ; 200Hz ;
5GHz ; 10000 ; 25

3.1.10−2

3.6.1 Case 1 and OH detection

The first case-study Case 1 corresponds to the UV-DCS experiment where a narrow spectral band-

width and a high spectral resolution is used. This experiment is made at 308 nm where some

molecules of interests have their strongest absorption cross-section (see figure 5.17a). The relative

intensity noise (RIN) of the laser used here is -125 dBc/Hz (see section 3.3). The MAS value as

a function of a (frep and ∆frep) combination is illustrated in figure 3.4a. This figure can be used

for optimizing the UV-DCS sensitivity. There is a necessity of reaching a high resolution at 308

nm because of the narrow absorption lines of the atmospheric molecules (absorption lines width of

9 GHz (3 pm) such as OH to 150 GHz (50 pm)). The chosen parameters for the Case 1 are frep

= 100 MHz, ∆frep = 200 Hz for the following reasons : The resolution obtained is about 2.5 GHz
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(0.8 pm; acquisition time of 100 µs) which is enough to retrieve the narrowest absorption lines of

the molecules of figure 5.17a. The free-aliasing width is not a limiting parameter as its bandwidth

is 25 times larger than the required 1 THz (see figure 5.17a). The free-aliasing spectral width

could be narrowed to improve the resolution. However, as seen in figure 3.4, an increase in ∆frep

corresponds to a decrease in sensitivity.

One should keep in mind that as ∆frep is increased, the time delay between the interferograms is

reduced and so that allows more interferograms to be produced during the coherence time of the

dual-comb resulting in averaging improvement.

Table 3.4: Results on the concentration detection limit of molecules of interest of the Case 1. The
calculation used a 2 km light path with 200s of averaging time, a central wavelength of 308 nm, an
optical spectral bandwidth of 1 THz and a MAS of 1.5.10−4.

Component
Differential Cross-Section
×10−19[cm2/molec.]

Concentration
Detection Limit [ppt]

SO2 1.2 260
CH2O 1.5 210
C8H10 15 20

OH 1670 0.08

The concentration detection limit corresponding to the MAS for Case 1 experiment is given in Table

3.4 for some atmospheric molecules of interest : SO2,CH2O,C8H10 and OH. The concentration

detection limit of OH is 0.08 ppt (corresponding to a MAS of 7.10−5) at 200 seconds of acquisition

time. In the literature, a MAS of 1.10−5 is obtained from active or passive DOAS (Differential

Optical Absorption Spectroscopy) or MOAS (Multipass Optical Absorption Spectroscopy) with a

similar acquisition time. The UV-DCS method would need 2.7 h of averaging time to reach such

a sensitivity. This is not suitable for trace gas monitoring. However, one can reduce the averaging

time and use the UV-DCS method for various environments from very clean air, in absence of

quenching by NOX for example, to an urban area where the concentration is typically 0.3 ppt [259].

As the UV-DCS can have a high sensitivity in a very short time (time of one interferogram) and it

could be used for monitoring OH in an environment with a high concentration of OH environment.

The monitoring of the combustion dynamics could be realized remotely using UV-DCS method.

The comparison of the UV-DCS method with state of the art remote methods is presented in Table

3.7. One can see that the sensitivity of UV-DCS is of the same order of magnitude as methods

based on Differential Optical Absorption Spectroscopy (DOAS, LP-DOAS, MOAS) or standard UV

Fourier Transform Spectroscopy.
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3.6.2 Case 2 and other trace gas detection

For the second case the resolution is less restrictive. The bandwidth must be wider to include more

absorbing lines. The resolution is not limiting the sensitivity in this case and can be reduced as the

absorption lines are wider (> 1 nm; 3THz width; see figure 3.2). The chosen parameters of Case

2 are frep = 200 MHz and ∆frep = 200 Hz for the following reasons : The resulting free-aliasing

spectral bandwidth is 100 THz (30 nm) which is sufficient to retrieve most of the absorbing lines

of molecules presented in figure 3.2. The resolution is 5 GHz (for an acquisition time of 100 µs)

and allows to retrieve the absorption lines of Case 2 molecules. The parameters for both cases

have been summarized in table 3.5. It can be noted that the resolution could even be reduced

without any loss of spectral information. However, a decrease of ∆frep will not provide a better

sensitivity. A value of ∆frep higher than 130 Hz allows to make the experiment immune to the

induced atmospheric noise (see section 3.4). Moreover, the higher ∆frep, the better the relative

coherence between the two combs during one interferogram. It can be noted that a larger value of

frep could relax the condition on ∆frep and increase the free-aliasing spectral width. However, the

state of the art low phase noise has been demonstrated for frep ranging from 100 MHz to 200 MHz.

Hence, a frep values of 100 MHz and 200 MHz were chosen for respectively Case 1 and Case 2.

Table 3.5: Summarize of the characteristic parameters of Case 1 and Case 2. In both cases ∆frep

value is 200 Hz and the acquisition time is 100 µs.

λ central [nm] frep [MHz] νres [GHz]

Case 1 308 100 2.5

Case 2 350 200 5

The RIN after second harmonic generation of a Ti:sa laser was estimated at -129 dBc/Hz (see

section 3.3). The spectral resolution can be set up to the limit : 77 GHz (0.03 nm). The achievable

MAS in Case 2 is showed in figure 3.2. The sensitivity is lower than in Case 1 which is explained

by more spectral elements M to be measured.

The results of concentration detection limit for Case 2 is presented in Table 3.6 for SO2,CH2O,

BrO,OClO,HONO and NO2.

The Case 2 strategy shows better sensitivity compare to UV-Fourier Transform Spectroscopy (UV-

FTS) and a similar one compare to DOAS experiment. These results compared to state of the art

spectroscopic remote method are summarized in Table 3.7.

Discussions on the multiplicative noise taken into account and on the correction of the interfero-

grams for averaging are presented in the two next sections.
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Table 3.6: Results on the concentration detection limit of molecules of interest of the Case 2. The
calculation used a 2 km light path with 200s of averaging time, a central wavelength of 350 nm, an
optical spectral bandwidth of 50 THz and a MAS of 2.10−3.

Component
Differential Cross-Section
×10−19[cm2/molec.]

Concentration
Detection Limit [ppt]

SO2 5.7 700
CH2O 0.48 625
BrO 15 20
OClO 107 38
HONO 4 1000
NO2 2.5 1600

Table 3.7: Comparison of MAS for 1 s acquisition time determined in this simulated study with state
of the art sensitivity performances of open-path, remote and under tropospheric conditions. LP-
DOAS : Long Path Differential Absorption Spectroscopy, MOAS : Multi-pass Optical Absorption
Spectroscopy, UV-FTS : UV- Fourier Transform Spectroscopy.

Experiment Type MAS at 1 s

Case 1
LP-DOAS [259], [260], [158] [2− 3]× 10−4

MOAS [258] [1− 2]× 10−4

UV-FTS [261] [1− 2]× 10−4

UVDCS (numerical study, this work) [1− 6]× 10−3

Case 2
LP-DOAS [260] [262] [263] 2× 10−2

UV-FTS [261] 0.2
UV-DCS(numerical study, this work) [1− 3]× 10−2

3.6.3 Discussion on the multiplicative noise

In all the results presented, the multiplicative phase noise (presented in section 3.2.1) were taken

into account using the equation 3.4.

σmultilines ≈
3∆νL

∆ν

√

∆ν
Tf2

rep

σφ,fast (3.4)

∆νL is the absorption line width of the targeted molecule, ∆ν is the optical spectral width of the

Ti:sa comb, T is the acquisition time. In the table 3.8 is summarized the estimated multiplicative

noise σmultilines induced by some trace gases of interest for our study. We show that the multiplic-

ative noise is at least 4 times lower than the additive noise σf for the measure of the molecules

studied in this work.
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Table 3.8: Comparison between additive and multiplicative noise using with 1 s acquisition time.
Case (1): σφ,fast = 0.33 rad, ∆ν = 1 THz, frep = 100 MHz, Case (2): σφ,fast = 0.22 rad, ∆ν =
50 THz, frep = 200 MHz. σf corresponds to the standard deviation of the noise considering only
the additive sources of noise, as calculated via equation 3.1.

Case Study Components ∆νL

∆ν σmulti,line σf

Case (1)
OH 1 / 111 8.9×10−5 1×10−3

Naphthalene 1/ 33 3×10−4 2×10−3

Formaldehyde 1/ 33 3×10−4 2×10−3

SO2 1/ 22 5×10−4 2×10−3

Case (2)
BrO/Formaldehyde 1/25 9.3×10−4 3×10−2

3.6.4 Discussion on interferogram correction

For both case-studies, the simulated MAS results are achievable if the phase-corrected interfero-

grams can be averaged. For UV-DCS the SNR at 100 µs is approximatively 5 for Case (1) and

below 1 for Case (2) which prevents direct phase correction or summed FT spectra. However we

estimated that the coherence is maintained during longer acquisition time, up to 130 ms. This

allows the use of coherent averaging protocols as proposed by Coddington et al. [199] for approx-

imatively ten interferograms. The summed interferograms can be then averaged out after usual

phase correction [264]. The conditions of such a correction is either a high signal/noise ratio for the

summed interferograms or a monitoring of frep, f0 and of the slow optical frequency comb amp-

litude fluctuations. Real-time adaptative sampling can also be considered [197]. Longer acquisition

time can be achievable using consecutive similar schemes. In practice, the averaging time is limited

by buffer size considerations and acceptable processing times.

3.7 Capacity of a UV beam to create OH radicals

At 300 nm, the light beam has enough energy (4 eV) to break molecule bonds such as the O-

O bond of ozone whose dissociation energy is 1.27 eV. The photo-dissociation of O3 to excited

photo-products is thus made possible and produces a ground state O2 as well as an oxygen in an

electronic excited state O(1D). The photo-dissociation of ozone is the main source of OH in the

atmosphere [43]. The reaction is shown in 3.5 :

O3 + hν = O(1D) +O2 (3.5)
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O(1D), plays an important role in the lower atmosphere since it is the dominant precursor of the

formation of OH radicals. OH is mainly produced from the chemical reaction of O(1D) and H2O

showed in reaction 3.6 [265].

O(1D) +H2O → 2OH . (3.6)

At higher altitudes, this reaction is in competition with the quenching of O(1D) that produces its

ground electronic state O(3P) from N2 and O2 [266]. O(3P) is the ground state of the oxygen atom

and is 2 eV lower in energy than O(1D). O(3P) does not react rapidly with atmospheric molecules

and thus it can be neglected in the production of OH [265].

To calculate the production of OH induced by the UV laser beam, one has to compute first the

induced O3 photolysis rate. This is equivalent to compute J(O(1D)) the O(1D) production rate.

The equation is expressed in 3.7.

J(O(1D)) =
∫ λ

σ(O3, λ)× φ(λ)× F (λ)dλ (3.7)

The temperature is considered constant as the laser beam is propagating horizontally. The form-

ation rate of the excited oxygen depends on the absorption cross-section of O3 : σ(O3, λ), on the

quantum yield of O(1D) : φ (λ0, O
1D) = 0,79 and on the photons flux F (λ) for λ0 = 308 nm

contained in the laser radiation, in photons.cm−2.nm−1.s−1 expressed in equation 3.8. [265].

F =
P

hν × π(d/2)2
(3.8)

With P the lasing power emitted, hν the energy of the photons and d the diameter of the light

beam. F was found to be ≈ 1014photons.s−1.cm−2 taking into account a light beam diameter of

10 cm and an emitted power of 10 mW.

The formation rate of O(1D) is found to be :

J(O(1
D)) = 10

−5
s

−1

The laser beam is absorbed by all the atmospheric interferent i in the UV range, presented in figures

5.17a and 3.2. The laser beam is also scattered by the atmospheric molecules and aerosols. These

molecules reduce the photolysis of ozone as they interfere with the light beam. The laser beam

attenuation is taken into account using Beer Lambert equation expressed in equation 3.9. The term

αi is the extinction coefficient of the molecule i and is equal to its atmospheric concentration C in

molecules/cm−3 times its absorption cross-section σi(λ0).
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JL(λ0, O(1D)) = J(λ0)
∏

i

e−αi(λ0)×L (3.9)

The total atmospheric extinction is
∏

i e
αi(λ0)×L= e−τ(λ0) ≈ 0.25 for 2 km optical path. With τ

the total atmospheric extinction at λ0. Therefore, the formation rate of O1D corrected by the

atmospheric extinction worth approximately J
L(λ0,O

1
D) = 2.5.10

−6
s

−1, which is one order of

magnitude lower than its first estimation from 3.7.

Let us calculate the production of OH using JL(λ0, O
1D). The production of OH from the photo-

dissociation of O3 (reaction 3.5) is expressed by the equation 3.10 in molecules per cm3.

P (OH) = 2f × [O3]× JL(λ0, O(1D)) (3.10)

The factor f is given by the equation 3.11 [126].

f =
kO1D+H2O

[H2O]

kO(1D)+H2O
[H2O] + kO1D+N2

[N2] + kO1D+O2
[O2]

(3.11)

Where kO(1D)+N2
, kO(1D)+H2O

, kO(1D)+O2
are reactive or quenching O(1D) removal rates coefficient

in s−1. The factor f is evaluated at 0,057. The production of OH due to the interaction of the

emitted UV light beam is computed from the equation 3.10 and is found to be P(OH) = 10
5

molecules(OH).cm
−3.s−1. All the reaction rate coefficients have been obtained from Dunlea et

al. [266].

The concentration of the produced OH can be estimated from its atmospheric lifetime τOH and its

production by simple multiplication : [OH] = P (OH)× τOH . The lifetime of OH varies from ms to

second timescales and is strongly sensitive to the concentration of NOx. In a polluted environment

the reaction constant k′ of OH range from 15 to 130 s−1 and about 1s in pristine environment (low

concentration of Nox) [267]. In Lyon the concentration of NO2 is around 50 ppb (k′ ≈ 50s−1) [268].

Typical concentration of OH are about 2.106 to 107 in pristine [269] and urban area [270]. In an

environment such as Lyon the concentration of produced OH due to the UV laser beam reaches

10
3
molecules.cm

−3, for k
′ = 50s

−1, and it reaches 10
4
molecules.cm

−3 for a less polluted en-

vironment k
′ = 15s

−1. In a pristine environment the k’ is around 1 or 2 s−1 and produced OH

due to UV excitation would be [OH] ≈ 10
5
molecules.cm

−3.
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The state of the art remote sensing of the minimal concentration detection of OH measurement was

up to 106molecules.cm−3 made by Multipass Optical Absorption Spectroscopy instrument (MOAS)

or Fourier Transform Spectroscopy (UV-FTS) [258, 261]. The concentration of OH produced by

laser photolysis at 308 nm is at least ten times lower than the sensitivity attainable by the current

state of the art spectroscopic methods. One has to keep in mind that the results were obtained

with an initial laser beam power of 10 mW. The production of OH is expected to be higher with an

increase of the UV light power. It can be noticed that the light beam power is not constant during

its propagation.

The laser beam has enough energy to photo-dissociate other molecules such as NO2. As the forma-

tion rate of NO is the same order of magnitude as that of OH, a production of NO and a reduction

of NO2 is existing. However, the photon-induced variation estimation (following the same pro-

cedure as indicated above) in the concentration of NO produced and the concentration of NO2

loss remain tiny compare to the average tropospheric concentration of NO and NO2. Indeed the

concentration of NO in an urban area like the city of Lyon is in range 1024 molecule.cm−3 while

the production rate is in range of 104 molecule.cm−3. Moreover, even though the quantity of NOx

influences the concentration of OH, it does not alter it at this order of magnitude of concentra-

tion fluctuation [271]. We can be confident that it is safe to neglect any production of OH or the

loss/production of molecules through photolysis by a UV-dual comb radiation source.

3.8 Conclusion

This work has provided a first framework for future experimental demonstration of remote sensing

spectroscopy in the UV range in an open-air atmosphere using Dual-Comb Spectroscopy. The

evaluation of the method was investigated using two case-studies. The amplitude and phase noise

induced by the atmosphere on the UV pulsed laser during its propagation were investigated. ∆frep

should have a higher value than 130 Hz to render the experiment immune to atmospheric phase

and amplitude noises. In general a high value of ∆frep is advantageous for the UV-DCS method. It

allows more interferograms to be recorded during the coherence time of the two combs. Harmonic

generation from a Titanium-sapphire laser was chosen as the source of the UV-DCS. Its high power

emission, spectral broad range and its low noise makes it the best candidate for realistic UV-

DCS measurement. A numerical evaluation of the signal to noise ratio of the UV-DCS method

has permitted the identification of the main limiting element which is the RIN of the UV laser

source. But we believe that with future laser power stability protocols improvements, the signal

to noise ratio of UV-DCS method will be improved. Considerations of phase corrections of the

interferograms were discussed. Then, attainable sensitivity using UV-DCS was assessed for the two
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case-studies and compared with the state of the art UV remote sensing techniques. Based on our

numerical work, and with the current laser sources, the UV-DCS method appears to not surpass

current differential absorption spectroscopy in terms of sensitivity. However, it is competitive

when a broader spectral range is needed. The detection of atmospheric molecules using UV-DCS

methodology will allow inter-comparisons with other remote sensing detector. UV-DCS could

therefore contribute to improving our knowledge on open-path and broadband experiments on

highly reactive molecules in the UV range. This work is preliminary to experimental verification

such as the impact of the multiplicative noise on one interferogram or the use of averaging strategies.

The measurement of the propagation of a UV beam in the atmosphere should also confirm that

the photo-dissociation of molecules in the optical path is negligible.

As the majority of the phase noise originates from the pump laser source, a high relative coherence

between the two combs can be obtained using a single cavity [229]. This is the strategy applied in

this thesis. In the next two chapters, is described the setting-up of a bi-directional mode-locked

femtosecond laser and its experimental realization.
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Chapter 4

Setting up a bidirectional passive

mode-locked solid state laser cavity

The solid state titanium-sapphire mode-locked laser source combined with second or third har-

monic generation appeared to be the most adapeapted laser source for monitoring remotely the

atmospheric molecules of interest absorbing in the UV range. The advantages of this laser source is

the possibility to retrieve a broad spectrum at high resolution in a very short time using a power-

ful low noise laser emission. According to our numerical simulation presented in chapter 3, the

realisation of dual comb spectroscopy using a Ti:sa-based laser source in the UV is competitive

with actual spectroscopic methods for trace gas detection. One of the difficulty using Ti:sa laser

sources for DCS is to keep a relative coherence between the two pulses trains. As seen in chapter

2, this relative coherence can be improved without the need of complex stabilisation system using

a single bidirectional cavity system. Before building the laser cavity, we investigated the influence

of cavity design. In this chapter is presented the cavity design realisation of a single bidirectional

cavity dual comb laser. The generation of fs pulses from a Ti:sa laser are obtained by a method

called mode-locking. Initiating a bidirectional mode-lock regime can be difficult. Experimentally,

it is easier to start the passive mode-locking regime using a linear cavity as the laser pulses are

injected twice as often in the gain medium per round trip compare to a ring cavity. The linear

cavity and the bidirectional cavity are presented in figure 4.1. The two setups are composed of

two curved mirrors (M1-M2) focusing the laser inside the gain medium, one output coupler (OC)

a Ti:sa crystal and one or several planes mirrors. The geometry of a linear configuration allows an

unique laser emission direction, whereas the ring resonator can generate two laser emissions in two

different directions (see b) of figure 4.1). The linear and ring cavity use the same curved mirrors,

crystal and pump injection setup. Therefore the ring cavity can be made by adaptation of the linear

cavity. All the numerical work presented in this chapter applies for both cavities. The development
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and optimization studies on Kerr lens mode-locked laser cavities detailed in the review of Yefet et

al. [272], the book Ultrashort Laser Pulse Phenomena of Diels and Rudolph [273] and the articles

of Garduno et al. [274,275] have provided a very good framework to optimise the cavity design.

(a) (b)

Figure 4.1: Schematic of a simplified linear cavity (a) and bidirectional laser cavity configuration
(b). There are both composed of two curved mirrors that are called M1 and M2, a Ti:sa crystal
and an output coupler.

In this chapter is first presented the theoretical background of passive mode-locked lasers. It

contains the presentation of a common model that describes the passive mode-locked regime in a

steady state. The generation of pulse trains which is due to the interplay between the non linear

Kerr lens effect and the net dispersion in the laser cavity is presented in the next section. In section

3 are presented several methods to start the ML regime. A numerical study was performed to

build a KLM laser cavity. The section 4 is presenting the different numerical simulations results

obtained during this thesis. The optimization of the intra-cavity power through the Brewster angle

optimisation of optical elements, the compensation of the astigmatism for the pump laser and

intra-cavity laser, the net dispersion compensation and laser stability were investigated and are

presented.

4.1 Laser mode-locked cavity theoretical background

4.1.1 The mode-locking formalism

The mode locking consists of a method that generates ultra-short pulses from a laser cavity. The

term "mode-locked" refers to the simultaneous oscillations of thousands of modes in a resonator

where all the modes have a constant phase relation. The mode locked laser is also called "phase-

locked" laser. The electric field resulting from the sum of all these phase locked modes can be given

by the equation 4.1 and 4.2. In this paragraph, the amplitude of each modes are considered equal

to E0.

E(t) =
n=N−1
∑

n=0

E0e
iφneiωnt (4.1)
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E0 is the amplitude of the electric field mode, ωn the pulsation rate of the mode n, t the time and

N the number of existing modes. In the case of a mode-locked laser, all the modes of phase φn

present the same phase φ0. Thereby the total electric field can be developed to the equation 4.2.

The detail of the development can be found in the book of Diels et al. [273] or the book of Silvfast

et al. [276].

E(t) ∝ E0

2
eiφ0

sin(πNfrept)
sin(πfrept)

(4.2)

N is the total number of oscillating phase-locked modes. ∆frep corresponds to the repetition

frequency difference, E0 is the initial electric field amplitude and f0 is the carrier envelope offset

frequency of the laser comb. From this equation it can be seen that for a large N value, strong

peaks are created when t = 1/frep which corresponds to the temporal separation between the

pulses. The "mode locked" principle is represented in figure 4.2.

Figure 4.2: Representation of the mode-locked principle from equation 4.1. Each panel represents
the electric field of cavity modes or the sum of these cavity modes evolving in time. Four cavity
modes of frequencies separated by frep are represented in the four first panels. These modes share
a constant phase relation. The sum of these 4 cavity modes is represented in the "Sum" panel. A
representation of the sum of 100 phase locked cavity modes separated by frep is represented in the
last panel. The units in time and intensity are arbitrary units given as indication.

When the modes have random phase no pulse is observed. The sum of a hundred of modes with

random phase noise is presented in figure 4.3. It can be noted that the intensity of the laser is much

higher when a phase relation is existing between the modes. The phase-locking of thousands of

modes may create in the Ti:sa laser very short pulses in the femtosecond range with high intensity.

Models have been developed to understand and describe the mode-locking origin. This is described

in the next subsection.
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Figure 4.3: Representation of the sum of 100 modes with random phase value.

4.1.2 Circulating pulse model

A simple circulating general round trip model that describes a femtosecond pulse propagating in a

mode-locked laser is presented in figure 4.4. It describes a circulation of the pulse inside the cavity

where each block and connecting lines are shaping the pulse.

Figure 4.4: Schematic of a model describing the circulation of a fs pulse inside a laser cavity. The
straight line corresponds to free propagation of the pulse in a positive dispersion medium (air or
crystal for example).

A pumped amplifier is amplifying the intra-cavity laser power with each round trip. The saturable

absorber is an element that advantages the mode-locking regime compare to the CW regime. It is

detailed in section 4.3. The laser loss corresponds to the output emission of the laser which results

in a source of loss of intra-cavity power. The dispersion is responsible for the temporal broadening

(positive) or narrowing (negative) of the pulse. The self-focusing is a non-linear effect responsible

for self phase modulation and initiation of the mode-lock regime. This system can be described as

periodic. After one round trip, the pulse shape is returned to its original value. The amplifier, the

self-focusing and the saturable absorber elements can be located in the same medium (crystal) as

it will be seen in the section 4.3.
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In stationary regime, the shape of the pulse is periodic along the cavity. The envelope of the

pulse A(z) at a position z in the cavity is equal to itself after one cavity trip A(Leff + z). Each

block presented in figure 4.4 is applying an operator Û to the pulse envelope A(z). The following

equation can be written : A(z + Leff) = ÛNÛDÛGÛLA(z). ÛN , ÛD, ÛP and ÛL are respectively

the non-linear, the net dispersion, the gain and the loss operator. The net dispersion corresponds

to the total contribution resulting from the negative and positive dispersion. The amplifier block

is taken into account by the gain operator, the self-focusing by the non-linear operator and the

positive and negative dispersion by the dispersion operator. As the cavity is in its stable stationary

regime, ÛN ÛDÛGÛL must be equal to the identity Î operator. This means that the pulse shape

returns to its original shape after one round trip.

In this context the continuous model consists in considering that all the induced processes of each

block are distributed along the whole cavity. It is thus considered that the pulse is propagating

through the same medium where all the pulse-shaping effects occur simultaneously. Thus it can

be written that : A(z + Leff) ≈ A(z) + Leff
∂A
∂z . Leff is the effective length of the cavity. This is

mathematically valid if the evolution of the laser pulse shape remains small compare with the size

of the cavity. In a stationary regime, the gain and loss compensate each other exactly. Therefore,

the differential equation can be written as ∂A
∂z = D̂A + N̂A. D̂ and N̂ are respectively the net

dispersive and non-linear operators. The non-linear Schrödinger equation presented in equation 4.3

can be determined from this equation by developing the operators D̂ and N̂ . More details on this

analytical model can be found in the articles of Haus et al. [277], Martinez et al. [278] or in the

chapter 5 of the book of Diels [273].

∂A(z, t)
∂z

= −i1
2
d2k

d2ω

∂2A(z, t)
∂t2

+ iγ|A(z, t)|2A(z, t) (4.3)

Where d2k
d2ω

is the group velocity dispersion where k is the wavenumber and ω is the pulse ratio,

γ is a nonlinear parameter (it is detailed in section 4.2). A solution of the non-linear Schrödinger

equation is the soliton equation : A(z, t) = A0
eiφ(z)

cosh(t/τ) . A0 is the amplitude of the pulse envelope

and τ is related to the pulse duration FWHM of a secant hyperbolic where τ = 1.76τ(F W HM). A

condition for this solution to exists is an over compensation of the global net cavity dispersion :
d2k
d2ω

= −γA2
0τ

2 < 0. This soliton effect was first experimentally highlighted by Salin et al. [279].

This model was in agreement with the results obtained by Curley et al. [280] who observed that

the higher the value of d2k
d2ω

, the narrower was the spectrum.

This continuuous model is at the limit of applicability in the case of Ti:sa laser. This model main

hypothesis is that the temporal and spectral evolution of the pulse remain relatively low along the

cavity. However, for a Ti:sa laser, the spectrum can reach 200 nm width with pulses as short as

a dozen fs [246, 280, 281]. As it is described in the subsection 4.2.2, the shorter is the pulse, the

stronger is the dispersion impact on the pulse duration (figure 4.8). Curley et al. [280] observed
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that in a Ti:sa laser cavity the spectrum and pulse duration on both end sides of the cavity were

different (35 and 54 nm width). A more sophisticated model was developed by Brabec et al. [282].

This model consists of a solitary laser description where a passive amplitude modulation is added to

the model. This new model provides a very useful analytical expression given in equation 4.4 that

quantifies the amount of negative dispersion |GDD| to induce to the cavity to allow the mode-lock

regime and the propagation of pulses of duration ∆t. The global net group delay dispersion of the

cavity must be lower or equal to this value for observing a stable soliton propagation in the cavity.

More details on this equation can be found in Brabec et al. [283].

∆t = 3.53× |GDD|
ψ × Ep

(4.4)

with ψ = 4πn2

λ2
0

. The global net round-trip dispersion |GDD| can be determined from Ep the energy

of one pulse in Joule, n2 is the second order refractive index of the gain medium in m2/W , λ0 is

the central wavelength of the pulse. The energy of one pulse can be found by knowing the average

output power Pout, the OC transmission TOC and the repetition frequency frep. This equation has

been, used by Kasper and Witte [284] for estimating the net cavity GDD to compensate for realising

experimentally a prismless Ti:sa solid state laser generating 10 femtosecondes pulses. Therefore,

the equation 4.4 appears useful for determining the net dispersion value that must be induced to

the laser cavity to generate fs pulses.

In the next section is detailed the non-linear Kerr lens mode-locking which is at the origin of the

passive pulsing regime of the developed cavity.

4.2 Generation of femtosecond pulses theoretical background

4.2.1 Kerr-lens description

The generation of a fs pulse results from an interplay between the self phase modulation (SPM)

initiated by the Kerr-lens mode locking (KLM) and the dispersion. The SPM produces new fre-

quency components and broadens the pulse spectrum. The self-focusing is the consequence of the

non linear dependence of the crystal refractive index with the laser intensity. As it is detailed in this

section, at high laser beam intensity, the refractive index of the material is given by the equation

4.5

n(I) = n0 + n2 × I(r) (4.5)
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n0 and n2 are the initial and the second order refractive index of the material, n2 = γ × 2
cn0ǫ0

=
3ω0χ(3)

4n0ǫ0c2 , γ = 3ω0χ(3)

8n0c , where ω0 is the central frequency of the pulse envelope, χ(3) is the third non-

linear order of the dielectric susceptibility and c the light celerity. I is the intensity of the laser that

is dependant on the radial position r. The detail of this equation determination can be found in the

appendix section 6.5. The second order refractive index value of Ti:sa crystal is 3.10−20m2.W−1.

Hence, this phenomenon is only visible for high intensity laser beam. As the intensity of the laser

beam is inhomogeneous and follows a Gaussian shape, the laser beam is more intense in the centre

(r=0) than at its edges. This results in a higher refractive index in the center of the laser beam

propagation. This can be viewed as a material that is thicker in the middle than at its wings which

has the same effect than a spherical converging lens. The optical light pulse keeps shaping itself by

self focusing, until it reaches its final state. This effect leads to a "self mode locking" by the effect

of self phase modulation. This phenomenon is represented in figure 4.5.

Figure 4.5: Schematic of a self-phase modulation Kerr effect. The refractive index is dependant on
the laser beam intensity (see equation 4.5). As the laser beam has a spatial Gaussian distribution
shape, the refractive index is higher in the center of the crystal compare to the edges. The diagram
shows crystal portions of length dL. Each portion receives a more intense laser beam as the beam
is more and more focused. Thereby, the laser is self-focused in the crystal.

As seen in this section, the optical pulses must be intense enough to start the self-phase mode-

locking. If the pulses are too long in the temporal domain, the intensity of the pulse is thus reduced,

and the non-linear refractive index might not be impacted enough for having a sustainable and ef-

ficient focusing. The duration of the pulses are increased by the positive dispersion induced by

different medium where the laser beam is propagating such as the air, the crystal or the prisms.

Thus, the duration of the eventual pulses circulating in the cavity, must be shortened. This part is

detailed in the next subsections.
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4.2.2 Group-velocity dispersion management

The global positive dispersion of the cavity induced by the propagation of the laser beam through

the crystal or the air needs to be compensated. First a definition of the group velocity dispersion

is given.

It is possible to develop the wave-number κ0, using the Taylor expansion around a central pulsation

ω0 in a transparent material, that corresponds to a zone where the refractive index value is linear

with the frequency. The development is given in equation 4.6.

κ(ω) = κ0 + (ω − ω0)
dκ0

dω
+

1
2

(ω − ω0)2d
2κ0

d2ω
+ ... (4.6)

• κ0 = n(ω)ω0
c

• τ = dκ0
dω

• GVD = d2κ0
d2ω

τ corresponds to a temporal delay induced to the pulse.

The GVD is the group velocity dispersion. The velocity of each wave contained in the pulse is called

the phase velocity vφ = c
n(ω) . The group velocity is given by vg and v−1

g = dκ
dω = ng

c = (nω+ω dn
dω )/c.

The difference of phase velocities for each wave (of different frequencies) contained in the pulse

results in a temporal broadening of the pulse as shown from the evolution of an initial pulse (figure

4.6) that propagates through a material with a positive dispersion (figure 4.7). As illustrated

on the figure 4.7, when the GVD is positive, the lower frequencies contained in the pulse have a

higher velocity than the higher frequencies. When d2κ0
d2ω

< 0 the opposite is observed, the higher

frequencies travel faster than the lower frequencies. The sign of the GVD depends on the nature

of the material.

It should be noted that several definitions are given for the dispersion of the pulse. The GVD, in

fs2/mm defined above, is the second derivative of the wavenumber with respect to the pulsation
d2κ
d2ω

. The GDD, in fs2, is the group delay dispersion and it corresponds to the GVD multiplied

by the distance of propagation : GDD = GVD × z, where z is the propagation distance from a

reference origin taken as 0 of the pulse through the material.

Figures 4.6 and 4.7 show two simulated electric field of a pulse propagating through a material using

the equation of the sum of thousands of electric fields of angular frequency ω separated by 100 MHz

: E = Aexp(Φ) with Φ the phase of the pulse, which form a fs pulse. Φ = −(ω + ω0)t+ κ× z + φ0

and κ = κ0 + dκ0
dω ×ω+1/2d2κ0

dω ×ω2 +1/6d3κ0
dω ×w3. The width of the pulse as a function of the GVD

in the temporal domain, is given by the equation 4.7. The pulse is said to be Fourier transform
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Figure 4.6: Original 4 fs impulsion at Four-
ier limits, before its propagation through the
atmosphere.

Figure 4.7: Same pulse after propagation
through 10 meters of atmosphere.

limited when its temporal duration ∆t = ∆t0 = 1
2∆ω . ∆t0 is the temporal limit duration of the

pulse. On the contrary, when the pulse is "chirped", the pulse is broadened in the time domain and

its duration follows the equation 4.7.

∆t =
√

∆t20 + (GVD × z ×∆ω)2 (4.7)

z is the distance propagation, ∆ω is the spectral width of the pulse. The broader the pulse spectrum

(which corresponds to a short Fourier limit duration ∆t0), the greater the dispersion impact on its

duration, as shown on figure 4.8.

The non-linear and dispersion interplay formalism which is responsible for stable propagation of

pulses in the laser cavity was presented in this section. Experimentally, it is necessary to induce

negative dispersion to the laser cavity to have short enough pulses that can initiate the KLM.

A prism compressor of several prisms is used to induce negative dispersion to the cavity. The

theoretical principle and the main parameters of this optical system are presented in the next

subsection.
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Figure 4.8: Duration of the pulse as a function of the Fourier limited duration ∆t0 for three different
GDD values : 150, 300 and 1227 fs2

4.2.3 Prism Compressor

The pulses are propagating through several dispersive elements (positive dispersion), that causes

the lower frequencies to go at a higher speed than the higher frequencies. This results in a temporal

broadening of the pulses. The purpose of the prism compressor is to separate spatially the high

frequencies from the lower frequencies contained in the pulse. Then, in a second step, its aim is to

increase the propagating distance of the faster frequencies to let the slower and faster frequencies to

be temporally superposed. The propagation of the laser beam through a prism compressor system

of four prisms is given in figure 4.9.

Note that the prism compressor represented in figure 4.9 is used in the ring cavity configuration. In

the linear configuration, only two prisms are used because the laser beam is propagating twice in the

prism compressor, given an equivalent negative dispersion value to the 4 prism compressor in the

ring configuration. The prism is cut at a minimum deviation angle for 800 nm, which means that,

when the incident laser beam θ0 is at Brewster angle, then the prism exiting angle θ3 beam is also

at Brewster angle: θ0 = θ3. The Brewster angle has been determined at 59.7° (the determination

of the Brewster angle will be presented in subsection 4.4.1). In this case, the advantage to set the

incident angle at the Brewster is twofold : it minimizes the reflection loss and allows to have the

exiting refracted angle at Brewster angle. Three factors are contributing to the total group velocity

dispersion induced by the prism compressor.
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Figure 4.9: Prism compressor composed of 4 prisms numbered from P1 to P4. The parameters
that can be changed experimentally are the distance between the two prism apexes : d, and the
distance b. The distance b corresponds to the distance between the apex of the second prism and
the entering location of the beam, on the prism surface. θ0 is the incident angle of the beam, θ1

and θ2 are the refracted angles of the beam inside the prism, θ3 is the exiting angle, or refracted
angle at the exit of the prism. α is the angle of the summit of the prism, usually called apex. The
distances L and Lg are, respectively, the distance of propagation of rays in the air and in the SF10
material. a and a′ are respectively the distance from the apex of the first prism, to the location of
the beam, on the surface prism, at the entry (a) and at the exit (a′).

• A positive GVD, induced by the propagation of the pulse passing through the thickness of

glass Lg.

• Negative GVD contribution is due to the angular dispersion dθ3/dω over an air distance L .

This cause the higher frequencies to propagates through less distance than the low frequencies,

in the second prism. The difference of distance is increasing with the increase of the distance

L.

• Negative GVD contribution due to the angular dispersion dθ1/dω over a distance Lg in the

glass of refractive index n. (The laser beam is at the minimum deviation angle, this term has

only weak impact).

The dispersed frequencies induced by the two first prisms, are then spatially re-combined by a

second set of prisms. The second prism couple (P3-P4) are set in a symmetrical way with the first

set of prisms. They have the exact same dispersive effect than the first couple of prisms.

Considering the optical path, the angular dispersion, due to the first prism, the distance travelled
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in the air L and in the prism Lg, it is possible to obtain the GDD of the compressor system,

given by the equation 4.8 for a minimum deviation and Brewster incident beam. The detail of

the determination of this equation can be found in the book of Ultrashort Laser Pulse Phenomena

written by Diels and Rudolph [273].

GDD =
d2Φ(z, λ)× z

dλ2
=

λ3
0

2πc2



Lg(b, d)
d2n

d2λ
−


4L(b, d) +
Lg(b, d)
n3

(

dn

dλ

)2






 (4.8)

Φ is the phase of the electric pulse. λ0 is the central wavelength, c the celerity of light in vacuum.

n is the refractive index of the SF10 prism material. At 800 nm, the refractive index n = 1.7113

( [285]).

Lg and L are given in equation 4.9 and 4.10.

Lg =

(

(d− n× ((d− a′)× tan(π
2 − θ3) + ds)

)

× sin(α)

cos(θl)
(4.9)

L =
tan(π

2 − θ0)(d− a′)− ds
cos(θ0)

(4.10)

a′ is the distance from the apex of the first prism to the exit location of the light beam (see figure

4.9), and is given by equation 4.11. ds = tan(π
2 − θ0)× b

a′ = a

(

cos(α) + sin(α)× tan(
π

2
− θl)

)

(4.11)

This formalism was used to estimate the net negative dispersion induced by a prism compressor

as a function of the parameters d and b. From a practical point of view, this estimation is useful

and necessary to experimentally set the distances between the prisms. The mode-locked regime

can be initiated, when the right net negative amount of dispersion is induced to the cavity. The

experimental techniques used to commence mode-locking are presented in the next section.

4.3 Mode-locking techniques

4.3.1 Start of the passive ML

The techniques used for triggering the mode-locking regime are either active or passive. In the act-

ive case, an external amplitude (AM) or frequency (FM) modulation at a frequency corresponding

to a multiple of the laser cavity repetition rate, launch the ML regime. A more detailed description
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of active mode-locking operation can be found in the work of Kuizenga et al. [286, 287]. Passive

mode-locking regime is usually achieved by the use an intra-cavity saturable absorber. A saturable

absorber is an element that has a saturated level of absorption which results in the induction of

more losses to the low intensity than to the high intensity light. As the fs pulses have a high

intensity, this regime is preferred compare to the CW laser regime. Therefore, the repetitive fs

pulses propagation in the gain medium produce a fast loss modulation. Usually, much shorter

pulses are obtained with passive mode locking method because the recovery time is much faster for

passive saturable absorber than for a sinusoidal AM or FM. Two passive mode-locking strategies

are used : semiconductor saturable absorber mode-locking (SESAM) and Kerr lens mode locking.

The SESAM method uses a semi-conductor element that is integrated into a mirror of the laser

cavity. This device is more efficient for reflecting high intensity laser. The semi-conductor absorbs

the photons with sufficient energy which results in the excitation of an electron from the valence to

the conduction band. In a high intensity regime, electrons can accumulate in the conduction band

and cause depletion of the absorbing transition : the absorption is saturated. More details on the

mode-locking active and passive methods can be found in the review of Keller [288]. The Kerr-lens

mode locking regime was presented in the beginning of this chapter. It is a third order non-linear

effect where the intra-cavity laser is self-focused in the crystal.

Magni et al. and Cerullo et al. [289, 290], Shieh et al. [291] or Salin et al. [292] describe the ex-

perimental conditions for self-starting Kerr-lens. An efficient method for starting the ML regime

is the retro-injection of the laser output beam back inside the cavity. A phase shift between the

retro-injected beam and the intra-cavity beam creates a perturbation into the laser. The light

radiation retro-injection method has been previously used by several teams such as Bartels et al. in

1999 [293], or Pelouch et al. [294]. Experimentally, a mirror is mounted on a frequency controlled

piezo stack (up to 2V amplitude). It reflects back the output laser beam from one of the two direc-

tions back in to the cavity. The retro-injection is inserted at the negative arm (clockwise direction

of beam : OC-M4-M2-crystal). This direction corresponds also to the shortest arm. Despite the

high efficiency of the method, the mode-locked regime was observed only in one direction.

A perturbation can also be initiated by tapping one of the cavity mirrors or by quickly translating

one of the cavity mirror or one of the prisms (dispersion change). The experimental observations

of KLM means that the ML regime has been favoured compared to the CW regime. The physical

processes involved are detailed in the following paragraphs.
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4.3.2 Mode-lock methods

Triggering the Kerr lens mode-locking requires an external action, as it doesn’t spontaneously start

from the CW regime. The ease of onset of the mode-locked regime is closely related to the Kerr

strength. The strength K of the Kerr effect can be defined by the equation 4.12. It represents the

laser beam size modification due to a small variation of power. This equation was retrieved from

the review article of Yefet et al. [272]. From the analytical expression for the Kerr effect, one can

determine the locations in the stability map where the onset of the mode-lock regime should be the

easiest to produce [295].

K =
P

wCW
×
(

dwCW

dP

)

(4.12)

P is the pulse peak power, wCW is the laser beam radius in a continuous regime of the laser at one

of the end mirror.

Three passive mode-locking techniques have been used to induce losses to the CW regime to initiate

the fs-pulses : the hard ML, the soft ML and the Virtual hard ML. These techniques play a similar

role to fast-saturable absorbers.

Hard Aperture

Hard aperture mode locking is a technique that uses a physical slit inside the cavity. It is aimed at

spatially inducing loss to a part of a laser beam. Depending on the laser regime (ML or CW), the

laser beam has different beam size, divergence along the cavity. The idea of hard mode locking is

to find a position in the cavity where the CW laser beam has a higher size than in the ML regime.

Then by inducing loss due to the closing of a physical aperture (typically a razor blade) loss of

the CW laser beam is induced while the entire laser beam in the ML regime can pass through the

aperture. Its size in both planes can be determined by using the Gaussian and ABCD formalism.

Lin et al. [296] demonstrated that an analytical method using the q parameters of a Gaussian beam

could be used to determine the size of the beam in both planes at each point of the cavity.

Cerullo et al. [290,297] and Magni et al. [289,298] used an equation similar to the equation 4.12 to

map the size variation of a laser beam as a function of the distance between the two curved mirrors

M1 and M2 and the position of the crystal. This has defined the optimum positions of the crystal

and the slit where the Kerr effect was strong.
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Soft Mode-Locking

The soft mode locking technique uses also a difference in the size of the laser beam between the

two regimes. CW losses are induced in the crystal when the pump beam diameter does not match

the CW intra-cavity laser beam size. For some positions of the crystal and the two curved mirrors,

the CW beam size becomes larger than the ML beam size. In that situation, a small pump size

can promote the ML regime due to the partial overlap of the pump beam with the CW laser beam.

The soft mode locking technique is supposed to be more efficient at position where the hard mode

locking is less efficient [272]. This comes from the fact that a large CW spot size at the end mirror

corresponds to small spot size in the crystal and vice-versa.

Virtual Hard Mode-Locking

This methods consists in setting the position of M1-M2 slightly beyond the stability limits of

the CW regime. As presented [272] and experimentally demonstrated by Yefet et al. [299], the ML

stable operation can still exists beyond the CW stability zone. The CW laser beam is thus suffering

from diffraction losses and therefore this method is equivalent to the use of an intra-cavity aperture.

Numerical simulations were performed to estimate important cavity parameters using the genera-

tion of fs pulses theoretical background. This is described in next section.

4.4 Numerical simulation results on the laser cavity

This section is summarizing the numerical simulation work realised to build the laser cavity. To

start the ML regime, an intra-cavity laser power threshold must be crossed. The work of Kowalevicz

et al. [300] demonstrated that the threshold could be reduced to as low as 200 mW of pump power

by adapting the cavity design. In our work, the purpose is not to reduce the ML threshold but

rather to optimize the ratio between the emitted output power and the pump power and to have

at least 300 mW emitted in each arm to generate enough power in the UV range (See chapter 3).

The ways to increase the optical power are the following :

• Reducing the loss in the laser cavity, this encompasses astigmatism compensation and the

reflection loss minimisation at the intra-cavity solid elements.

• Optimizing the light intensity of the pump laser in the gain medium as well as the mode-

matching
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• The identification of the stable zones

We first describe how to reduce the loss by reflection on the crystal, secondly how to compensate

the astigmatism of the intra-cavity laser and in the third subsection is described how to compensate

the astigmatism of the pump laser.

As seen in subsection 4.1.2, the net cavity dispersion must be negative to generate a mode locked

laser. A preliminary estimate of the amount of negative dispersion needed is investigated in the

4th subsection. A prism compressor was designed and a quantitative evaluation of the amount of

associated negative dispersion was assessed from numerical simulation. This is presented in the 5th

subsection. The knowledge of the cavity stability is experimentally necessary to generate CW and

ML laser. This part was investigated and is presented in the last subsection.

4.4.1 Brewster angle optimization

Several solid intra-cavity optical elements are a source of power loss in the cavity due to the reflection

of the laser beam on their surfaces. The crystal tilt might induce excessive loss on the pump and

the intra-cavity laser beam power. Also, the prism compressor inserted inside the cavity which is

composed of 2 (linear cavity) or 4 prisms (ring cavity) is also a source of power loss depending

on their tilt. The purpose is to minimize the loss of power due to the reflection on the surface of

these optical elements. The reflectivity ratio R, depends on the angle of incidence of the beam.

It exists an angle for which the reflectivity ratio is near 0 for the parallel polarisation part of the

laser beam. This angle is the wavelength dependant Brewster angle θB. In this work, the Brewster

angle is estimated at 800 nm. 800 nm corresponds to the center of the titanium-sapphire emission

gain coefficient. The expression for reflectivity ratios as a function of the angle of incidence θ are

given in equations 4.13 and 4.14.

Rperp(θ) =
(

1− α(θ)β)
1 + α(θ)β

)2

(4.13)

Rpar(θ) =
(

α− β
α+ β

)2

(4.14)

with α(θ) given by the equation 4.15 and β = n2/n1. n2 and n1 are respectively the refractive

index of the refractive and incident medium.

α =

√

1− (nair/nr)2 × sin(θ)
cos(θ)

(4.15)
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nair and nr are respectively the refractive index of air (1.00027 [301]) and the first order refractive

index of the refracted medium (1.7601 [302] for the titanium-sapphire crystal and 1.7113 [285] for

the SF10 glass). θ is the angle of incidence.

To minimize the reflection on the surface of the crystal, the light beam has to be polarized in the

horizontal direction (parallel polarisation). At Brewster angle, the angle between the reflected and

refracted rays is perpendicular. From the Snell Descartes law, one can determine the Brewster

angle by the following relation : tan(θB) = nr/nair, where nr and nair are the refractive index of

a parallel polarized beam respectively, of the reflective material and the air. The pump laser beam

must be p polarized to reach a near-zero reflection loss. The value of the Brewster angle at 800 nm

has been determined to be θB = 60.39° for the Ti:sa crystal material and θB = 59.7° for the SF10

glass.

The crystal is Brewster cut which means that the angle between the entry or end surfaces with the

side of the crystal are at Brewster angle. Hence, the incident laser beam that is entering the crystal

at Brewster angle is thus parallel inside the crystal to its side. When exiting the crystal the laser

beam is also parallel to the initial incident laser beam.

As the Brewster angle of the crystal for 532 nm and 800 nm is close (60.55° instead of 60.39°),

the tilt of the crystal can minimize the loss due to the reflections of both the pump and the intra-

cavity laser beam on the surfaces of the crystal. However, the drawback of the incident angle

set at Brewster angle for the crystal is that it causes a spatial deformation, called astigmatism,

in the beam which results in a reduction of the laser pump intensity. The next step consists in

compensating this spatial deformation. The optimization of the shape of the light beam is described

in the next subsection.

4.4.2 Intra-cavity astigmatism compensation

To minimize the reflection loss on the surface of the crystal, the intra-cavity laser beam has an angle

of incidence of 60.39 degrees with the surface of the crystal in the tangential plane (xz plane). In

the sagittal plane (xy plane), the laser beam is perpendicular to the surface. This difference in the

two planes creates astigmatism in the laser beam and can reduce the laser performance and even

in extreme case, can prevent laser propagation. The principle of astigmatism is presented in figure

4.10. When the light is propagating through an optical element (a lens, a curved mirror, a tilted

crystal), depending on the orientation of the optical element, the focal points indicated as Tf and Sf

in the tangential and sagittal planes are spatially shifted. This has the effect of elongating the laser

beam which increases the transversal surface of the laser beam and thus reduce the laser intensity.

Astigmatism is mathematically defined as the ratio between the size beam in the tangential plane

83



and the size beam in the sagittal plane (equation 4.16). An astigmatism of 1 corresponds to a

perfect round laser beam.

A =
wx

wy
(4.16)

Figure 4.10: Principle of astigmatism. The astigmatism corresponds to an existing difference of
position between the focal point Tf in the tangential plane and Sf in the sagittal planes.

During its propagation in the crystal, the focused laser beam is more stretched in the tangential

plane than in the sagittal plane. The size of the laser beam in the tangential and sagittal plane

are,respectively given by wx and wy. They are given by the equations 4.17 and 4.18 [273] according

to a Gaussian laser beam propagation.

wx = nw

√

√

√

√

√1 +





λ

πw
× L
√

1 + n2

n4





2

(4.17)

wy = nw

√

√

√

√

√1 +





λ

πw
× L
√

1 + n2

n2





2

(4.18)

w is the beam waist size of the laser beam inside the crystal, n is the extraordinary refractive index

of the crystal, L is the crystal length. The equations 4.17 and 4.18 comes from the reference [273].

At the exit of the crystal, the size of the laser beam in the tangential direction wx is reduced

because of the Brewster tilted surface. However as the waists sizes in both direction have evolved
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in the crystal in a non linear way (see equation 4.17 and 4.18), they exit the crystal with different

size in the x and y direction. The laser beam is thus astigmatic, at the exit of the gain medium. It

is similar to consider in the tangential plane a crystal length Lt = L/n3 and in the sagittal plane

: Ls = L/n. L and n are the geometric length of the crystal and its refractive index. The crystal

astigmatism is considered as ∆L = Ls − Lt.

This effect can be compensated upstream, by setting up a specific angle φ (see equation 4.21) in the

xz plane, to the two curved mirrors M1 and M2 with the propagation direction of the laser beam.

This angle modifies the mirrors focus length in the tangential and sagittal planes. The modified

focus length are given by the equation 4.19 and 4.20.

ft = f × cos(φ) (4.19)

fs =
f

cos(φ)
(4.20)

The formalism has been introduced by Tache et al. [303]. ft and fs are the focal lengths in the

tangential and sagittal planes. f is the paraxial focal length of the laser beam (incident angle of

0).

f is the paraxial focus length value of the curved mirrors. The angle φ in the xz plane given to the

mirror with the laser beam adds an astigmatism that compensate the Brewster crystal astigmatism.

The mirror astigmatism ∆f(f, θ) = fs − ft can compensate the crystal astigmatism by solving

∆f(f1, φ1) + ∆f(f2, φ2) = ∆L. The solution of this equality is given in equation 4.21 where φ1

= φ2. In our case the initial focal lengths of the curved mirrors M1 and M2, are respectively :

f1 = f2 = f = 50 mm.

φ = arccos

(

√

1 +N2 −N
)

(4.21)

with : N = L/(4fn)× (1− 1/n2) [304].

A tilt angle on the mirrors M1 and M2 in the tangential plane φ=11.2° is needed to compensate

the astigmatism of a 10 mm Ti:sa crystal.
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4.4.3 Pump laser astigmatism compensation

The pump laser beam injected in the crystal, is also impacted by the angle of the crystal with the

laser beam direction. The pump laser, focused at the centre of the crystal, also suffers from an

astigmatism that has to be compensated. The optimisation of the efficiency of the light focusing

within the crystal is described below.

The laser pump beam (532 nm Nd-Yag laser), is initiating the population inversion in the gain

medium. Before entering the gain medium, the laser beam is focused by one lens, it is going

through one tilted curved mirror with 11.2 ° tilt and through the Brewster tilted face of the crystal.

This is schematized in figure 4.11. Compensating the pump astigmatism allows to optimise the

laser intensity deposited in the crystal. The pump energy has to be high enough to reach the lasing

threshold of the crystal. To provide enough energy, the light beam is focused, using a lens, into the

crystal .

Figure 4.11: Pump laser focused inside the crystal. The light beam pass through the lens L tilted
with the angle θl, the curved mirror M1 that is tilted by the angle θM , and the crystal. The distance
d1, d2, d3 are respectively the distance between the laser and the lens, the lens and the mirror and
the curved mirror and the crystal.

One solution to compensate the astigmatism created by the tilt of the curved mirror and of the

crystal, is to tilt the lens. We adapted the mathematical formalism presented by Ramirez et al. [305]

to determine the tilt angle needed for the pump lens of our optical system. The ABCD matrix

and Gaussian beam formalism is used. The description of a Gaussian beam propagating through a

thin lens, a thin mirror and in the crystal in the tangential and sagittal plane is made. The ABCD

matrix of the system is presented in equation 4.22 for the tangential plane and 4.23 for the sagittal

plane. First, the distance between the lens and the curved mirror required to focus the light beam

in the middle of the crystal, can be determined by solving the equation AT (d2) = 0 or AS(d2) = 0,

where AT/S() corresponds to the first term of the total ABCD matrix of the lens-mirror-crystal

system. A distance of d2 = 34.12 mm has been determined. A focal length of 100 mm is used.

The distance between the curved mirror M1 and the crystal of d3 = 49.5 mm was selected for this
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calculation. This distance corresponds to a stable position of the cavity and to a waist position of

the intra-cavity laser beam in the middle of the crystal for a M1-M2 distance of 107.2 mm (See

figure 4.14 in subsection 4.4.4).

Tangential plane :
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(4.22)

Sagittal plane :
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(4.23)

Where :

αi =

√

n2
i − sin(θi)2

nicos(θi)

βi =
ni

cos(θi)
− ni
√

n2
i − sin(θi)2

µi =
√

n2
i − sin(θi)2 − cos(θi)

n1, n2, n3 and θ1, θ2 and θ3 are respectively the refractive index and incident angle of the lens, the

curved mirror M1 and the crystal.

The purpose is to minimize the astigmatism of the pump laser beam induced by the curved mirror

tilt and the incident angle on the crystal surface by tilting the lens. The tilt angle of the lens

that is needed to minimize this astigmatism can be determined from the ABCD transfer matrix

of the lens-curved mirror-Brewster angle crystal optical system. Then, the size of the beam in the

tangential and sagittal planes can be determined after the system (i.e in the middle of the crystal)

from the ABCD transfer matrix and the initial laser size beam (that is supposed to be perfectly

round). The result is plotted in figure 4.12 where the astigmatism wT

wS
value is computed as a

function of the incident angle θl °of the lens.

The astigmatism A is computed for different lens tilt as represented in figure 4.12. The curve

obtained is symmetrical at θl = 0. Therefore there is a negative and positive solution. The
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Figure 4.12: Calculation of the astigmatism as a function of the tilted angle of the lens. A vertical
zoom corresponding to the black square of figure a) is represented on the figure b). Negative values
correspond to inclination that is counter-clock-wise while positive figures correspond to clockwise
angle (the mirror and the crystal have positive tilt).

negative solution corresponds to the case where the lens tilt is in the opposite direction from

the mirror or crystal tilt. The positive solution is for a tilt in the same direction and requires

a cavity alignment procedure. Experimentally, it is easier to induce a negative tilt to the lens to

compensate the astigmatism. We can observe that the astigmatism is not fully compensated (which

would correspond to A=1), but a minimum of astigmatism of 1,7 is determined for a lens tilt of

±4,4°.

The astigmatism difference in the crystal, that is induced by a ± 4.4 °tilt can be observed on figure

4.13 where the size beam was calculated for the tangential and sagittal plane as a function of the

distance from the pump laser emission. In the middle of the crystal the tangential size beam of the

pump is 1,76 times larger than the sagittal size beam in the lens-tilted case, the factor being 2.15

if no tilt is made.

The optimization of the intra-cavity optical power has been investigated. The position of the two

curved mirrors M1 and M2 relative to the position of the crystal is crucial to generate a stable

laser. The intra-cavity power is very dependant on the position of the intra-cavity waist in the gain

medium. For some distances between M1 and M2, the laser is stable. These range of distance are

called stability zones. Details are given in the next paragraph.
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Figure 4.13: Caculation of the size beam in the crystal, for two lens tilts θl: 0 (lines) and 4,4°

(dashed lines). The vertical gray line represents the delimitation between the air (lower values of
distance) and the crystal material (higher values of distance). The broadening of the size of the
beam in the tangential plane is creating an astigmatism. The 4.4° case correspond to a minimum
astigmatism (see figure 4.12). The position represented in the x axis correspond to the distance
from the laser pump.

4.4.4 Cavity laser beam stability

The stability of the optical resonator in the CW or ML regime is very dependant on the distance

between the two curved mirrors M1 and M2. When stable, the TEM 00 laser transversal shape

appears more or less round, with a constant high power. On the contrary, when the laser is unstable,

the output power appears very sensitive to alignment or perturbations, a mix of higher transversal

modes are emitted, the shape of the beam can appear highly astigmatic. For optimizing the output

power and to determine the favourable zones to start the pulsing mode regime, it is important to

know the stability zones of the laser. The stability zones are simulated for two cavity configurations

: a linear cavity and a ring cavity. The astigmatism correction presented on section 4.4.2 is taken

into account in the numerical calculation. As it will be described in chapter 5, a linear cavity was

developed first. The passive mode-locking regime can be experimentally hard to obtain. In a linear

configuration, the pulses propagate twice in the gain medium before being emitted from the cavity.

As a result, the intra-cavity power is higher and therefore the mode-lock regime is more easily

reached.

The stability of a resonant cavity depends on the distance between the two focusing mirrors, the

length of the crystal and the length of the cavity. The Gaussian beam and ABDC matrix formalism

inside a resonator are used to numerically evaluate the stability of the cavity as a function of the

positions of the focusing mirrors. The compensation of the crystal astigmatism is taken into account

for the two configurations using appropriate curved mirror tilt angles φ as calculated from equation
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4.19 and 4.20. When oriented, the curved mirrors M1 and M2 are inducing a different focus distance

that depends on the tilted angle of the curved mirror. As presented in section 4.4.2, the incident

angle for compensating the crystal astigmatism is 11.2 °for the two configurations. To be stable an

intra-cavity Transverse Electromagnetic Mode 00 (TEM00) laser beam must respect the condition

given by the inequality 4.24.

− 1 < 1/2× (A+D) < 1 (4.24)

where A and D are the elements of the ABCD transfer matrix of the resonator. If the condition

given in equation 4.24 is respected, it is then possible to determine the size of the laser beam at the

output coupler as a function of the distance between M1 and M2 using the ABCD transfer matrix

of the cavity.

Linear cavity

The linear cavity schema is represented in figure 4.14. The ABCD matrix transfer of the linear

cavity resonator is given in equation 4.25.
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(4.25)

The focal distance of the curved mirrors M1 and M2 take a different value in the sagittal and

tangential planes to compensate the crystal astigmatism. A tilt is given to the two curved mirrors

which modify the focal distance of M1 : fM1 and M2 : fM2. For one plane, the foci of the two

mirrors have the same value given by their tilt and given by equations 4.19 in the tangential plane

or 4.20 in the sagittal case. z, L1, L2 are respectively the distance between M1 and M2, the

distance between M1 and the output coupler and L2 the distance M2 and the end mirror M4. If

the condition given in equation 4.24 is verified, then the size of the laser beam at the output coupler

can be obtained from the ABCD matrix of the resonator and from equation 4.26.

w = |B| × λ

π
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√

√

√

√

1

1− (A+D)2

4

(4.26)

λ is the wavelength of the laser beam. Note that adding the crystal matrix contribution in the

transfer matrix appeared unnecessary as the impact on the stability plot was negligible. In this

approximation, the plot of the size beam as a function of the distance z is sufficient to simulate the
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cavity stability which was verified experimentally (this will be presented in section 5.5).

The linear cavity is composed of the same curved mirrors M1 and M2, same crystal, same lens as

the ring cavity. This cavity has a length L1 (M1 to OC) and L2 (M2 to M4) of respectively 1,07 m

and 1,48 m. The arm lengths were chosen to have a frequency repetition of around 100 MHz. The

length of the crystal is 10 mm. The stability zone of the linear laser cavity represented in figure

4.14 is the size of the beam as a function of the distance between the two curve mirrors (distance

z). The size of the beam has been obtained from the computation of the resonator matrix and the

Gaussian beam formalism for each distance z. When the laser beam propagation in the cavity is

unstable, the size beam is set to 0. For a linear cavity, two stable zones are present from 106,3 mm

to 108,6 mm and from 110 to 112 mm. It can be seen that the intra-cavity astigmatism is only

fully compensated for one distance z : (108,3 mm).

Figure 4.14: Calculation of the linear cavity laser stability zone. The FWHM size of the laser beam
at the output coupler of the cavity is represented as a function of the distance between the two
focusing mirrors M1, M2 : z.

Ring Cavity

In the ring cavity configuration the radiation runs only once through the crystal per round trip

in the cavity. As a result instead of the propagation of a standing wave in the cavity, a travelling

wave is created. The beam waist dimension is determined from the transfer matrix of the cavity

given in equation 4.26 and the equation 4.27.
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where Lr1 and Lr2 are respectively the distance between the OC and M2 and the distance between

the OC and M1. As for the linear configuration, the matrix is used to calculate the stability zone

in the tangential and sagittal planes using the same tilted angle φ for M1 and M2.
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Figure 4.15: Calculation of the ring cavity stability zone. The size of the beam at the output
coupler as a function of the distance z between the two curved mirrors M1 and M2.

The cavity length is 2,5 m. In this configuration only one stable zone is observable as shown in

figure 4.15. As it can be seen on the figure, the laser beam astigmatism is perfectly compensated

for a distance between M1 and M2 of 108,2 mm. The experimental determination of the output

power was investigated and is presented in chapter 5. The maximum output power level is found

in the middle of the stability zones.

The cavity design was optimized to produce the highest CW output power from the linear or ring

laser cavity configuration. The next section considers how to obtain the Kerr lens mode-lock regime

from these two cavity configurations with the aid of the cavity stability graphs.

To start the mode-locking regime, as presented in section 4.1 a net negative dispersion must be

induced to the cavity. In the next subsection, the amount of net negative dispersion to induce to

the cavity is investigated.

4.4.5 Net cavity dispersion compensation

As seen previously, the positive dispersion increases the duration of the pulses. That is why it is

important to consider the impact of each element in the cavity. Therefore, to trigger the mode-

locked regime, the pulse must be shortened. In this subsection, is presented the estimation of

the positive dispersion induced by each intra-cavity elements and the estimation of the negative

dispersion to induce to the cavity that is necessary to start the mode-locking regime.

In figure 4.16 and 4.17 are represented the dispersion induced by each optical elements as a function

of the wavelength (4.16a and 4.17a) for respectively the linear and the ring cavities. Also, the
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induced dispersion at 800 nm is represented for the two cases in figures 4.16b and 4.17b. In the

linear case, the dispersion must be counted as twice for each elements as the laser pulses are

propagating twice in each optical components before being emitted.

(a) (b)

Figure 4.16: Calculation of the GDD induced by each element of the cavity in the linear configur-
ation. 4.16a GDD is represented as a function of the wavelength. In figure 4.16b, the dispersion of
each element is represented at the maximum gain of the crystal Ti:Sa : at 800 nm. Red and blue
bars correspond to respectively the induced positive and negative dispersion. At 800 nm the plane
mirrors account for a very low negative dispersion (-3.5 fs2). As the pulses are bouncing twice in the
cavity before being emitted, their positive induced GDD must be counted twice for each element.
The data were sourced from Layertech datasheets for the mirrors, from Ciddor et al. [306] for air,
from Dodge et al. [307] for the Ti:sa crystal.

For both the ring and linear cavities, the repetition frequency was set close to 100 MHz, the duration

of the pulse is 100 fs (this was experimentally verified, see chapter 5 for more details), the output

power was chosen at 550 mW which corresponds to 10 % of the pump cavity power. It is expected

to experimentally reach this amount of power. The output coupler transmission is 10 %.

As presented in the section 4.1, to see the propagation of a soliton-like femtosecond pulses in the

cavity, the overall net dispersion of the cavity must be set negative. The total negative dispersion

to be introduced in the cavity has been determined from equation 4.4. At 800 nm, an estimation

of a negative dispersion of at least - 2250 fs2 for the linear cavity configuration and - 1680 fs2 for

the bidirectional ring cavity configuration must be induced to generate stable mode-locked pulses.

This difference of negative dispersion comes from the fact that the pulse is doing one round trip in

the linear cavity to reach its original position while it is doing one cavity trip in the ring case. It

has to be noted that depending on the precision of the parameters, the modification of the value

can be non negligible. For instance, if the duration of the pulse is between 50 or 150 fs2 the net

negative GDD to compensate goes from -500 to -1500 fs2. Therefore, this quantity is used as an

experimental indicator, and not as an accurate value determination of the global net dispersion.
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(a) (b)

Figure 4.17: Calculation of the GDD induced by each element of the cavity in the ring configuration.
4.17a GDD is represented as a function of the wavelength. In figure 4.17b, the dispersion of each
element is represented at the maximum gain of the crystal Ti:Sa : at 800 nm. Red and blue bars
correspond to respectively the induced positive and negative dispersion.

The insertion of a negative dispersion can be realised by using an intra-cavity prism compressor.

The presentation of the prism compressor numerical simulation results is given in next subsection.

4.4.6 Prism compressor

The equation 4.8 was used to plot the GDD induced by the compressor prisms as a function of b

and d given in figure 4.18. As presented in figure 4.9, the parameter d corresponds to the apex

vertical distance between the two first prisms. b is the distance from the apex of P2 to the position

of the entrance of the dispersed laser beam.

The figure 4.18 is a very useful map for setting up the prism compressor. To expect a stable mode-

locking regime, the induced GDD must be at least lower than the represented dashed lines on the

figure 4.18. A laser beam width of 1 mm is considered in the computation. This means that a

distance of at least 16 cm between P1 and P2 must be respected to expect the propagation of an

intra-cavity soliton. It can be seen that the range of distance where the ML regime propagation

between the two prisms can go from 150 mm to more than 30 cm. However, a short distance is

preferred experimentally because of the spatial limitations of the cavity. As previously seen, the

determination of the total net negative dispersion to induce in the cavity remains an estimation

as given by equation 4.4. Therefore a distance of more than 150 mm is preferred. SF10 glass

(1.7113 [285]) was chosen because of its high refractive index value which leads to shorter distance

d between the prisms and thereby optimize the size of the cavity. With fused silica prisms, the

94



Figure 4.18: Calculation of the Group Delay Dispersion (GDD) of a SF10 prism compressor as
a function of the parameters b and d presented in figure 4.9. The black and blue dashed lines
correspond to the minimum GDD to induce to the cavity to obtain the ML regime, for respectively
the ring and linear cavity : - 2360 and - 3480 fs2.

distance between P1 and P2 would have been at least 75 cm in the ring case and 95 cm in the

linear cavity case to compensate the total dispersion. These distances are not adapted to the size

of the cavity.

We also checked that geometries quoted in the literature corresponded to our expectations. For

instance, in the bidirectional ring cavity developed by Mejia et al. [275], the total net negative

dispersion to induce has been estimated from our simulation at - 630 fs2. The positive dispersion

given by their cavity is about + 280 fs2 (for the single fold cavity). This gives a total of 910 fs2

negative compensation to induce to the cavity. A distance of 150 cm is separating P1 from P2 (and

P3 from P4). A distance b of 5 cm using SF10 prisms is enough to induce a total of -1000 fs2 of

negative dispersion and generate fs pulses, which agrees with our simulations.

In the study of Lemoff et al. [308] we estimated a net compensation dispersion of -355 fs2 to induce

to the cavity. The cavity induces a positive dispersion of + 1225 fs2. A distance of 22 cm between

the P1-P2 (P3-P4) SF10 prisms was set. Depending on the position of the inserted laser beam in the

second prism (b value), the compensated GDD can range from - 2600 fs2 to -3700 fs2 which appears

in agreement with our estimation. Several published papers demonstrated prismless cavities that

were able to run in a mode-locked regime using chirped mirrors. For Bartles et al. [309], the total

net GDD to induce has been calculated at -30 fs2. As the Ti:sa crystal used is 1.9 mm and the cavity

length is 30 cm the positive dispersion to compensate is 120 fs2. A total net negative dispersion

95



to induce to the cavity has been determined to be -150 fs2. In this case the use of chirped mirror

was enough to obtain -50 fs net total dispersion. According to the experimental parameters of

Ideguchi [229], we estimate a net negative dispersion to induce to the cavity of -190 fs2. We show

a good agreement between our simulations and observations. Kasper et al. [284] developed a laser

cavity composed of 5 chirped mirrors that each induce a negative dispersion of 40 fs2 which results

in a total of -200 fs2. We estimated a net total dispersion to compensate of -30 fs2. The positive

total dispersion induced by the cavity elements is 145 fs2. Therefore, the estimation of the total net

dispersion using the equation 4.4 and the estimation of the negative GDD induced by the prism

compressor were in good agreement with the results presented in several published work.

4.5 Conclusion

In this chapter, the elements to design the laser cavities have been presented. The start of the Kerr

lens mode locking requires a compensation of the intra-cavity dispersion and a knowledge on the

required conditions. Techniques were presented to experimentally start the mode-lock regime. To

optimize the output power, the optical elements transmitting the laser beam must be set at Brewster

angle. This can contribute to astigmatism of the laser beam that is in turn compensated by setting

specific incident angles to the curved mirrors for the intra-cavity laser and a tilt on the lens for

the pump laser beam. The laser stability plot indicates the distances between the focusing mirrors

where the laser beam is the most stable and emits powerfully. In the next chapter is presented the

experimental realisation of the linear and ring cavity laser as well as their characteristics.
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Chapter 5

Dual Comb laser realisation

5.1 Introduction

The realisation of a home-made solid state bidirectional ring Kerr-lens mode-locked laser is presen-

ted in this chapter. As discussed in chapter 3, the reasons for developing this specific cavity was

the potential high relative coherence between the two pulse trains and the ability to reach the UV

spectral range by few harmonic generations as the Ti:sa laser emits a high output power in the near

infrared region. A bidirectional laser cavity generates, from a single cavity, two fs pulse trains that

will be used for DCS measurements as presented in chapter 3. We built a ring bidirectional cavity

based on the numerical results obtained in chapter 4. The optimization of the output power, the

determination of the laser cavity stability, the compensation of the dispersion, the Kerr-lens mode

locking phenomenon were presented in chapter 4. The laser source was chosen to be home-made for

several reasons : Ti:sa bidirectional mode-locked laser cavities are not commercially available. The

realisation of a custom-made laser is possible but remains very costly. The creation of a home-made

cavity laser is advantageous as the cavity can be easily adapted as a function of the spectroscopic

needs.

Several teams have demonstrated the experimental realisation of a bidirectional Ti:sa mode-locked

lasers such as Garduno et al. or Ideguchi et al. [229,274].

Initiating of the Kerr lens mode locking regime was the main difficulty during the laser realisation.

A non-negligible time of the thesis was spent on deep learning from the literature and from empir-

ical experimental observations. The implementation of this ambitious project was made possible

because of patience, accuracy, obstinacy and attention to details. In fine, this work led to the real-

isation of a pared-down experimental configuration where every detail of the cavity is controlled.

The KLM bidirectional ring cavity was built in a step by step procedure. The first step consists of

the realisation of a linear cavity configuration. Indeed, the mode-lock regime is easier to achieve
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in a linear cavity compared to a ring cavity because of the higher intra-cavity power in the former

configuration. The second step consists in adapting the linear cavity to a ring cavity laser.

This chapter first describes a study on the spectral density noise of the optical table as well as the

laboratory environment where the cavity laser was constructed. The characteristics and common

elements of both the linear and ring cavities are also presented in the first section. In section 5.3,

the laser setup is presented. Section 5.4, is presenting the stability zones (for CW and ML laser)

in a linear cavity configuration. The home-made linear cavity is then extended to a ring bidirec-

tional laser cavity where its stability zone is presented in the CW and ML regime. A procedure

for obtaining experimentally the mode-locked laser regime is given in section 5.5. In section 5.6, a

measure of the pulses duration and of the relative coherence of the emitted lasers.

5.2 Laboratory environment

5.2.1 Optical table

A stable and low noise environment is required to achieve a stable mode-locked laser emission.

A study on the density spectral noise of three different optical tables located in three separated

laboratory rooms was performed to determine the optimum location for optical table where the

laser cavity would be produced. The experimental setup is composed of a Michelson interferometer

presented in figure 5.1.

Figure 5.1: Michelson system used for measuring the mechanical and phonic stability of the room
and optical table. It is composed of a CW helium laser laser emitting at 632.8 nm, one fixed
mirrors, one mirror mounted on a piezoelectric device, a beamsplitter, and a photodiode. The laser
beam is split and recombined towards the photo-detector. Interferometric fringes are created on
the photodiode when one of the mirror is phase shifted with the second one.

Output from a continuous He-Ne laser emitting at 632.8 nm, is split towards two arms (to flat mir-

rors 1 and 2). The laser beam is recombined and hits a photo-detector that records the interference
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fringes created by the phase difference between the two arms. The spectral density noise on the

tension S(f) is recorded from the temporal signal fluctuations δV such as S(f) =
∫+∞

0 < δV >

e−2iπftdt. Here t is the acquisition time and < δV > is the average fluctuation δV at frequency f .

The root mean square (RMS) noise value VRMS on the voltage can be determined by integrating

the spectral density noise over all the spectrum : VRMS =
√

∫

S(f)df . The RMS of the vibration

distance of the mirror δdRMS can be determined from the following relation : δdRMS = δV λHe

2π∆V

where λHe is the wavelength of the He-Ne laser (632.8nm), ∆V is the average voltage taken from

the photo-diode signal.

The spectral density noise measurements are presented in figure 5.2.

(a) (b)

(c) (d)

Figure 5.2: Spectral density noise obtained with a Michelson interferometer.5.2a Comparison of
three different laboratory rooms, 5.2b Comparison of two rooms in a silent and a noisy environment
(person walking loudly), 5.2c Comparison of two cases : presence of a rubber plate damping under
the breadboard, the electronic noise was added, 5.2d Comparison of two cases : air-conditioning
turned on and off.
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First we compared the spectral density noise for three different rooms where the Michelson instru-

ment was set on three different optical tables (figure 5.2a). It can be seen that for Room 1 the

overall noise recorded is under the two other rooms apart from some spectral peaks between 110

and 130 Hz. Some typical noise peaks at 50 and 100 Hz can be observed in the three rooms as they

correspond to the current frequency delivered by the national french electric network. A summary

of the measured integrated RMS noise δdRMS for the different experiments is given in the table

5.1. The integrated RMS noise δdRMS has appeared to be much lower (0.9 (1) nm) than for the

rooms 2 and 3 (respectively 4.7 (1) nm and 4.2 (1) nm). This result can be explained by two things

: the room has a noisier environment or the optical table is less efficient for isolating the noise.

Therefore, two situations were compared in the rooms 1 and 2. The first experiment consisted of a

person walking in a noisy way around the table while the Michelson interferometer was recording.

The second situation corresponds to a silent and calm environment (figure 5.2b). It can be clearly

seen that the optical table of room 1 is absorbing the noise much more efficiently (δd = 3.4 (1) nm

for room 1 and 19.4 (1) nm for room 2 during noisy walk). Therefore, room 1 and its optical table

were chosen to host the dual comb spectroscopy laser source.

The questions of adding a damping between the breadboard and the optical table were studied

and the result is presented in figure 5.2c. The instrument setup was set on the breadboard during

the experiment. The presence of a rubber damping is slightly improving the stability (0.7 (1) nm

compared to initial 0.9 (1) nm). The electronic noise of the recording instrument setup is also

presented in the figure. The last experiment was consisting of measuring the noise induced by

the functioning air-conditioning unit. It can be seen from the figure 5.2d that the overall spectral

noise is higher when the air conditioning is running. The RMS noise δd is about 3.2 (1) nm when

the air-conditioning is on. During the experiment, the air-conditioning box was isolated from the

floor and partially from the wall which leads us to suppose that most of the induced noise was due

to air turbulences. Therefore, the air flow from the air conditioning towards the cavity was deviated.

Experience δd [nm]

Room 1 0.9

Room 2 4.7

Room 3 4.2

Room 1 Noisy walk 3.4

Room 2 Noisy walk 19.4

Room 1 with rubber damping 0.7

Room 1 air conditioning ON 3.2

Table 5.1: Summarize of the integrated RMS noise δd for each realised spectral density noise
measurement.
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5.2.2 Laser Environment

The laser cavity environment is composed of a 20 cm thick optical table with passive vertical

vibration-isolating absorber feet. The cavity is set on an independent breadboard optical table

of dimension 120× 50 cm. Four rubber damping plates are sandwiched between the optical table

and the breadboard for optimum noise insulation. The pump laser beam and the laser cavity are

protected and isolated by means of a box covered with a phonic and thermal insulating rubber

foam. The air expulsion trajectory of the air-conditioning is steered away from the laser cavity to

decrease air turbulences. A picture of the laser environment set-up is given in figure 5.3.

(a) (b)

Figure 5.3: Laser cavity environment. The laser pump injection and the laser cavity are isolated
with a phonic and thermal insulating rubber foam. The breadboard is posed on rubber plates.

5.3 Laser setup

5.3.1 Optics

Diagrams illustrating the linear and ring cavity are given in figure 5.4.

The two cavity configurations share some common elements. The intra-cavity laser is focused in

the crystal by two concave mirrors with radius of curvature of 10 cm. The two concave mirrors are

called M1 and M2. M1 is anti-reflection coated (< 1% of total reflectivity) at 532 nm which allows

the injection of the pump beam through M1 in the crystal. The two concave mirrors M1 and M2 are

highly reflective mirrors (99.8 % of reflectivity from 700 to 900 nm). M1 and M2 are oriented with

an incident angle of 11◦ that compensates the laser astigmatism caused by the Brewster angle of the

crystal [273] (see chapter 4 in subsection 4.4.1 for details). Flat mirrors called M3, M4 and M5 are
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(a) (b)

Figure 5.4: The linear and bidirectional ring cavity setups. There are both composed of a focusing
pump lens of 100 mm, a half and quarter waveplates to control the pump laser polarisation, two
curved mirrors of focal distance 50 mm M1 and M2, a crystal of 10 mm long, 2 (linear) and 4
(ring) SF10 prisms, a wedged 90 % reflection output coupler and high reflective flat mirrors M3,
M4 (both cavities) and M5 (ring).

highly reflective from 700 to 900 nm (99.9 %). They are GVD optimized (< 50fs2). All the mirrors

are set on stable mounts (Polaris®mounts Thorlabs). The output coupler is 90 % reflective. The

exit face must be wedged to avoid any phase-shifted retro-reflection lasing into the crystal. This

could create instability in the laser intensity and prevent from starting the mode-locking regime.

As detailed in subsection 4.1.2, to allow the propagation of a soliton in the cavity, the overall group

delay dispersion should be negative. In this cavity, the GDD must be in the range of - 2250 fs2 in

the linear cavity and - 1680 fs2 in the ring cavity case. The difference between the two net GDD

account for the fact that in a linear cavity the intracavity-wave propagates through the crystal

twice instead of only once in a ring cavity. A prism compressor (2 prisms in the linear cavity and

4 prisms in the ring cavity) composed of SF10 flint glass prisms is used to induce a global negative

dispersion which favors the conditions of propagation of a soliton. These prisms must be set up at

Brewster angle to minimize the intra-cavity intensity loss due to the reflection.

The crystal is a Brewster-cut 10 mm length Ti-sapphire of composition Al2O3 : Ti3+ (made by

Roditi®). The Titanium doping of the crystal is 0.20 %, which gives it an absorption coefficient of

3.2cm−1. It is pumped with a 5 W diode laser (Verdi V-5®), at 532 nm which was kindly loaned

by Pierre-François Brevet from the team ONLI (Optique non linéaire et interfaces) in ILM (Lyon).

To minimize the reflection on the crystal, the polarisation of the pump beam is controlled and set

linearly parallel by means of a half wave plate and if necessary with a quarter wave polariser plate

placed just before the pump lens. The pump beam is focused in the crystal by a 100 mm focal

length lens (the pump lens). This creates a 24 µm beam diameter inside the crystal. To compensate

for the pump beam astigmatism, the pump lens is tilted to an angle of 11◦ with the propagating

beam. This geometry been calculated using the formalism developed by Ramirez-Guerra et al. [310]
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and was detailed in subsection 4.4.3. The lens, the crystal and the curved mirror M2 are placed on

micrometer translation stages to optimize the position of the intra-cavity laser beam in the crystal.

The prisms are also set on translation stages to optimize the position of the intra-cavity laser beam

on the surface of each prism and optimize the GDD. In the case of the linear cavity, the tilt of each

prism is controlled by a circular kinematic mount which allow the optimization of the Brewster

angle. For the ring configuration, only two prisms are set on circular kinematic mounts.

5.3.2 Mechanical and thermical considerations

5.3.2.1 Crystal mount conception

The crystal mount is made of copper-brass allay to ensure efficient evacuation of heat. It is presented

in figure 5.5. The base of the mount is made in such a way that the whole system can rotate by

some 10 degrees to be able to adjust the Brewster angle. The plate in contact with the breadboard

and under the translation stage can also be translated perpendicularly to the pump beam direction

to control injection of the pump beam into the crystal. The crystal surfaces are all in contact

with the mount apart from the laser beam entry and exit surface faces. Water circulates inside the

crystal mount to keep the temperature of the mount constant and evacuate the heat released by

the crystal.

Figure 5.5: Several views of the Ti:sapphire crystal mechanical mount including the copper-brass
mount, rotation and translation stages and the water cooling geometry (in blue arrays).
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5.3.2.2 Prisms mount

The SF10 prisms (Thorlabs) are set on two types of mounts as showed in figure 5.6. P1 and P4 (or

P1 and P2 in the linear case) are set on mounts that can be rotated for Brewster angle optimization

while P2 and P3 (ring case) are set on the same home-made mount that can be linearly translated.

P2 and P3 prisms are arranged symmetrically along the axis of the shared translation. The cavity

and the compressor alignments are therefore maintained during the translation. The home-made

mount is showed on the left and middle pictures in figure 5.6. The prism mount can even be

translated by hand by applying a pressure on the side of the block. This can be used for applying

a coarse dispersion change to initiate the mode lock regime for instance. The prisms are fixed with

a homogeneous pressure applied on their top surface. This pressure homogeneity is important to

avoid refractive index gradients inside the prism.

Figure 5.6: Prism mounts. The home-made mounts of P2 and P3 prisms is represented in the left
and central picture. The metal block is set on a translation stage. This mount is used only in
the ring configuration. The prisms P1 and P4 (P1 and P2 in the linear configuration) are set on
similar mounts as presented in the right picture. These mounts can be manually rotated to allow
fine adjustment of the Brewster angle of the prism. The rotative mounts are set on a translation
stage.

5.3.2.3 Mirror mounts

Different mirror mounts are used in the laser cavity. The mirror M2 (see figure 5.6) is mounted on

a home-made thick plate of dural metal.

Positioning holes were made on the dural plate to set the mirror mount exactly at a specific angle

(11.2°) that compensates for the intra-cavity astigmatism. The mirror mount of M2 is a half inch

®Polaris mount similar to the one presented in the right picture of figure 5.7b. The output coupler

was set on a heavy and stable mirror mount as presented in figure 5.7a. The flat mirrors (M3-M4-

M5) are set on the same type of ®Polaris mounts as presented in figure 5.7b.
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(a) (b)

Figure 5.7: Mirror mounts used for holding the flat mirrors and the output coupler. The mount
mirror presented in figure 5.7a is a heavy mirror mount. The mirror mounts presented in figure
5.7b are one inch and adjustable in three directions, ®Polaris mount mirrors from Thorlabs.

The different optical, mechanical and thermal elements of the laser cavity have been presented, the

cavity can now be set up. The alignment procedure used for aligning the pump laser inside the

crystal and the intra-cavity alignment for obtaining the generation of the CW laser are detailed in

the next subsection.

5.3.3 Pump beam alignment procedure

The alignment of the pump beam in the crystal follows a rigorous step by step procedure. At

first the pump laser beam is turned on low power and set parallel with the laser cavity optical

breadboard by means of two highly reflective flat mirrors at 532 nm. The alignment procedure is

summarized in figure 5.8.

The laser beam is first directed through a slit S1 that is set after the crystal and mirrors positions.

S1 is used as a position reference. The laser beam should remain in the centre of the slit S1, while

the lens and the first curved mirror are added one by one. The crystal is roughly placed at Brewster

angle. Optical geometry gives a transversal beam shift position of 8.7 mm from the centre of the

slit S1. A new slit called S2, is centred at the shifted pump beam close to S1. The use of S2

allows a coarse alignment of the Brewster angle of the crystal. The position of the pump beam

reflected on the surface of the crystal is also verified using an industrial drawing. To finish, the slit

S2 is placed beyond the crystal. The beam alignment should remain in the centre of the slit S2.

A half wave-plate is placed before the lens to set the polarisation of the pump beam horizontal. A
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Figure 5.8: Procedure for pump beam alignment in the crystal. Each optical element is positioned
in turn : the lens (L), the slits S1 and S2, the curved mirror M1 and M2 and the crystal C.
This alignment procedure was adopted after helpful discussion with Garduno Mejia and Catalina
Ramirez from the instituto de Ciencias Aplicadas y Tecnologia in Mexico.

minimization of the reflected beam power indicates an optimized polarisation direction.

Two beam blockers should be set at the trajectory of the beam reflected and transmitted by the

crystal. After verification, the laser pump can be set to high power. As the crystal is at Brewster

angle, the reflectivity of a parallel polarized laser beam, should be minimal. The Brewster angle

of the crystal can be optimized to obtain a position where a minimum of reflectivity is observed.

The horizontal polarisation of the pump beam should be verified beforehand. As the reflectivity

was measured at less than 1 mW (the sensitivity limit of the power-meter), the beam blocker was

removed.

Now, that the pump laser alignment inside the crystal has been optimized, the next step consists

in the generation of the CW and ML Ti:sa laser.

5.4 The linear cavity

5.4.1 CW and ML regime : Generation procedure

The home-made linear cavity resonator is represented schematically in the figure 5.9. This linear

laser has an X shape.
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Figure 5.9: Schema of the linear X cavity. M1 and M2 are two curved mirrors with focused length
of 50 mm. M3, M4 are high reflective flat mirrors. P1, P2 are SF10 prisms. L is the pump focus
lens. The semi and quarter waveplates are represented by λ/2 and λ/4. The arm lengths of the
cavity are given by L1 and L2. The OC represents the output coupler of the cavity.

The alignment procedure to obtain the CW laser regime consists in superposing on each mirror

the spontaneous light emitted from the crystal. At this step, the cavity mirrors are not aligned for

perfect superposition of the spontaneous light beam (which can be seen at the outset). As a results,

two spots should be observed with an IR camera after the output coupler. The first spot is due

to the direct emission from the crystal through the output coupler while the second spot, which is

slightly weaker, is due to the transmission of light after one round-trip in the cavity. The CW laser

regime should start when the two counter propagating fluorescent beam are superposed. If the CW

laser regime does not start, this is likely to be because the cavity is in an unstable configuration.

The stability of the cavity is strongly dependant on the position of the crystal, the position and

tilt of mirrors M1, M2, their focal length and the length of the cavity. The stability zone can be

easily calculated using the matrix ABCD and the Gaussian beam formalism (see section 4.4.4). It

is easier to generate CW laser in the middle of a stability zone. After optimisation of the stability

zone position, the CW regime should start. Adjustments to the vertical and horizontal positions of

the laser beam on each mirror can then be done to optimize the IR output power. Then the mirrors

M5 and the OC can be set up and the procedure is iterated. The output laser power should be in

the range of 10 % of the laser pump power.

The mode-locking regime was obtained by means of a perturbation applied on the end mirror M4 of

the cavity. The perturbation was induced by a vibration applied by a piezo-electric element glued

to the back of the mirror. A sinusoidal signal was sent to the piezo-electric mirror at about 200
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Hz. The output laser beam was monitored with a fast photo-diode (Biased Si Detector DET10A2,

Thorlabs) and a spectrometer. The spectrometer is a grating AvaSpec-ULS3648 fiber-optic with a

resolution of 1 nm from 200 to 1100 nm.

5.4.2 CW and ML stability zones : Output power optimisation

A way to determine the stability zones is to measure the output power of the laser beam for different

distances between M1 and M2.

Experimentally, the mode-locked regime is present when pulses temporally separated by the inverse

of the repetition frequency frep and a broadening of the spectrum are observed simultaneously on

the fast photo-diode and the grating spectrometer respectively. At the beginning, to start the

mode-locking, it is advised to set the cavity at a high CW output power position. From experience,

it has been seen that it was easier to start the mode-lock regime in the middle of a CW stability

zone regime. Once the CW output power is optimized, the mode-locking procedure can start. To

start the passive mode-locking regime, a mechanical perturbation on one of the cavity mirrors must

be applied. During the experiment a piezo-electric device glued to the back of the end mirror of the

cavity (M5) was used to trigger perturbations on the mirror. The procedure used for mode-locking

was the following :

• 1. CW operation. The cavity is aligned to optimize the CW output power in the middle of

one of the CW stable zone (see next subsection in figure 5.11).

• 2. M4 mirror mechanical perturbation. A vibration is induced to the mirror M4 from a

piezo-electric device glued to its back.

• 3. Mode-locking start. While the mirror is vibrating, the intra-cavity laser beam is manually

misaligned (adjusting the end mirror of the cavity). A reduction of the output power of about

10-20 % should be observed. While modifying the alignment, the signal on the photo-diode

or on the spectrometer is observed.

• If the mode-locking is not achieved at this stage, the second prism can be translated inward

or backward to induce more or less propagation of the laser beam in the dispersive SF10

material. The curved mirror M2 can also be slightly translated. If no mode-locked regime is

observed, the cavity mirrors probably need to be cleaned.

While the cavity was misaligned, we followed the evolution of the laser beam intensity with time was

observed. Some combination of alignment, prism positions and output power led to easier triggering

at the mode-lock regime. Usually, the optimization of the pulse apparitions or the apparition of
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spectrum broadening led to stable mode-locking regime. After optimisation of the alignment of the

pump power and of the position of the lens and crystal, the mode-lock regime could be triggered

without the frequency generator but simply with only a flick on the mirror mount or a slight

translation of the prism P2. The fs regime is unambiguous. The spectrum is obviously broader

and intense pulses separated by 1/frep ns were clearly observed on the photodiode. An example of

a spectrum that was obtained is shown in figure 5.10.

Figure 5.10: Spectrum of the comb laser obtained at a M1-M2 distance of 111,03 mm observed on
a grating spectrometer with 1 nm resolution.

An identification of the stability zone in the CW regime is first realised as presented by the blue

dots of figure 5.11. Then the procedure in three steps given above can be followed to mode-lock the

laser. The stability zone is then measured in the ML regime as showed by the orange dots of figure

5.11. The laser output power are plotted as a function of the two curved mirrors M1-M2 distance

for the CW and ML regime, showing the stability zones of both modes of operation.

The stability map can then be used to experimentally determine the location where the mode-

locking regime is easier to start. The output power for both cases was recorded a few cm from

the output coupler. For each point, the cavity alignment was optimized. For a linear cavity, two

stable zones are observed. In the middle of each stability zone (z = 106.8 mm and 110.55 mm), the

mode-locking regime was much easier to obtain. It can be observed that the mode-locked regime

commenced in the areas where the CW output power was close to maximum. The horizontal error

bar corresponding to the M1-M2 distance was estimated from the translation stage sensitivity.

For the same pump power and same configuration the mode-locked output power was very repro-

ducible after realignment. This was leading to an intensity fluctuation on the optimized ML output

power less than the power-metre RMS measurement uncertainty, which was about 0.1 % of the
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Figure 5.11: CW and ML stability zones of our home-made linear cavity laser. The two vertical
dashed red lines distinguish between the stable and the unstable zone, the unstable zone being in
the middle of the stable zone. The measured output power in the middle unstable zone is not zero
due to the existence of superposed transverse modes. The measurement error on the CW output
power is smaller than the dot.

measured laser power. For assessing the output power repeatability, several scan from 106 to 112.5

mm with one output power optimization per M1-M2 distance were realised. The vertical error bars

have been determined by this procedure.

Unstable zones are delimited by the red dashed lines. It can be hard to determine unstable zone as

there is still laser emission. However, the laser beam was for each time containing only superposed

transversal modes with less than 19 % of the highest output power recorded. The intensity output

power was also very unstable.

The experimental distances of M1 and M2 curved mirrors which corresponds to stable zones of the

cavity are similar to the distances obtained with the numerical simulation (ABCD and Gaussian

beam formalism) presented in chapter 4 (figure 4.14). The realisation of our home-made linear

cavity has permitted to quantify the performance of the laser in a mode-locked regime in terms of

CW and ML output power and stability along M1-M2 distance. In an experimental point of view,

it has also allowed to verify the performance and stability of the optical components of the cavity

(mirrors, crystal, output coupler).

The next step consists in adapting this linear cavity to a bidirectional mode locked laser. The

main structure of the cavity was kept. One folding mirror and two prisms must be added as only

one cavity passage per round-trip is realised by the pulses in the bidirectional configuration. The

development of the ring cavity is detailed in the next section.
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5.5 Bidirectional cavity

5.5.1 Introduction

As the state of the art low phase noise lasers operate at 100 MHz repetition rate (see chapter

3), thus it was decided to set the bidirectional laser frequency repetition around this value. The

repetition rate is controlled by the effective length of the cavity. To have a frequency repetition

of around 100 MHz, the cavity length must be set up at approximately
vg

frep
= 3 meters. vg is the

group velocity of the pulses propagating in the laser cavity.

A diagram of a bidirectional ring laser cavity was given in figure 5.4b and a picture of the cavity is

presented in figure 5.12. It is composed of an optical resonator of 5 highly reflective mirrors (99.8

% for M1 and M2, 99.9 % for the flat mirrors) and an output coupler (90 % reflection), a prism

compressor composed of four SF10 prisms and a 10 mm Ti:sa crystal rod.

Figure 5.12: Picture of the bidirectional Ti:sa laser cavity. The laser cavity is composed of two
curved mirrors (M1 and M2), three flat mirrors (M3 to M5), one output coupler (OC), four prisms
(P1 to P4), and one focusing pump lens (L).

The linear cavity is readily converted to a bidirectional laser cavity. The curved mirrors M1,M2,

111



the crystal pump and lens positions are not modified. The mirrors M4 is moved, and the mirror M5

is added as presented in figure 5.12. The same procedure as for the linear cavity is used to generate

CW laser. The only difference is that as lasing occurs in two directions, 4 fluorescent spots are

observed after the output coupler. For sake of ease, it is better to realise an industrial drawing to

know exactly where the laser is directed through the prisms. To not lose the optimised alignment

of the cavity initially set up, a procedure of prism insertion was applied. P1 and P4 are inserted

in the cavity at Brewster angle so that they cut the laser beam in half. After optimisation of the

laser fluorescence through the prisms, the CW laser emission was propagating along two pathways :

between M5 and OC (red dashed line in figure 5.12) and through the four prisms. Then, the prisms

P1 and P4 were fully inserted so that the laser beam is close to their apexes. It is to note that the

cavity stability is shifted because of the increase in cavity length. Setting the beam incidence angle

on each prism at the Brewster angle is mandatory to minimize cavity losses. Once the stability zone

has been roughly investigated and that the current position is identified, the CW output power can

be optimized.

The objective of this bidirectional KLM cavity is to emit a mode locked laser in two directions

with a tunable frequency repetition difference. The physical principle of this repetition frequency

difference was developed in section 2.4.3. Experimentally, a slight intensity difference must exists

to create a path-length difference in the crystal. This can be achieved by translating the crystal,

the lens or by slightly misaligning the cavity. This aspect was demonstrated experimentally by

Ideguchi et al. [229] and verified in our experiment.

5.5.2 Bidirectional ML generation procedure

In our work, the mode locking regime was always strong and relatively easy to start in the middle

of the stability zone. As for the linear cavity, the output signal is monitored with a photodiode

and a spectrometer. The mode-lock has often been started by hand with a fast translation of the

prisms, even though a perturbation on one of the mirrors can also start it. Several teams have used

these techniques to start the ML regime [229, 275]. Some teams even demonstrated self-starting

mode-locked lasers [297]. Pelouch et al. [294], Kasper et al. [311] and Beddard et al. [312] obtained

self starting ML by using a retro-injection strategy. Often, the ML regime was obtained when the

alignment was not optimized for the CW output power. Difficulties to Mode-lock may come from

micro-dusts sitting on the mirrors.

Experimentally, at first, the ML regime often occurs in one direction. The second direction ML

was obtained by continually translating the prisms and misaligning slightly the cavity without

loosing the ML regime in the first direction. When the two mode-locked directions are in a steady

regime, ∆frep can then be optimized. Ideguchi et al. [313] demonstrated that in a Ti:sa solid

state bidirectional laser cavity ∆frep could be shifted from 0 to 1 kHz by translating the crystal,
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translating the pump lens or by cavity alignment [229]. We obtained experimentally a ∆frep value

from 0 to 450 Hz. These values were obtained by the optimisation of the cavity alignment, the

translation of the prisms P2 and P3 and of the crystal position.

The phenomena of double or triple pulse emission regime can occur as shown in figure 5.13 for one

of the directions of emission. This phenomenon is observable with a spectrometer when the time

delay between the pulses is less than 10 ps. It is also observable on an oscilloscope when the time-

delay between the pulses is higher than 2 ns rise-time of the oscilloscope. When this phenomenon

occurs, it means that the intra-cavity power is higher than the multi-pulse threshold regime [314].

As a consequence the pump power must be lowered or the reflectivity of the output coupler must

be reduced. A more detailed analysis on multi-pulse regime can be found in the study of Reynaud

et al. [315].

Figure 5.13: Observation of multi-pulse regime observed on the spectrum in direction 1. This is
observable after the application of the Fourier transform on two pulses separated from less than 10
ps temporal delay. Above 10 ps, the oscillations on the spectrum are unresolved due to the 1 nm
resolution of the spectrometer.

5.5.3 Characterisation of the bidirectional emission

In the main stable region (from M1-M2 distance of 107 to 110 mm), the output power emission was

superior to 10 % ratio with the laser pump power (5.5 W). This corresponds to approximately 300

mW emitted from each arm. This output power could potentially be increased as it is suggested

in figure 5.14. During the operation of mode-locked regime laser, the output power were close to a

linear increase with the pump power with a factor of 194 mW per W of pump power. The limit of

the pump power was reached before the limit of output power.

A total average of 600 mW at 800 nm is powerful enough to successfully convert the laser pulse

trains to the UV range with doubling or tripling processes.
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Figure 5.14: Evolution of the total bidirectional ML power as a function of the pump power. The
linear curve indicates that potentially a higher output power in a mode-locked regime is reachable
with higher pump power injected in the cavity.

The stability zone of the ring cavity in the CW and bidirectional ML (BML) was investigated. This

is shown in figure 5.15 as the total laser output power as a function of the M1-M2 distance. We

obtained bidirectional mode-locked regime, in the middle of the CW cavity stability zone. This

phenomenon was also observed in the linear cavity configuration. This result is in agreement with

the experimental results obtained by Mejia et al. in 1999 [274] for a ring bidirectional cavity, where

they obtained mode locking regime near the center of the stability zone.

The spectrum obtained in the two directions are shown in figures 5.16 and in 5.17. Sometimes CW

emission can be superposed to the BML spectrum and the two regimes can exist simultaneously. A

way to recognize the CW emission, is to shift the whole spectrum by slowly translating the prisms

and observe on the spectrum narrow straight lines that remains centred at the same wavelength

despite the shifting. The spectrum position can be shifted by translating the P2 and P3 prisms. In

all the spectra presented, only the ML regime was present.

The frequency repetition difference ∆frep was experimentally shifted from 0 to 450 Hz. It was

observed that the higher was the value of ∆frep, the larger was the shift between the centre of

each direction spectrum. At low value of ∆frep (0 to 20 Hz), the spectra in the two directions

have similar shape and width at modest resolution (+- 1nm) as shown in figure 5.16. When ∆frep

reached a value of several hundred, the spectrum center of direction 1 to direction 2 were separated.

Also, the spectral width in one direction was systematically diminished, as shown in figure 5.17 ;

this indicates longer pulse duration. This behaviour was observed in both directions. As a high

value of ∆frep is advantageous for high DCS SNR (see chapter 3) it also means a weak overlap

between the two output spectra. Therefore a trade-off must be made to optimise the SNR of the

spectrometer.
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Figure 5.15: Stability zone of the ring cavity expressed as the output power as a function of the M1-
M2 distance. The total output power corresponds to the sum of the two directions output powers.
The values in the ML regime were considered as 0 when only one ML direction was obtained, or
when the BML regime was not stable enough to remain. Pump power : 5.5 W.
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(a) (b)

Figure 5.16: Spectrum of the comb lasers in the two directions. ∆frep was measured at 8 Hz in a)
and 11 Hz in b). The output power in the two direction were 300 mW in a) and 350 mW in b).
The pulse duration in the two directions were respectively 112(1) fs in case a) and 67(1) fs in case
b). No quantitative relation between the spectrum amplitude and the output power can be made
as it was dependant on the injection angle in the fiber. In the case b, the two narrow lines are part
of the mode-locked spectrum curve.

(a) (b)

Figure 5.17: Spectrum of the comb lasers in the two directions. ∆frep was measured at 380 Hz in
a) and 425 Hz in b). The output power in the two direction were 300 mW in a) and 350 mW in b).
The pulse duration in the direction 1 and direction 2 were respectively 300(1) fs and 130(1) fs in
case a) and 115(1) fs and 386(1) fs in case b). The spectrum amplitude peak shifts at high value
of ∆frep. The amplitude of the spectrum cannot be converted to output power.
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5.6 Measure of the dual comb pulse duration

5.6.1 Description of the interferometric autocorrelator

As the duration of the pulses are in the femtosecond range, their duration is not measurable with

an electronic device such as a photo-diode that has a typical rise time response in the nanosecond

range up to several dozen of picoseconds. The interferometric autocorrelation method allows to

measure the pulse duration in the femtosecond and attosecond range [316]. Compared to the in-

tensity autocorrelation, this method is very sensitive to the pulse shape as it provides a higher

contrasted pattern [317]. This is explained by the fact that the fourth power of the electric field

amplitude is involved. Salin et al. [318] first demonstrated the possibility to record an interfero-

metric autocorrelation figure of a 50 fs laser pulse duration from the second harmonic generation

of a KDP crystal .

The setup of an interferometric auto-correlator is represented in figure 5.18. An interferometric

autocorrelator is similar to a Michelson interferometer. The difference is that the recorded signal

is obtained from the generation of the second harmonic of the recombined pulses.

The incident pulse is separated in two directions by a beam-splitter. A time delay variation is

mechanically introduced along one of the optical paths. The two laser beams are then combined

and focused into a non-linear crystal that is generating a second harmonic laser beam. In this

configuration, when recombined, the two laser beams are propagating through the same light path.

This creates a characteristic interference pattern recorded by the sensor camera. The interferometric

figure shows fast oscillations rate of half the cycle of an optical wavelength. The intensity of the SHG

laser beam is plotted as a function of the time delay. The maximum intensity of the interferometric

signal is reached when the two pulses are coherently perfectly superposed. When the two pulses

are far from each other, and don’t overlap in the non-linear crystal, the sensor camera is recording

the average intensity of the initial pulse. As the camera sensor is sensitive to the light intensity,

the recorded interferometric autocorrelation signal corresponds to the integral of the sum of the

combined electric fields. The mathematical expression is presented in equation 5.1.

Iac =
∫ +∞

−∞
(E(t) + E(t+ τ))4dt (5.1)

E(t) is the electric field of the initial pulse and E(t+ τ) the electric field of the pulse delayed by a

time delay of τ . Iac is the intensity corresponding to the second generation harmonic registered on

the sensor.

One point on the autocorrelation figure corresponds to the superposition of one pulse with a second

pulse time delayed by τ . Hence, it is possible, by scanning the time delay, to superpose the entire
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Figure 5.18: Interferometric autocorrelator schematic. The femtosecond pulses are separated by a
beamsplitter and recombined after a time delayed is induced by a mechanical translation to one
direction of pulses. The pulses are recombined and focused in a nonlinear crystal that generate a
second harmonic (SHG) signal. The intensity of the signal is recorded on a CCD camera.

pulse with itself and thus to retrieve the entire autocorrelation figure. From this figure can be

determined the duration of one single pulse emitted by the cavity. An example of the envelope of

an autocorrelated signal that is low pass filtered is presented in figure 5.19.

5.6.2 Measure of the pulse duration of the dual comb laser

The instrument used for measuring the pulses duration is an industrial TPA ultrafast autocorrelator

from Angewandte Physik und Elektronik (APE). The interferometric signal was fitted either with

a Gaussian or with a secant hyperbolic function. The FHWM of the interferometric signal is noted

τautocorr. The pulse duration is obtained with the following relation : τpulse = 0.648× τautocorr for

a sech fit and τpulse = 1√
2
× τautocorr for a Gaussian fit. An example of the interferometric trace

is presented in figure 5.19. A numerical low pass filter is applied to the interferometric signal,

removing the fast oscillating fringes.

The prisms P2 et P3 were translated over 2 mm while the duration of the output spectrum in

both directions were measured by the auto-correlator. As illustrated in figure 5.21, we observe that
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Figure 5.19: Envelope of the interferometric autocorrelation figure recorded with the interferometric
autocorrelator (blue curve). The FWHM of an hyperbolic secant best fit (orange curve) permits
to determine the duration of the pulse which was about 94.3 (1)fs. A numerical low pass filter
is applied to the interferometric signal, removing the fast oscillating fringes. The FWHM of the
filtered interferometric signal corresponds to the FWHM of the temporal envelop.

the pulse duration range from 70 to 110 fs. We also observe that the duration of the pulses from

direction 2 is systematically higher than for pulses in direction 1. We also note that the duration

of the pulses were continuously shifted during the translation of the prisms P2 and P3 over 2 mm

from 70 to 110 fs. This is shown in figure 5.20. The duration of the pulses were continuously

shifted without loosing the mode-locked regime operation. A minimum of pulse duration, for the

two directions is observed between 6 and 6.50 mm. For the lower prism positions, the global GDD

is positive (more insertion of prism material) which means that the higher frequencies contained

in the pulse are slower than the lower frequencies. Past this minimum, for higher prism positions

values, the global dispersion becomes negative (lower frequencies component is slower than the

higher frequencies component). In almost all the cases, the duration of the pulses were higher in

the direction 2. This observation is explained by the configuration of the laser cavity (figure 5.12).

Indeed, in the direction 1, the laser pulses are temporally compressed by the prisms just before

exiting the cavity whereas in the direction 2, positive dispersion is induced by the crystal and the

propagation in the air before exiting the cavity. This is in agreement with similar results obtained

by Curley et al. [319] where they obtained different pulse durations at the two opposite exit of a

Ti:sa laser cavity.

It is possible to modify the emitted pulse duration by translating the prisms but also by translating

the crystal, the curved mirrors or by modifying the cavity alignment. The available range of pulse

119



Figure 5.20: Evolution of the pulse duration as a function of the P2 and P3 prism position. The
pulse duration were measured by means of an interferometric autocorrelator. The higher values of
the prism positions corresponds to an increase of the negative dispersion induced (i.e withdrawal
of the prisms).

duration emission was scanned. For each pulse duration measurements using the auto-correlator,

the spectrum was recorded. The Fourier limit pulse duration obtained from the spectrum was then

compared to the measured pulse duration. The spectrum width was obtained from the FWHM of

a Gaussian fit. The Fourier Transform limit corresponds to a pulse with zero dispersion and no

distortion. The Fourier transform limit is obtained from the spectrum using the following relation

: ∆ν × τpulse = 0.441. ∆ν corresponds to the FWHM of a Gaussian fit applied to the spectrum.

The comparison of the duration of the pulse as a function with the Fourier limit pulse duration

is presented in Figure 5.21. The lowest attainable duration time that was obtained from the

dual comb laser source was 59 fs. A direct relation can be made between the pulse duration and

the Fourier transform duration limit. The pulses durations from the direction 1 are close to the

Fourier limit pulse duration (it is in the error bar range of the measured FT limit pulse duration).

However, a measurement bias must exist as the pulses duration obtained from the auto-correlator

appears systematically lower than the determined Fourier limit duration. Longer pulse duration are

expected in the direction 2 during the measurement made of figure 5.20 as seen by the systematic

pulse duration in the two directions presented in figure 5.21.
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Figure 5.21: Evolution of the pulse duration as a function of the pulse duration limit obtained from
the spectrum width. The pulse duration were measured by means of the interferometric autocorrel-
ator TPA ultrafast autocorrelator (APE). The error on the pulse duration Fourier transform limit
determine comes from the grating spectrometer resolution of 1 nm.

5.7 Conclusion

The realisation of a free-running KLM bidirectional cavity laser was detailed in this chapter. First,

the stability of several optical tables in different rooms were assessed using a Michelson interfero-

meter. Then the laser setup of the linear and ring cavities were presented. The pump alignment

procedure, the CW and ML laser regime generation of the two cavities were then presented. The

Kerr-lens mode-locking was obtained and the stability of the cavity was scanned for the CW and

ML regime. The stability map in the CW and ML regime were plotted for the linear and ring

cavities. In the four cases, the output power was superior or in the range of 10 % of the pump

power. The procedure to realise the bidirectional cavity from the linear cavity was presented.

The frequency repetition difference ∆frep between the two pulse trains emitted was experimentally

scanned from 0 to 450 Hz. The pulses duration was controlled by the position adjustment of the

prisms, the crystal and the cavity alignment. The relative coherence of the two emitted radiations

will be determined "a posteriori" via the Dual-comb spectrometer. We will show in the next and last

chapter of this thesis that such a coherence has been observed over a time duration of at least 330

ms. The firsts spectroscopic results obtained from this single bidirectional cavity will be presented

in the next chapter.
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Chapter 6

Preliminary results using the DC

spectrometer: Validation and

perspectives

The first dual comb spectroscopic measurements using the home-made bidirectional ring cavity

laser source are presented in this chapter. A FP etalon with known spectral characteristics and

O2 absorption spectra serve as reference for evaluating the DCS’s performance, since O2 presents

a large absorption coefficient ([O2]×σO2 , with σO2 the absorption cross-section of O2) at 760 nm

spectrally close to the strongest emission from the Ti:sa laser source. Thus, the quantification

of the relative coherence, the spectral resolution and the accuracy of the DCS method using our

home-made laser source were assessed. The setup represented in figure 6.1 was designed to do this.

The sample element represents either the Fabry-Perot etalon or the optical path in ambient air.

For assessing O2 transitions, the optical path is increased up to 7 meters before the photo-detector.

In all our measurements, the two pulse trains are co-propagating through the transmitting medium

(symmetric geometry) which increases the signal to noise ratio (SNR) and contributes to further

decrease the amplitude and phase noise induced by the turbulences of the atmosphere. The temporal

trace of the interferogram is acquired using a Si photodetecteur connected to a trans-impedance

amplifier (femto®model DHPCA-100 with a gain of 103 V/A, BW 80 MHz, AC). A low pass filter

(Minicircuit; passband 48 MHz; loss 3 dB at 55 MHz) with a frequency cut of 48 MHz avoids

possible aliasing effects from the down sampling of higher frequencies. The signal is digitalized

by an A/D fast acquisition card (Model M4i.4450-X8-exp, 14 bit transient recorder, Bandwidth

1 GHz, voltage resolution 250 µV at +/-2V range). The DCS results presented in this chapter

are the first measurements using our home-made laser source. All the spectra were obtained from
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Figure 6.1: DCS experiment setup. The bidirectional laser cavity emitting in two directions are
superposed by using a beam splitter (BS). The two lasers propagate through a transmitting element
called sample before being recorded by a photo-detector (PD). LPF is an electronic low-pass filter.

the Fourier transform of non-averaged temporal traces and without the use of any post-processing

protocol. In future work, averaging protocols will be used to increase the signal to noise ratio of

the retrieved absorption transition lines amplitude.

In the first section is presented the spectral and temporal characterisation of the DCS using the

home-made laser source. The determination of ∆fCEO, the precision on the parameters ∆frep

and frep and the relative coherence between the two combs are assessed. In the second section, a

first spectroscopy experiment using the DCS laser source is demonstrated from the determination

of the free spectral range (FSR) of a Fabry-Perot (FP) etalon. In section 6.3, the electronic and

ro-vibrational absorption transitions of O2 at 760 nm retrieved by DCS are presented. Detection

and post-processing methods are presented as a perspective to improve the signal to noise ratio of

the DCS method.

6.1 DCS spectrometer characterisation

First the interferogram is detected a few cm after the superposition of the two laser pulse trains.

This corresponds to the setup shown in figure 6.1 without any sample. The two laser beams are

precisely superposed on the beam-splitter and the photo-diode. The superposition of the two laser

pulses on the photo-diode requires a precision of several µrad and a few µm in terms of angle and

position respectively. Once the alignment has been achieved, series of interferograms can be detec-

ted.

124



Description of the temporal trace

The recorded temporal trace is presented in panel a) of figure 6.2.

Figure 6.2: (a) DCS temporal trace (b) Zoom on a centerburst of one interferogram (c) Zoom
on the base-line perturbation that reproduces periodically over one interferogram range of time.
Sampling rate : 125 MHz

In the center of each interferogram can be observed centerbursts (zoom on the panel b)) which

correspond to an overlap on the beam-splitter of the two pulses from direction 1 and direction 2

where the temporal delay between them ranges from 0 to approximately the duration of the laser

pulses (
√

(2) × 100 femtoseconds). From either part of these centerbusts, the nearly flat signal

corresponds to a situation where the two pulses do not temporally overlap but "echoes" due to an

absorbing element can eventually be seen. The base-line of the temporal trace reaches 0 V as the

signal is recorded with the transimpedance amplifier in AC mode. We also observed a periodic

perturbation on the base-line : it consists in a small but prompt decrease in the signal followed by

an exponential decay-like recovery. A zoom of this phenomenon is showed in the panel c) in the

figure 6.2. The temporal duration between the perturbation onset and the zero path delay (center-

burst) agrees well with the time delay between the time when the pulses meet in the crystal and

the time when they are superposed in the beam-splitter. This perturbation can be attributed to a

gain depletion effect when both laser pulses overlap inside the Ti:Sa crystal. Further investigations

are under-way to precisely quantify this observation.
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Description of the RF spectra

RF spectra were obtained from the FFT applied over a truncated part of the temporal trace (figure

6.2). The FFT applied over one, two and nine interferograms of the temporal trace are represented

in figures 6.3, 6.4 and figure 6.5 respectively. As developed in section 2.3.2, the spectral increment

of the retrieved RF spectra is equal to the inverse of the truncated temporal window duration where

the FFT was applied. The analysis of these spectra allows the evaluation of the relative coherence

between the two combs.

The RF beat notes start to appear from the FFT applied over two full interferograms. To be

clearly distinguished, the spectral increment must be lower than half of the RF spectral spacing

(to have two points per beat note) corresponding to ∆frep (≈ 107 Hz) in the RF domain. In figure

6.4, the spectral increment is 62.5 Hz which is not sufficient to reproduces the RF beat notes. At

nine interferograms, the beat notes are fully resolved and the spectral spacing ∆frep can be clearly

identified. A high relative coherence between the two laser combs is deduced from the retrieval of

the beat notes in the RF spectrum from the FFT over a 9 interferogram (73 ms).

Figure 6.3: RF Spectrum obtained from the FFT applied on one truncated interferogram (repres-
ented in panel b of figure 6.2) over 150 µs (spectral increment of 6.6 kHz).

Spectral modulation can be observed on the spectrum represented in figure 6.5, this might be

caused by frep, ∆frep and ∆fCEO fluctuations.

It can be noted that the position of the spectrum in the RF domain between 0 and frep/2 depends

on the values of frep, ∆frep and ∆fCEO as explained in chapter 2.

As a results, to determine accurately the position of the spectrum in the optical domain from the

RF spectrum, the values of frep, ∆frep and ∆fCEO must be known. The equation given in equation

6.1 is used to rescale the RF spectrum towards the optical domain :
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Figure 6.4: Panel a : RF Spectrum obtained from the FFT applied on two interferograms (of the
figure 6.2 over 16 ms, spectral increment of 62.5 Hz). Panel b : Zoom over one part (red square)
of the RF spectrum.

Figure 6.5: Panel a : RF Spectrum obtained from the FFT applied over nine interferograms
corresponding to the figure 6.2) over 73 ms (spectral increment of 13.6 Hz). Panel b : Zoom over
one part (red square) of the RF spectrum. The spectral spacing of ∆frep (107 Hz) indicates that
the beat notes are resolved.

νopt1 = k × frep × a± (νRF −∆fCEO)× a+ fCEO1 (6.1)

This equation can be determined from the equation 2.18 or 2.20 (see chapter 2) combined with the

comb equation νopt1 = mfrep1 + fCEO1 of laser 1. We will drop the subscript "1" in the following
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for easier reading. νopt represents the optical frequencies, k represents an integer value (number

of schema, see chapter 2), νRF are the RF frequencies, a is the scaling factor (a = frep/∆rep) and

fCEO1 is the carrier envelope offset frequency of the first comb laser.

First, the frep and ∆frep values must be determined to rescale the RF spectrum towards the optical

domain.

frep and ∆frep determination

The parameters frep and ∆frep of the home-made laser can be accurately determined from the ana-

lysis of the full temporal window (panel a) of figure 6.2). This full temporal window corresponds to

the retrieval of 9 successive interferograms which has a temporal duration of 73.718 ms. frep was

measured using a 125 MHz bandwidth temporal trace, which provides a value at 10 Hz accuracy

limited by acquisition memory depth. frep was determined at 118.2857(25) MHz. The determina-

tion of the optical frequencies is limited by the uncertainty of ∆frep as we will show below. As a

results, the determination of frep with a better uncertainty than 2.5 kHz is not necessary.

The value of ∆frep was retrieved by two methods. The first method consists in measuring the

temporal distance from the centerbursts which are separated by ∆frep. The position of each in-

terferogram is determined from the position of the Gaussian envelope maximum fitted to each

centerburst as presented on figure 6.6. The positions of each centerburst of the nine interferograms

are given in panel a) of figure 6.7. The standard deviation of the residuals with the interferogram

center position linear fit (showed in panel b)) defines the uncertainty of ∆frep. From this method,

∆frep was determined to be 107.12 +- 0.03 Hz.

The second method to determine ∆frep consists in determining the spectral spacing of the RF beat

notes from the spectrum of the registered temporal trace (panel a) of figure 6.2). The correspond-

ing RF spectrum obtained from a direct FFT without averaging is presented in panel b) of figure

6.5. A good stability of the laser source is demonstrated by the distinguished beat notes retrieved

from the FFT applied over several dozen ms. A second Fourier transform is then applied to this

spectrum to determine the value of ∆frep. The result is presented in figure 6.8. The fluctuations

of ∆frep can be seen by the lower peaks on either sides of the central peak. ∆frep was evaluated

from the central peak position of the direct FFT applied on the spectrum at 107.12 (5) Hz. As

showed by the figure 6.8, the two methods provide a similar result on the determination of ∆frep.

The scaling factor a (cf section 2.2) is thus determined to be a = frep

∆frep
= 1 104 235(110).
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Figure 6.6: Representation of the Gaussian envelope of the centerburst of one interferogram (dashed
black line). The summit represented by the red cross indicates the center position of the centerburst.

Figure 6.7: Determination of ∆frep from the period between each centerbursts of the temporal
trace presented in panel a) of figure 6.2. a) Positions of each interferogram center (blue dots) fitted
with a linear function (red line). b) Residuals of each interferogram position with the linear fit.
The standard deviation is indicated by the red dashed line (2.4 µs) and represents the uncertainty
of the period.
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Figure 6.8: Fourier Transform applied to the spectrum of panel b) of figure 6.5 (FFT of nine IGMs).
After FFT of the panel b) of figure 6.5, the x axis obtained is homogeneous to a time scale and
its inverse is represented on the x axis to obtain the temporal frequency in Hz. The less intense
peaks from either sides can be attributed to fluctuations of ∆frep. The blue dot represents the
∆frep value determined from the first method.

130



Retrieval of the laser emission envelop using DCS

The absolute value of ∆fCEO is not obtained from a direct measurement. Its value can be estimated

from the rescaling of the DCS spectrum RF frequencies to the optical frequency domain when

superposing the normalised DCS spectrum with the normalized product of the spectra of both

trains of pulses measured with a grating spectrometer (see figure 6.9). The grating spectrometer

(AvaSpec®, 0.9 nm spectral resolution) is placed at the position of the beam blocker of figure 6.1).

The spectrum corresponding to each laser direction is recorded individually.

Figure 6.9: Normalized spectra of the two pulse trains directions measured with a grating spec-
trometer (direction 1 - orange trace and direction 2 - blue trace), of the multiplied spectrum
(dir1× dir2 - red trace) and of a spectrum obtained from FFT (green trace) applied on one trun-
cated interferogram (see figure 6.3). The multiplied normalized spectrum (red trace) has a similar
width and shape as the DCS spectrum. The central position of the green trace was adjusted using
the free parameters ∆fCEO and k.

The carrier envelope offset frequency difference between the two lasers ∆fCEO was estimated to be

4.9(4) MHz (with k = 3) using the rescaling equation 6.1 and the superposition of the DCS spec-

trum with the spectrum retrieved from the grating spectrometer. This determination of ∆fCEO is

limited by the resolution of the grating spectrometer (500 GHz at 800nm). This translates into a

resolution in the RF domain of 500/a GHz (≈ 450 kHz). The DCS spectrum width matches the

spectrum obtained from the grating spectrometer very well, confirming the correct determination

of the scaling factor a.
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Discussion on the relative coherence

We were able to retrieve resolved RF beat comb notes from the FFT applied on a temporal trace

over up to 330 ms of acquisition time without averaging. This measure was made without any

active phase stabilisation. This demonstrates the high relative coherence between the two pulse

trains over several hundred ms. The actual limitation of this duration is due to recording process

that currently limits the maximal sample point at 5.107 which translates to a total duration of

5.107/fsample. Therefore, even longer temporal coherence is expected. It is worth mentioning that

this relative coherence time of 330 ms is already larger than the existing state of the art free running

Ti:sa laser sources (<100 µs [170, 229]). As a comparison, Coddington et al. [199] obtained 3 s of

relative coherence time between the two lasers using an active stabilisation system where the combs

are locked to a stable reference (see chapter 2). The relative coherence time of the DCS home-made

laser beam will be further investigated to determine the exact mutual coherence limitation of the

developed laser source.

6.2 Fabry-Perot spectroscopy

A DCS experiment was performed using a Fabry-Perot (FP) etalon as a sample. The experimental

set-up is presented in figure 6.10. The geometry of the set-up corresponds to a symmetrical config-

uration where the two laser beams emitted from the laser sources are co-propagating through the

FP etalon and are then focused on a photo-diode which records the interferogram.

Figure 6.10: Experimental setup of a DCS applied on a Fabry-Perot etalon. BS, FP and PD stand
for respectively Beam-Splitter, Fabry-Perot and Photo-Diode.

A 100 µs temporal trace recorded by the PD and centred in the centerburst of the truncated

interferogram is presented in panel a) of figure 6.11. From either side of the centerburst can be

observed similar but weaker features that are due to the extinction function of the FP, the so-called

"echoes" in the temporal trace (see Chapter 2).

The FFT of this interferogram is represented in panel b). The frequency fringe pattern of the

RF spectrum is due to the periodic constructive and destructive interferences created by the FP
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Figure 6.11: (a) Interferogram trace of 100 µs obtained in a symmetric geometry experiment with
a Fabry-Perot etalon. (b) Spectrum obtained from the FFT of the interferogram trace. This figure
corresponds to the expected convolution between the spectral laser intensity and the transmission
of the Fabry-Perot. (c) Zoom of the spectrum (blue line) rescaled in the optical domain fitted
with the simulated free spectral range transmission expression (red line) of the FP etalon. The
expression is given in equation 6.2

etalon. The global shape of the spectrum corresponds to the theoretical simulation of a transmission

spectrum of a Fabry-Perot multiplied by a Gaussian envelope spectrum of the pulse. Panel c) of

figure 6.11 shows the measured transmission of the FP etalon in the optical domain fitted to

a conventional theoretical expression of the FP etalon transmission Te given in equation 6.2 after

removal of the Gaussian envelope plus a baseline offset correction value [320]. The optical spectrum

presented in panel c) of the figure was obtained from equation 6.1 as described in section 6.1 from

the RF spectrum of panel b).

Te(ν) =
1

1 + Fsin2(φ)
(6.2)

Where F = 4R
(1−R)2 with R the reflectivity of the FP mirrors, φ = 2π(ν−ν0)

∆νF SR
, ν is the laser frequency,

ν0 corresponds to a frequency offset, ∆νF SR is the free spectral range. The fitting function (red

trace) agrees well with the experimental data observed in panel b) of figure 6.11. The finesse

is approximately 30% and the free spectral range of the FP etalon was estimated at 73.739(1)

GHz from this fitting algorithm. The uncertainty (1 MHz) has been estimated from different

choices in the fitting procedure (using different guess/starting values). Note that the FSR relative

uncertainty (1.10−5) obtained is one order of magnitude better than the relative uncertainty on

the scaling factor a (1.10−4 and presented in section 6.1). This would indicate a better stability of

∆frep on the timescale of a single interferogram.
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The retrieved FSR value from the DCS experiment agrees within 2σ standard deviation with

the FSR reported by the constructor 75(1) GHz. The exact value of the FSR depends on the

position of a Piezo element that sets the distance and alignment between the mirrors and on the

laser injection angle. A precise (≈ 10 MHz precision) determination of the FP-FSR using another

optical instrument is in progress to confirm the absolute value obtained from the DCS experiment.

It is worth emphasizing that the developed laser source gave a highly precise determination of

relative frequencies (1 MHz) in a very short acquisition time (100 µs) without implementing any

active stabilization technique.

6.3 O2 spectroscopy

Dual comb spectroscopy was performed using the home-made laser source to measure the concen-

tration of a gas-phase absorber in an open-path environment. O2 turns out to be the ideal molecule

for this first molecular spectroscopic measurement. It is an abundant molecule in the ambient air

(≈ 5.1018molecules.cm−3), and absorbs the light at 760 nm which lies within the Ti:sa fundamental

range of emission. The positions of its absorption transitions are represented in figure 6.12. They

were obtained from Hitran 2016 database [321].

Figure 6.12: Absorption cross-sections in the O2 A band, b1∑+
g ← X3∑−

g (0, 0) between 758 and
769 nm. Data were taken from the Hitran database [321].

The set-up consists in a symmetrical geometry configuration where the two superposed pulse trains

are propagating through an ambient indoor atmosphere before being focused on a photo-detector.

The arrangement is represented in figure 6.13; the optical path length was set at 7 m.
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Figure 6.13: Schematic representation of the Dual-Comb Spectroscopy for detection of ambient
indoor O2. BS and PD indicate respectively beam-splitter and photo-diode.

The RF spectrum retrieved from the DCS measurement is presented in panel a) of figure 6.14.

The spectrum was calculated from a FFT applied on a single interferogram truncated to 5,4 ms

duration (∆frep = 20 Hz). This duration was chosen because a compromise was made between

the spectral increment (185.2 Hz) and the spectral noise on the RF spectrum. The O2 transition

lines can be observed between 0.4 and 0.6 MHz in the RF spectrum. The strong peak at 0.26 MHz

in the RF spectrum may be explained by electronic noise. Further investigations will be made to

understand this narrow spectral peak.

Figure 6.14: (a) DCS spectrum propagating through an optical path of approximately 7 m in air.
The features observed on the left part of the spectrum are O2 absorption lines. (b) Comparison
of O2 line positions measured with DCS (baseline removed) and reference values obtained from
Hitran database.

Panel b) of figure 6.14 shows the differential spectrum of O2 superposed with the calculated spectral

absorption lines (determined from absorption cross-sections taken from the Hitran database). The

differential spectrum corresponds to the spectrum of O2 obtained from the retrieved DCS spectrum

(panel a) of figure 6.14) after baseline removal using a Tchebychev polynomial function. The

optical frequencies of the laser modes can be obtained with a precision of 500 GHz using the

equation 6.1 (limited by the resolution of a grating spectrometer, see section 6.1). However, the

high coherence over one truncated interferogram duration of the laser system allows far better
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spectral calibration of the DCS RF spectrum using the well-known markers from O2 absorption

around 760 nm. A linear fit was used to calibrate spectrally the experimental DCS RF spectrum

to the optical domain as illustrated in panel a) of figure 6.15. The assessed linear fit of equation

νopt = 6.158.106 × fRF + 390.92 THz provides secondary calibration for the DCS RF spectrum. As

presented in the panel b) the residual standard deviation between the experimental frequency

point and the linear fit is about 850 MHz. This frequency precision agrees with the resolution

of the experiment which is taken from the inverse of the duration time of the temporal trace

(1/5.4ms× a ≈ 1GHz). This demonstrates that an accurate absolute calibration of the optical

frequencies from the RF frequencies is possible using a molecular reference.

We also determined that the relative absorption intensity of the transition lines agrees within 2.5%

with their theoretical relative intensity.

Figure 6.15: a) Linear calibration of the spectral absorption transition lines position frequencies
retrieved from the DCS method by using the absorption cross-section obtained from Hitran data-
base. The calibration linear fit equation was determined as νopt = 6.158.106 × f + 390.92THz b)
Residual of the position of the DCS as a function of the position given by the best calibration fit
determined from panel a). The two horizontal red dashed lines represent the standard deviation of
the residuals (0.86 GHz).

A signal to noise ratio of the retrieved transition lines of 6 is estimated. The concentration of

O2 averaged along the optical path was established using the Beer-Lambert law that takes as

parameter the absorption cross-section obtained from the Hitran database. The result of the fitting

algorithm gives O2 mixing ratio of 0.24(5)% which agrees with the expected value around 0.21%.

An uncertainty of 20 % on the average concentration of O2 was estimated. This uncertainty level

on the concentration is mainly due to an ill determined base-line level where oscillations higher

than the statistical uncertainty of the base-line (determined without absorption) are observed (see

b) of figure 6.14). The statistical noise is attributed to laser intensity fluctuations and consequent

intensity noise due to ∆frep and ∆fCEO fluctuations. The observed perturbation on the base-
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line has not been attributed yet as these firsts results are preliminary and they will be further

investigated in a near future.

6.4 Perspectives

To access molecular transition in ambient air in the UV range, it will be necessary to frequency

double and triple the current home-made laser source. The options for doing this are presented

below, but successful outcome clearly requires an improvement of at least one order of magnitude

in the signal to noise ratio in the DCS spectrum observed at 760 nm (see section 3.3.2), either

through improved detection strategies, or optimized post-processing.

UV generation

The generation of the laser pulses in the UV range and specifically at 308 nm, will allow the

realisation of DCS to monitor UV absorbing molecules. First harmonic generation of UV laser was

achieved using a Multiharmonic Generator (Model ATsG-O-800 Avesta project). It uses second

harmonic generation (SHG) to obtain the doubled frequency (375-450 nm), and a sum frequency

generation (SFG) process to obtain the tripled frequency (250-310 nm). A schematic of the multiple

harmonic generation principle is given in figure 6.16.

Figure 6.16: Harmonic generation system. Frequency doubling and tripling are achieved using two
BBO crystals. The fundamental laser beam has a wavelength of 800 nm (red line), the doubled
beam has a 400 nm (blue line) and the tripled laser beam is at 270 nm (purple line). A dichroic
mirror (DM) is used after the generation of second harmonic to separate the fundamental and the
SHG laser beams. These two radiations are then used to generate a laser radiation at 270 nm by
sum frequency generation.

The tripling frequency (270 nm) from a fundamental laser beam (800 nm) is generated following

two steps. The first step consists in the generation of a SHG by focusing the pulsed laser inside

a BBO crystal. The BBO crystal is tilted to optimize the phase matching which maximise the

SHG laser power. Then, in a second step, the fundamental and SHG laser radiations are used to

generate a radiation with a frequency that corresponds to the sum of the fundamental and the
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doubled laser frequencies. This is realised by SFG in a second BBO crystal. The phase matching

is also optimized which maximise the output power of the 270 nm radiation.

125 mW of second harmonic generation laser at 400 nm was obtained from a fundamental laser beam

injected at 800 nm, with 600 mW and approximately 100 fs pulse duration. This corresponds to a

conversion rate of 21 % which is in agreement with the constructor values (20-25%). Third harmonic

generation was obtained experimentally with a very low value (< 1 mW). More investigations are

currently under progress to reach the constructor tripling efficiency performance (3-10%). These

results represent our first steps towards UV-DCS.

Balanced detection

Balanced photo-detection consists of taking ratios or differences between correlated input signals,

and amplifying the results eliminating the random noise and extracting small variations from the

noise ground. The two detected signals are relatively phase shifted of π which allow their difference

to highlights the signal and cancel the statistical fluctuation (due to noise). This results in an

increase of the signal to noise ratio. Figure 6.17 illustrates the principle of balanced detection that

will be set up in a near future in our set-up.

Figure 6.17: Schematic of a balanced detection. The two laser beams initially emitted from the
bidirectional laser source are combined together and emitted towards the absorbing medium. Then,
the signal is split towards two similar photo-detector. One of the two signals is phase-shifted of π.
The difference applied on the two recorded signal removes the random fluctuations (due to statistical
noise) while the signal is amplified by the trans-impedance amplifier, filtered and digitized.

As presented in chapter 3, Newbury et al. [237], show that the spectral relative intensity noise (RIN

see 3.2.1) is reduced by a factor of 2 when using balanced detection. Truong et al. [322] used a

similar method where two orthogonal polarised combs are detected on two PD which reduce the

laser relative intensity noise of up to 4 dB higher than the detector shot noise limit.
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Correction of fluctuations and averaging

The fluctuations on frep, ∆frep and ∆fCEO (leading to timing fluctuations and carrier-envelope

phase variation) limit the mutual coherence time between the two combs, which results in fine to a

reduction of the spectral resolution and an increase of SNR. Methods such as real-time adaptative

sampling method can be used to correct timing fluctuations and carrier-envelope phase variation.

Once the temporal trace corrected, it is then possible to average the temporal trace using averaging

coherent protocol to improve the signal to noise ratio of the DCS. These methods were presented

in chapter 2.

∆fCEO fluctuations can be corrected using for example Forman-Vanasse phase correction [323] by

post-processing the interferograms with a phase correction algorithm. Fritsch et al. [226] demon-

strated that the spectral SNR and spectral resolution could be significantly improved using this

post-processing method for a dual comb spectroscopy measurement. Hebert et al. [221] developed

a self-correction algorithm that extract and correct ∆fCEO and ∆frep fluctuations. From this

compensation, they could reach the spectral resolution limit (corresponding to the inverse of the

temporal window ; initial spectral resolution 30 times larger) with a SNR of about 30 dB higher

compared with initial spectrum.

6.5 Conclusion

In this section were presented the first DCS measurements using the home-made bidirectional Ti:sa

laser source. First, the parameters frep,∆frep and ∆fCEO of the dual comb were experimentally

determined with an uncertainty of 2.5 kHz, 0.03 Hz and 400 kHz respectively. A high relative

coherence between the free running pulse trains was observed along up to 330 ms of acquisition time

which demonstrates a high stability of the laser source. The DCS method has allowed the retrieval of

the free spectral range of a Fabry-Perot etalon with an accuracy of 1 MHz in 100 µs of acquisition

time. The transition absorption lines of the ambient molecule O2 was retrieved with a spectral

resolution better than 1 GHz in 5,4 ms. The stability and the high relative coherence demonstrated

by the laser radiation source seems highly promising for further spectroscopic measurements. The

signal to noise ratio can be improved by using detecting method such as balanced detection, and

by using post-process algorithm that compensates the fluctuations of DCS parameters.
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General conclusions

The objective of this project was to realise a bidirectional TiSa laser cavity that is able to generate

two pulse trains and measure atmospheric trace gases concentration in the UV range by dual-comb

spectroscopy. First was assessed the feasibility of the UV-DCS in real atmospheric conditions,

then a bidirectional mode-locked laser cavity was experimentally realised and the firsts dual-comb

spectroscopic measurements were presented.

The first step of this project consisted in a numerical simulation work on the feasibility of the dual-

comb spectroscopy in the UV range. Harmonic generation from a TiSa mode-locked laser cavity

has been identified to be the current most adapted laser source to realise DCS in the UV. To be

immune to the atmospheric turbulences, ∆frep value was determined to be necessarily set higher

than 130 Hz. The signal to noise ratio of UV-DCS was determined to be limited by the relative in-

tensity noise of the laser source. Using this laser source, the DCS appeared to be highly relevant to

monitor atmospheric gas of interest in the UV range : it is an in-situ remote sensing method, free of

sampling retrieval, immune to atmospheric turbulences and according to our simulations it reaches

similar sensitivity than the existing detection methods. UV-DCS is particularly competitive when a

broad spectral range is necessary. Experimental DCS measurement in the UV should confirm that

the propagation of a UV laser beam with the given average power is producing negligible radical

OH in the optical path. This numerical study is preliminary to future experimental demonstrations

of atmospheric trace gases remote detection using the UV-DCS.

Following this numerical study, the laser source was realised in our laboratory. First, the cavity

design was investigated. The advantage of the generation of two laser beams from a single cavity is

a high mutual coherence between the two pulse’s trains which allows the design of a simpler config-

uration and a more compact instrument. The theoretical background of a mode-locked TiSa laser

in a bidirectional configuration as well as the conditions needed to start the mode-locking regime

were presented. A design of the laser cavity was realised to compensate for the loss of intra-cavity

power that can be created by astigmatism or non-optimized Brewster angle of solid intra-cavity
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transparent elements (crystal, prisms). A numerical study on the dispersion compensation created

by a prism compressor allowed to optimise the prisms positions and therefore the net cavity dis-

persion needed to obtain a mode-locked regime. The stability of the laser cavities in a linear and

a ring configuration were also numerically computed.

The experimental realisations of a linear and a ring laser cavity configuration allowed to verify

experimentally the results on the cavity dispersion, the output power and the cavity stability ob-

tained numerically. The measured output power of the mode-locked pulsed lasers was 700 mW

which corresponds to a value higher than 10 % of the pump power. The output ML power avail-

able is currently limited by the pump power (5.5 W), but our experiments show that a higher ML

output power is expected with a higher pump power. This is expected to provide enough power

for generating 15 mW around 300 nm after a frequency tripling process. The ∆frep value was

obtained experimentally up to 450 Hz with pulses as short as 60 fs. Therefore the ∆frep value is

high enough to obtain immunity to noises induced by atmospheric turbulences. A high relative

coherence between the two lasers was measured at 330 ms without the need for active phase sta-

bilisation. This system shows a better coherence than the currently existing solid state dual-comb

laser sources. This temporal coherence is expected to be longer as it is currently limited by the

memory buffer of the acquisition card.

Dual-comb spectroscopy measurements were realised using our home-made laser source. Firsts

DCS measurements were realised on a Fabry-Perot etalon and on the molecular ro-vibrational

transitions at 760 nm of O2. The free spectral range of a Fabry-Perot etalon was retrieved with an

accuracy of 1 MHz in 100 µs of acquisition time. The FSR was thus estimated at 73.739(1) GHz.

A comparison with another optical instrument such as CRDS will be realised in future as the value

from the constructor may have varied from 75 +- 1 GHz depending on temperature. The ∆frep was

accurately retrieved with a value of 107.69(1) Hz from the analysis of nine interferograms which

demonstrates the high relative stability between the two pulsed trains for a range of time in the

order of 100 ms. The transition lines of O2 at 760 nm were accurately retrieved with a spectral

resolution inferior to 1 GHz in 5,4 ms. However, the high uncertainty on the retrieved concentration

of O2 can be improved. The signal to noise ratio of UV-DCS can be improved by using a balanced

detection method or by compensating the ∆fCEO fluctuations using a post processing algorithm.

The two laser beams were frequency tripled using a harmonic generation instrument. Even though

about 125 mW was experimentally obtained at 400 nm by SHG, improvements of the frequency

tripled generated power must be made to reach the 15 mW expected. These firsts results represent

an important milestone towards the remote sensing of in-situ atmospheric trace gases in the UV

using DCS.
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Appendix

Kerr-lens Mode-locking description

As the laser beam propagates through the crystal, it induces a polarisation P due to the interaction

between the material and the propagating electric field. The material induced polarisation term is

given in equation 6.1.

P = ǫ0χ(ω)E (6.1)

ǫ0 is the vacuum permittivity. The induced polarisation of the material directly depends on the

nature of the crystal material parameters contained in the χ term that is the susceptibility of the

material. E is the electric field of the laser propagating through the crystal. At high intensity, the

polarisation of the material doesn’t behave linearly with the amplitude of incident electromagnetic

field. The term χ must be developed to the second and third order. To describe the Kerr effect, the

third order of the dielectric susceptibility needs to be presented. The formalism developed is similar

to the one developed the books of Boyd and of Butcher and Cotter [324, 325]. The equation 6.2

presents the total induced polarisation of the material that is caused by an initial electromagnetic

wave E.

P (t) = P (1)(t) + P (2)(t) + P (3)(t) + ...

= ǫ0χ
(1)E +

ǫ0
2!
χ(2)E2 +

ǫ0
3!
χ(3)E3 + ...

(6.2)

The third order polarisation is developed in equation 6.3. It is reminded that the electric field E(t)

can be developed, using the complex values : E(t) = E(t)+E∗(t)
2

P (3)(t) =
ǫ0χ

(3)

8

(

E3(t) + E∗3(t) + 3(E2(t)E∗(t) + E(t)E∗2(t))
)

(6.3)
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The red terms are responsible of the third harmonic generation, while the blue terms are responsible

of the the Kerr effect. For the demonstration and to simplify, only the terms responsible of the

Kerr effect and the polarisation term P as in equation 6.4 are kept.

P =
3ǫ0χ(3)

4
E∗(t)E(t)2 =

3ǫ0χ(3)

4
|E(t)|2E(t) (6.4)

E(t) = |E|eiφ(t). The difference with the nonlinearity at second order is that the phase-matching

is never cancelled, and as a result, the effects at third order will accumulate in long distance.

Moreover, the third order effects is always present in any material, centro-symmetric or not. To

present the Kerr effect, the laser beam propagation equation presented in 6.5 must be solved.

∆~E(~r, t)− ~∇(~∇.~E(~r, t)− 1
c2

δ2~E
δ2t

=
1
ǫ0c2

δ2 ~P
δ2t

(6.5)

We pose : ~E(~r, t) = A(~r, t)ei(k0z−ω0t) Where A is the amplitude of the electric field, κ0 is the

wavenumber, ω0 is the pulse rate of the central spectrum. z is the axis parallel to the propagation

of the laser beam . After having replaced the complex electric field and polarisation in the equation

6.5, the relation 6.6 is obtained.

δA
δz

=
(

− ik
′′
0

2
δ2

δt2
+
k′′′

0

6
δ3

δt3
+

i

2k0
∆⊥

)

A(~r, t) +
iω0

2ǫ0n0c
P(~r, t+ k′

0z)e
i(ω0t+ω0k′

0z−k0z) (6.6)

k′
0, k′′

0 and k′′′
0 are respectively the first, second and third derivative of the wavenumber with the

frequency. The range of approximation used to solve the equation are called Slowly-Evolving-Wave-

Approximation (SEWA), [326].

• the paraxial approximation : fluctuation in the propagation direction are negligible compared

to the transversal fluctuation of the electric field : ∆⊥E >> δ2 ~E
δ2z

• the material is assumed isotropic

The red part represents the dispersion operator D̂, while the blue part is the non-linear operator

N̂ and describes the impact of the non-linearity on the envelope of the light pulse. Therefore, it

can be shortened as showed in equation 6.7.

δA
δz

= D̂A(~r, t) + N̂A(~r, t) (6.7)

The dispersion and non-linear components of the equation can be treated separately. The solution

of the Kerr effect can be found by solving the non-linear part of the equation. This solution is

given in equation 6.8.
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N̂A(~r, t) = iγ|A|2A(~r, t) (6.8)

With γ = 3ω0χ(3)

8n0c , where ω0 is the central frequency of the envelope, χ(3) is the third non-linear

order of the dielectric susceptibility, n0 is the refractive index of the material at the frequency ω0,

and c the light celerity.

In the case of our study, we consider χ(3) real, which means that |A(~r, t)|2 = |A(0, t)|2 is a constant.

This allows us to write the solution of the propagation equation 6.8, which is given in equation 6.9

in terms of the electric field:

E(z, t) = A(0, t)ei((k0+γ|E(z,t)|2)z−w0t)) (6.9)

As we can write that k0 = n0
ω0

, ans as the term |E(z, t)|2 ∝ I, one can write the phase term of

equation 6.9 as :(n0 + n2I)w0
c . The phase term can be rewritten as the equation 6.10.

n(I) = n0 + n2 × I (6.10)

With n2 = γ × 2
cn0ǫ0

= 3ω0χ(3)

4n0ǫ0c2

The refractive index of the material is thus dependant on the intensity. The second order refractive

index value of Ti:sa crystal is 3.10−20m2.W−1.
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