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Introduction

Introduction

The past forty years have been marked by an increasing awareness of the impacts of the human
activities on the environment. These impacts include changes in climate patterns, land transfor-
mations, biodiversity collapse, the increased frequency of extreme weather events, sea-level rise
and others. The Intergovernmental Panel on Climate Change (IPCC) has been created with the
prospect to study these impacts and their causes, and to provide prevision on the evolution of
these human-induced changes as well as recommendations based on the scientific consensus.
The work of the IPCC is synthesized in Assessment Reports (AR) which are released at regular
intervals. The fifth AR [1] indicates the foremost importance of the greenhouse gases and of the
aerosols emitted by human activities on the energy budget of the Earth. This budget quantifies
the radiative energy reaching the Earth and the outcoming energy. The influence of the different
atmospheric components on this budget is quantified using the radiative forcing (RF) expressed
in W.m. The RF of an atmospheric component can be either positive, which means that this com-
ponent induces a warming, or negative, which induces cooling. Figure[l]summarizes the current

knowledge on the principal atmospheric components RF.
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Components of Radiative Forcing
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Figure 1: Global inventory of the radiative forcing induced by different categories of components
[11.

Several main contributors to the global warming are shown on Figure[l] First, the greenhouse
gases CO, and CH, amount for a majority of the positive RF. Particular matter in suspension in
the air, called aerosols, are also accounted for in this figure. Black carbon aerosols are found
to also induce a positive RF. Black carbon aerosols are a category of aerosols referring to par-
ticles emitted during the incomplete combustion of organic materials, which have a high light-
absorbing capacity across the visible to infrared spectrum and are mostly composed of carbon.
Black carbon aerosols RF can be caused by two categories of effects; (i) the direct effect, caused by

light-absorption by the particles and thermal emission; (ii) the indirect effects, which are caused
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through the interaction of black carbon aerosols with other components of the climate system.
Among others, indirect effects include the modification of surface albedo caused by black carbon
deposited on snow [10] or the nucleation processes leading to the formation of clouds [11, [12].
Black carbon particles also have a negative impact on air quality. Indeed, their sub-micronic size
and molecular composition have been found to cause lung and artery diseases, as well as cancers

113} 114].

Figure |1 also shows high uncertainties concerning the exact value of black carbon RF. This
uncertainty is partly due to a lack of knowledge on several critical aspects such as the mass of
emitted aerosols [15], the atmospheric lifetime of these particles and their radiative properties.
This last aspect is also related to several properties of black carbon particles, such as their optical

index and their shape.

In the literature, the terms "soot particles" and "black carbon particles" are sometimes used
interchangeably [16]. In this thesis, we consider that black carbon aerosols refer to a category
of aerosols which regroups several types of particles. Among these particles, soot particles are
characterized by their characteristic morphology. Indeed, they are composed of clustered pri-
mary particles called monomers, which form aggregates of various shapes and sizes [17,[18][19].

Figure 2| presents a Transmission Electron Microscopy (TEM) image of a soot particle.

The systematic monitoring of atmospheric components generally requires the use of remote-
sensing methods, such as Light Detection And Ranging (lidar) instruments. These instruments
emit laser pulses in the atmosphere and measure the radiation elastically-scattered in the back-
ward direction by the atmospheric components [20]. Using inversion methods, the acquired sig-
nal can provide information on these components, such as the type of aerosols present during
the measurement or their particle number concentration [21, [22]. Nevertheless, these inversion
methods require a priori knowledge of the particles radiative properties and often makes use
of the single scattering approximation [20, [23]. This approximation supposes that the radiation
scattered by an aerosol under illumination by a lidar instrument depends solely on the incom-
ing laser radiation. Hence, in the single scattering approximation, the contribution of the inter-

dependence of the scattered radiation is neglected. This neglected contribution is usually called
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Figure 2: TEM image of a soot particle emitted by a JET A-1 pool fire [2].

multiple scattering, and can induce an increase in the received radiation by the lidar instrument.
Hence, the single scattering approximation can induce errors in the retrieved quantities following

the use of inversion methods [24].

In the literature, the combustion products under measurement by lidar instruments are most
often referred to as smoke [25, 26, 27]. The term soot appears rarely, which can be justified by
several reasons. The morphology of the particles under measurements is generally unknown,
and the use of more general terms prevents the false identification of a specific type of particles
such as soot. Moreover, the volume occupied by the emitted pulse in lidar instrument does not
necessarily contain only one type of particle. This is particularly significant in the cases where
forest fires are the source of emission. Indeed, in this case, soot particles account for a few
percent up to fifteen percent of the emitted particles [28][29]. The conditions of these fires, and
the ageing of the emitted particles during their transport, implies that a large variety of particles

can be accounted for in these measurements.



Introduction

To our knowledge, there exists no lidar measurements yet where the assumption of a scat-
tering medium composed exclusively of freshly emitted soot particles would be justified. Such
measurements imply that soot particles must be the predominant type of particles emitted, which
depends on the fuel type and on the combustion process [30,31]. Lidar measurements acquired
in close proximity to a source known to release soot particles as its major particulate emissions
would allow this assumption to be justified. The proximity to the source would mitigate mixing
with other ambient particles and prevent ageing during the atmospheric transport. Neverthe-
less, such measurements still require a priori knowledge on the particles radiative properties,
and the evaluation of potential multiple scattering effects. Hence, in order to reduce the uncer-
tainty associated to black carbon particles RF and to better ascertain the effects of these particles
on Earth’s climate and on air quality, there is a need to expand experimental measurements on

soot particles, which requires the determination of their radiative properties.

Two approaches can be used in order to determine the radiative properties of soot particles.
Experimental measurements can be performed in order to measure the radiative properties used
in lidar inversion processes. The main limitations of these experimental measurements are the
need for a controlled laboratory environment which replicates atmospheric conditions, and the
cost associated to proceeding to these measurements while exploring the range of variables. On
the other hand, the numerical approach can be used to systematically simulate radiative proper-
ties for different morphologies, but relies on morphological models which only approximate the
shape of soot particles. Similarly, the multiple scattering effects can be modeled using stochastic

methods, allowing to correct the lidar signals.

The work presented in this thesis follows the problematic developed in this introduction. In
order to better ascertain the effect of black carbon particles on climate change and air quality,
the monitoring of the emission of these particles is needed, including soot particles. Lidar in-
struments can provide such measurements, but require the knowledge of the particles radiative
properties and can be subject to error due to multiple scattering effects. Moreover, the radiative
properties of such particles depend on their micro-physical characteristics, such as shape and

size.
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The aim is to simulate polarization-resolved lidar signals acquired on soot particles account-
ing for multiple scattering. This requires the modeling of the morphology and of the radiative
properties of these particles and the development of a lidar signal simulation code. The simu-
lated radiative properties can then be used to provide the a priori information in lidar inversion
methods, and the simulated signals to evaluate the potential impact of multiple scattering. The

outline of this thesis follows this bottoms-up approach and is separated into four chapters:

+ Chapter | provides more details on the different aspects of this thesis. The mechanisms
leading to the formation of soot particles, their morphology, the numerical models used to
simulate them are described. A non-exhaustive list of the optical indices of soot particles
is also provided. These optical indices are used in light-scattering computation, the formal-
ism of which is described in the second section. Several methods used to compute radiative
properties are described. The last section is dedicated to lidar instruments and their frame-
work. Overall, this chapter provides more details on the problematic of this thesis and the

multiscale complexity associated with lidar measurements of particles.

+ Chapter 2 presents the modeling of soot particles radiative properties. The influence of
the soot particles micro-physical parameters on the radiative properties is studied. More-
over, this chapter presents the experimental measurement of airborne soot particles linear

depolarization ratio, and the associated numerical study.

* Chapter 3 describes the numerical method developed for the simulation of polarization-
resolved lidar signals. The code is presented, and each technique used within it is de-
scribed. This chapter also presents validation procedures undertaken to assess the code

performances.

+ Chapter 4 is dedicated to the simulation of lidar signals using the radiative properties com-
puted in chapter 2 and the method developed in chapter 3. Several scattering media aim-
ing to model soot plume are studied. This chapter presents relationships between several

qguantities of interest quantifying the impact of multiple scattering. Moreover, simulations
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are undertaken using a medium reproducing experimental lidar measurements. This allows

to assess the validity of the single scattering approximation.
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Chapter |

Soot particles, electromagnetic light

scattering and lidar formalism

Introduction

The monitoring of soot particles by elastic backscatter lidar instruments is limited by the a priori
knowledge needed for the inversion of the acquired signal. Among this needed information are
the radiative properties of the interacting particles, which in turn depend on the particles size,

shape and optical index.

This chapter presents the theoretical basis, the formalism and several examples of methods
used to address this problematic. First, emphasis is put on the soot particles themselves. Their
morphology and formation process are described. The methods used to numerically simulate
these particles are presented, and a summary of different studies on the soot particles optical
index is presented. In the second section, the light-scattering formalism, the radiative properties
relevant to this thesis and the numerical methods used to compute them are described. The
last section of this chapter is dedicated to lidar instruments. A general description of these in-
struments is provided and the formalism they operate on is described. The distinction is made
between the single scattering approximation and the multiple scattering process. The impacts of

the latter on the lidar signal are described. Several methods used to evaluate multiple scattering

9
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are described.

1.1 Soot particles

1.1.1 Particle formation

The formation of soot particles is due to an incomplete combustion of organic materials. In-
complete combustion occurs when the reaction stoichiometry is not verified, and leads to the
production of several byproducts such as carbon monoxide, Polycyclic Aromatic Hydrocarbons

(PAH) and soot particles. Several stages lead to the formation of soot particles [3], namely:

* Pyrolysis
* Nucleation
+ Surface growth and coalescence

+ Agglomeration

Figure|l.1|presents a schematic view of these stages.

Precursors MNuclei PrimaryParticles Agglomerates
] CoHs
w F"y"ﬂh'ﬁlb ,—\ Mucleation | Cuale:acmme ve .'- -1 Agglumerd[lun
2 —= () — i —= TN .
s Sur‘fan:e "t . ,}

PAH Growth

Figure I.1: Schematic of the stages leading to the formation of soot particles [3].

The pyrolysis step occurs when the fuel materials are heated above their decomposition tem-
perature. This results in the breaking of molecular bonds, and the formation of several species
involved in the formation of soot particles. Among these products of pyrolysis are PAHs and
acetylene (C2H2) [3].

The nucleation step refers to the transition between gas phase and solid phase in the particle
formation process. The Hydrogen abstraction-C2H2 acetylene addition (HACA) process [32, [33]

is thought to be the main route leading to soot inception. It consists in a two-step reaction. The

10
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first step converts the PAH to a radical by abstraction of an hydrogen atom. The second step sees
the addition of a small hydrocarbon molecule (e.g. C2H2) to the larger PAH radical, resulting in
the formation of larger ring structures which eventually transition to the solid phase [34]. The
particles formed during this process are called nuclei and have diameters in the range of 1.5-2
nm [3].

Primary particles are formed by the combination of surface growth and coalescence. Surface
growth on the nuclei consists in the addition of C2H2 to the surface of the nuclei on active radical
sites [35]. The majority of the soot particles mass is added during this phase [35]. This process
is similar to the nucleation stage but is distinct by the involvement of solid-phase matter. On
the other hand, coalescence is the process leading to the combination of two nuclei into a single
larger particle, decreasing the number of particles and increasing the volume of the remaining
particles [36]. These primary particles are also called monomers, and their size range from a few

nanometers to several several tens of nanometers.

Finally, the agglomeration stage leads to the formation of aggregates. During this process, two
or more particles can enter in contact and stick together. This results in the formation of clusters
which can in turn be agglomerated, forming chain-like structures called aggregates. This process
occurs rather late in the formation of soot particles, when primary particles are already formed

in their final shape [34]. The overall morphology of soot aggregates is described in section|l.1.2

The structure of the primary particles at the mesoscopic scale consists of alternating amor-
phous carbon and crystalline graphite layers [37]. These layers can be either disordered or in
concentric planes [4]. Such layering can be observed by means of the Transmission Electron Mi-

croscopy (TEM) method, and are presented in Figure[.2(a) and (b) respectively.

Oxidation is another process which occurs during the whole length of the formation process.
During the nucleation stage, PAH oxidation can prevent the further growth of aromatics. In this
stage, numerical simulations find that the O2 molecules and OH radicals can occupy radical sites
on the PAH, hence partially suppressing the HACA process effects. Surface growth is also coun-

terbalanced by the oxidation process [3].

All the processes described above are dependent on the combustion conditions, such as tem-

11
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Figure 1.2: TEM image of a soot primary particle. Figures taken from [4].

perature, flow rate, pressure, fuel composition, fuel/air ratio and the type of flame (e.g. laminar
or turbulent, premixed). Vander Wal and Tomasek found differences in the curvation of the
graphite layer and in the graphite content according to temperature and flow rate. Carbon con-
tent in fuel increases soot formation, while oxygen and hydrogen contents decrease it due to the
competing oxidation process [3]. Glassman [39] found that higher temperatures decrease soot
production in premixed flames, as the oxidation rate increases faster with temperature than the
pyrolysis rate forming the PAH. In laminar flames, the production of soot increases with temper-

ature.

1.11.2 Aggregates morphology

Soot aggregates are formed during the last stage described in section Considering the
change of scale between the primary particles inception and the aggregated particles, different
models are used in order to describe the aggregates morphology. This section discusses the mod-

els used in order to describe such aggregates, as well as several main morphological features.

12
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Fractal model

The fractal theory, first introduced by Mandelbrot [40,41], allows to describe repeating geometri-
cal patterns through mathematical models. Afractal is defined as an irregular geometrical pattern
which is found to be self-similar when observed from different scales, meaning a closely resem-
bling part of the original pattern can be observed using a change of the observer point-of view
(i.e. trough magnification). Soot aggregates are usually described using a fractal-like model [17],

owing to morphological features which are resembling those of fractal objects.

Figure [l.3| presents an example of exact self-similarity on subfigure (a), and of a fractal-like
object self-similarity on subfigure (b). Figure a) is known as the Vicsek fractal [42], built by the
iterative assembly of four primary particles in a cross shape. The cross-shaped structure is then
considered as the primary particle itself, and the process is repeated. If this process is repeated
long enough, one can enlarge each picture and find the same pattern for as long as individual par-
ticles cannot be discerned, which defines self-similarity. Figure[l.3(b) presents a numerically built
aggregate using a stochastic Cluster-Cluster Aggregation (CCA) method. During the successive
enlargement, the aggregate does not appear identical. Nevertheless, if several aggregates are
generated withing the same experiment, the enlarged picture of any formed aggregate would be
indistinguishable from any other aggregates. The self-similarity of these aggregates is then valid

on average.

Another property of aggregates is the correlation in the mass density distribution as first de-
scribed by [17]. It can be expressed using the density auto-correlation function ¢(r), which con-
veys the probability of finding a primary particle at a distance r of another primary particle. This

auto-correlation function varies as a power law such as [43]:

g(r) oc rPr2n(r) (1.1.1)

where h is a cut-off function expressing the spatial limit of the particles and Dy is the fractal
dimension. This fractal dimension is also an important feature of fractal aggregates. This param-

eter expresses the degree of occupation of the primary particles. In a three-dimensional space,

13
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(a)

Figure 1.3: Self-similarity of aggregates for (a) deterministic aggregates (b) disordered aggregates
as illustrated by Jullien [5].

primary particles arranged in a sphere would have a fractal dimension of three, while primary
particles arranged in a straight line would have a fractal dimension of one. Figure[l.4] presents

examples of numerically generated fractal aggregates showing the influence of the fractal di-

14
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mension on the overall shape of the particles. The fractal dimension also intervenes in a scaling

relationship characteristic of fractals:

N,, o< LP7 (1.1.2)

where N,, is a number of primary particles (or monomers) and L is a length scale. This expression
gives a qualitative assessment of the number of primary particles that can be expected to be
found within a sphere of radius r centered on the aggregates center of mass [3, 44]. Equation
remains valid as long as spherical primary particles are considered, whether monodisperse
or polydisperse. Otherwise, the quantity V,, needs to be replaced by a measure of the mass of

the aggregate [45].

In the case of soot fractal aggregates, Equation is written:

D,
N, = ky (&) j (1.1.3)

T'm

where k; is the fractal prefactor, R, is the radius of gyration of the aggregates and r,, is the
monomer radius. This equation introduces the main micro-physical parameters used throughout

this study.

The radius of gyration R, is a measure of the overall size of the aggregate. It is computed as:

(1.1.4)

where z; is the distance from the ith monomer center to the center of mass of the aggregate.
The use of the radius of gyration for the length scale definition stems from its usefulness in the
Rayleigh-Debye-Gans theory for Fractal Aggregates, which will be further detailed in Section|l.2.4

The fractal prefactor &y is linked to the use of the radius of gyration as the length scale. Indeed,
it represents the underlying proportionality constant of Equation |l.1.2} and is by consequence
dependent on the length scale [45]. The fractal prefactor is also related to the local packing of

the monomers [46| 47].
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A straightforward application of Equation|l.1.3|is the retrieval of the fractal dimension D, and
of the fractal prefactor k;. Knowing the number of monomers, their radius and the radius of
gyration, a nonlinear regression method can be used in order to retrieve D; and k;. This method
has been used in a number of studies, including [4, 6, 147, 148]. An example of this method is

presented in Figure([l.4} using numerically generated aggregates.

A+ Dp=2.0
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Figure 1.4: Number of monomers against the radius of gyration normalized by the monomer
radius for ensembles of numerically generated aggregates. The aggregates are originally gen-
erated with fractal dimensions of D, = 1.6, 1.8 and 2.0. Each marker represents one of the
generated aggregate ensembles and the dashed lines are the fitted curves using equation|.1.3
The fitting parameters are Dy = 1.5975 £ 0.0002 and k; = 1.3127 £ 0.0009 (blue curve, cross),
Dy = 1.7968 £ 0.0002 and ky = 1.3141 £ 0.0010 (red curve, circles), D; = 1.9965 4 0.0002 and
ky = 1.3142 + 0.0008 (green curve, triangles). Examples of the aggregate morphologies are rep-
resented nearby the corresponding markers. In these representations, the monomer radius is
set to the same value, and the aggregates have been orientated so that the longest vector linking
any couple of monomer centers is placed in the plane of the figure. Figure taken from [49].

The primary particles of soot aggregates generated experimentally exhibit a degree of polydis-
persity. The monomers particle size distribution has been found to be best described by either
a normal [50, 51] or a log-normal distribution [48, 52| [53]. These distributions are respectively

defined such as:
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1 1 (rm— R\
1 1 [log(rm) — log(Rm))2
() = __ [.1.5b
e (rm) T'im log(am)\/ﬂexp [ 2 ( log(om) ( )

where n, is the size distribution function (normal in Equation [I.1.58 and log-normal in Equa-
tion[l.1.5b), R,, is the mean geometrical radius and o, is the standard deviation. Equation[l.1.3
remains mostly unchanged by the introduction of primary particles polydispersity, with the ex-
ception of the monomer radius r,, being replaced by the monomers mean geometric radius R,,

[54]. The radius of gyration of polydisperse aggregates is computed with:

1=Npm . 2
RZ = M (1.1.6)
g S m;

where m; is the mass of the ith monomer.

Soot aggregates exhibit different morphologies according to the combustion process they are
originating from. This is expressed by the different sets of micro-physical parameters (i.e. N, 7y,
kg, and Dy) that can be retrieved through measurements. Table 7] presents an non exhaustive

list of experimental evaluations of these micro-physical parameters.
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Reference Fuel Type of flame Ny, 71 (NM) Dy k¢
Lee et al. [55] Hydrocarbon Laminar - 20 - -
Prado et al. [56] Propane Laminar - 7.5-13 - -
Samson et al. [18] Acetylene Laminar - - 1.66-1.95 -
Zhang et al. [57] Methane Laminar - 10 1.62-1.72 -
Megaridis and Dobbins [58] Ethylene Laminar - 17 - -
Koyl and Faeth [30] Toluene Turbulent 526 25 1.73 -
Koéylu and Faeth [30] Acetylene Turbulent 417 23 1.79 -
Koylu and Faeth [30] Benzene Turbulent 552 24.5 1.71 -
Kdéylu and Faeth [30] Propylene Turbulent 460 20 1.75 -
Koylu and Faeth [30] Ethylene Turbulent 467 15.5 1.73 -
Koyl and Faeth [30] n-heptane Turbulent 260 17.5 1.73 -
Kdéylu and Faeth [30] Propane Turbulent 364 14.5 1.74 -
Koylu and Faeth [30] Isopropanol  Turbulent 255 15 1.70 -
Koylu et al. [59] Acetylene Laminar - - 1.78 1.33
Krishnan et al. [60] Butadiene Turbulent - 21 1.79 -
Krishnan et al. [60] Cyclohexane Turbulent - 18.5 1.8 -
Zhu et al. [61] Ethene Laminar 162 23 1.69 6.85
Zhu et al. [61] Acetylene Laminar 149 25 1.61 8.76
Hu et al. [62] Ethylene Turbulent - 18-35 1.74 2.2
Williams et al. [63] Kerosene Laminar 30 20 - -
Williams et al. [63] Ethylene Laminar 9-62 12.5-22.5 - -
Williams et al. [63] Methane Laminar 11-25 10-12.5 - -
Jensen et al. [64] JP-8 Pool-fire - 28.5-37 1.6-1.7 6.2-6.9
Chu et al. [65] Ethylene Laminar - 10-20 - -

Table I.1: References of studies investigating the morphologies of soot aggregates. The fuel, type
of flame and microphysical parameters values are indicated when available.

Numerical aggregation methods

As illustrated in Figure[.3(b), aggregates can be numerically generated using iterative processes.

In this section, different types of aggregation methods are briefly described.

Aggregate generation methods can be separated into several categories according to the
physical process they are modeling. Diffusion-Limited Aggregation (DLA) methods model the
primary particles as being in a Brownian motion. The interaction between two particles, and the
potential formation of clusters, is then limited by the diffusion process of the particles [66, [67].
Typically, a primary particle is fixed at the center of a modeled 2D or 3D box. Primary particles
are then individually created at the boundary of this numerical space. These particles are then
transported by means of a random walk process until they either enter in contact with another

primary particle, in which case they form a cluster, or are out of predefined boundaries. This
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process is repeated until a set number of primary particles has been transported, or alternatively
if the cluster reaches a certain size.

Reaction-Limited Aggregation (RLA) methods are a variation of DLA methods in which primary
particles do not stick to each other irreversibly at first contact. Instead, a probability that two
particles would indeed attach to each other is introduced [68]. Ballistic Aggregation (BA) methods
replace the Brownian motion transport model of DLA methods by a purely ballistic motion [69]
70]. Hence, primary particles move in straight lines, and randomness is introduced in either the
primary particles position initialization or in the choice of the propagation direction.

In all the aforementioned categories, the moving particles have been considered as being in-
dividual primary particles. Subcategories can be formed when also involving the aggregation be-
tween clusters, which forms the Cluster-Cluster Aggregation (CCA) methods. Hence, the particle-
cluster methods (i.e. DLA,RLA and BA) have counterpart CCA methods, namely Diffusion-Limited
Cluster-cluster Aggregation (DLCA) [71, [72], Reaction-Limited Cluster-cluster Aggregation (RLCA)
[73][74,175] and Ballistic Cluster-cluster Aggregation (BCA) [76].

These different methods for the generation of fractal aggregates lead to different values of
the micro-physical parameters. DLCA methods typically form aggregates with fractal parameters
D; = 1.8 and k; = 1.3, while RLCA aggregates have fractal parameters Dy = 2.1 and k; = 0.94
[77].

Lastly, Tunable Cluster-Cluster Aggregation (TCCA) methods allow for the generation of fractal
aggregates which preserve the user-defined fractal dimension [78] and fractal prefactor [19, 79,
80]. These methods allow for the systematic study of the individual effects of the micro-physical

parameters [81].

Overlapping, necking and coating

Overlapping and necking are two morphological features that can be present in soot aggre-
gates. Necking refers to the presence of additional carbonaceous matter in the contact area
between monomers, which are no longer in point contact, while overlapping describes the inter-

penetration of spherical primary particles [6]. Examples of such morphological features are avail-
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able on Figure[l.5]

Figure I.5: Examples of (a) overlapping and (b) necking on soot aggregates. Figure taken from [€].

Coating refer to the process of totally or partially embedding an aggregate within another
material (e.g. sulfate 83]. Soot coating can be observed during the atmospheric ageing of
these particles, i.e. the chemical and/or morphological changes undergone during atmospheric
transport. China et al. have provided evidence that soot aggregates emitted from wildfires
can be fully embedded within coating materials, partly coated and that coating inclusion can also
be present on soot aggregates. Heinson et al. found that the fractal dimension of DLCA soot
aggregates remains unchanged by coating, but that the fractal prefactor increases with coating

thickness.

1.1.3 Optical index

In the following sections of this study, emphasis will be put on the numerical modeling of radiative
properties of soot aggregates. In such calculations, the optical index of the material constituting

soot aggregates is of foremost importance. The optical index is defined as:
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Mo(A) = no(A) + iko(N) (1.11.7)

where m, is the optical index, A is the wavelength, n, is the real part of the optical index, also
called the refractive index, and k, is the imaginary part of the optical index, sometimes called the
absorptive index and i = (—1)Y/2,

A number of studies have been aiming to retrieve and/or compute the optical index of soot
particles. Hereby is provided a non-exhaustive summary of such studies in the ultra-violet, visible
and near-infrared spectrum. Ageing processes and coating might significantly alter the retrieved
refractive index of soot particles. Therefore, in this section are included only the studies which

investigate the optical index of bare, freshly-emitted soot aggregates.

The value of m, = 1.57 + 0.56¢ is one of the most prevalently used values of the optical index
of soot and has been attributed to Dalzell and Sarofim [85]. Although this value should be used
with care [86]], it is still useful in order to compare results with previous studies.

Chang and Charalampopoulos [7] provide analytical expressions for the computation of the
real part and imaginary part of the optical index, inferred from extinction measurements and us-
ing the Kramers-Krénig relations. These analytical expressions of the optical index are expressed

as:

ne(\) = 1.811 4 0.1263log(A) + 0.027log®(\) + 0.04171log?(\) (1.1.8a)

ko(\) = 0.5821 + 0.12131og(\) + 0.2309 log?()\) — 0.01 log*(\) (1.1.8b)

where )\ is expressed in pm. Chang and Charalampopoulos [7] estimate these expressions as
being valid in the range 0.4 pm < A < 30 pm.

Schnaiter et al. [9] have inferred the optical index of Palas (spark discharge) soot at 450 nm
and 550 nm from specific cross-sections measurements, and found values of m, = 2.18 4 0.94i
and m, = 2.65+ 1.32i respectively. Diesel soot optical indices have also been retrieved at 450 nm,
550 nm and 700 nm with values of m, = 1.41 + 0.64¢, m, = 1.49 + 0.67¢ and m, = 1.57 + 0.73:

respectively.
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The optical indices of diesel and diester soot particles have been retrieved at wavelengths of
266 nm, 532 nm, 632 nm and 1064 nm by Yon et al. [51]. The corresponding values of the optical
index are m, = 1.16 4+ 0.717 (266 nm), m, = 1.61 4+ 0.747 (532 nm), m, = 1.68 4+ 0.737 (632 nm) and
me = 1.81 4 0.76¢ (1064 nm).

In their review Bond and Bergstrom [87] state that the refractive index of soot particles most
likely depends on the state of graphitization of the particles. They provide a review of many of
the values of the optical index found in the literature, and recommend the use of optical index
which lies on the void fraction line. This void fraction line is computed using the Bruggeman'’s
effective medium approximation, on a continuous range of void fraction values and considering
mo = 1.95 + 0.79¢ as the reference optical index of void-free soot.

Soot aggregates optical index remains a subject of discussion, and a consensus has yet to
be reached in order to devise specific sets of rules in order to choose the optical index in light

scattering calculations.

1.2 Light scattering and absorption by particles

In this section, the theoretical basis of light-scattering and absorption by particles is introduced.
The radiative properties that will be used throughout this study are also introduced, as well as

the numerical methods used to compute them in the case of soot particles.

1.2.1 Theoretical framework

According to the scale at which light is studied, several formalisms can be used in order to de-
scribe the properties of light. At the smallest scale, light-matter interactions are described by the
guantum electrodynamics theory. At larger scales, light propagation is best described by clas-
sical electromagnetism. In this framework, light is described using electromagnetic waves and
the Maxwell equations. The field of radiative transfer is an extension of electromagnetism which

focuses on the far-field transport of energy through electromagnetic waves.
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In this study, the formalism associated with electromagnetism will be predominantly used.

Some elements associated with radiative transfer will also be used in Section[.3

Light-scattering and absorption by particles refer to two physical phenomena of interaction
between light and particulate matter. Mishchenko et al. [88] describe these effects in the following
way: Considering an incident parallel monochromatic beam, part of the incident energy is spread
out at the same wavelength. This defines the elastic scattering, as opposed to inelastic scattering
which involves a change of wavelength. A fraction of the incident energy may also be converted
by the particles into another form of energy, such as heat. This phenomenon is called absorption.
The process of the overall change in the incident beam energy, by means of both scattering and

absorption, is called extinction.

In the electromagnetism framework, the previously mentioned parallel monochromatic beam

is represented by a harmonic plane electromagnetic wave such as:

E (r,t) = Egexp (ik.r —iwt) (I.2.1a)

H (r,t) = Hpexp (ik.r — iwt) (1.2.1b)

where FE is the electric field vector, H is the magnetic field vector, Eq and H are their respective
amplitudes, r is the position vector, t is time, k is the wave vector with |k| = 27/) and w is the

angular frequency and \ is the wavelength.

When incident on a particle, such an electromagnetic wave induces the excitation of the elec-
tric charges present within the particles by means of the Lorentz force. This leads to the oscillation
of these charges, which radiate in turn a secondary electromagnetic wave at the same frequency
as the incident wave [89]. The secondary wave created by one elementary charge also inter-
acts with all the other charges within the particle, which modifies its respective secondary waves.
Hence, the secondary waves become interdependent. Moreover, the secondary waves created
by each elementary charge are not necessarily in phase with each other, nor with the incident

wave. This effect leads to the dissipation of energy within the particle. The total scattered wave
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from this process would then be the superposition of all the interdependent secondary waves.

The Maxwell equations, as well as continuity equations and appropriate boundary conditions,
allow to reduce this problem. Only a brief, schematic, summary is provided here, but the reader
may refer to Bohren and Huffman [89], Mishchenko et al. [88] or to Berg [90] for a thorough

development.

Consider a monochromatic plane electromagnetic wave incident on an arbitrary shaped, non
magnetic particle hosted in a non-absorbing medium. The electric field of the incident wave is
noted E¢ and the electric field of the scattered wave is noted E*°. By subdividing the particle
into elementary volumes small enough that the internal field within them appears uniform, it can
be shown [88,189,90] that, for an exterior observer, the scattered wave is a superposition of the
scattered waves, called wavelets, by all individual elementary volume elements. This discretiza-
tion allows for a first simplification of the scattering problem. Several methods used to compute

the scattered electric field will be presented in Section|.2.4

The far-field approximation allows to further simplify the expression of the scattered wave.

This approximation is valid if the three following conditions are verified:

k(r —a) > 1 (1.2.2a)
r>a (1.2.2b)

2
r>—% (1.2.20)

where k£ is the wavenumber such as &k = 27/, a is the radius of the smallest sphere which
contains the scattering particle, and r is the distance from the center of the aforementioned
sphere. Equation|l.2.2ja indicates that the validity of this approximation is verified for observation
points at a distance » much larger than the wavelength. Similarly, Equation[.2.2p indicates that
the observation distance must be larger than the object size. Equation is used in order to
verify that at the observation point, the differences in phase between two wavelets originating

from two different elementary volumes do not depend on the observation distance anymore.
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These inequalities lead to the simple formulation of the scattered field as a single transverse

spherical wave such as:

exp(ik.r — iwt)

B (r,t) = B (#)

,
. . (1.2.3)
exp(ik.r — iwt) Z)Eénc

r

where E3°@ is the scattering amplitude and only depends on the direction vector # = r/|r| and
is independent of the distance r and Z) is the scattering dyadic. The scattering dyadic allows
for the computation of the scattered wave with any plane incident wave. It depends on the size,
morphology, orientation and optical index of the scatterer. Figure .6 presents an illustration of

wavelets and of the implications of the far-field approximation.

Figure 1.6: lllustrative schematic of the far-field approximation. The volume elements i and j
each scatter a wavelet. p; ; are the direction vectors between the observation point and the cor-
responding volume elements. If the far-field approximation conditions are verified, each wavelet
becomes eventually indistinguishable. This figure is taken from [88].
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In most applications in the optical domain, the measured quantities are not the electromag-

netic fields, but rather intensities and time-averaged quantities.

1.2.2 The Stokes parameters and the scattering matrix

Considering a spherical coordinate system, as in Figure any transverse electric field can be

expressed as:

E
E=E)+E,= Eéy+ Eyéy= | (1.2.4)
Ly

where Eyand E; are the components of the electric field along the vectors é, and é, respectively,
with magnitudes £, and E,. The time dependence and dependence on the direction vector is

implied. Being a transverse wave, the component along the 7 vector is null.

Figure 1.7: Coordinate system.

Considering a transverse electromagnetic wave as described by Equations and using the

conversion in spherical coordinates as in Equation sets of combination of the electric fields
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components can be build such as:

(Eo(r,t)[Eo(r,t)]")e = EogEgg (1.2.5a)
(Eo(r, t)[Eg(r,t)]"): = Eoo Egy (1.2.5b)
(Eg(r,t)[Ep(r,t)]")e = EogLigg (1.2.5¢)
(Eo(r, )[Es(r, )]")e = Eop L, (1.2.5d)

where the notation (); indicates the time average.

These four combinations have the dimension of an intensity. The Stokes vector is then defined

as.

I EyEgy + EosEy,
EwkEr, — EyuEx
- |9 _ %\/E 0606 — =09L0g (1.2.6)
U K —EwE}, — EoEy
V| i (BopEgy — E09E5‘¢)_

where I, Q, U and V' are the Stokes vector elements, and € and p are the electric permittivity
and magnetic permeability respectively. The parameter I expresses the wave intensity, and the
parameters (), U and V describe the polarization state of the wave. This polarization state de-
scription is called the ellipsometric interpretation and can be summarized by means of Figure

.8}

Using the spherical coordinate system, Equation can be modified by introducing the am-

plitude scattering matrix S such as:

exp (ikr)

Esco (Tﬁsca> — S (,":Lsca7 ﬁinc) E(Z)nc (|27)

r

where 7@ and n'"¢ are the propagation direction vectors of the scattered and incident wave

respectively. The amplitude scattering matrix is computed using the scattering dyadic introduced
in Equation such as:
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ERAEN
X

O=-1 U=0 Q=1 U=0 0=0 U=I 0=0 U=-1I

(a) Linear polarization

e~ (N. 1. Q..
IR A A =

0<0 U=0 V<0 Q0>0U=0V>0 Q0=0U>0V<0 0=0U<0V>0

b) Elliptical polarization

OO

V=-1

(c) Circular polarization

Figure 1.8: Ellipsometric interpretation of the Stokes parameters. The wave propagates toward
the reader. In subfigure (a), the bold arrow describes the oscillation of the real electric vector,
while this oscillation is described by the rotating arrow in subfigures (b) and (c). Figure from [88].

Sll 512
S =
521 522
and:
R —
Sy = ey A ey
—
512 = ezca. A .ef;w
" —
Soy = &5 A gine
522 _ ésca 7 éinc
e ¢ . .

(1.2.8)

(.2.9a)
(1.2.9b)
(1.2.9¢)

(1.2.9d)

The amplitude scattering matrix differs from the scattering dyadic as it only account for the in-
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dependent terms of the latter. Indeed, in a spherical coordinate system (n2,éy,é,) and considering

transverse waves, the following identities are verified:

T aime — (1.2.10a)
P g (1.2.10b)

The Stokes phase matrix Z can then be introduced. This matrix allows the computation of the

scattered Stokes vector such as:

1 . .
I (Tﬁsca) _ 7n_2Z (,ﬁlsca7 ,";LGc) Iine (.2.11)

The 4 x 4 Stokes phase matrix elements are computed as:

Zn = (1/2)(|Sul* + |Si2|” + S |” + |S22[?) Z31 = —R(51155 + 52257,)

Zys = (1/2)(|1S1]* = |S12l* + [Sa1|* = [S22/?) Zzy = —R(51155 — S22575)

Zh3 = —R(S11S}5 + 52255 Z33 = (511535 + 51253)
Ziy = —%(Snsﬁ - 5225;1) Z3y = %(5115;2 + SZlSTz) (1.2.12)
Zoy = (1/2)(|1S11]* + |Si2l* = [Sa1|* = [Sa2[?) Zy = —S(82157) + 52257,)

Zoy = (1/2)(|1S11]” = |S12]* = |Sa[* + [Sa2|?) Zyy = —S(820157; — 52257,)
Zog = —R(S11Sty — S2053,) Zyz = (5057 — S1253))

224 = —%(SHSE + 522551) Z44 = §R(S’??Sfl + Sl?SSl)

This matrix contains the main parameters that will be used in order to compute the radiative
properties in Section The elements of this matrix have the dimension of an area per unit
solid angle, and depend on the shape, orientation, refractive index and size of the scatterer, as
well as the direction of incidence of the incoming electromagnetic wave and the direction of prop-
agation of the observed scattered wave. Considering a group of randomly moving particles, each

in a random orientation and far enough away from each other so that the far-field approxima-
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tion is verified, the scattering medium can be considered isotropic and mirror-symmetric. These
considerations allow to reduce the number of independent elements in the Stokes phase matrix

and to introduce the scattering matrix F' such as:

WW%&—<mWWW:&W%ﬂWW:W& for 6% € [0, 7)
(Z(0 = 7,07 = w07 = 0,9 = 0)) for 0 =7
[(Fa(0)),  (Fu(6), 0 0 (.2.13)
| Faa(07))e (Faa(07)), 0 0
o 0 (Fis0°))e  (Faa(6™)),
0 0 —(Fu(0))e  (Fu(6*),|

where the notation (), denotes the ensemble averaging. As a result from these considerations,

the scattering matrix only depends on the scattering angle 6, which is the angle between the inci-

dence and scattering directions. In the rest of this study, the ensemble averaging notation (), will

be implied, and the scattering matrix and its elements simply noted F'(¢) and F;;(6) respectively.

The scattering matrix can be normalized such as:

(w(0) b)) 0 0 |
F@:éﬂﬂm:bW) 22(0) ! ’ (1.2.14)

sca 0 0 a3(9) bg(e)

|0 0 —b(8) ()]

where F' is the dimensionless scattering matrix, a; and b; are its dimensionless elements and

Cseq IS the scattering cross-section, which will be further detailed in Section This matrix also

depends on the shape, size and refractive index of the scatterers. When considering a scattering

medium composed exclusively of spherical particles, the following identities are verified.

as(0) = ay(0)

a4(9) = a3(9)

(.2.15a)

(1.2.15b)
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Moreover, in the backward direction, the following identities are verified:

by(m) =0 (1.2.16a)
by(m) =0 (1.2.16b)
as(m) = —a(n) (1.2.16)
ay(m) = a1 (r) — 2as(r) (1.2.16d)

1.2.3 Radiative properties

In this section, the definitions of the radiative properties used throughout this study are given.

These definitions stem from the references [91,192].

The extinction, scattering and absorption cross-sections are three quantities which quantita-
tively describe the losses of energy by an electromagnetic wave incident on a particle or propa-
gating through a scattering medium. These cross-sections have the dimension of an area, and

are related by:

Cewt = C1sca + Cabs (1.2.17)

where C.,, is the extinction cross-section and C; is the absorption cross-section. This expression

is specific to the case of elastic scattering.

The extinction cross-section C.,; characterizes the attenuation of an electromagnetic wave
through the scattering and absorption processes. In the general case, the extinction cross-section
depends on the particles orientation and on the polarization of the incident wave. Hence, an ex-
tinction matrix K is generally needed in order to compute the extinction cross-section. Never-
theless, considering an isometric and mirror-symmetric medium, this extinction matrix becomes

diagonal with only one independent parameter. The extinction cross-section can then be defined
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as.
4m sca (5 1nc inc]*
Cows = Kt = e [ (Ez(Rime). [Eir]") (1.2.18)

where K, is the first element of the extinction matrix K. Note that the extinction cross-section
depends on the imaginary part of the scattered electric field in the forward direction. Consider-
ing Equations a) and the extinction cross-section has the dimension of an area. This
dependence is linked to the optical theorem, and is further detailed in the papers from Berg et al.
[93]94].

The scattering cross-section C,,, already introduced in Equation expresses the scatter-

ing part of the extinction process. Considering an unpolarized incident light, it is defined as:

Clo = 27 / Fua(0)sin(0)d0 (1.2.19)
0

The absorption cross-section can then be computed by isolating it in Equation|.2.17

The integrand of Equation|l.2.19|is often referred to as the differential scattering cross-section

and is defined as:

dCSC(I
70 = Fu(0) = a1 () (1.2.20)

The backscattering cross-section is a special case of the differential scattering cross-section for
the angle § = =, or in other words if the incident and scattered direction of propagation vectors

are related such as n*® = —n™°, It is noted:

CSC(I
47

dC’bac = Fn(e = 7T) = a1(7r) (|221)

Both the differential cross-sections and the backscattering cross-section have the dimension
of an area per unit solid angle. These quantities quantifies the angular distribution of the scat-
tered energy through a solid angle. This distribution is often represented by the phase function,
which actually is the first element a; of the normalized scattering matrix. The normalization rela-

tionship of the phase function is:
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1

5 | "1 (0)sin(6)d6 = 1 (1.2.22)
0

Several dimensionless quantities can also be constructed using the previously defined cross-
sections and the scattering matrix. The single scattering albedo w, expresses the ratio between

the scattering and the extinction processes and is defined as:

Csca
Cext

Wo = (1.2.23)
Similar to the single scattering albedo, the lidar ratio LR expresses the ratio between the

extinction process and the scattering process in the backward direction. It is defined as:

Cext

LR =
dcbac

(1.2.24)

The asymmetry parameter is the average cosine of the scattering angle weighted by the first
element of the F matrix. It expresses the overall shape of the scattering pattern, i.e. whether it

is more peaked in the forward or backward direction, and it is computed as:

g = % / 01(0)sin(6)cos(0)d(6) (1.2.25)
0
The particle backscattering linear depolarization ratio (LDR) 6, expresses the change of linear

polarization of the scattered wave during the scattering process. It is expressed as:

_ Fii(m) — Foo(m)  ay(m) —

a

5 — — (1.2.26)
ProFn(m) 4 F(r)  ai(r) +a

Considering Equation|l.2.15(a), it becomes obvious that the LDR of ensembles of spherical parti-

cles should be null. This result is at the basis of the differentiation between spherical and non-

spherical particles in polarized lidar measurements but is also associated with the understanding

of the multiple scattering process in lidar. These two considerations will be further detailed in the

Sections|.3.3|and|.3.4|respectively.
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1.2.4 Modeling methods for the computation of the radiative properties of

soot particles

Several methods can be used in order to numerically compute the radiative properties of soot
particles. These methods make use of different approximations and hypotheses, and have dif-
ferent execution times and accuracies. In this section, the main methods mentioned or used in

this study are introduced and described.

Lorenz-Mie theory

The Lorenz-Mie theory is a numerical method used to solve the Maxwell equations when applied
to the scattering problem by spherical particles. It is based on the early work by Lorenz and Mie
[95]. Several works of reference detail the conception and the demonstration of this theory [89,
96]. Hereby is only provided a short description of the basis of this theory, and the references for
the detailed calculation are given. It consists in expanding the equations describing the incident,

internal and electric fields into Vector Spherical Wave Functions (VSWF) such as:

B — Z Z [plmz\ﬂ ) (k) +qlmM,(,}3(kr)] (1.2.27)
=0 m=-I
Eee Z Z [alm (k1) + by M. (k:fr)] (1.2.28)
=0 m=—1
Bt = Z Z [clm NO (ki) + dyp M (Kt )] (1.2.29)
=0 m=—1

where k™ = m,k, E™ is the internal field and the subscripts [ and m indicate the order and
degree of the vector spherical harmonics N and M [97]. In practice, the infinite sum >_,° is
truncated when the difference between two successive partial summation is below a threshold.
The superscripts (V) and ® denote whether the vector spherical harmonics are based on Bessel
or Hankel functions respectively [89]. p;, and ¢, are the incident field coefficients, a;,, and by,
are the scattered field coefficients and ¢;,,, and d;,,, are the internal field coefficients. The inci-

dent field coefficients can be expressed knowing the incident wave direction of propagation and
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polarization [89].
The scattered field coefficients are related to the incident field coefficients by the Lorenz-Mie

coefficients such as:

Al = qPim (1.2.30a)

bim = BiGim (1.2.30b)

where «; and j; are the Lorenz-Mie coefficients. These coefficients depend on the sphere radius
and permittivity, on wavelength, and on the surrounding medium permittivity [96].

The procedure of this method is to compute the incident field coefficients and the Lorenz-Mie
coefficients at the order [ = 0, where the incident field coefficients depend only on the incoming
wave. The scattered field coefficients can then be calculated. This is repeated at order I = 1
and greater until a predefined convergence criterion is met. The radiative properties can then be
computed using the scattered field coefficients for each order.

As the Lorenz-Mie theory is only valid for spheres, the morphology of soot particles can be
approximated by spheres with various equivalent radii. Such radii are the volume-equivalent
radius, the surface-equivalent radius or the radius of gyration [98]. The volume-equivalent radius

r, and the surface-equivalent radius r, are defined as:

Ty = (Nm)l/grm (|231)

e = (Np)Y?rm, (1.2.32)

Rayleigh-Debye-Gans theory for Fractal Aggregates

The Rayleigh-Debye-Gans for Fractal Aggregates (RDG-FA) theory is a method which provides di-
rect analytical equations for the computation of an aggregate radiative properties, knowing its
morphology and optical index [99]. It is based on the Rayleigh-Debye-Gans approximation, which
assumes that each primary particle is small enough to be considered as a spherical Rayleigh scat-

terer. This assumption can be written in the form 2z,,|m, — 1| < 1, where z,,, = 27r,,/\ is the
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size parameter. Moreover, another assumption is made that there is no interdependence of the
scattered field by each primary particle, or in other words that the internal-field within the par-
ticle is uniform and only depends on the external, incident field. The scattering and absorption

cross-sections can then be computed as [100]:

8 4 ~Di/2

Coca = (Np)? =7k (rn)° (1 + —kQ(Rg)Q) F(m,) (1.2.33)
3 3D;
Coaps = — Npdrk(r,)> E(m,) (1.2.34)

where F(m,) and E(m,) are the scattering function and absorption function respectively, such

as:

F( )—m‘z’_12 (1.2.35a)
M m2 12 2.

m2 —1
E(m,) =S {mg - 2] (1.2.35b)

The differential scattering cross-sections are computed using the structure factor. The struc-
ture factor can be computed by means of the Fourier transform of the auto-correlation function,
which has already been mentioned in section The density auto-correlation function can be

expressed as [101]:

g(u) = /n(r)n(r —u)dr (1.2.36)

where n is the density function and w is a position vector. n(r — u) is equal to one if there is
matter at the position described by the vector w from another monomer at position » and null

otherwise. The structure factor is then computed as [100]:

S(q) = /g(u) exp(iq.u)du (1.2.37)
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which, provided that S(q) = S(¢) and g(u) = g(u), gives:

S(q) = 47T/g(u) Sinq(zu) w?du (1.2.38)

where S is the structure factor and ¢ is the scattering wave vector amplitude such as ¢ = |q| =
2k sin(#/2). By multiplying the scattering wave vector by the gyration radius, two regimes of the

structure factor can be identified as [100]:

S(qRy < 1)~ 1 — éqQRj (1.2.39a)
S(qR, > 1) = C(qR,) "¢ (1.2.39b)

where C'is a constant. Other analytical expressions of the structure factor and of the constant

C can be found in the review from Sorensen [100] and references therein.

The structure factor can then be used in order to compute the differential scattering cross-

sections as:
dCSC(L
ds?

= (Np)2k* (1) F (m,) S (q) (1.2.40)

which leads to the expression of the backscattering cross-section such as:

dChae = (N )?k* (1) F(my) S (2K) (1.2.41)

This theory provides good angle-integrated results, e.g. the extinction cross-sections. How-
ever, the angle dependent results obtained using RDG-FA such as the scattering matrix elements
can be inaccurate, especially for high primary particle size parameters [102]. Several correc-
tion factors have been developed in order to address this limitation, to account for the interde-
pendent scattering and to include other complex morphological properties such as overlapping

(6,101, 103].
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Superposition T-Matrix Method

The Superposition T-Matrix Method (STMM) uses the same basic principle as the Lorenz-Mie the-
ory, but applied to assemblies of spheres [96,[97]. This method makes use of the superposition

property of the scattered fields, as already mentioned in Section such as:

Ns
E* =Y " E* (1.2.42)

=1
where E*“* is the scattered electric field by sphere i and N, is the number of spheres. The scat-
tered electric field of each sphere is still expressed in terms of VSWFs and is computed using
Equation However, the relationship between the incident field coefficients and the scat-
tered field coefficients differs sensibly in order to account for the contribution of one sphere
scattered field on another sphere incident field. Equations|l.2.30[(a) and (b) are therefore written

as [97]:

ai,, = ai | pi, — Z Z Z [a, AP (kR0 67) + b, BY, (KR, 07, gbiﬂ‘)] (1.2.43a)
J=1r=1m'=—1
J#i

b = 51 | n — Z Z Z [ A®, J(RR,09,69) + ) B, (kR,07,67)] | (12.43b)
J=lr=1m/=—1
J#i

where j is another index indicative of the spheres, R is the distance between the centers of the
spheres i and j, ¥ and ¢¥ are the angles between the position vectors of these two centers in
the reference frame and in a spherical coordinate system, and A and B are the vector harmonic

addition coefficients [97].

By comparing Equations[l.2.30|and[l.2.43} one can clearly see the added terms which represent

the contribution of the interdependence of the scattered field of each sphere. The term T-Matrix
of the STM method comes from the simplification of the Equations|l.2.43(a) and (b) into a more

compact form which introduces a transition matrix T'. This involves the translation of each field
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(incident and scattered) about the cluster origin [97]. The following equation is then obtained:

Wy = Tt P (1.2.44)
where the superscript © indicates that the coefficients are referring to the fields expanded about
the cluster origin, and not about the sphere centers as they previously were. The subscripts , and

¢ both equal to either 1 or 2, indicate which field coefficient is referred to such as:

0 _ 0 0 _ .0
a1 = Qpp Py =Py

(1.2.45)

0 _ 10 0 _ 0
Qo = biyy, Py =y

As in the Lorenz-Mie theory, the computation of the scattered field coefficients, and then the
scattering matrix, requires the input of a convergence criterion. The STMM is able to compute the
radiative properties of soot particles provided that the assumption is made that their morphology
consists of spherical monomers in point contact. Hence, more complex morphological properties

such as overlapping or necking can not be accounted for using the STMM.

Discrete Dipole Approximation

The Discrete Dipole Approximation (DDA) is a method firstintroduced by Purcell and Pennypacker
[104] and used to compute the radiative properties of arbitrary particles. The main principle of
this method is to discretize the volume occupied by a scatterer into a set of elementary volumes,
each occupied by a dipole. These dipoles interact with the incident field and with the other dipoles

scattered fields. Each dipole j presents a dipole moment I1; such as:

II; = o E, (1.2.46)
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where E; is the electric field at the position of dipole j and o is the dipole polarizability for an

isotropic material. The electric field E; is computed as:

Nq
E;=E"™ - Ayl (1.2.47)
k=1
k]
where Ei" is the electric field of the wave incident on dipole j, Ny is the number of dipoles and
Ajiis a 3N, x 3N, matrix. The expressions of this matrix can be found in [105]. For an isotropic
material, the diagonal elements are A;; = 1/a} and the expression of Equation [.2.47| can be
reduced to:

Ny
E(r) =Y Al (1.2.48)
k=1

Solving the system of equations described by Equation [.2.48|yields the dipole moment of each
volume, which in turn yields the internal electric field as of Equation|l.2.47| The scattered field in

the far-field can also be computed as:

k? exp(ikr) ZNd
Esca = exp(—zk’ﬁ’r])(’ff - ]13)]:[] (|249)
r
=1

Hence, the DDA method allows to compute the scattered field of particles of any morphology,
and by consequence their radiative properties. The limitations of this technique stem from the

number of dipoles required. This number is expressed through the criterion:
47
Ny > ?]mo\?’x;’ (1.2.50)

This equation indicates that the elementary volumes dimension are small when compared to
wavelength. Moreover, it implies that a larger number of dipoles is needed for large size param-
eters and optical index, which increases the size of the matrix A;; and the computation time

needed to solve the system of Equations|l.2.48
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1.3 Light Detection And Ranging

Lidar instruments are a type of active remote-sensing instruments which operate in the optical
spectrum. In contrast with passive techniques, lidar instruments use an artificial and controlled
light source in order to study a medium. In this section, a general description of the different types
of lidar instruments is provided. The single scattering approximation and the signal inversion
methods used in lidar signal analysis are briefly presented. The polarization framework in lidar

is then introduced and the multiple scattering effects are described.

1.3.1 General description of lidar instruments

The overall principle of lidarinstruments is closely related to sonar' (Sound Navigation And Rang-
ing) and radar’ (Radio Detection And Ranging) instruments. These three types of instruments
emit a wave, electromagnetic for lidars and radars and acoustic for sonars. These waves are scat-
tered or reflected by objects or particles during their propagation. A receiver, placed in the close
vicinity of the wave generator, is used in order to acquire a signal which provides information
on the scattering medium or on the objects with which the wave has interacted. By measuring
the time of emission of the wave and the time of reception of its scattered or reflected part, the
distance between the instrument and the interacting medium can be computed knowing only
the speed of propagation of the wave. Hence, this procedure allows the detection and ranging of

objects. Considering an electromagnetic wave, this is expressed as [106]:

C()At
2

(1.3.1)

r =

where 7 is the distance between the receiver and the location of the interaction that resulted in
the reflection/scattering of the wave, ¢, is the speed of light in vacuum and At is the time interval

between the emission and the reception of the wave. The denominator indicates that the wave

TAlthough sonar and radar are acronyms, their use has become common enough that the lower case writing has
become predominant. While the word lidar is not as widely used as sonar and radar yet, lidar instruments are so
closely related to them, in both pronunciation and overall concept, that the use of the lower case writing is justified.
Please note that the spellings LiDAR and LIDAR are also commonly used in the literature.
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has undergone a round trip. This equation expresses the ranging capacity of lidar instruments,
as it allows for a measure of the distance between the instrument and the interacting medium.

Lidar instruments can be classified into different categories and subcategories. The two main
categories of lidar can be differentiated by the type of target that is studied. The so-called 3D-
lidar systems typically use either a laser source coupled with a scanning apparatus or a flash
source (i.e. a wide-diverging laser) [107]. These lidars produce a three-dimensional set of data
points representing the surface of the surrounding area or of remote targets. They have many
applications, e.g. to supplement computer vision for the development of autonomous vehicles
[108,/109] or in topographical surveys [110, [111].

The second category of lidars concerns instruments whose main purpose is to study the scat-
tering medium in which the electromagnetic wave propagates, in contrast with the solid surfaces
that are of interest in 3D-lidars. Hence, these lidars are called atmospheric lidars or diffuse-
target lidars. These instruments typically use laser sources coupled with optics that produce
well-collimated laser beams or pulses. Several subcategories of atmospheric lidars can be de-

fined [112]:

+ Elastic lidars instruments rely on the light scattered by the atmospheric components at the
same wavelength as the emitted light. They can provide insights on the presence of partic-
ular and molecular content of the atmosphere [106] or on the temperature profile across

the different atmospheric layers [113].

+ Differential Absorption Lidars (DIAL) are instruments based on the simultaneous measure-
ment of the absorption properties of a single medium at several different wavelengths.
The emitted radiation is backscattered by the molecular and particular content of the at-
mosphere, or by surfaces. By comparing the absorption properties at a wavelength corre-
sponding to a molecule absorption line and those near this absorption line, the concentra-

tion of this molecule can be calculated [114].

* Raman lidars are also used to monitor the molecular and particular content and the tem-

perature profile of the atmosphere [115|[116]. These lidars analyze the light scattered by
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molecules through the Raman scattering effect. This effect induces a shift in the scattered
light wavelength, which is referred to as a type of inelastic scattering. The wavelength shift
is specific to each molecule, and by measuring the amplitude of the acquired signal, the

molecule concentration can be retrieved [117].

Fluorescence lidars also use inelastic scattering in order to acquire information on the tar-
get. Fluorescence is a phenomenon which can occur when a photon is absorbed by a
molecule. The excited molecule then relaxes to a lower energy level and emits a photon
in the process. This emitted light can be at the same wavelength as the incident light or
at longer wavelength. This type of lidar can be used to detect specific substances in the

atmosphere or on surfaces [112,[118].

Doppler lidars measure the shift in wavelength caused by the Doppler effect induced by

wind. The determination of this shift allows to evaluate the wind flow speed [119].

In this thesis, we exclusively consider atmospheric elastic lidar instruments as our object of

study. For ease of reading, they are referred to as lidars or lidar instruments in the following. The

components of lidar instruments can be schematically organized into three modules as presented

in Figure[l.9

g
Scattering medium
Scattering and absorption
L A 4 ! !
p — N
1 1
1 1
e Y (T N
: RN : Sampling
Beam L : : | Telescope Numerical conversion
h /
shaper v\: :
I I
\A 4
Filters [ :(;h:a E 1:1: ale II Detector 1 57—
Beam [ --_-_-_-__ | _ _
Laser source splitters " "~ = o aio | @ Amplifier
L Emission | |  Reception | Detection
L Lidar instrument )

Figure 1.9: Schematic view of an atmospheric lidar instrument.
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The design of each lidar instrument is application specific. Numerous variations of the three
modules have been presented in the literature [120,[121}[122}123}124]. In this thesis, we primar-
ily focus on pulsed, polarization-resolved, multiple-wavelengths lidars with dedicated reception
channels for each wavelength and polarization state. Hence, a number of lidar designs and op-

tomechanical devices that are less relevant to this focus will not be described in the following.

The emission module contains the laser source and the optomechanical system used to shape
the emitted light. The laser source emits a laser pulse whose energy, profile, repetition rate and
wavelength depend on the type of laser used. Multiple wavelength lidars use a nonlinear crystal
material in order to double or triple the frequency of the light emitted by the laser source. For
example, Nd:YAG (Neodymium-doped Yttrium Aluminum Garnet) lasers have an original wave-
length of 1064 nm, but wavelengths of 532 nm and 355 nm can be obtained through frequency
doubling and tripling. The optomechanical emission system can also control the emitted pulse

polarization, divergence and width.

The reception module contains the optics which collect and filter the backscattered light. The
collection is achieved by means of the primary mirror of a telescope. The light is then guided
to wavelength filters, which are used to filter out the background radiation. Wavelength beam-
splitters are used in order to separate the received light into different channels. Polarization
beam-splitters can also be used in polarization-resolved lidars in order to split the fraction of
the backscattered light whose polarization is different from the emitted pulse polarization. Two

channels are then created for each wavelength channel.

The detection module converts the received light into an electric signal which is then ampli-
fied and converted again into a numerical signal. The conversion is achieved by sensors such as
photomultiplier tubes (PMT) [121,[125] or avalanche photodiodes (APD) [124,[126]. The amplified
signal is then sampled and converted into a numerical signal. The sampling frequency, along with
the laser pulse width and the sensor response time, will determine the spatial resolution of the

numerical signal.
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1.3.2 Single scattering approximation and lidar equation

Describing mathematically the received signal from a lidar instrument requires to account for
three factors: (i) the instrument characteristics, (ii) the problem geometry, and (iii) the light-matter
interaction processes occurring in the scattering medium. Under the single scattering approxi-
mation, the latter can be approached in a simplified manner. In Section |.2.4, we approached
the phenomenon of light-scattering by particles by first considering the light scattered by single
elementary volumes, and then considering the interdependence between all the elementary vol-
umes within the particle. A similar approach can be undertaken in describing light scattering by
ensembles of particles. We first account for the light scattered by a single particle, scaled by the
number of particles present in the scattering volume, which corresponds to the single scattering
approximation. The interdependence between the scatterers, called multiple scattering, is then
introduced later, as it will be in Section|.3.4

Under the single scattering approximation, the lidar received power can be interpreted using
the following equation [20, 92]:

P(r) = 2 KyO(r)Uss(r) (1.3.2)

r2

where P is the received power, r is the range between the instrument and the scattering volume,
Ky is the instrumental constant, O is the overlap function and Ugg is the attenuated backscatter
function under the single scattering approximation. The »—2 dependence can be physically inter-
preted by the classical decay of the intensity of a spherical electromagnetic wave. The three other
components correspond to the factors described at the beginning of this section.

Considering an instrument whose optics have perfect efficiencies (i.e. there is no loss of radi-

ation power within the transmissive optics), the instrumental constant can be expressed as:

K, — PO?A (1.3.3)

where F, is the emitted pulse integrated power, 7 is the pulse temporal width, and A is the
receiver effective area. The overlap function expresses the fraction of emitted power within the

receiver field-of-view as a function of range. Figure presents a schematic representation
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of a lidar instrument emitted beam and receiver field-of-view and of the corresponding overlap

function.

' 251

1 20.

Range

Overlap function

Emitter Telescope

Figure 1.10: Schematic view of the emitter beam (red) and receiver field-of-view (green). The cor-
responding overlap function is computed using the method described in the annexes of Halldors-
son and Langerholc [127].

The attenuated backscatter function Ugg(r) expresses the radiation backscattered by the at-
mospheric component at range r, and attenuated by the extinction occurring along the optical
path between the instrument and the scattering volume. Under the single scattering approxima-

tion, it is expressed as:

Uss(r) = B(r) exp (—2 /0 a(r’)dr’> (1.3.4)

where 5(r) and a(r) are the backscattering and extinction coefficients at range r respectively.
Considering a scattering medium composed only of one type of polydisperse particles, these

coefficients, called the lidar coefficients, are expressed as:

B(r) = / " a(r, R)dChue(r, R)AR (13.53)

a(r) = /OO ng(r, R)Cep (1, R)dR (1.3.5b)
0

where n,(r, R) is the particle size distribution, with R being a characteristic length of the con-
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sidered particle type. Equations|l.3.5(a) and (b) are at the source of the underdetermination of
the lidar problem, and by consequence of the need of a priori information on the particles ra-
diative properties. Indeed, the only measurable quantity is the received power P(r) in Equation
.3.2} and the lidar coefficients g and a are unknown. In order to retrieve any information on the
scattering medium, say the particle number concentration, a priori information are then needed.

Inversion methods are used in order to retrieve information on the scattering medium, the
most well-known being the solution developed by Klett [23]. Assuming a relationship between the
backscattering and extinction coefficients such as 5(r) = C(a(r))", where C and u are constants,
and by rearranging the terms in Equation and differentiating it with respect to range, we
have:

u da(r) 1 dUss(r)

—2a(r) = 5— T (1.3.6)

This differential equation is known as a Bernouilli equation, whose solution is:

USS (7“)1/“

(13.7)
+ 2 [1 Uss(r')/udr’

o(r) = Uss(rs)t/
a(ry)

where r; is a boundary value.

Hence the retrieval of the extinction coefficients a(r) requires a prioriinformation on the value
of the constant w and on the extinction coefficient at the defined boundary range a(r). In practice
the constant u is often approximated as u ~ 1, so that the constant C' is equivalent to the lidar

ratio LR.

1.3.3 Polarization lidar framework

In the last section, only the unpolarized case has been considered. In order to account for the
polarization of the emitted and received radiations, a frame of reference describing the emitted

light polarization frame is introduced. Considering linear polarizationsuchas I’ =[1 1 o 0%,

the emitted wave is described as being ||-polarized. According to Equations|.2.14/and[.2.16|and
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in the single scattering approximation, the backscattered Stokes vector I is expressed as:

1 FH (7'(') 0 0 0
Foo(m)/ Fi1(m 0 Fo(m 0 0
7‘2Ibac _ FH(T[') 22( )/ 11( ) 22( ) _ F(?T)Ism (1.3.8)
0 0 0 F33(7T) 0
0 0 0 0 Fu(nm)

Considering a non-spherical particle with Fos(7) < Fi1(7), the Stokes elements verify the prop-
erties Q¢ < [%€ and U = V%< = (), as there can be no change of polarization plane in the
backward direction due to the lack of dependence on the angle ¢. Following this, the identity
I > \/Q? + U? + VZindicates that the backscattered radiation is composed of a ||-polarized com-
ponent and an unpolarized component [128].

Consider a polarization-resolved lidar experiment in which the received radiation is split into
two different channels. An analyzer on the first channel filters out the radiation whose polar-
ization is not parallel to the emitted pulse. This channel acquires a signal which is proportional
to the ||-polarized component of the received radiation and to half the unpolarized component.
The second channel contains an analyzer which filters out the ||-component, so that only half
of the unpolarized component remains [128]. In the lidar formalism, it is referred to as the L-
component, in contrast with the ||-component.

Using this framework, the emitted pulses are exclusively ||-polarized, while the received radi-
ation can be composed of both a ||-component and a L-component. Equation|.3.2|can then be

rewritten taking into account the polarization such as:

Pr(r)= Y Pi(r) (13.9)
i=|, L
with:
Pi(r) = T—12KOO(T)Ui(T) (1.3.10)

where the i defines which component is considered (|| or L) and the subscript 7" is used to re-
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fer to the total received power. In this equation, the instrumental constant is considered inde-
pendent of polarization. Defining the polarized backscattering cross-sections such as: Cy,.|| =
(1/2)(Fi1(m) + Foo(m)) and Chae, 1. = (1/2)(Fi1(m) — Fae(m)), the attenuated backscatter function
U;(r) now depends on the polarization as a result of the polarization dependence of the backscat-
tering coefficients 3; = [ ny(r, R)Chac,i(r, R)dR. Defining Fps(m) = Fy1(m) — d Fi1(w), where d is
an adimensional parameter, the same set of equations as in [128] are found. The volume LDR

can then be computed such as:

_Pr Chaer _ Fu(m) — Fy(m)
Py Crae) Fu(m) + Fao(m)

Oy (1.3.11)

In practice, an angle of collection is always present in lidar applications, so that the exact
backscattering condition is not verified and the identities[[.2.76|do not hold. Moreover, changes
of polarization plane of the scattered wave occur in those non-exact backscattering angles be-
cause of the added dependence on the ¢-angle. This implies that the backscattered radiation is
composed of polarized components on both the ||-axis and the L-axis and of potentially an un-
polarized component on these two axes as well. The polarized components of the emitted and

received electric fields are illustrated on Figure

El’m EI’E’C

N .~ prec
N EJ_ e_l_

Emitted wave Received wave

e

Figure 1.11: Frame of reference for the polarization state of the emitted wave and the received
wave.
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1.3.4 Multiple scattering in lidar

In the single scattering approximation, it is assumed that the incoming radiation on any particle
in the scattering volume is the laser emitted beam. The contributions of the fields scattered by
the other scatterers on the other particles are neglected. Multiple scattering refers to the part of
the scattered radiation which is not accounted for in the single scattering approximation [24].

In order to describe multiple scattering, consider a system of two identical particles interacting
with the same incident field E™ as illustrated on Figure The scattered field by particle 1 is
emitted at time ¢;, and the scattered field by particle 2 at time ¢, > ;. The time of flight between
particles 1and 2ist, o, >ty —t;. We consider that the field scattered by particle 2 in the direction
of particle 1 is negligible. Three "echoes" will then be sensed by the lidar instrument. The first
corresponds to the backscattered field by particle 1 and the second to the backscattered field by
particle 2. The third echo corresponds to the field scattered by particle 2, which only depends
on the field scattered by particle 1 in the direction of particle 2. Hence, in this configuration and
without a priori knowledge on the scattering medium except that it is composed of single particles,
the straightforward interpretation of the lidar signal would be that there are three particles within
the scattering medium. Moreover, it could be deduced that the returned lidar signal should follow
the relationship P, = r3P, # r3P;, where the numeric subscript indicates which particle is
concerned, and the third "virtual" particle is designed by the number 3. The ranges r; are still
computed using Equation|.3.1

Several other cases can be considered. If t — t; = t;_5, then only two "echoes" are observed
and the relationship between the signals powers is expressed as r2P, > r?Py. In this case, P, is
related to the superposition of the field scattered by particle 2 with the incident fields E"*¢ and
E34, and of the field scattered by particle 1 with incident field E5*,.

Following this simple example, two different effects can be attributed to multiple scattering in
the lidar framework: (i) a stretch of the lidar signal, (i) an increase in backscattered power [24].

Another effect associated with multiple scattering is the increase in depolarization of the lidar
signals. This effectis particularly striking in water clouds. These clouds are composed of spherical

water droplets, which retain the polarization state of the incident light (see Equation|l.2.15(a)). In
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Figure 1.12: Example of the mechanism associated with multiple scattering for two particles. The
electric fields are represented with arrows. The time-dependent backscattered power is schemat-
ically represented on the right-hand side.

the single scattering approximation, this implies an observed LDR that should be null. However,
lidar measurements over water clouds have provided non-zero values of the LDR in numerous

occasion [129,[130, 131, [132]. This behavior is attributed to multiple scattering.

In order to account for multiple scattering, Platt [133] introduced a multiple scattering correc-

tion factor into Equation such as:

Ucorr(r) = B(r) exp (—2n(r> /0 Ta(r’)dr’) (1.3.12)

where 7 is the multiple scattering correction factor, which can be computed as:

__ 1 U(r)
n=1-— o log (USS(T)) (1.3.13)

where Ugg(r) is the contribution of the attenuated backscatter function attributed to single scat-
tering and 7 is the optical depth with 7 = [/ a(r')dr'. The multiple scattering correction factor
allows to account for the pulse stretching effect, but does not reproduce the increase in backscat-
tered power. The increase in LDR can be reproduced by introducing polarization dependent cor-

rection factors.
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Stochastic and phenomenological approaches have produced several formal equations allow-
ing to account for multiple scattering in lidar [24]. Stochastic approaches formulate a multiple
scattering lidar equation as the sum of the contributions of all scattering orders. Each scatter-
ing order contribution itself is the joint probability density of the trajectories, which depends on
the radiative properties of the scattering medium [134,[135]. Phenomenological approaches de-
scribe multiple scattering as a chain of elementary scattering processes. The radiation outgoing
from an elementary volume at scattering order n depends on the incident radiation, which itself
depends on the outgoing radiation from all elementary volumes at order n — 1. The integration
over n sets of volume integrals then yields an analytical formulation of the backscattered power
[136]. While the equations derived from these methods provide exact formulations of the multi-
ple scattering problem in lidar, they also present a large degree of mathematical complexity and

a non-negligible time-cost for their numerical computation [24].

In the Quasi-Small-Angle (QSA) approximation, the measured backscattered radiation is con-
sidered to be exclusively due to the successive scatterings occurring at scattering angles near
forward scattering (0s., ~ 0) or near backscattering (¢s., ~ 7). This allows the simplification of

the radiative transfer equation applied to lidar geometry [24].

Monte-Carlo methods are a set of numerical methods allowing to model a number of phys-
ical phenomena. As this method is at the foundation of Chapter [lll, only a brief description is
given here. For lidar applications, a specific subset of Monte-Carlo methods is used; the Monte-
Carlo transport methods. They consist in modeling the transport of elementary objects through
a medium. These objects are subject to absorption and scattering events, and follow trajectories
that are determined by means of the random sampling of probability density functions based on
the radiative properties of the scattering and absorbing medium. By computing a large number
of trajectories, the multiply scattered lidar signal can be computed. Moreover, polarization can
be introduced and each scattering order contribution to the signal can be retrieved separately.
The elementary objects whose trajectories are computed are hereby referred to as photons. The
term "photons" is used as a proxy for these purely numerical objects considering that they are

the elementary bricks of the Monte-Carlo methods and that they are subject to probability distri-
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butions based on the interacting medium radiative properties properties. Monte-Carlo methods
have the advantage of relying on few approximations and being applicable to a large number of
cases, but can be computationally demanding.

If not considered, multiple scattering effects induce errors in the retrieved values of the ex-
tinction and backscattering coefficients [24]. Moreover, differentiation between particle types
is often achieved by means of the LDR [137], which can also be affected by multiple scattering

effects.

Conclusion

In this chapter, a bottom-up approach has been undertaken in order to describe the multiscale
complexity of light scattering by soot particles in the lidar framework. At the fundamental level
lie the soot particles themselves, whose morphology is described by a fractal model. This fractal
model introduces micro-physical parameters, namely the number of monomers, their radius, the
fractal prefactor and the fractal dimension. Soot aggregates can be numerically generated using
different types of aggregation codes. In the next chapters of this thesis, these aggregation codes
are used in order to generate the aggregates of which the radiative properties will be computed
in Chapter I} using the optical indices presented in Subsection|[.1.3

The radiative properties computation relies on the theoretical basis described in the second
section of this chapter. Elements of electromagnetic scattering by particles are presented, as well
as the Stokes formalism and the definition of the radiative properties that will be used. Different
modeling methods used to compute the radiative properties have also been described. Empha-
sis is put on the underlying assumptions of these methods, such as the interdependence of the
scattered fields or the shape of the scatterers. Considering these hypotheses and the computa-
tional cost of these methods, most of the radiative properties computation of this studies have
been achieved using the STM method, although the RDG-FA theory has also been used in some
cases. These results are presented in Chapter |ll|

An overall description of lidar instruments and their characteristics is provided in the final
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section of this chapter. The mathematical formulation of the lidar signal is presented in the sin-
gle scattering approximation, and polarization is later introduced. The multiple scattering phe-
nomenon is described in simple terms, and its effects on lidar signals are underlined. Different
methods used to account for multiple scattering in the lidar framework are presented. Chapter
[ presents the Monte-Carlo method developed in this thesis in order to simulate polarization-
resolved lidar signals, accounting for multiple scattering.

Hence, the next chapter presents several studies which pertain to the radiative properties of

soot particles, as these radiative properties are needed in order to simulate lidar signals.
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Chapter Il

Evaluation of the radiative properties of

soot fractal aggregates

Introduction

The first step leading to the simulation of lidar signals measured on soot particles is the deter-
mination of the radiative properties of these particles. The results obtained from the numerical
computation and of the experimental evaluation of the radiative properties are presented in this

chapter.

As described in the previous chapter, the radiative properties of particles depend on their
size, morphology and optical index. Numerical Cluster-Cluster Aggregation (CCA) methods al-
low to generate aggregates presenting a fractal-like morphology. However, each set of fractal
parameters still corresponds to multiple different arrangements of the primary particles them-
selves. Moreover, the fractal description of soot aggregates is only valid on average. This implies
that the computation of the radiative properties of soot fractal aggregates with a specific set of
micro-physical parameters must be averaged over several realizations of aggregates. Hence, in
the following, the presented radiative properties are associated with ensembles of aggregates in
most cases. The number of aggregates per ensemble will also be stated. Among the presented

radiative properties, the single scattering albedo and the asymmetry parameter can provide a
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first qualitative evaluation of the multiple scattering. Indeed, the single scattering albedo can be
envisioned as the probability of scattering during a single extinction event, while the asymmetry
parameter expresses the overall shape of the scattering pattern. These radiative properties will
be used and commented upon in the following chapters, and are mostly presented here as a

byproduct of the radiative properties computation.

The evaluation of the radiative properties of soot fractal aggregates can be achieved by several
methods. In the first section of this chapter, these properties are evaluated by means of numer-
ical methods. Different types of aggregates are under study: (i) aggregates with monodisperse
monomers, (i) aggregates with polydisperse monomers and (iii) superaggregates, also called hy-
brid aggregates, with monodisperse monomers. The radiative properties are computed at wave-
lengths that are of primary interest in lidar applications, i.e. from the ultraviolet to near-infrared

spectrum.

The numerical generation of fractal aggregates with known morphological parameters allows
to study the individual impacts of these parameters on the radiative properties. To that end, a
comparative study of the radiative properties of ensembles of aggregates with different sets of
morphological parameters is presented in the first section. The radiative properties of aggre-
gates with polydisperse monomers are also presented, as they will be used in Chapter [V} The
computations are mainly performed using the STM method, using the Multiple-Sphere T-Matrix
(MSTM) code [138]. Finally, the radiative properties of superaggregates are presented. This type
of aggregates presents specific morphological features, which are highlighted by differences in
the structure factor when compared to standard aggregates. This allows for the comparison be-
tween superaggregates and standard aggregates radiative properties, but also for the compari-

son between radiative properties computed with the STM method and using the RDG-FA theory.

The second section of this chapter is dedicated to the experimental evaluation of the LDR of
soot particles. To our knowledge, this study is the first experimental evaluation of the LDR of
soot particles in the backward direction and in ambient air conditions. A numerical study is also
presented in order to identify which sets of morphological properties and optical indices provide

the smallest discrepancy with the measurements, and to investigate the limits of the numerical
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models.

1.1 Numerical simulations of the radiative properties of soot

particles

11.1.1 General methods

In sections(ll.1.2land|ll.1.3] the radiative properties of ensembles of numerically-generated aggre-

gates will be presented. These aggregates are generated using a Tunable Cluster-Cluster Aggre-
gation (TCCA) code, which allows to control their fractal parameters. Although the aggregates of
one same ensemble are characterized by the same morphological parameters, each aggregate
still presents its own disposition of the monomers in space. These different morphologies within
the same ensemble can result in variations of the radiative properties. Indeed, previous studies
have highlighted the importance of using ensemble averaging, as well as orientation averaging
[139]. In this thesis, random-orientation radiative properties are computed. Then, they are av-
eraged according to the size of each ensemble. In Sections and ensembles of one
hundred aggregates are generated. This number is chosen as a compromise between the rep-
resentativity of the aggregate morphologies, with their associated radiative property standard
deviations and the computation time and resources. The impact of the number of aggregates on
the standard deviation will be briefly presented in section|ll.1.2} and is more thoroughly investi-
gated in Appendix Al

The main numerical method used for the computation of the radiative properties is the STM
method. Specifically, the MSTM code [138] is used. The MSTM code uses a convergence criterion
in order to define the stopping condition of the calculation. In the calculations presented in this
study, the choice of this convergence criterion has been found to induce discontinuities in the
radiative properties according to wavelength in some cases. In the MSTM code, this convergence
criterion is applied to individual monomers. Depending on wavelength, the value of the maxi-

mum order of the computed VSWFs may vary for the same convergence criterion. A procedure
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implemented in the MSTM code allows to avoid this issue. Instead of defining a convergence
criterion, the maximum order of the VSWF for each and every monomer can be defined prior to
the computations. Hence, the radiative properties are first computed at the lowest wavelength,
and the maximum order of the VSWFs is then used in later computations. While this technique is
efficientin the case of monodisperse particles, it can induce a non-negligible increase in computa-
tion time. Indeed because the convergence criterion is applied to individual primary particles, the
maximum order of the VSWFs for each monomer may be different. This is particularly observable
in the case of the superaggregates and aggregates composed of polydisperse monomers. Indeed,
superaggregates, which will be further described in section|ll.1.4} are composed of a very large
number of primary particles which can also be found in a more compact arrangement. The in-
terdependence of the scattered field is then increased, which potentially increases the maximum
order of VSFWs on some primary particles. Similarly, individual primary particles of aggregates
composed of polydisperse monomers may present different maximum orders of the VSWFs ac-
cording to their size. In the procedure described above, the computation time would then be
increased because of the use of the maximum order of the VSWFs of the first computation for all
the primary particles.

In order to reduce this computational cost, the MSTM code has been slightly modified. Instead
of retrieving the maximum order of the VSFWs in the first computation, the maximum order of
the VSFW are retrieved for every individual monomer. This set of maximum orders of the VSWFs
is retrieved in the first calculation and then passed on to the next. We found that this alternative
procedure allows to suppress the discontinuities and that the results obtained do not present
significant differences to those obtained with the previous implementation. Hence, this modified
convergence criterion is used during the computation of all the radiative properties when using

the MSTM code.

11.1.2 Soot fractal aggregates with monodisperse monomers

This section presents the methods for the computation of the radiative properties of soot aggre-

gates ensembles with monodisperse monomers. Most of the results presented in this section
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have been published during this thesis [49], but some additions have been made in the present

report.

Methods

The fractal aggregates used in this study have been generated using the TCCA algorithm de-
veloped by Mackowski [79, [140]. This algorithm has allowed the generation of the monomer
positions for an aggregate while fixing the values of the fractal parameters k; and D, and of
the number of monomers N,,,. Twenty-seven ensembles of one hundred soot fractal aggregates
have been generated using this algorithm, with the fractal prefactor always set to k; = 1.3 and
the number of monomers to N,, = 45, 90 or 450. The fractal dimension has been set to either
Dy =1.6,1.8 or 2.0 and the monomer radius to r,, = 10 nm, 20 nm or 40 nm. These values of the
morphological parameters have been chosen in order to account for the range values presented
in Table[l.1] They represent approximately their minimal, maximal and medium values. Examples
of generated aggregates are shown in Figure .4l Using Equation|[l.1.4} we calculated the radius of
gyration of each aggregate. When averaging these radii over ensembles of same morphological
parameters, we found less than 0.3% deviation from the mean value of the radius of gyration.
The average results are represented by the markers on Figure[.4]

The fractal parameters D, and k; of each ensemble have been retrieved by fitting the number
of monomers against the radius of gyration normalized by the monomer radius using Equation
The relative discrepancies between the initial and the retrieved values of the fractal param-
eters are less than 1.5%, hence being in very good agreement as shown in Figure[.4] Hereafter,
the initial values are used in order to lighten the notations.

The radiative properties are computed on a large spectrum, from A = 300 nm to A = 1100 nm,
with a wavelength step of AX = 20 nm. These wavelengths are chosen in order to address the
wide range of lidar instruments operating in this spectrum, but also to address emerging lidar
technologies such as those using a supercontinuum laser [141]. Because the radiative proper-
ties are computed on such a wide spectrum, the choice of the optical index is mainly limited to

explicit wavelength-dependent formulations of the optical index. Hence, we used the wavelength-

59



[1.1. Numerical simulations Chapter Il. Radiative properties

dependent dispersion law as in Equation [71.

Cross-sections

According to Figure the extinction cross-sections present a consistent spectral and mor-
phological dependence across all ensembles. The extinction cross-sections are decreasing with
wavelength, and increasing with monomer radius. A higher number of monomers also results in
higher extinction cross-sections. Fractal dimension variations produce a negligible effect on the
extinction cross-section, with the exception of the largest aggregate ensembles (i.e. r,, = 40 nm,
N,, = 450). In these cases, higher fractal dimensions result in lower extinction cross-sections in
the UV part of the spectrum. The standard deviations of the extinction cross-sections across all
wavelength and ensembles are below 0.1%.

The scattering cross-sections presented in Figure[l.1b|follow trends similar to those observed
in the extinction cross-sections. The same impacts of the monomer radius and number are ob-
served. However, higher fractal dimension produces larger scattering cross-sections across all
ensembles and wavelengths, except in the UV range for aggregates of monomer radius r,, = 40
nm.

As shown in Figure the backscattering cross-sections are also decreasing with wave-
length, with a standard deviation of about 10% over the whole spectrum for each ensemble of
aggregates. A difference of up to more than one order of magnitude between the backscattering
cross-sections in the UV and in the NIR can be observed. This decrease with wavelength is more

important for smaller aggregates, i.e. as the monomers are few and small. Comparing Figures

l.7aland [Il.1¢, it is apparent that the values of the backscattering cross-sections are decreasing

more rapidly with wavelength than the extinction cross-sections.

For the same fractal dimension and monomer radius, doubling the monomer radius leads to a
backscattering cross-section increase by a factor ranging from 10 in the UV part of the spectrum
up to 50 in the NIR part. The backscattering cross-section decrease with wavelength is greater
for smaller monomer radius. Hence, the monomer radius of the aggregates also influences the

wavelength dependence of the radiative properties.
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Increasing tenfold the number of monomers induces a 6 to 12 times increase of the backscat-
tering cross-section when the monomer radius is equal to either r,, = 20 nm or r,, = 40 nm.
For monomer radius r,, = 10 nm, this factor ranges from 7 to 29. This difference for smaller
monomers is most certainly due to the different spectral dependence of the backscattering cross-
sections. Indeed, the wavelength dependence of the backscattering cross-sections is also influ-
enced by the number of monomers, with lower number of monomers inducing a steeper de-
crease. In particular, the 10 nm radius ensembles present the strongest variations.

The impact of the fractal dimension on the backscattering cross-section varies with different
monomer radii and numbers. Indeed, for small monomer radius as represented on the left panel
of Figure[l.1d the compact aggregates with higher fractal dimension present higher backscatter-
ing cross-sections. In this panel, soot aggregates with few monomers, i.e. N,,, = 45, present a no-
ticeable separation of the curves for different fractal dimensions (blue curves) from the UV part
to the NIR, while curves associated with higher numbers of monomers are separated at higher
wavelengths. For r,, = 20 nm, low fractal dimension aggregates present higher backscattering
cross-sections in the UV part of the spectrum, and conversely in the NIR part. Soot aggregates
ensembles of r,, = 40 nm monomer radius present increasingly ordered backscattering cross-
sections with decreasing fractal dimension.

Some features of the different curves seem to be shifted to larger wavelengths when increas-
ing the overall size of the aggregates. For example, on the left panel of Figure[ll.1d, the separation
of the curves of different fractal dimensions occurs at larger wavelengths with higher monomer
radius and/or number. The considered complex optical index varying only slightly in this spec-
trum, this indicates that a parameter similar to the usual size parameter + = 2wa/\ could be

driving the wavelength dependence of these radiative properties.

Albedo, lidar ratio and linear depolarization ratio

The single scattering albedo being the ratio between the scattering and extinction cross-sections,
it allows to further investigate the relative wavelength dependence between these two parame-

ters. Figures a), (c) and (e) show that in all cases, the single scattering albedo decreases with
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larger wavelength. This indicates that the scattering cross-section decreases with wavelength at a
higher rate than the extinction cross-section. The impacts of the monomer radius, of the number

of monomers and of the fractal dimension can also be evaluated using these figures.

The dependencies of the single scattering albedo with the monomer radius and number are
similar to those of the cross-sections. Indeed, larger single scattering albedos are found for aggre-
gates with a larger overall volume, which can be owed to either a larger number of monomers or
a larger monomer radius. Larger fractal dimensions also induce larger single scattering albedos.
This effect also depends on the number of monomers, as the increase with fractal dimension is

more pronounced in ensembles with a higher number of monomers.

Asthe lidar ratio is the ratio between the extinction cross-section and the backscattering cross-
section, both morphological and spectral dependencies of the lidar ratio are closely related to
those of the cross-sections. Indeed, Figures |[ll.2[b), (d) and (f) show an increasing lidar ratio with
larger wavelengths, which is consistent with the wavelength dependence of the backscattering
and extinction cross-sections. Moreover, the lidar ratio and the single scattering albedo w, seems
anti-correlated, with higher single scattering albedos being associated with lower lidar ratios. This
is also explained by the respective formulations of these two quantities. Indeed, the extinction
cross-section intervenes in the numerator of the expression of the lidar ratio (see Equation|l.2.24

and in the denominator of the expression of the single scattering albedo|l.2.23

Alarger monomer radius reduces the lidar ratio, which is consistent with the increasing backscat-
tering cross-section presented in Figure Lidar ratio values with different monomer radii
show close values in the UV part of the spectrum, and diverge in the near infrared. Aggregates
with smaller monomer radii present a more important increase of the lidar ratio. This behavior
is also in accordance with the spectral dependence of the backscattering cross-section in Figure
A higher number of monomers also induces a higher lidar ratio, with the noticeable excep-
tion of the ensemble of smallest aggregates (i.e. r,, = 10 nm, N,,, = 45). This ensemble wavelength
dependence is most probably due to the steeper decrease of the backscattering cross-section of
this ensemble as shown in Figure (left panel; blue dashed line). The variation of the lidar

ratio with the number of monomers is still small, the associated standard deviations overlapping
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on many parts of the spectrum.
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Impacts of the fractal dimension on the lidar ratio are harder to evaluate, as several distinctive
trends occur as a function of both wavelength and monomer radius. Indeed, the comparison

between Figures [I1.2b] and [I.2fi shows that for small aggregates (blue curves), a more compact

aggregate induces a lower lidar ratio, while large aggregates (green curves) present the inverse
feature. Intermediate size (red curves) presents both trends, the former in the NIR part and the
latter in the UV part of the spectrum. Similarly, the standard deviations of the lidar ratios are

predominantly affected by the backscattering cross-section standard deviations.
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Figure|ll.3|shows a decrease of the LDR and its associated standard deviation with increasing
wavelength. LDR variation with monomer radius is similar to the backscattering cross-section
dependence on r,,, with the LDR increasing for larger monomer radius. For example, the LDR
increases about tenfold when the monomer radius is increased from r,, = 10 nm to r,, = 40 nm
at 300 nm wavelength. The 10 nm monomer radius LDRs are progressively reaching a near-zero
threshold as the wavelength increases. Ensembles with r,, = 20 nm and r,,, = 40 nm are also
approaching this value at large wavelengths.

The LDR also increases with increasing number of monomers, although this effect is far less
noticeable than the one induced by the monomer radius. A modification of the fractal dimension
also induces small variations of the LDR. Indeed, lower fractal dimensions induce slightly higher
LDR values. Similar to its impact on the single scattering albedo, the fractal dimension seems to

amplify the modification of the LDR due to a variation in the number of monomers.

Discussion on the impacts of the morphological parameters on the computed radiative

properties

Overall, the monomer radius r,,, appears to be the morphological parameter that influences the
most the considered radiative properties of soot aggregates, as they all show large variations ac-
cording to r,,,. The number of monomers has a strong impact on the cross-sections (C.., Cs., and
dCy..) and on the single scattering albedo, and a weak impact on the lidar ratio and the LDR. The
relatively strong dependencies of the cross-sections on the monomer radius and number seem
to be related to the overall size of the aggregate, with larger geometrical cross-sections and vol-
umes of matter resulting in higher radiative cross-sections. The fractal dimension, although being
an essential parameter of the fractal model, only induces low variations on the lidar-relevant ra-
diative properties.

The spectral dependence of the LDR is consistent with the consideration that as the wave-
length increases, the illuminating wave is less sensitive to the non-sphericity of the soot aggre-
gates. Indeed, as previously mentioned, spherical particles do not depolarize the scattered light

in the backward direction. As the wavelength increases, the relative size of the aggregates com-
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pared to the wavelength is smaller, and light is less sensitive to the shape irregularities. This is
further supported by the low LDR values of the r,,, = 10 nm soot aggregates ensembles. The in-
creasing LDR for lower fractal dimension, i.e. more linear soot aggregates, is again consistent with
argument of the non-sphericity of an aggregate inducing more depolarization in the backward di-
rection. The depolarization by a soot fractal aggregate is a byproduct of the multiple scattering
or coupling among primary particles [142], and is sensitive to the internal fine structure of the
aggregate. By increasing the monomer radius, or equivalently reducing the wavelength, the LDR

is increasingly sensitive to the fractal dimension.

Standard deviation

Even averaged over one hundred aggregates, the standard deviations of the backscattering cross-
section, of the lidar ratio and of the LDR are important. As both the LDR and the lidar ratio
are dependent on the backscattering cross-section, these statistical deviations indicate that the
backscattering cross-section is sensitive to the fine structure of the aggregates. The fractal pa-
rameters being nearly constant in each ensemble, it can be assumed that this morphological
description is not sufficient in order to precisely describe an aggregate morphology. The impact
of the sizes of the ensembles, i.e. the numbers of aggregates that they contain, can be evalu-
ated by calculating the standard deviations of the radiative properties according to the number
of aggregates they are averaged on.

Figure[ll.4alpresents the evolution of the standard deviation of the backscattering cross-section
of aggregates with monomer radius r,, = 20 nm, number of monomers N,, = 90 and fractal di-
mension D; = 1.8. These morphological parameters correspond to the intermediate values of
their respective range. The standard deviation is computed as a function of the number of ag-
gregates in the ensemble and as a function of wavelength.

The results presented in Figure[ll.4ajshow that when increasing the number of aggregates per
ensemble from one to around fifty, there can be strong variations of the standard deviation de-
pending on the considered wavelengths. Variations of the standard deviation are less significant

atlarger numbers of aggregates, and the standard deviations are seemingly reaching a threshold.
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Figure I1.4: Impact of the number of aggregate per ensemble on the backscattering cross-sections
average and standard deviation. Results are presented for the ensemble with morphological
parameters r,, = 20 nm, N,, = 90 and D; = 1.8.

Figure[ll.4b| presents the average backscattering cross-section at 600 nm for the same ensemble
and as a function of the number of aggregates within the ensemble. The absolute standard de-
viations are represented every two increment in order to lighten the figure. This wavelength is
chosen as it presents a distinguishable change in the standard deviation when increasing the
number of aggregates. Figure shows that the average backscattering cross-section is also

subject to perceivable variation at low number of aggregates, but it stabilizes for a number of
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aggregate per ensemble above 20 — 30. Fairly similar behaviours have been observed for all the
other ensembles and radiative properties.

The results obtained for the other ensembles, presented in Appendix|A] show that the change
of monomer radius induces a shift similar to the one observed in Figurell.1d with smaller radii
generally inducing lower standard deviations. Larger numbers of monomers and smaller fractal
dimensions also seem to induce lower standard deviations.

In the study presented after, the number of aggregates per ensemble is either kept to one
hundred or reduced to fifty. This reduced number is considered as it reduces the computational
cost of the calculations. Moreover, according to our observations, this number is sufficient in
order to account for the standard deviations and to provide correct evaluations of the radiative

properties.

1.11.3 Soot fractal aggregates with polydisperse monomers

In this section, the radiative properties of aggregates composed of polydisperse monomers are
presented. The number of variables has been largely reduced in this section compared to the
one relative to monodisperse aggregates. Indeed, the results presented here will be later used
in Chapter|[IV] in which multiply-scattered polarization-resolved lidar signals are presented. Due
to the added analysis complexity, the decision has been made to reduce the problem dimension

by fixing some of the variables to intermediate values.

Methods

As in the previous section, the radiative properties presented here are averaged over several ag-
gregate realizations with the same micro-physical parameters. Because the polydispersity of the
monomers is now considered, the TCCA code used for the generation of the aggregates needs to
account for this morphological property. The FracVAL code by Moran et al. [80] allows to gener-
ate polydisperse fractal aggregates with an user-defined set of micro-physical parameters. The
monomer size distribution is described by the log-normal size distribution as expressed in Equa-

tion b), with a monomer mean geometrical radius R,, = 20 nm and a monomer radius
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standard deviation o, = 1.1. The fractal dimension is set to D, = 1.8, while the fractal prefactor
and the number of monomers are set to £y = 1.3 and N,, = 100 respectively. An ensemble of
one hundred aggregates is generated using these micro-physical parameters.

The radiative properties of the aggregates are once again computed using the MSTM code
[138] wiith the random-orientation option and at three wavelengths, namely A = 355 nm (UV),
A = 532 nm (VIS) and A = 1064 nm (IR). These wavelengths are considered in order to repre-
sent the main emission wavelength, the frequency doubled wavelength and frequency tripled
wavelength of Nd:YAG lasers. As in the previous section, the optical index is also computed us-
ing the wavelength-dependent dispersion law from [7]. The optical properties of each aggregate

realization are computed individually, and the arithmetic averages are then computed.

Radiative properties

A (nm) 355 932 1064

My 1.663 +20.715 1.732 4 40.600 1.819 +20.591
C.ri(NM?) 74978 £ 763 40071 £ 501 16574 £+ 184
Cyea(Nm?) 17434 £+ 551 6419 4+ 274 997 + 41
Clps(NM?) 07544 £ 473 33652 £+ 291 15578 £ 151
wo 0.232 £ 0.006 0.160 £ 0.005 0.060 £ 0.002
dCha(nm?.sr) 349 £ 34 191 £ 19 53 £ 6

LR 217 £21 212 £21 319 £ 33

Op 0.022 +0.003 0.009 £ 0.001 0.002 = 0.001
90 0.663 = 0.020 0.534 £0.021 0.320 £0.021

Table II.1: Radiative properties of soot aggregates with polydisperse monomers.

Table[ll.T|summarizes the numerical results obtained on these polydisperse aggregates. The
radiative properties presented in this table present strong similarities with those of monodis-
perse aggregates. The differences in number of monomers and wavelength do not allow for a
direct comparison between these results, but such a comparison is made in Appendix B} based
on the calculations presented in Section|[.2.2] Still, the same wavelength dependence can be ob-
served, and the different radiative properties and their associated standard deviations are found
in the same range as those of aggregates composed of monodisperse monomers. The asym-

metry parameter is also presented in Table[l.T] It assesses the unbalance between the forward
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scattering and the backward scattering, which is explicitly characterized by the phase function.

This phase function, as well as the normalized scattering matrix elements a, and b, are presented
in Figure[ll.5
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Figure I.5: Scattering matrix elements a,, a; and b, of the aggregates at the different wavelengths.

The scattering phase function is represented on Figure[ll.5|by the normalized scattering matrix
element a,. Comparing this phase function with the values of the asymmetry parameter g, on
Table[ll.} the higher asymmetry parameters can be identified with the scattering phase functions
that are more peaked in the forward direction. This occurs at shorter wavelengths, where the size
parameter is further away from the Rayleigh limit. Indeed, for Rayleigh scatterers, the scattering
phase function is symmetrical, and the asymmetry parameter is null.

Figure[ll.5]also presents the normalized scattering matrix elements a; and b;. These elements
are used in the description of the change of polarization during the scattering process. The ele-
ment b, verifies the identity described in Equation(l.2.T6(a) in the backward direction. As expected,
the element a, does not verify the identity[l.2.15(a), which is a marker of non-sphericity. However,
as the wavelength increases, the value of the scattering element a, approaches the value of a;.
This further supports the interpretation that the process of light-scattering by the aggregates

more closely resembles the scattering by Rayleigh scatterers as the wavelength increases.
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11.1.4 Superaggregates

Superaggregates, or superaggregates, are a singular type of soot aggregates that have been ob-
served in large-scale wild fires [143], inverted flame laboratory experiments [144] and pool fires
[145]. In this section, the morphological features of a numerically generated superaggregate are
described and evidenced by the auto-correlation function and the structure factor. The radiative
properties of this aggregate are also computed using both the STM method and the RDG-FA the-
ory. The differences between the results obtained using these two methods are also discussed.
The radiative properties of superaggregates are also compared to those of "canonical" soot ag-
gregates, as those presented in Section The majority of the results presented here have
been published in an article of ours [146], which stems from a collaboration with the Kansas
State University. Several clarifications and additional results are presented here which are not in

the published version of this study.

Morphological features and methods

Superaggregates form in heavily sooting flames and intense fires. In these conditions, turbulent
airflow can locally increase the volume concentration of aggregates, allowing different aggre-
gates, with potentially different fractal dimensions, to come into contact and "stick" together. The
structures formed in this process can then be described as aggregates of aggregates. Because
they can originate from aggregates with different fractal dimensions, the term hybrid aggregates
is also used. Hence, this type of aggregate can exhibit a fractal dimension which is different ac-
cording to the considered length scale. Being aggregates of aggregates, they also exhibit a larger
overall size and a larger number of monomers than canonical soot aggregates.

In this section, only one superaggregate is put under study. This is due to the increased com-
putational time of the MSTM code associated with the larger number of monomers. This aggre-
gate has been generated using the DLCA code described by Pierce [147]. A canonical aggregate
is also generated using the same code in order to compare the radiative properties of these two
types of particle. The monomer radius size distribution of both of these aggregates is considered

monodisperse with r,,, = 20 nm. Their radii of gyration are R, . = 220 nm for the canonical ag-
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gregate (subscript ¢) and R, ; = 593 nm for the superaggregate (subscript s), and their numbers
of monomers are N, . = 90 and N,,, , = 4275 respectively.

As in Section the radiative properties of these two types of aggregate are computed on
the wavelength range A = 300 — 1100 nm. The same optical index relationship from Chang and
Charalampopoulos [7] is also used, as it provides a wavelength-dependent relationship. More-
over, this index is commonly used for the computation of soot particles emitted from pool-fires
[148|[149|150], which is a confirmed source of emission of superaggregates [145]. The radiative
properties are computed using the STM method, using the MSTM code, and with the RDG-FA the-
ory. As presented in Section in the RDG-FA framework, analytical expressions can be used
in order to compute the radiative properties of soot aggregates if their micro-physical parame-
ters are known. Indeed, if the number of monomers, their radius and the radius of gyration are
known, the scattering, extinction and absorption cross-sections can be computed. Moreover, if
the fractal dimension is known, an approximate formulation of the structure factor can be used,
which allows the computation of the angle-dependent radiative properties such as the differential
scattering cross-section. In the case considered here, the fractal dimensions of both aggregates
are unknown. This implies that the computation of the aggregates auto-correlation functions
and the derivation of their respective structure factors are necessary in order to compute the

angle-dependent radiative properties.

Computation of the auto-correlation function and of the structure factor

An algorithm has been developed in order to compute the auto-correlation function of these two
aggregates. This algorithm is based on the computation of the fraction of volume occupied by
monomers in a shell of inner radius r and outer radius r+dr and centered on a monomer center.
Considering that dr < r,,, the principle of this algorithm can be schematized as in Figure|ll.6]
Figure presents a step of the autocorrelation function calculation scheme. It consists in
computing the fraction of volume of a shell that is occupied by monomers, the shell being cen-
tered on a monomer center. The volume of the intersections is then the sum of the volumes of

intersection of the shell with the 5™, 6" and 7™" monomers. These intersections correspond to

73



[1.1. Numerical simulations Chapter Il. Radiative properties

Figure 11.6: Schematic view of the principle of the auto-correlation function calculation algorithm.
The aggregate is composed of eight monomers which are numbered, with monomer radius r,,.
The shell in which the fraction of volume occupied by monomers is computed is represented
in light blue, with its boundaries represented by dashed lines. The inner radius of the shell is
represented by the distance r and its outer radius by the distance r + dr. The striped areas
represent the intersection volumes between the monomers and the shell.

the three possible cases which are expressed by the inequalities:

7’<dij+7'm andr+dr>dij+rm (1.1.1a)
7’<dij—7”m and'f’+d7’>dl’j—7’m (||11b)
r>dij—ryandr +dr < d;; + 1y, (1.1.1¢)

where d;; is the distance between the i" and j" monomers. Case 1, as expressed in Equation
[1.7.7fa), corresponds to the intersection with monomer 5, Case 2 (Equation[lI.1.T[b)) corresponds
to the intersection with monomer 7 and Case 3 (Equation c)) corresponds to the intersection
with monomer 6. Equation|ll.1.1|refers to the general expression of the different cases. When ap-

plied to Figure[ll.6] the subscript i on Equation|[l.1.1]is ¢ = 1. The volume of intersection between
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two spheres of radius r; and r, whose centers are separated by a distance d;, is given by:

2d%2 + 2d1919 — 37‘% + 2dq971 + 6rory — 37‘%

Vint(r1,r2, di2) = 7(r1 + r2 — da2) 2dns (11.1.2)
The volume of intersection in each case is then expressed as:
4 3
Vi(r, Tm, dij) = 3™ Vint (1, 7, dij) (11.1.3a)
Va(r,rim, dij) = Vi (1 + dr, rim, dig) (11.1.3b)
Va(r, i, dig) = Vipe(r 4 dr, 7, dij) — Vi (7, 7, dij) (1.1.3¢)

where the subscripts |, » and 5 refer to the different cases. In the general case, the fraction of

occupied volume at distance r from the i monomer is expressed as:

;

Vi(r,rm, dij), ifr <dj+ry,andr+dr>di;+r,

1 I Vo(r, v, dij), ifr <dij —rm andr4+dr > dig — 1y

,0cC - 1.1.4
Jioee(r) Vaneu(r) JZI ( )

j;i %(T;Tm,dij), if r > dij — Tm andr—f—dr < dz’j‘f‘rm

0, otherwise

where V. is the volume of the shell such as Vi, = 4/37((r +dr)? —r3). By computing this frac-
tion over a range fromr = r,,, to r > R,, the function describing the fraction of space occupied
by monomers as a function of the distance from one monomer center is obtained. This function
is then computed again by changing the shell center to another monomer center. The average

of all these calculations gives the auto-correlation function such as:

1 1=Npm,
g/(T) = N_ Z fi,occ(r) (”15)
o=

The structure factor is then computed such as:

1 ">Be sin(qr) . |,
S(q) = NV (1 + 47 /T:Tm o g (r)r dr) (11.1.6)
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where V,, = 4/3nr3 is the volume occupied by a monomer. This equation slightly differs from
Equation because our algorithm does not take into account the auto-correlation of the
monomers with themselves. Hence, the density auto-correlation function g is unknown. Never-
theless, for monodisperse spherical monomers, this neglected contribution results in the added
term in the parenthesis of Equation while the conversion from the auto-correlation func-
tion to the density auto-correlation function is achieved by the normalization by the volume of

the aggregate.
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(a) Canonical aggregate. (b) Superaggregate.

Figure I.7: Structure factors S(q) and auto-correlation function ¢'(r/r,,) of the canonical aggre-
gate and of the superaggregate.

Figure presents the structure factors S(q) of the canonical aggregate on subfigure (a)
and of the superaggregate on subfigure (b). The insets in these subfigures represent the auto-
correlation functions ¢'(r/r,,) of their respective aggregates. As in Equation two regimes
can be identified to describe the evolution of the structure factor in the reciprocal space. The
Guinier regime when ¢R, < 1 and corresponding to Equation [.2.39(a) is present in both the
canonical aggregate structure factor (Figure[ll.7(a)) and the superaggregate structure factor (Fig-
ure|l.7(b)). On the other hand, differences appear in the power law regimes (Equation[[.2.39(b);
qR, > 1) of these two aggregates. The canonical aggregate exhibits the expected single power-
law dependence, while the superaggregate exhibits two distinct power-law regimes. This dual

power-law dependence according to the length scale in the reciprocal space is characteristic of
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superaggregates [151].

Comparison between RDG-FA and STMM over canonical aggregates and superaggregate

In the RDG-FA theory, the differential scattering cross-sections are computed using the previ-
ously retrieved structure factor. Hence, considering the structural differences between the two
considered aggregates, it is expected that the radiative properties will be affected. As described
in Section|l.2.4} the RDG-FA theory does not account for the coupling of the scattered fields by in-
dividual monomers. This justifies the use of the STM method to study the effects of this coupling
by comparison with the results obtained with the RDG-FA theory, as the STM method accounts
for this interdependence.

MSTM RDGFA MSTM RDGFA
—— Canonical aggregate —— Canonical aggregate —— Canonical aggregate —— Canonical aggregate
Superaggregate —— Superaggregate Superaggregate —— Superaggregate
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3x 10?2 4x102 6 x 102 103 3x102 4x102 6 x 102 103
Wavelength (nm) Wavelength (nm)

(a) Scattering cross-section. (b) Extinction cross-section.

Figure 11.8: Scattering and extinction cross-sections of the canonical aggregate and of the super-
aggregate.

Figure presents the scattering and extinction cross-sections of the canonical aggregate
and of the superaggregate, computed with the RDG-FA theory and the MSTM code on the wave-
length range A = 300 — 1100 nm. The cross-sections of the canonical aggregate computed with
the RDG-FA theory are in overall good agreement with those computed with the MSTM code,
especially considering the extinction cross-sections. The scattering cross-sections of the canoni-
cal aggregate computed with the RDG-FA theory are systematically higher than those computed

with the STM method. Larger discrepancies are found in the cross-sections of the superaggre-
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gate when computed with the RDG-FA theory and the MSTM code. Indeed, the RDG-FA theory
overestimates the scattering cross-sections by almost one order of magnitude in the UV part of
the spectrum. As the wavelength increases, the agreement of the scattering cross-sections com-
puted with both these methods improves. The extinction cross-sections follow a similar pattern,
where the curves are largely separated in the UV part of the spectrum and eventually overlap
in the IR part. The departure of the curves at shorter wavelengths might result from a stronger
coupling of the scattered field by the monomers. Indeed, the Rayleigh-Debye-Gans approxima-
tion might not hold as strongly in these conditions. This coupling might also be dependent on
the morphology of the aggregate, as these discrepancies are not as present when considering
the canonical aggregate. Because the radiative properties are computed for only one realization
of each type of aggregate, the standard deviation could not be computed. Hence, it should be
considered that the computed radiative properties might be in agreement within their respective

standard deviations, especially considering the canonical aggregate.

MSTM RDGFA MSTM
—— Canonical aggregate = —— Canonical aggregate —— Canonical aggregate
Superaggregate —— Superaggregate Superaggregate

10*
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(a) Backscattering cross-section. (b) Linear depolarization ratio.

Figure 11.9: Backscattering cross-sections and linear depolarization ratio of the canonical aggre-
gate and of the superaggregate.

Figure presents the wavelength dependence of the backscattering cross-sections and of
the LDR of the two considered aggregates. The backscattering cross-sections presented in Figure
[1.9(a) follow trends similar to those of the scattering cross-sections. Indeed, the backscattering

cross-sections computed with the different methods are in poor agreement in the UV part of
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the spectrum, and are progressively converging as the wavelength increases. In contrast to the
scattering cross-sections, the backscattering cross-sections of the canonical aggregate computed
with the MSTM code are larger than those computed with the RDG-FA theory. Larger discrepan-
cies are also observable in the UV part of the spectrum. For the superaggregate, the RDG-FA
theory still overestimates the backscattering cross-sections by almost one order of magnitude at

short wavelengths and down to a factor of ~ 1.5 at larger wavelengths.

Because the RDG-FA theory does not allow to compute the LDR, Figure [I.9(b) only presents
the LDRs computed with the MSTM code. However, it should be noted that the RDG-FA compu-
tation have been undertaken while considering its standard formulation, and that depolarization
models have been developed in order to extend the RDG-FA theory and account for depolariza-
tion [152]. This incapacity of the standard RDG-FA theory to compute the LDR comes from the
fact that this technique ignores the coupling of the monomers scattered fields. Hence, the values
of the LDR computed with the MSTM code can be used as a proxy to qualitatively evaluate this
coupling. The LDRs of the superaggregate are found to be up to one order of magnitude higher
than the LDRs of the canonical aggregate. In order investigate the source of the discrepancies be-
tween the RDG-FA results and the MSTM results, Figure[l.10] presents the Rayleigh-Debye-Gans

approximation criterion as a function of wavelength.

Considering the results presented in Figure[[. 70} it appears that the Rayleigh-Debye-Gans ap-
proximation criterion 2x,,|m, — 1| < 1 is verified over the whole wavelength range. However,
this criterion rapidly approaches the value of 1 as the wavelength decreases, and the criterion
is only approximately verified. This feature may explains the larger discrepancies between the
radiative properties using the RDF-FA and the MSTM code in the UV range, as the criterion does
not hold strongly. Tables|l.2]and[l.3|present the radiative properties of the canonical and super-
aggregates respectively, computed with the RDG-FA theory and the MSTM code at three different
wavelengths, namely A = 355, 532 and 1064 nm. As in Figures|[ll.8|and[I.9} the radiative properties
of the canonical aggregate computed with the RDG-FA theory and the STM method are in overall
good agreement. The largest discrepancies are found in the backscattering cross-sections, and in

consequence in the lidar ratios. As for the superaggregate, the comparison between the radiative
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0.8

300 400 500 600 700 800 900 1000 1100
Wavelength (nm)

Figure 11.10: Rayleigh-Debye-Gans approximation criterion as a function of wavelength. As a re-
minder, the size of the size parameter x,, is defined such as z,, = 27r,,/\ and the optical index
is computed following the wavelength dependent relationship presented in [7].

properties with the RDG-FA theory and the STM method shows much larger discrepancies.
Overall, the radiative properties of the canonical aggregate computed with the MSTM code
are within the standard deviations of the radiative properties computed in Subsection[II.1.2] for
the same micro-physical parameters (i.e. r,, = 20 nm and N,,, = 90). The RDG-FA theory provides
accurate results of the extinction cross-section, a slight overestimation of the scattering cross-
section and a slight underestimation of the backscattering cross-section. The radiative properties
of the superaggregate computed with these two methods show much larger discrepancies. Con-
sidering that the MSTM code accounts for the coupling of the scattered fields, we may consider
that this method provides more accurate results than those computed with the RDG-FA theory.
Hence, the RDG-FA theory should be used with care when considering superaggregates. The ra-
diative properties of the superaggregate are found to be ~ 1 — 2 order of magnitude larger than

those of the canonical aggregate.
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1.2 Evaluation of the Linear Depolarization Ratio of soot frac-

tal aggregates

In this section the method and results of the measurement of the LDR of soot particles are pre-
sented. The particles under study are in suspension in ambient air, and the LDR is measured in
the exact backscattering direction. This measurement is coupled with TEM observations of the
emitted particles and with a numerical study. The numerical study aims at evaluating the mor-
phological parameters and optical index which would ensure the lowest discrepancies with the
measurements. Two morphological models are considered, with aggregates composed of either
monodisperse or polydisperse monomers in point contact. The methods and results presented
in this section have been published in the reference [2], which stems from a collaboration with
the Institute of Light and Matter (ILM) in Lyon, France (CNRS Mixed Research Unit ILM UMR 5306).
The ILM team developed an unique the experimental set-up for the laboratory evaluation of the
LDR of particles. Hence, only a short, non-exhaustive description of the methods of the backscat-
tering experiment is provided in Appendix [C but the reader is invited to read the article from

Miffre et al. [153] for more detailed specifications.

1.2.1 Characterization of soot emitted from a kerosene pool-fire and ex-

perimental results

For the purpose of this study, a small-scale kerosene pool fire has been designed, which con-
sists in a round container of kerosene with a diameter of 50 mm and 20 mm height. Such an
experimental set-up enables the production of a constant soot emission from a defined volume
of fuel. Following theoretical knowledge about liquid pool fire, the pool fire heat release rate and
burning duration are evaluated for a kerosene burning rate m” = 0.039 kg.m2.s™". In this study,
JET A-1 (NATO code F-35) kerosene was used. Thus, the heat release rate is estimated at 5 kW
for a burning duration of 30 seconds. The flame height is comprised between 35 cm and 55 cm

estimated from the Heskestad and Thomas method [154,[155]. The light backscattering measure-
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ments were carried out starting a few seconds after ignition and during the steady burning time
of the pool fire combustion.

Soot particles emitted from the small-scale kerosene pool fire have been analyzed by Trans-
mission Electron Microscopy (TEM), as shown in Figure[ll.T1]a). Particles have been captured and
transferred on TEM grids covered by a porous carbon film in order to observe suspended aggre-
gates. The TEM grids were placed at the laser height (i.e. 30 cm above the recipient base), and
approximately 3 cm off the axis formed by the container center and the laser beam. The Zeiss LI-
BRA 200 microscope is equipped with an in-column filter to achieve filtered images and operates
at 200 kV. No degradation of the soot structure has been observed during the light backscattering
experiment. Typical aggregates, as illustrated in Figure[ll.T1[a), are composed of several tens of
monomers with narrow size dispersion. These monomers exhibit a degree of non-sphericity and
overlapping. Figure[[l.TT[b) presents a zoomed-in view of a monomer sampled during this exper-
iment. Disordered inclusions are present within this monomer, with concentric graphitic layers
on the outer area. Due to restraints imposed by the process of particles sampling, the monomer
radius reported here represents radii averaged over several TEM grids at different sampling lo-
cations in the pool fire. Analysis of the TEM image allows the retrieval of the monomer radius
size distribution, as displayed in Figure[[l.TT(c). To characterize this size distribution, the lognor-
mal size distribution defined in Equation[[.1.5|c) is used. Using a non-linear regression method,
the monomer radius size distribution is found to be characterized by a mean radius of R,, = 27
nm and a standard deviation of ¢, = 1.1. The monomer mean radius value is relatively large
compared with soot produced by laminar diffusion flames but remains consistent with previous
results obtained from soot emitted by pool fires [64, [156].

Following the methodology described in Appendix|C} the measurement of the ratios [Fbs/ F11],,,
and the evaluation of the LDRs was achieved the wavelengths A = 355 nm and A = 532 nm simul-
taneously. The methodology used for the retrieval of these quantities is described in reference
[2] and [153]. The values of the ratio [F5,/F11],,, and of the LDRs are presented in Table The
LDRs are found equal to 0, = 11.7 + 2.3% at wavelength A = 355 nm and to d;,, = 8.7 £ 2.1% at

wavelength A = 532 nm.
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(a) High resolution TEM image of a soot aggregate.  (b) High resolution TEM image of a monomer.
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(c) Monomer radius size distribution.

Figure I1.11: High resolution TEM image of a soot aggregate generated from the JET A-1 pool
fire (a), of a monomer (b) and corresponding monomer radius size distribution (c). In order to
represent this distribution, 151 monomers have been characterized.
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A (nm) [F22(7T)/F11(7T)]lab O1ap (%)
395 0.79 +0.03 11.7+ 2.3
532 0.84 +0.03 8.7+ 2.1

Table 11.4: Evaluation of the ratio [Fyy(7)/F11(7)]ias @and the LDR §y,, of soot particles emitted from
a JET A-1 pool fire.

11.2.2 Methods for the numerical evaluation of the LDR

In order to provide further interpretations of the measurements of the LDRs of these soot par-
ticles, a numerical study has been undertaken. This numerical study consists in generating en-
sembles of soot aggregates with varying morphology and optical index, and in computing their
radiative properties. The parameters which result in the lowest discrepancy between the numer-
ical and the experimental LDR are identified. By comparison with the available data from the
literature and with the TEM observations, this allows to provide insights on the validity of the

hypothesis of the morphological model and on its potential shortcomings.

Several ensembles of aggregates have been generated. The morphological models consid-

ered for the generation of these ensembles are those presented in Sections|ll.1.2land|ll.1.3} cor-

responding to aggregates composed of monodisperse and polydisperse monomers respectively.
As a reminder, the monomer radius size distribution of the aggregates composed of polydis-
perse monomers is defined in Equation[l.1.5(b). In both case, the FracVAL TCCA code has been
used for the generation of the aggregates. All aggregates are generated with a fractal dimension
of D; = 1.8 and a fractal prefactor k; = 1.3. Several ensembles are generated for both mor-
phological models. Each ensemble contains fifty aggregate realizations, which will allow the com-
putation of the average LDR and its standard deviation afterwards. The variable micro-physical
parameters of the ensembles are the number of monomers N,, and the monomer radius 7,
(mean geometrical monomer radius R,, for the polydisperse case). Ensembles are created for
monomer number N,, € [20,200] with steps AN,, = 20, and with radius r,, € [10,30] nm with
steps Ar,, = 2.5 nm (R,, € [10,30] nm and AR,, = 2.5 nm respectively for the polydisperse case).
In the polydisperse case, the monomer radius standard deviation is set to ¢, = 1.1. To summa-

rize, Figure|ll.12| presents two examples of aggregates generated with a monodisperse (ll.12(a))
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and a polydisperse (II.12(b)) monomer radius distribution, both with a number of monomers of
N,, = 100. In Figurelll.12(c) is also represented the monomer radius distribution of the aggregates

generated with the FracVAL code, using the previously defined parameters.
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a) Monodisperse aggregate. b) Polydisperse aggregate.
(c) Monomer radius distribu-
tion.

Figure 11.12: Examples of generated aggregate with a monodisperse size distribution (a) and a
polydisperse size distribution (b). For the polydisperse case, the TEM-observed size distribution
(in grey)is compared with the one computed from the numerically-generated aggregates (in blue).

As in Sections [II.1.2]and [II.1.3} the MSTM code is used for the computation of the radiative

properties. For both shape models, the orientation-averaged ratio [F52/ F11]num Of each individual
aggregate is computed. Results are then averaged according to the set of morphological param-
eters used in the generation of the aggregates. Hence, in this numerical study, we report results
of ensembles of aggregates with same morphological parameters and the associated numerical
standard deviations. In order to compute the scattering matrix of the generated aggregates, the
complex refractive index is needed. As described in Section|l.1.3| a wide range of complex refrac-
tive indices of soot particles are reported in the literature, and the optical index of the particles
generated under the conditions of the experiment described in Section(l.2.1|is unknown. In or-
der to cover the range of possible indices, several values of the optical index are used during the
computations: m, = 1.16 4+ ¢0.71, m, = 1.61 + :0.74, m, = 1.68 + 10.93, m, = 1.81 4 ¢0.76 [51],
me, = 2.15 + 0.8 [152] and m, = 2.65 + 71.32 [9]. These indices are used for both the UV and the
VIS computations. The choice of these values is motivated by an already existing study [152] aim-

ing, among other things, at studying the impact of the optical index on the depolarization ratio.
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All computations are operated within the random orientation settings. Indeed, as the interacting
particles are observed in ambient air and in the close vicinity of the pool-fire, the airflow result-
ing from the combustion process most probably prevents the particles from keeping a preferred

orientation during the measurement.

11.2.3 Numerical results

Figure presents the results of the numerical modelling of the ratio [Fay(7)/Fi1(7)]num for
aggregates composed of monodisperse monomers, together with the corresponding LDR values
derived from Equation In the following, the angle dependency of the scattering matrix ele-
ments Fy; and Fy, is implied, as the ratio is exclusively evaluated in the backscattering direction.
These numerical results show several trends across all subfigures. First, smaller ratios can be
observed as the monomer radius increases, which implies that soot fractal aggregates with large
monomers produce larger LDRs at both wavelengths. A wavelength dependence of the ratio can
also be observed. Indeed, at constant morphological parameters and refractive index, the LDR
at 532 nm wavelength is lower than at 355 nm. This is consistent with the trends reported above
in Section The modification of the optical index also induces large variations of the ra-
tio [Fy/ Fi1]num @and consequently of the LDR. Both real part and imaginary part increase induce
larger LDR. Finally, in some cases, a dependence on the number of monomers can be observed.
Aggregates with a number of monomers under 80 show a decrease in the ratio [Fsa/ Fi1]num With
increasing monomer number. In the other cases, the variation is less significant. These numerical
results are consistent with results present in the literature as in [139, [157]. The numerical com-
putation presented in this section allows for a comparison of the different radiative properties
between monodisperse aggregates and polydisperse aggregates. Because such as comparison
is not the primary objective of this study, this analysis is presented in Appendix[B]

The numerical results for the ensembles of aggregates formed by polydisperse monomers are
presented in Figure As in the monodisperse case, the ratio [Fa/Fi1]num decreases with in-
creasing optical index, monomer radius and number of monomers. Compared with the monodis-

perse results presented in Figure(ll.13] the results for the polydisperse case present slightly lower
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Figure 11.13: Numerical results of the ratio [F/Fi1]num and the LDR for ensembles of aggregates
formed by monodisperse monomers. The columns of subplots refers to different wavelengths,
while the rows refer to different refractive indices. Inside the figures themselves, the x-axis repre-
sents variable monomer number, and the y-axis represents variable monomer radius. The colour
scale indicates variation in the numerically computed ratio [Fy2/Fi1]num and LDR.

[Fo2/ F11]num values (i.e. higher LDRs). In [152], a slight decrease of the LDR with polydispersity is
reported. However, the authors used a normal monomer radius distribution function, in compar-
ison with the lognormal function used in this study, which could explain the discrepancy between
our results. This is further supported by the results presented in [158] using a lognormal distri-
bution. Polydisperse results also present an almost monotonic decrease of the ratio [Fy/ Fi1]num
with the monomer number, in contrast to the monodisperse results where more variability is
present. This smoothing effect can be attributed to the polydispersity of the monomer radii.

In order to assess the discrepancies between the laboratory-measured [Fys/Fi1]1as and the

numerically-computed [Fsy/ Fi1]num ratios, the percent disagreement « is introduced and defined

as:

[F22/F11]num - [F22/F11}lab
[F22/F11]lab

k= 100 (1.2.1)
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Figure 11.14: Numerical results of the ratio [F5/Fi1]num and LDR for ensembles of aggregates
formed by polydisperse monomers. The colour scale and overall organization of the figure is
identical to Figure|ll.13

In Figure a), the percent disagreement between the numerical and experimental results
is represented, in the case of monodisperse aggregates. The dashed area represents the range
of parameters (i.e. complex refractive index, monomer radius, monomer number) which repro-
duces the experimental results within the numerical standard deviation and the experimental
uncertainties. At 355 nm wavelength, one main range of agreement can be observed. Using a
complex refractive index of m, = 2.65 + i1.32, the soot aggregates with monomer radius r,,, > 25
nm show good agreement, with the number of monomers within N,,, € [20, 200]. At 532 nm wave-
length, the results noticeably differ. Indeed, the range of parameters that reproduces the labora-
tory experimental results is more reduced; only the computation using a complex refractive index
of m, = 2.65 + ¢1.32, with monomer radius r,, = 30 nm and monomer number N,,, = 60, 100 and
within NV, € [160,200] is able to reproduce the experimental results. As stated in Appendix [C]
the ratio [Fy/F11]is has been experimentally evaluated simultaneously at 355 nm and 532 nm

wavelengths. This indicates that a unique ensemble of soot aggregates is responsible for the
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observed ratios [Fy/F11]i.0 and LDRs. Hence, it is expected that the agreeing numerical results
should have the same morphological parameters at both wavelengths. The range of agreement
of the morphological parameters (i.e. V,, and r,,,) can then be reduced by considering only those
which coincide at both 355 nm and 532 nm wavelengths. Hence, the ensembles of monomer ra-
dius r,, = 30 nm and monomer number N,, = 60,100 and within N,, € [160,200] are the only
ensembles reproducing the experimental results.

Likewise, the k-values for the polydisperse aggregates results are presented in Figure|[[.T5(b).
Results are similar to those observed in the monodisperse case at 355 nm wavelength, but present
differences at 532 nm wavelength. At 355 nm wavelength, results are in agreement for ensem-
bles of monomer radius R,, > 25 nm and with monomer number within N,, € [20,200] with
a refractive index of m, = 2.65 + ¢1.32. At 532 nm wavelength, the lesser variability in the re-
sults induced by the polydispersity causes a clearer range of agreement. For a refractive index
of m, = 2.65 + 11.32, ensembles with monomer radius R,, = 30 nm and monomer number

N, € [40,200] are in agreement, as for ensembles with R,, = 27.5 nm and N,,, € [160, 200].
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Figure I.15: Relative discrepancy x between the laboratory and numerical experiments for
monodisperse (a) and polydisperse (b) aggregates (colour scale, with better agreement as the
value approaches 0). The columns of subplots refers to different wavelengths, while the rows
refer to different refractive indices. Inside the figures themselves, the x-axis represents variable
monomer number, and the y-axis represents variable monomer radius.
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This numerical study has allowed to identify several ensembles whose backscattering prop-
erties are in agreement with the laboratory results. The monomer radius of these ensembles
is consistent with results from the TEM-measurements. The number of monomers is also in a
realistic range. Although the numerical results coincide with the experimental results in these
cases, the refractive index used remains unusually large. Indeed, this optical index corresponds
to spark-generated soot [9], which microstructure is composed almost exclusively of amorphous
(or disordered) carbon [4]. In comparison, the soot aggregates emitted during our experiment
exhibit an hybrid structure of mostly amourphous carbon, with some concentric graphitic layers
with amorphous inclusions, as presented in Figure[.TT[b). Considering that the introduction of
monomer radius polydispersity did not significantly improve the agreement between the numer-
ical and experimental results, this strongly suggests that the morphological models used in this
study are in need of further refinement in order to better interpret the laboratory experimen-
tal measurements. Several morphological effects can be considered in order to do so. Particle
overlapping and necking effects (i.e. supplementary material at the monomers surface) could
produce significant changes of the lidar depolarization ratio. As described in [152], particle over-
lapping has an effect similar to a decrease in monomer number, while necking produces a scaling
effect on the LDR in the forward direction. Still, interrogation remains whether these morpholog-
ical parameters also produce similar results in the backward scattering direction, and in which
proportion. To account for these specific morphological effects, the STM method cannot be used
for the scattering properties computation. Hence, methods with higher computational cost are
required, such as DDA methods. Spheroidal monomers can also be considered in order to better
replicate soot morphology. Wu et al. [159] investigated the effects of both prolate and oblate
spheroid monomers on the scattering properties of soot aggregates, and showed a decrease in
the F,,/Fy; ratio in the backward scattering direction. This morphology type also requires DDA

calculations, as the STM method cannot be used for spheroidal monomers currently.
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Conclusion and considerations for the characterization of soot

particles using lidar instruments

In this chapter, the radiative properties of soot aggregates have been computed and among them,
the linear depolarization ratio has been experimentally evaluated. Increasingly complex morpho-
logical models have been used to describe the aggregates structure. Aggregates composed of
monodisperse monomers are first considered, and polydispersity is then introduced. A specific
case of study on an superaggregate is also presented and compared with a monodisperse ag-
gregate. This superaggregate can be described as an unusually large aggregate formed by the
clustering of several "canonical" aggregates, and which presents several fractal dimensions at dif-
ferent length scale. In all cases except the one corresponding to the superaggregate, ensembles
with the same sets of morphological parameters have been generated. This allows for the com-
putation of the standard deviations of the radiative properties along with the radiative properties

themselves.

The radiative properties are computed on several wavelength ranges, either on a spectrum
ranging from A € [300,1100] nm in order to address emerging supercontinuum lidar technolo-
gies, or on the more conventional set of wavelengths A = 355,532, 1064 nm, which correspond
to Nd:YAG lasers frequency tripled, doubled and fundamental wavelengths respectively. To com-
pute the radiative properties, two methods are used throughout this chapter. The STM method
is predominantly used, as this method is adequate to compute the radiative properties of objects
which are composed of spherical primary particles in point contact. The RDG-FA theory is also
used and its performances are assessed on canonical and superaggregates by comparison with

the results obtained with the STM method.

Throughout this chapter, emphasis has been put on the radiative properties that are the most
relevant to lidar applications. The generation of ensembles of different morphological parame-
ters has allowed to study the effects of the variations of these parameters on the radiative prop-
erties. It has been observed that the radius of the monomers is the morphological property in-

ducing the largest impact on all radiative properties, while the number of monomers is found to
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be moderately impactful and the fractal dimension only induces small variations. When compar-
ing the results obtained with the STM method and with the RDG-FA theory, it has been observed
that the latter does produce fairly accurate results when considering canonical aggregates, but is
inherently unable to account for coupling effects. Hence, the LDR cannot be retrieved using the
RDG-FA theory. Moreover, the accuracy of the RDG-FA theory decreases at smaller wavelengths

and when considering superaggregates.

The linear depolarization ratio of soot particles has been thoroughly investigated within this
chapter. Numerical results have shown a strong dependence of this parameter on the radius
of monomers and on the optical index. The LDR of soot particles has also been experimentally
evaluated. To our knowledge, this is the first experimental evaluation of the LDR of soot particles
in ambient air and in the backscattering direction. The obtained values of the LDR, i.e. 0, = 11.7+
2.3 % (A = 355 nm) and §;,, = 8.7 £ 2.1 % (A = 532 nm), are compared with numerical results for
both polydisperse and monodisperse aggregates. Although the numerical results do reproduce
the experimental results, they do so only for an optical index that correspond to amorphous
carbon. This suggests that the morphological models used may not be entirely representative
of the particles emitted during the experiment, and that more complex morphological features

might need to be accounted for.

Hence, an argument can be made that a refinement of the morphological models is needed,
which would eventually result in @ more accurate evaluation of the radiative properties. This
would require extensive TEM observations to investigate the degree of overlapping, necking or
of any other complex morphological feature. The computation of the radiative properties of parti-
cles of such morphologies would then require a method that allows to account for these complex
features. The DDA is an appropriate method to that end, but is computationally intensive. In li-
dar applications, the received signal is related to the backscattered radiation within a volume, and
when considering soot particles, an assumption of a preferred orientation of the particles seems
ill-advised. This implies that orientation averaged computations of distributions of particles are
needed, which further increase the computational cost of DDA calculations. Hence, consider-

ing the additional TEM investigation, morphological model development and computational cost
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needed for increasing the accuracy of the numerical results, only the methods presented in this

chapter will be used in the latter investigations presented in this thesis.

One of the objectives of this thesis is to model lidar signals that would be acquired on soot par-
ticles. This modeling process stems from its use in the assessment of the feasibility of the charac-
terization of soot particles by means of lidar measurements. The retrieval of soot morphological
parameters through lidar measurements is a complex process, as the number of unknowns is po-
tentially greater than the number of measurable quantities. Prior sensitivity studies are required
in order to describe in which magnitude a retrieval of soot morphological properties is possible,
taking into account instrumental noise, polydispersion of any of the morphological parameters
inside the measurement volume, and range dependent quantities. Still, the results presented in
this chapter show promising outlooks for lidar microphysical parameter inversion, specifically for
the retrieval of the monomer radius. Knowledge of this morphological parameter could provide
a first assessment of the LR values, likely allowing the use of an inverse algorithm in order to

retrieve both backscattering and extinction coefficient profiles.

While the values of the computed lidar cross-sections and LDR are in good agreement with
other modeled values found in the literature [160, [161], the LR values presented here are much
higher than those usually used in lidar inversion methods [162]. Several factors can explain this
discrepancy. As the interacting particles are part of a volume formed by the laser pulse divergence
and length, soot can be mixed with other aerosols during lidar measurements, as in smoke. A
second influencing factor could be the ageing status of the soot particles, as the atmospheric
processing of these aerosols change their radiative properties. Considering the fractal models
used in this chapter, the numerical results of this thesis are more relevant to freshly emitted soot
aggregates (as opposed to atmospheric soot particles), i.e. uncoated soot aerosols not yet influ-

enced by ageing processes, although the morphological models are still in need of refinement.

As expressed in Section[l.3] the computation of the light-matter interaction term of lidar signals
in the single scattering approximation Ugg only requires the extinction and backscattering cross-
sections, and eventually the polarized counterpart of the latter in the case of polarization-resolved

lidars. Hence, the cross-sections presented in this section can be used as they stand for the
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modeling of single scattering lidar signals. However, multiple scattering effects may contribute
to the acquired lidar signal, as described in Section Consequently, a sound modeling of lidar
signals requires to account for this contribution. In order to do so, a lidar signal simulation code

has been developed, and is presented in the following chapter.
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Chapter llI

Stochastic method for the simulation of
polarization-resolved lidar signals

accounting for multiple scattering

Introduction

As described in Section several methods allow to simulate lidar signals accounting for mul-
tiple scattering. Among these methods, those based on Monte-Carlo algorithm require few ap-
proximations and are fairly adaptable to different scattering media. In this chapter, a program

based on the Monte-Carlo method is described.

This program is based on the work from Starkov et al. [135] and Kerscher et al. [163]. A publicly
available version of the program described in [164] has been used as the basis of the work. How-
ever, this publicly available version does not include the description of the polarization. Hence,
the architecture of the aforementioned program is used as the backbone for the code presented
in this thesis, but has been heavily modified in order to include the description of polarization.
Moreover, a parallelization procedure has been implemented in order to fasten the computations
on computer architecture supporting multithreading. This parallel computing implementation

uses the Message Passing Interface (MPI) standard.
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Hence, this chapter presents a description of the methods and techniques used in the devel-
opment lidar signal simulation code. A general description of the Monte-Carlo method is first
given, with a listing of the input parameters and a general overview of the code architecture.
This first subsection also provides a brief description of all the steps and techniques used within
this code. The second section of this chapter provides a more detailed description of each of
the methods used within the program. The third section of this chapter presents comparative

investigations which aim to assess the validity of the results obtained with this program.

111 Description of the Monte-Carlo simulation program

I1.1.1 General presentation

Monte-Carlo methods are a broad set of numerical, stochastic methods. They allow for the esti-
mation of integrals by making use of the law of large numbers (LLN) and of the central limit the-
orem (CLT). Hence, Monte-Carlo methods consist in conceiving a numerical experiment within
which a random variable is subject to various transformations. These transformations are de-
vised by sampling probability density functions (PDF) based on the physical processes at stakes.
By repeating this experiment a large number of times, the CLT indicates that the results of these
experiments are normally distributed, which allows for an error estimation, while the LLN indi-
cates that the mean of this distribution approaches the expected value of the integral the exper-
iment is based upon.

In order to simulate lidar signals using a Monte-Carlo method, the emitted pulse is described
as a collection of corpuscular objects, which will be hereby called photons. The processes of prop-
agation of these pseudo photons within a scattering medium and the phenomena of scattering
and of absorption are described as a sequence of stochastic events based on the radiative prop-
erties of the scattering medium. This transport theoretical approach is thoroughly detailed in the
reference [135] and in the references therein, and leads to the formulation of the lidar problem
as an integral.

In this section, an overall description of the program is given and its general architecture is

98



Chapter lll. Lidar signal simulation [11.1. Description of the Monte-Carlo simulation program

presented. The work undertaken in this thesis has consisted in implementing the description of
polarization within the program. In order to do so, the photons are described using several vec-
tors and quantities allowing to track their position, direction of propagation, and plane of polar-
ization. As such, this program can be categorized as an Euler Monte-Carlo code [165]. Moreover,

the photons polarization state is also tracked using a Stokes vector as defined by Equation|.2.6

As aforementioned, the principle of the Monte-Carlo simulation is to simulate the propaga-
tion, absorption and scattering of photons within a scattering medium and while considering a
lidar geometry. Nevertheless, this standard approach is highly inefficient as it is associated with
large computational time. This can be envisioned following simple considerations. Considering
only the first order of scattering (i.e. single scattering), the probability of a photon being scat-
tered rather than absorbed is determined by the albedo of the scattering medium. Moreover,
the probability of a photon being scattered in the direction of the lidar instrument (i.e. the back-
ward direction) is determined by the phase function. Hence, taking as an example the radiative
properties of polydisperse aggregates as presented in Section|ll.1.3[at A = 355 nm, a first approxi-
mation gives a probability of a photon being scattered in the backward direction of Py, &~ 0.01%d|
This implies that only one photon in one hundred thousands will actually contribute to the output

signal.

To reduce the computational cost of the calculation, three variance reduction techniques are
implemented, namely peel-off scattering [166, 167, [168], scattering splitting [164] and absorption
weighting [169]. These techniques are triggered at different steps of the program, the latter one
being used in complement to the first two. As such, the peel-off scattering technique and the
scattering splitting technique are described in dedicated subsections (i.e. Subsection (lll.2.4/and

Subsection|lll.2.6|respectively), while absorption weighting is presented throughout this section.

'This value is obtained following the probabilities given in [24], with an elementary solid angle of dQ = 27(1 —
cos(dR)) sr, with df = 0.5°. The value of the phase function is approximated to a; () = 0.2 and the value of the single
scattering albedo is wy = 0.232.
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I11.1.2 Architecture

The general architecture of the program is presented in Figure Two main loops are con-
stituting this program; (i) the primary loop takes as inputs user-defined parameters (e.g. lidar
instrumental characteristics, scattering medium geometry) and returns the output signal and
variance; (ii) the secondary loop contains the functions simulating the light-matter interaction
processes. An important feature of the Monte-Carlo code is the presence of this secondary loop,
which is a direct result of the scattering splitting variance reduction technique. As this technique
is described in Section|ll.2.6} only a brief description is hereby given. At each iteration of the main
loop, a photon referred to as the primary photon is initialized. In the secondary loop, this primary
photon can undergo splitting, resulting in two secondary photons which can in turn be split at the
next iteration. This results in an increasingly large number of secondary photons being tracked,
all originating from the same primary photon. This ensemble of secondary photons is referred

to as a photon family, and their interactions are iteratively accounted for in the secondary loop.

User defined parameters

¥

=P Initialization of the primary photons

v

Light-Matter Interaction processes

> Photon transport

\/

Peel-off

\/

Scattering

v

Output signal

Figure IIl.1: Simplified schematic of the program architecture.
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11.1.3 Problem geometry and input parameters

The simulations undertaken in this program take place within the framework of lidar instruments.
As such, the geometries of the instrument and of the scattering medium need to be accounted
for. Both monostatic and bistatic lidar configurations can be modeled, with arbitrary surface of
collection, Field-Of-View (FOV), laser divergence and pulse duration. The scattering medium is
modeled as a succession of plane slabs, with definite thicknesses along the vertical axis (i.e. é,)
and infinite widths along the horizontal axes (i.e. €, and é, ). This geometry is schematically rep-
resented on Figurellll.2l However, this program does not allow the modeling of irregularly shaped
interfaces between two scattering media, or continuous variation of the radiative properties of a

slab.

o™
Q0
0
(%}
S | |H
o]
© 2
(%]
Hy
—
o]
£ ! |
(%) \ ! |
0, 10,4
g —
\ | 1
| ec ]
| - = - \
A I 1
€, ’ : :
Vi 11
1l V'
\ — 1 !
v v
é X — X L
y — Pem
Prec = (0,0,0)
€x

Figure 111.2: Simplified schematic of the lidar geometry within the program.

As shown on Figure [lll.2| the lidar emitter and receiver are modeled as discs of radii R.,, and
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R,... respectively. The position of the center of the emitter disc is defined by the vector p.,,,, while
the position of the receiver disc center is placed at the coordinate p,.. = (0 0 0). The half-angle
divergence of the laser beam is defined by the angle 6.,, and the receiver half-angle FOV by the
angle 0,... The height of each slab is characterized by the parameter H;, which defines the height
of the i" slab upper bound. These parameters are defined by the user prior to the program
launch. All the input parameters are presented in Tablellll.1]

In addition to these input parameters, input files containing the scattering matrix of the scat-
tering medium must be provided for each slab. These scattering matrices, in association with the
array containing the slabs single scattering albedo and the one containing the slabs extinction co-
efficients, allow for the description of the slabs radiative properties. Hence, an inhomogeneous
medium can be modeled by a succession of slabs of different radiative properties. Because these
radiative properties and scattering matrices have been computed within Chapter [l when consid-
ering soot particles, this code will eventually allow the simulation of lidar signals over soot par-
ticles accounting for multiple scattering. A number of the input parameters presented in Table
[Ml.7)are related to methods which have not yet been presented, and thus will be described in the

following section and subsections therein.
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1.2 Methods and variance reduction techniques

I11.2.1 Initialization

In the lidar signal simulation program, a single photon is launched at each primary loop iteration.
Each photon has associated quantities which need to be initialized, namely its position, direction
and reference vectors, its Stokes vector and its initial path length. Table[lll.2]presents the different
quantities used in this subsection. Figure[lll.3|presents the architecture of the photon initialization
step. Several iterators are presented in this table and in this figure. These iterators are used as
subscripts in order to track the different photons within the program. The iterator ¢ tracks the
number of primary photons that have been launched. It is used as a stopping condition of the
program if its value exceeds the maximum number of primary photons N,;,. As these primary
photons might undergo splitting during the following steps of the program, the iterator & is used
to track the number of photons within a photon family. The last iterator j tracks the number of
scattering events undergone by a photon. This allows to track separately the contribution of each
scattering order to the output signal. During the initialization step, only one photon is included
within the photon family and no scattering event has yet been undergone by this photon. Hence,
at this step, the last two iterators j and k take the value £ = 1 and j = 0 respectively. In order to

ease the notation, these last two iterators are suppressed from the subscripts in this subsection.

Name Description Symbol

Position vector Vector allowing to track a photon position. pi = (pm Dy pz)

Propagation direction vector Vector defining the direction of propagation of a photon. d;, = (dx dy dz)

Reference vector Vector allowing to track the plane in which the Stokes vector pi = (p“L Piy pi,z)

I is defined.

Stokes vector Stokes vector of the tracked photon. I; =
L @ U v

Path length Distance traveled by the photon. t;

Iterator integers Iterators for the tracking of the number of launched pri- 5.k

mary photons, of the number of undergone scattering
events and of the current photon within the photon fam-

ily.

Table I11.2: List of the defining parameters of a photon in the Monte-Carlo code.
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User defined parameters

lm

-> Sampling of zenithal and azimuthal angles 6; and ¢;

v

Calculation of direction vector d; and reference vector p;

v

Initalization of Stokes vector S; and sampling of path length ¢;

v

Light-matter Interaction processes
S a
NO

Output signal

Figure I11.3: Architecture of the photon initialization process.

As presented in Figure[lll.3] the first step of the photon initialization process consists in sam-
pling the initial zenithal angle #; and azimutal angle ¢;. As the emitter divergence is finite and
defined by the input parameter 6.,,, the zenithal angle is bounded by this input parameter. On
the other hand, the azimutal angle is chosen randomly between 0 and 27. Numerically, these

angles are sampled using the formulae :

91’ = 770‘96771
(n.2.1)

¢; = 2100

where 7, is a generated pseudo-random number within the uniform law over 1, € [0,1]. The
direction vector d; and the reference vector p; are then calculated using using Rodrigues’ rotation
formula. First, the primary photon reference vector p; is obtained by rotating the reference vector

pem along the direction vector d.,,, by the azimutal angle ¢;. This operation is expressed as :

Pi = PemCoS(0;) + (dem X Pem)Sin(@;) + dem(dem-Pem) (1 — cos(@;)) (1.2.2)

105



[1.2. Methods and variance reduction techniques Chapter lll. Lidar signal simulation

where d.,, = (0 0 1) is the emitter direction vector and p.,, = (0 1 0) is the emitter reference
vector. Then, the emitter direction vector d.,, is rotated along the primary photon reference

vector p; by the zenithal angle 6;, resulting in the primary photon direction vector d; as :

d; = deycos(0;) + (pi X dep)sin(0;) + pi(pi-dem) (1 — cos(6;)) (1n.2.3)

Note that the third term of these equations is null during the photon initialization process.
However, these formulae will also be used in the later steps of this program. Hence, the full

expression of these formulae are hereby presented.

The position p; of the emitted primary photon is randomly chosen within the disc of radius
R.,, and of center defined by the position vector p.,,. The disc itself is placed in the plane formed

by the vectors é, and é,.

The primary photon Stokes vector is initialized with :

I—1, (111.2.4)

Finally, the initial path length of the primary photon is calculated with :

t; = nOLem (|||25)

where 7, is another generated pseudo-random number. This initial path length parameter can be
envisioned as a mean to assign a position of the photon within the emitted pulse of length L.,,.
As such, Equation|lll.2.5[implies that a square-shape model is used to describe the emitted pulse.
During the transport step described in the following subsection, the path length of the photon will
be updated according to the traveled distance. Moreover, during the output signal computation
step, this quantity will be used to compute the range-dependent signal. Because the photon
always travels at the same speed, and because several scattering events may occur consequently,
the use of this updated quantity will eventually allow to simulate the signal stretching effect which

was described in subsection
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11.2.2 Photon transport method

The purpose of the transport step is to modify the initial position vector p; ;. of a photon into
its new position vector p;jk by propagating it through the scattering medium following its di-
rection vector d, ; , taking into account the extinction coefficient of each slab. In the following,
the subscripts 4, j and k are also implied in order to lighten the notation. The superscript " indi-
cates the quantities that are modified during the transport step. Figures and present a
schematic view of the transport process and its architecture respectively. Table[[ll.3]presents the

parameters that are used within this process.

Name Description Symbol
Current photon position vector Position vector of the current photon p
Current photon direction vector Direction vector of the current photon d
Transported photon position vector Position vector of the transported photon P
Transport path length Path length of the photon during the transport procedure Al
Optical depth Optical depth of the photon during the transport procedure T

Slab height Height of a slab H
Extinction coefficient Extinction coefficient of a slab e
Subscript integers Integer subscripts designating within which slab the photon is. The si sub- si, s, sf

script indicates the initial slab of the current photon, the s subscript in-
dicates the different slabs in which the photon is transported and the sf
subscript indicates the final slab where the photon is stopped.

Table I11.3: List of the parameters used in the transport step.

Figure presents a schematic view of the transport process. In this example, the current
photon position is defined by the vector p and its direction by the vector d. Both of these vec-
tors are within the plane formed by the vectors é, and é, in order to simplify the visualization.
During the transport process, the photon position is moved upward if d, > 0, as in Figure[lll.4] or
downward if d, < 0 by a distance Al along the direction vector d. The gray crosses represent the
intersection points between each slab boundary plane and the photon path during the transport

process.
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Figure l1l.4: Schematic view of the photon transport process.

As presented on Figure[lll.5] the transport process starts by sampling a random number 7; €
[0, +00]. This parameter 7; represents the optical depth between the initial position of the photon
and its final position that will be later determined. The probability density function (PDF) fa; of
either an absorption event or a scattering event occurring after a transport distance Al can be

expressed as [170]:

fai(Al) = a(r) exp (/ON a(r)dr) (111.2.6)

The corresponding cumulative distribution function Fi; is then expressed and sampled such as :

Al
Fai(Al) = no = exp (/ &(r)dr) (11.2.7)
0

If the scattering medium is made of only one slab, if the current photon is traveling upward and

is within the last slab (d, > 0 and si = Ng,) or downward and within the first slab (d, < 0 and
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Sample T;

Sampling T;
Computation of Alg and T,

Computation of Al; and T,

Trs >0

NO
——] Computation of Al N

v

Update photon position p” and path length ¢

YES YES .
@ @ Continue

NO NO

Drop photon

> TTTTED

Figure I11.5: Architecture of the photon transport process.

si = 1), then the photon initial and final positions are necessarily within the same slab. Hence, in
these cases, the determination of the distance traveled by the photon simply consists in solving
the following equation :

A= =) _ 7 (11.2.8)

Qg Qg

where the subscript s: indicates in which slab the initial photon is located. However, several slabs
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with variable extinction coefficients can also be modeled. Such geometries requires to iteratively
solve Equation [Ill.2.7} As such, the parameter 7; is computed by generating a pseudo-random

number within the uniform law over 7, € [0, 1] such as:

7, = —In(no) (111.2.9)

In this general case, several slabs with different extinction coefficients are considered, and
the sampled optical depth 7; might result in the transition of a photon from one slab to another.
Hence, an iterative process is implemented in order to compute the optical depth along the pho-
ton direction vector from one slab to the next. As such, after finding within which slab si the
current photon is located, the distance between this position and the intersection point between
the next encountered slab upper plane (si if d, > 0; si — 1if d, < 0) and the direction half-line is

computed as :

Alg =

Hsi_pz .
= |—= fd, >0
‘ dZ |

(1.2.10)
Pz — Hsi—l

Alg = ifd, <0

z

Following this step, the optical depth between the photon initial position and the intersection
point with the next slab is obtained by inverting Equation|ll1.2.8, This optical depth, noted 7, is

subtracted to the sampled optical depth 7; such as

Trsi — Ti — Tsi (n.2.11)

The quantity 7, ,; represents the "rest" of the optical depth that needs to be accounted for in
order to compute the final position of the photon after its transport. It is used as a condition
to determine whether the process should continue within the next slab. Indeed, the condition
7,.si < 0 indicates that the optical depth from the photon initial position to the next intersection
is higher than the sampled optical depth. Hence, the final position of the photon must lie within

the current slab, and the travel distance is computed using Equation ll1.2.8
Otherwise, the condition 7, ;; > 0 indicates that the process should continue provided that
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the first or last slab is not reached. Because the optical depth now needs to be computed from

one intersection to the next, the general expression when computing Al is given by :

Al =

H,— H._
%igii (111.2.12)

where the subscript s is updated to correspond to the slab whose the optical depth is computed.

The rest of the optical depth is then computed as :

Tr,s = Tris+1 — Ts for dz = :F|dz| (11.2.13)

These steps are repeated until the condition 7, ; < 0 is verified. After these steps, the distance

between the intersection point and the photon final position is :

Aly_y =25 for d, = |d,| (11.2.14)
as:sf

where the subscript s f refers to the final slab within which the photon is transported. The total

traveled distance is then obtained with :

Sf
N:E:NS (111.2.15)

S=s1

This procedure allows to compute the distance traveled by a photon for a sampled optical depth
7;. Nevertheless, two other cases must also be considered. If d, > 0 and the iterative process
reaches the last slab, then Equationl|lll.2.14]is directly used to compute the last segment distance
verifying the condition 7, ; = 0. Secondly, if d, < 0 and the first slab is reached, Equation|lll.2.14

is also directly used.
Knowing the distance Al, the new position vector is obtained with :

p =p+dAl (11.2.16)
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and the new photon path length t' is incremented as :

t =t+ Al (111.2.17)

The updated photon position p" and path length ¢ are also used to determine whether the
calculation for the current photon is dropped. Indeed, if p'z < Prec,zr OF if t' >t the current

photon will no longer be tracked within the program.

111.2.3 Absorption and the notion of weight

The direct approach to the simulation of the absorption process in the Monte-Carlo method is
to generate a pseudo-random number and to compare it with the single scattering albedo wq of
the current slab [169]. Indeed, the probability of a scattering event during the light matter in-
teraction process is given by Ps.. = Csea/Cert = wo While the probability of absorption is given
bY Paps = Caps/Cezt = 1 — wy. Hence, if ng < wy, a scattering event is taking place, otherwise
an absorption event happens and the current photon propagation is terminated. When consid-
ering a scattering medium with a low albedo, as it is the case for soot particles, this approach
can result in reduced computational time due to a large proportion of photon being absorbed.
However, this also implies that these terminated photons do not contribute to the return signal,
consequently producing results with a high associated variance. Hence, this approach results in
a major inefficiency, due to some photon paths being calculated although they ultimately do not
contribute to the signal.

Hence, the absorption weighting variance reduction technique is implemented. Two types of
absorption weighting are considered; (i) discrete absorption weighting and (ii) continuous absorp-
tion weighting [169]. In this program, the discrete absorption weighting technique is used after
each transport step, while the continuous absorption weighting is only used during the peel-off
scattering step. As such, continuous absorption weighting will be described in Subsection|ll1.2.4

Nevertheless, these two variance reduction techniques, as well as those that will be presented

in the following sections, all introduce the notion of a weight associated to each photon. This
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weight is initially equal to 1 when the primary photon is initialized, and it is updated each time
a variance reduction technique is used. The updated value depends on the specific variance re-
duction technique that is used. The techniques presented in this thesis all rely on implementing
some form of bias in the probability distribution. The purpose of the weight is then to counterbal-
ance these biases. During the output signal computation, each photon contribution to the signal

is weighted by this parameter. This part will be described in Subsection|lll.2.7

In order to provide an example of the computation of a photon weight, discrete absorption
weighting is hereby described. This variance reduction technique consists of completely remov-
ing the possibility of absorption, and hence preventing photons from being prematurely termi-
nated. This allows to keep track of photons that would have been absorbed and that might even-
tually contribute to the returned signal. The general computation of the weight associated with

the introduction of a bias is formulated as :

Punbiased
_ (111.2.18)
1 Pbiased

where ¢ is the weight, P,.uiaseq IS the probability of the unbiased event that should have happened
and Pyiuseq iS the probability of the biased event that did happen. In the discrete absorption
weighting technique, the aim is to make absorption events impossible, so that only scattering
events ever happen. Hence, the probability of the unbiased event is the probability of scattering,

and the probability of the biased event is equal to one. The weight is then computed as :

Qdaw = Psca = wo (11.2.19)

where the subscript daw indicates that this weight is associated with the use of the discrete ab-

sorption weighting technique.

As aforementioned, the discrete absorption weighting technique is triggered after each trans-
port step in order to ensure that a scattering event will take place. Using this variance reduction
technique, the probability of a photon being scattered in the direction of the receiver after a sin-

gle event can be computed. Using the same example and approximation as in Subsection|lIl.1.1

113



[1.2. Methods and variance reduction techniques Chapter lll. Lidar signal simulation

this probability is now approximately equal to P, =~ 0.05%ofor soot aggregates. This probability
is 1/wp times the original one. Nevertheless, because the photons contributions are weighted by

Gdaw = wo, the output signal remains unbiased.

111.2.4 Peel-off scattering

Peel-off scattering is a variance reduction technique which is implemented in order to further
increase the probability of a photon contributing to the lidar signal. It consists in calculating the
contribution to the signal of each photon after its transport and before the next scattering event
takes place [167]. It can be envisioned as a forced scattering event toward the receiver. This
section describes the different steps and cases of the peel-off scattering technique.

In the lidar framework, the output signal is determined by the contributions of the photons
that are within the FOV of the receiver. Hence, this condition must be verified in order to pro-
ceed to the peel-off scattering step. Considering a receiver disc within the plane formed by the
vectors é, and é, and a FOV axis d,.. whose components are null along these two unit vectors,

this condition is expressed as :

VD22 +Py? S Riee + tan(0ree)p: (111.2.20)

If this condition is verified, a received photon is created. This photon can be envisioned as
the virtual particle that would result from a forced scattering event of the current photon toward
the receiver. This virtual photon is only considered within the peel-off scattering step and is not
tracked in the later iterations of the program.

Two cases can then be considered. In the peel-off case, a random location is sampled within
the receiver area. A scattering event is then simulated with the outcoming direction vector pass-
ing through the initial photon position and the receiver location. Nevertheless, if the direction
of propagation along the axis é, is negative d. < 0 and if the intersection point between the di-
rection vector and the receiver plane is within the receiver area, then no sampling of a receiver

point is needed, and a forced forward scattering event is simulated. This scenario is hereby re-
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ferred to as the regular case. The received photon is then transported from its initial position
to the receiver location. During this transport step a continuous absorption weighting technique
is implemented in order to counterbalance the forced transportation from one location to an-
other. Moreover, a weight modification is also attributed in order to account for the scattering
event that has been forced into a specific direction. The received photon Stokes vector is then
rotated so that its reference vector coincides with the reference vector of the primary photon of
the corresponding family.

This procedure eventually allows to compute the contributions of photons to the output sig-
nal, which will be described in Section[[ll.2.7] In the rest of this section, the different steps needed
to achieve the peel-off variance reduction technique are described. Figure presents the ar-

chitecture of this step, and Table summarizes the main quantities that will be used within

this step.

Name Description Symbol
Photon position vector Position vector of the current photon p
Photon direction vector Direction vector of the current photon d
Photon reference vector Reference vector of the current photon p
Photon path length Path length of the current photon t
Scattering angle Scattering angle in the rotation procedure 0
Azimutal angle Azimutal angle in the rotation procedure ¢
Optical depth Optical depth during the transport procedure T
Stokes vector Stokes vector of the current photon I
Subscripts Subscripts indicating which photon the current quantity is referring to. The r,w, f

r subscript references the received photon, the w subscript references a
weighted quantity and the f subscript indicates the final quantity whose
contribution will be added to the global contribution.

Table I11.4: List of the parameters used in the peel-off scattering process.

In the peel-off case, the first step is to choose a random location in the area formed by the
intersection of the receiver area and the disc formed by the cone with apex at the position p,
height p,, axis along —é_. and aperture 20,... This location is the final position of the photon
before its contribution is computed, and it is noted p,. In order to sample this point, several
cases are considered :

(i) The cone base area is within the receiver area : In this case, a point is chosen randomly
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Photon in NO

receiver con

Received photon vectors
p, and d, sampling/computing

v
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peel-off process

Received photon
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Scattering angle 0,
and azimuthal angle 0,=0 ¢-=0
¢, computation Pr=p
Stokes vector |
I, x(t, j + 1) computation

Azimuthal angle
¢ r computation

Stokes vector
Iri(ts, j+ 1) computation

v

Figure 111.6: Architecture of the peel-off scattering process.

within the cone base area.

(ii) The receiver area is within the cone base area : In this case, a point is chosen randomly

within the receiver area.
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(iii) The receiver area and cone base area do not fully overlap and the condition \/m <
max (R, ., tan(0,..)p.) is verified : A rejection method is used. This condition essentially verifies
whether the overlapping areas between the receiver disc and the cone base is large enough for
this rejection technique to be efficient. Indeed, this rejection technique consists of sampling a
random point which is located within the cone base area. If this point is not inside the receiver

area, then another point is sampled until this condition is satisfied.

(iv) The receiver area and cone base area do not fully overlap and the condition
VP2 + P2 > max(R,e, tan(f,..)p.) is verified : A point is sampled within the overlapping areas.
First, the intersection points p; and p» between the two areas perimeters are found, and the
minimum and maximum values of p,, are determined. A random position p,, is then cho-
sen With p, . € [Pr.a,. > Prama.)- KNOWING the position along the x axis, the equations of the cir-
cles of the receiver area and cone base area are then solved. The minimum value along the
y axis is then determined as Y, = max(min(Yre), min(Yeone)) and maximum value as Yo =

min(max(Yec), max(Yeone) ). A random position is then chosen along the y axis with
Pry € [Prymins Prymas -

Although the rejection technique would be sufficient by itself, the last sampling method has
been implemented in order to reduce the computation time for very small overlapping areas. In
the regular case, all of these steps are not necessary, and the received photon position is taken

as the intersection between the current photon direction vector and the receiver area.

Knowing the position of the received photon, its path length ¢ can be calculated as :

tr =t+|p, — p| (111.2.21)

This path length is then used to verify whether the photon path length is within the user-

defined range of the output signal. This is expressed by the inequalities :

ty > tomin (11.2.22a)

tr < tmax (111.2.22b)
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If any of these inequalities is not verified, then the peel-off step is dropped and the calculation
proceeds to the next step of the program. Moreover, if the inequality from Equation is not
verified, the current photon path is terminated from the program, and it will not be subject to
any additional transport or scattering processes.

In the peel-off case, the newly created received photon direction and reference vectors are
needed. These vectors are hereby noted d, and p,.. Several steps are required in order to achieve
these computations. In this thesis, the procedure described by Peest et al. [167] has been imple-

mented. As such, the vector d,. is expressed as :

d, = =P (111.2.23)
’pr - p|
The received reference vector is expressed as :
dxd,
= — 11.2.24

In order to compute the modification of the Stokes vector due to these changes of direction
and reference vector, the received photon scattering angle 6, and azimutal angle ¢, are needed.
The former is obtained by the scalar product between the original direction vector and the re-
ceived photon direction vector as:

cos(6,) = d.d, (111.2.25)

The cosine and sine of the azimutal angle are obtained through the following formulae :

cosldr) = o (11.2.26)

sin(¢r) = [p x p;|

As the photon is transported from its original position to the receiver without any form of sam-
pling, the contribution of the extinction between these two points is taken into account. Continu-

ous absorption weighting is used in order to correct this bias. Essentially, it consists in computing

118



Chapter Ill. Lidar signal simulation I1.2. Methods and variance reduction techniques

the probability that a photon would indeed be transported along the path between the initial
photon position p and the received photon position p,. As such, this probability involves the use
of the extinction coefficients, as both absorption or scattering events could be sampled along
this path in the standard approach. Although extinction is the simulated process, this technique
is hereby referred to as continuous absorption weighting due to the use of this terminology in the
literature [167, [169], and in order to contrast with the discrete absorption weighting technique
previously introduced. Indeed, the discrete absorption weighting is only triggered at discrete
path lengths (i.e. after the transport process), while the continuous absorption weighting tech-
nique occurs throughout the forced photon transport during this peel-off process. The weight

modification associated with continuous absorption weighting is expressed as :

Qeaw = eXp(_Tr) (|||227)

where 7, is the optical depth between the initial photon position p and the received photon po-
sition p,, computed along the direction d,.

The process of peel-off scattering also introduces a weight modification, as a forced scattering
event has been simulated in the direction of the receiver. Following Equation the biased
event probability is here Py;.scq = 1. Hence, this weight is expressed as :

aro = T _r 0 6,) (111.2.28)

pr — P
where f,, is the polarized phase function at angles 6, and ¢,.. This quantity will be further detailed
in subsection|ll.2.5] Moreover, the fractional term of the equation above accounts for for the A/r?
term of the lidar equation (see Equation|.3.2).

Knowing the rotation angles and the weight modifications, the received Stokes vector is ex-
pressed as the product of the initial Stokes vector with the rotation matrix R(¢) such as:
ot 910

TR2, F(6,)

rec

|p1' - p’2 CPOl

Ir,k(tf7j + 1) = GeawqPO
(111.2.29)

= exp(—Tr) R(¢T)Ik(t7j)
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where Cpol is a normalization constant that will also be described in subsection[lll.2.5] The above
equation introduces the rotation matrix R(¢,), which expresses the outcoming Stokes vector
when the scattering plane is rotated by an angle ¢,. Moreover, the scattering order j of the Stokes
vector I has been added within the parenthesis in order to emphasize that it is incremented
during the peel-off process. The fractional term 1/(C, fpo) is used in order to ensure that the
first element of the product of the scattering matrix F with the initial Stokes vector I remains

unchanged. The rotation matrix R(¢,) is expressed as :

1 0 0 0

R(6) = 0 cos(2¢) sin(2¢) 0 112.30)
0 —sin(2¢) cos(2¢) 0
0 0 0 1]

Note that in the regular case, i.e. when the initial photon is within the receiver FOV and its
direction vector is intersecting with the receiver area, both zenithal and azimutal angles are null

(0, = 0 and ¢, = 0). Hence the rotation matrix R(¢,) becomes an identity matrix.

Finally, the computation of the contribution of the photon to the receiver requires one last
rotation, so that the received photon reference vector coincides with the reference vector of the

primary photon of its family. The cosine and sine of the rotation angle ¢, are obtained with :

cos(dy) = pr-ps (111.2.31)

sin(é7) = (pr x pi) d;

As a reminder, p; is the reference vector of the primary photon of the current photon family,
and is initialized following the procedure described in Section|lll.2.1} In the regular case, p, is the

unchanged reference vector p of the current photon.

And the final Stokes vector Sy is obtained with :

Ipp(ty,j+1) = R(gs) L p(ty, j+1) (111.2.32)
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The final Stokes vector I (ts, j + 1) of each received photon is saved and stored in memory.
These Stokes vectors will be later used in Subsection|lll.2.7|in order to compute the lidar signal.
Note that this peel-off step does not prevent any future interaction of the current photon, except
if the inequality from Equation|lll.2.22]is not verified in which case the calculations for the current

photon are terminated entirely.

11.2.5 Angle sampling method

In the peel-off scattering technique, the scattering events are forced to a specific direction. How-
ever, the standard approach to the simulation of scattering events is to sample the scattering
angle and azimutal angle following a probability density function (PDF) based on the radiative

properties of the scattering medium.

This PDF is given by the phase function. In the unpolarized case, the phase function is de-
scribed by the element a; of the normalized scattering matrix. However, in the polarized case,
the phase function depends on the polarization state of the incident light. Indeed, the scattered

Stokes vector is expressed as :

Isca<escaa ¢sca) = F<esca)R(¢sca)Imc (”|233)

where 0,., and ¢,., are the scattering and azimutal angles respectively. In the following, the sub-
script sca is implied when applied to the angles in order to lighten the notation. Considering the

first element of the Stokes vector and developing Equation|lll.2.33|gives :

Isca<97 ¢) = [incal (9) + bl (9) (ch COS(2¢) + Uinc Sln(2¢)) “”234)

The polarized phase function is proportional to the ratio of the scattered intensity over the

incident intensity [167]. Hence, it is defined as :
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fpot(0,0) = C’l {al(e) + b1(0) (% cos(2¢) + % sin(2¢))}
i’Ol (111.2.35)
= = [@(6) +7(6)b: (9)
pol
with ~(¢) being defined as :
v(p) = (% cos(2¢) + %sin(ng)) (111.2.36)
and C,, being a normalization constant such as:
2T T
Coa= [ [ 1ar(6) + 50 (0)] sin(O)dois
0 WO (m.2.37)

P / a1 (6) sin(0)d0

Considering Equation[l.2.22} the normalization constantis then C,,,; = 4. The polarized phase
function can then be considered as a PDF. Several methods can be implemented in order to sam-
ple the angles from this PDF, such as rejection sampling [165,171}[172], inverse cumulative distri-
bution function (CDF) methods [172], and tabulated methods [167,[172,[173|[174,175]. Rejection
sampling might be the easiest method to implement, but is rather inefficient when considering
phase functions with large peaks [172]. The inverse CDF methods are very efficient, but they re-
quire the knowledge of the analytical form of the inverse of the CDF of the considered PDF [172].
Hence, a tabulated method, i.e. a method based on lookup tables, is implemented within the
program hereby described.

When considering polarization, a conditional probability technique must first be implemented.
The polarized phase function is expressed as a joint PDF of the marginal PDF of ¢ with a condi-

tional PDF of 8 such as :

foor(0,0) = f(9) for,(0]0) (111.2.38)

where f,(¢) is the marginal PDF and fo,(|¢) is the conditional PDF. Using this technique, an

azimutal angle can be first sampled from the marginal PDF, and then used to compute the con-
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ditional PDF and to sample the scattering angle from it. The marginal PDF can be computed as

. L .
fol@) = [ fpa(0,¢)sin(0)dd = — a1 (0) sin(0)df +v(¢) [ b1(0)sin(6)do
/0 Am [/0 /0 } (111.2.39)

_ % l1 + (% cos(26) + %sin(Zgb)) b_l]

whereb; = 1/2 [ by sin(#)d6. Equation|ll.2.39|can be further simplified by changing the reference
frame of the incident Stokes vector so that the element U of the incident Stokes vector is null.

This is achieved by computing the angle ¥ as :
1
U = 5 arctan (%) (111.2.40)
The incident Stokes vector is then rotated such as:
I'=R(U)I (111.2.41)

where the superscript * indicates that the incident Stokes vector has been rotated. Equation

[11.2.39(then becomes :

fo(0¥) = % {1 + ?:Ecos(%*)] (111.2.42)

where ¢* is the azimutal angle taking into account the already considered rotation by the angle

VU, such as ¢ = ¢* + V. The CDF of this marginal PDF can then be computed analytically such as:

1 ¢* <27 * , , 1 10— ' §
F,(¢%) = %/0 [1 + %bl cos(2¢" )} do* = 7 {gb* + 5%[)1 sin(2¢") (111.2.43)

A uniform pseudo-random number 7, € [0, 1] is then generated, and the azimutal angle ¢ is

sampled by solving the equation :

4ty = |2¢" + %b_lsin(w*) (11.2.44)

123



[1.2. Methods and variance reduction techniques Chapter lll. Lidar signal simulation

Equation|lll.2.44]can be put under the form of the Kepler's equation such as :

M = E — esin(E) (111.2.45)

with M = 47y, E = 2¢* and e = —b,Q*/I*. The Newton-Raphson iteration method is then used
in order to compute the value of ¢*. This method consists of iteratively computing the parameter
E, until the difference between two iterations is below a certain threshold, n being the index of

the current iteration. This iteration process is expressed as :

M — E, + esin(E,)

1— GCOS(En) (|||246)

En+1 - En +

In the program presented in this thesis, the relative convergence criterion is set to 107, and

Ey = M. Finally, the angle ¢ is computed as :

b = LU (111.2.47)

where E, is the last value obtained by the iteration process of Equation|lll.2.46|before the con-
vergence criterion is triggered. Once an azimutal angle ¢ has been sampled, the conditional PDF

fol»(0|¢) can be computed. It is expressed as :

_a(0) + ()b (0)

0 111.2.48
f@\cp( ’QS) O@@(Cﬁ) ( )
where Cg,(¢) is a normalization factor. It is computed as :
Colp(9) = / [cn(@') +7(0)bi ()| sin(0)d0’ = 2 + 2v(¢)by (111.2.49)
0
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The conditional CDF is then expressed as :

0<mw
Forol®l6) = g | [m8) +2(0(6)] sine')a
7 C@Iw(¢) 0
. o<r o o<n o (111.2.50)
= m {/o ai(0)sin(6)do + v(gb)/o b1(0') sin(60 )d@]
Proceeding to a change of variable such as y = cos(6), Equation|lll.2.50|becomes :
F, _ L i N L
e 1l0) = B [ i ety [ e 3 s

A uniform pseudo-random number 1, € [0,1] is generated, and substituted with F,,(u|¢) in
Equation Then, the determination of the scattering angle requires to solve this equation.
However, in the general case, the elements of the scattering matrix are only known at discrete
values of #, and the number 7, might not correspond to one of these discrete values. Hence, a
method needs to be implemented in order to compute the integrals of Equation so that
intermediate values of § are accounted for. In order to do so, the scattering matrix elements
are expressed using a Piecewise Linear Approximation (PLA). As such, such as the sampling the

cosine of the scattering angle consists in solving the quadratic equation :

0= % (e +7(P)e) 1 + (Br + () ) 1 — % (e +(0) k) 1k — (B +7(0)Ce)
(11.2.52)

+2(1+5(0)b1) (Mo — Fluip(10x]9))

where £ is an iterator that indicates which value of the discrete scattering matrix is referred to,
and for which the corresponding discrete cosine of the scattering angle 1, is the closest inferior
to u. Note that the iterator k differs from the one presented in Table[lll.2| o and j; are the PLA
coefficients of the scattering matrix element a4, ¢, and (; are the PLA coefficients of the element
(a1)x, and ¢ and (j, are the PLA coefficients of the element (b, ). Note that the coefficients « and

3 used here differ from the extinction and backscattering coefficients defined in Section[.3} while
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(. differs from the angle described in Table

Finally the scattering angle is found by means of the following formula :

0 = arccos(p) (111.2.53)

The procedure described in this section allows to sample the scattering angle and azimutal
angle when considering any scattering medium composed of randomly oriented particles, with
any polarization state of the incident light. The following section is dedicated to the description
of the next steps of the scattering process, and also introduces the scattering splitting variance

reduction technique.

111.2.6 Scattering and scattering splitting

In Section(ll.2.4} the peel-off scattering technique was introduced. After being subject to a stochas-
tic transport step, the contribution of the current photon to the the received signal is computed
analytically. However, this semi-analytical approach only allows to compute the contribution at
first order of scattering. In order to account for the contribution of multiple scattering, an addi-
tional step must be undertaken. This additional step consists in the sampling of new direction
of propagation for the current photon. This new direction is sampled according to the scattering
matrix of the interacting medium, as this matrix can be used in order to construct a probability
density function expressing the probability of photon being scattered in a specific direction, as
described in Section As such, this step is referred to as the scattering step.

The aim of this scattering step is to modify the direction of propagation d, ; ; of the current
photon into a new direction vector d, ;;1 . Consequently, the reference vector p; ;, and Stokes
vector I, ; , must also be modified accordingly. Within this step, the scattering splitting variance
reduction technique can also be triggered. In this case, two photons are created, one that is
referenced with the subscripts ¢, j + 1, k and that is scattered in the forward direction, and one
referenced with the subscripts i, j + 1,k + 1 and that is scattered in the backward direction. In

order to lighten the notation, a different set of subscripts and superscripts is used. The outcoming
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vectors are represented by the superscript ', while in the scattering splitting case the forward
scattered photon is denoted by the superscript F'IW and the backward scattered photon by the
superscript BW. Table summarizes the different quantities used during the scattering step,

and Figure presents a schematic view of the architecture of the scattering step.

Splitting

Scattering YES N Standard
L conditions .
splitting scattering
(PFW and 9" ¢ and 6
sampling sampling
d W p’,PW i P,
I'FW and weights I’ and weights
computations computations

(pBW and 02"
sampling

d ", BW ’ p’,BW

and weights
computation

' BW
II

Kinax + =1 N Update stored photon<_

parameters

<

Figure 111.7: Schematic view of the architecture of the scattering step.

The first step of the scattering process is to determine whether the scattering splitting variance

reduction technique is triggered. Several conditions need to be verified in order to do so. They
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Name Description Symbol

Photon position vector Position vector of the current photon P

Photon direction vector Direction vector of the current photon d

Photon reference vector Reference vector of the current photon p

Scattering plane rotation angle Angle between the current reference vector and the reference vector lying v
in the scattering plane

Scattering angle Scattering angle of the current rotation 0

Azimutal angle Azimutal angle of the current rotation ol

Cumulative distribution function Cumulative distribution function used to sample either the scattering angle F
or the azimutal angle

Polarized phase function Polarized phase function of the current scattering event fpot

Stokes vector Stokes vector of the current photon I

Weight factor Weight factor associated with the current scattering event q

Cone angle Angle of the cone at the receiver for the scattering splitting Ocone

Scattering splitting phase function The scattering phase function is split at this angle into the forward and Osplit

angle backward phase functions.

Cone radius Radius of the code at the receiver for the scattering splitting Reone

Scattering splitting receiver angle Maximum angle between the current photon direction and the current ¢
photon position for the scattering to happen.

Superscripts Superscripts indicating which quantity is currently used. The ’ superscript ', *x, FW,
indicates the rotated quantity. The * superscriptindicates a quantity whose BW
associated reference vector lies in the scattering plane, F'W stands for for-
ward and BW for backward

Subscripts Subscripts providing information on the current quantity. The subscript daw, ssw

daw stands for discrete absorption weighting and ssw for scattering split-
ting weighting

Table I11.5: List of the parameters used in the scattering and scattering splitting process.

are expressed as .

V px2 + py2 < tan(econe>pz + Rcone
p.d
pld]

> cos(()

(111.2.54a)

(111.2.54b)

where ( is the maximal angle between the current photon position vector p and the direction

vector d that would prevent the the triggering of the scattering splitting technique. The first of

these conditions verifies whether the photon position is within a cone whose apex position on

the horizontal plane is the same as the receiver disc center, of radius R s at pre.. = 0 and of

half-angle 6.,,.. Schematically, this cone encompasses the cone formed by the receiver FOV when

Ocone > Orec. The second condition verifies whether the angle between the current photon position

vector and the direction vector is lower than the angle ¢, e.g. with ¢ = 90° this conditions verifies if

the photon is moving closer to the receiver. Both of these conditions need to be verified in order
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to trigger the scattering splitting variance reduction technique. These conditions are introduced
because this technique necessitates a large amount of computational power, as two photons are
created each time it is employed. As such, the three parameters R.,ne, 0cone and ¢ can be tuned

in order to increase or decrease the probability of this technique being triggered.

Figure 111.8: Schematic view of the triggering conditions of the scattering splitting technique. The
receiver FOV is represented in green and the scattering splitting cone is represented in orange.
On this figure, the photon is located within the scattering splitting cone, hence verifying the con-
dition from Equation [lll.2.54(a). Moreover, the angle between the photon position vector p and
the direction vector d is lower than the angle ¢, verifying the condition from Equation [l.2.54(b).
Hence, in this example, both conditions are verified and the scattering splitting technique is trig-
gered.

In the case of standard scattering, i.e. when the scattering splitting variance reduction tech-
nique is not triggered, several steps lead to the modification of the current photon vectors. First, a
scattering angle # and an azimutal angle ¢ are sampled following the procedure described in Sub-

section[lll.2.5| The new direction vector d’ and rotation vector p’ are then obtained by adapting
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the rotation formulae described in Equations|lll.2.2land lll.2.3|such as :

p = pcos(¢) + (d x p)sin(¢) + d(d.p)(1 — cos(¢)) (I.2.55a)

d = dcos(0) + (p x d)sin() + p (p .d)(1 — cos(0)) (111.2.55b)

And the outcoming Stokes vector is computed as :

’ 1 ~
I(0,9)= qdame(e)R(gé)I (111.2.56)

The fractional term in the Equation above is implemented in order to ensure that the intensity of
the scattered photon remains unchanged except for the modification due to the weight associ-

ated with the discrete absorption weighting technique, as described in Subsection|lll.2.3

In this standard approach to the scattering process, the number of photons remains un-
changed, and the scattering order j of the scattered photon is incremented by one such as
j = j + 1. In the scattering splitting case, several modifications need to be implemented in
the procedure allowing to sample the angles # and ¢. Indeed, the aim of this technique is to use
modified PDFs in order to scatter two photons, one that is scattered with a scattering angle in the
interval 6 € [0, 6,,,:) and which is hereby referred to as the forward photon (superscript F'W), and
another in the interval 6 €]6,,;:, 7] and which is referred to as the backward photon (superscript
BW). This variance reduction technique serves several purposes. First, one can envision that the
trajectories of the primary photons before the first event will be mostly similar. Indeed, these pri-
mary photons are emitted within the cone restrained by the laser divergence 6.,,, which in most
cases is fairly low. Hence, the differences between the primary photons trajectory arise from a
different sampling of their transported lengths. The scattering splitting variance reduction tech-
nique hence allows to compute the trajectories of two photons after the first scattering event, by
only computing the first transport process once. Moreover, the phase function of large particles
often presents a large forward peak. Because the sampling of the scattering angle is based on
this phase function, this implies that most of the photons which would be scattered following a

standard sampling process would be directed in the near-forward direction. The scattering split-
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ting technique allows to increase the probability that photons are scattered in other directions,

which can be of potential importance when computing the lidar signals.

Hence, in order to implement the scattering splitting technique, several modifications of the
sampling procedure are needed. In the following, the superscripts F'IW and BW are used to
differentiate the forward and backward PDFs, CDFs and normalization constants. These super-
scripts are not used for the differentiation of the generated random numbers and sampled angles
as itwould considerably burden up the notation, but the reader is reminded that these quantities
may differ between the two cases. The first step is then to modify the scattering PDF defined in
Equation [Ill.2.35| so that only forward or backward angles can be sampled. Two new PDFs are

then created such as :

bl = C% [@1(6) +7(#)b1(6)) (I11.2.57a)

pol

bl = C% [@1(6) +7(¢)b1(6)] (111.2.57b)

pol

where the normalization constants C}" and C7}" are defined such as:

Osplit
chy =2n / a1(0) sin(0)dd = 4 (a)"" (11.2.58a)
0

71—_931712'15
CBWV =or / ay(0) sin(0)df = 4r(ap)?" (111.2.58b)
0

pol

where (@)™ = (1/2) [ a;() sin(6)d and (ar)®" = (1/2) [ """ a,(6) sin(A)dé. Following
this step, the conditional probability technique presented in Subsection [Ill.2.5| remains mostly
unchanged. For the sampling of the azimutal angle ¢, the integral bounds in the computation
of the marginal PDFs as described in Equation|lll.2.39/are changed. The marginal PDFs are then

computed as :

* (1 \FW

foo")Y = % {1 + CI?— Ez_jpw cos(2<b*)] (I1.2.59a)
* (1, \BW

fol@)"" % { + %((E)L_ll)wcos(%*)] (111.2.59b)
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where the quantities (@)™ and (a;)?" have been introduced when compared to Equation|lll.2.42
due to the different integration intervals when using the standard sampling technique and the

scattering sampling technique. The corresponding CDFs are :

* (7 \FW

Fo(¢)™ = % {qb* + 5 ((ZSFW sin(zqs*)] (111.2.60a)
* BW

Fo(¢")"" = Qi [fb* + gj ((%BW Sin(2¢*)] (111.2.60b)

The azimutal angle can then be sampled by generating a pseudo-random number and solving

the Kepler's equation (i.e. Equation|lll.2.45) as described in Subsection|lll.2.5

Following the same framework, the conditional PDFs are then computed as :

FEY (0]9) = 21 (8 )CF|W((§)>b1< ) (11.2.61a)
Oy

5 (0)9) = 21 (f )CBW(<¢)>b1( ) (111.2.61b)
Ole

with constants C§7 and C§7 such as::

Cojy (9) = /0 [0 + (@0 (6] sin(@ )8’ = 2™ + 2(6) (5™ (I11.2.62a)

cho)= [ [®) = 2(0mE)] sin(@)as 2@ + (@G (12620

And the CDFs are computed following the change of variable ;1 = cos(#) such as :

1 1 M2 psplit , , 1 M2 psplit , ,
1 1 HZ—split , , 1 B2 — Hsplit , ,

where pigi = cos(spie). Following this definition of the CDFs, the same PLA is used and two
random numbers are generated, one for each photon. Hence, within the integrals of Equations

11.2.63bfa) and (b), the scattering elements a; (') and b, (1) are replaced by their linear interpo-
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lations. These equations are then expressed as quadratic equations such as:

1

0=7 (ar +7(@)er) 1 + (B + 1(0) k) 1 — % (ak +7(@)er) i — (Br +Y(D)Ch) 1w

+2 (@)™ + () (b1)™] (m0 — F4Y (1l9)) (111.2.64a)

0= % (e +v(P)e) 1 + (B + () C) 1 — % (o + v (@)ew) . — (Br + ¥(0)Ge) 1

+2 (@) +4(0)(01)""] (no — Fiil (1m]e)) (111.2.64b)

In the procedure described above, the cosine of the forward scattering angle is sampled in the
interval i € [1spit, 1], and the cosine of the backward scattering angle in 1 € [—fuspit, 1]. However,
the aim of the backward photon is to be scattered with a cosine of the scattering angle in the
interval u € [—1, pspie]. Hence, in order to address this issue, the scattering angles are computed
as:

0" = arccos (u"™") (I11.2.65a)

68" = arccos (—uBW) (111.2.65b)
where the superscripts have been introduced to emphasize that these angles are different.
Knowing the scattering angle and the azimutal angle, the reference and direction vectors of both
forward and backward photons can be computed using Equation(lll.2.55] However, when consid-
ering the Stokes vector, the scattering splitting variance reduction technique introduces biases
that need to be accounted for by weight modifications. For the forward photon, this weight is

expressed as :

s fo(®) folo(0, )
= fE () & (0. 9)
1+ (Q*/I*)by cos(2¢") (@)™ +7(¢) (b))

T+ (@) ()Y (@) W) cos(26*) 1+ 1)

(111.2.66)

The computation of the weight of the backward photon also needs to account for the change of
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sign of the cosine, which gives :

BV fe(0) fo1,(0]0)
= ffw(@few (m—0l9)

_ + (Q/1)by cos(2¢7) (111.2.67)
1+ (Q*/I*)(( 1)PW /(@) PV) cos(2¢*)
@ (@)Y ai(0) +v(¢)hi (0)
1+ ()b ar(m —0) +~(¢)br(m — 0)
Finally, the scattered Stokes vectors are computed such as :
"FW (gFW  (FW\ _ FW F(o"™) FW
"7 07" 6"") = Guawssn Con T (077 ¢FW)R(¢ )i (111.2.68a)
I’,BW(QFW’ ¢FW) BW F(QB ) (¢BW)I (|||268b)

— qdaqusw C Olfpol(eBW ¢BW)

Following the scattering step, the number of photons within the family k... is either kept the
same or increased by one when the scattering splitting technique happens. The newly scattered
photons is then subject to transport, peel-off and scattering until a stopping condition is triggered.
Two stopping conditions are considered; (i) if the scattering order j is equal to j... — 1, then
the current light-matter interaction loop stops after each photon of the current family has been
subject to the peel-off scattering step; (ii) if the first element of the Stokes vector passes below a
certain threshold I; ;. < ¢, then the current photon is terminated and no longer tracked within

the program.

111.2.7 Return signal calculation

Within the peel-off scattering technique, the contribution of the received photon I (ty, ) is cal-
culated. Each of these contributions are defined at a length ¢;. However, the lidar signal is the

time-averaged power within a certain time step At. In order to simulate this process, a sequence
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of discrete path lengths is created such as :
tmax - tmzn
b=t_1+At for {ZEN| 1<1< T} (111.2.69)

where ty = tin, and tas, tmin and At are input parameters as described in Table After
each iteration of the light-matter interaction loop, these contributions I (¢, j) are summed over
the different photons within the photon family and according to their path lengths. This can be
expressed as :

kkmaz | Tpp(ty,7), iftp<ty<t
HE\UE T )s l f I+1
Ip(t,j) = ) (111.2.70)

k=110, otherwise

This allows to save the contribution of each photon family. The output Stokes vectors are then

computed as :

Ph Jmaz
= —ZZIf t,7) (11.2.71a)
i=1 j=1
I(t,j) = —ZIf t,7) (11.2.71b)
The standard deviations are then calculated as:
1 z:Nph Jmaz 2
ou(t)) = DD @t )| — I(1)2 (111.2.72a)
Npp — 1 i=1 =1
1 i=Npp
. A\ 2 2
7ot d) =\ 37 Z (I(t,)); — (I(1)); (111.2.72b)

where v = I, @), U,V indicates which element of the Stokes vector is referred to (e.g. (I(t;,7))q =
Q(t1,7)). The computation of the output Stokes vectors and of their associated standard devi-
ations concludes the program. Figure presents a complete view of the architecture of the
program and of the different steps within. Section presents the procedures undertaken in

order to assess the validity of the results obtained with this program.
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[1.2. Methods and variance reduction techniques
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1.3 Program validation

This section presents the approaches that have been undertaken in order to validate the lidar
signal simulation program. In Subsection the intensity scattered by a particle is computed
analytically and compared with the intensity computed using the method presented in Section
This allows to validate individually the angle sampling method presented in Subsectionl|lll.2.5
and the scattering splitting method presented in Subsection|ll.2.6] Subsection[ll.3.2]presents re-
sults obtained with the lidar signal simulation program, while only considering the first order of
scattering. These signals are compared with the single scattering lidar equation (see Equation
[.3.2). In the lidar signal simulation program, the lidar signal at the first order of scattering is not
influenced by the angle sampling method and by the scattering splitting technique. Hence, this
comparison allows to validate the transport method, as well as the peel-off technique and the
continuous absorption weighting technique. Finally, Subsection presents the comparison
between quantities derived from lidar signals simulated with this program to results that have
been presented in the literature. This attempt at reproducing previously published results has
been undertaken using the data available in the corresponding articles, and allows for a qualita-

tive evaluation of the program results validity.

111.3.1 Validation of the angle sampling method

In order to proceed to the validation of the angle sampling method, and in a second time to the
scattering splitting variance reduction technique, the corresponding parts of the program have
been isolated?

For the purpose of this validation procedure, two types of particles are considered. The first
corresponds to Rayleigh scatterers, i.e. particles or molecules whose size parameters verify x,,, =

27r,, /A < 1. The normalized scattering matrix of such particles is expressed as :

2Specifically, the functions corresponding to the angle sampling, the scattering splitting, and the computation
of the scattered Stokes vectors and of the weights have been rewritten in Python. This has been done for test
purposes at first, and has been kept in order to simplify the analysis of the data hereby presented. Nevertheless,
the calculations undergone within the Python script are strictly identical to those of the main program.
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cos’(f) +1  cos?(f) — 1 0 0
(6 = 3 cos?(f) —1  cos*(0) + 1 0 0 (3.1)
4 0 0 2 cos(0) 0
0 0 0 2 cos(0)

The second case is taken from the work of [176], and corresponds to polydisperse water
droplets. Specifically, the scattering matrix of the first case of reference [176] is used. The parti-

cles size distribution is expressed as a Gamma distribution such as [177] :

1 1 r \ T ( T )
Ne(Ty) = exp | — (11.3.2)
( ) Reff (VT_l)! (Reff) Reff

where R, s is the effective radius and +, is the shape parameter of the distribution. In the case
considered here, R.;y = 8 ym and ~, = 6. The normalized scattering matrix corresponding to this
distribution of spherical particles is computed using the PyMieScatt library [178] with an optical
index of m, = 1.3337+41.5 1072 at A\ = 532 nm. The normalized scattering matrices are computed
from R, = 1 pmto R4 = 20 pm, with a step of AR = 0.02 ym and with an angular resolution

of Af = 0.25°. These matrices are then averaged according to the size distribution presented in
Equation(Tl.3.2]

The sampling methods presented in this thesis results in angles that have been sampled over
a continuous range. In order to analyze the results, the sampled Stokes vectors are summed in
a matrix, whose rows correspond to the scattering angle and columns to the azimutal angle. The
dimension of this matrix is [4 x Ny x Ny|, where Ny and N, are the numbers of discrete scattering
angle and azimutal angle respectively. The elements of this matrix are computed such as :

I'(0,9)

if 91 <6 <91+1 and ¢m < ¢<¢m+1

1 Do
- L (111.3.3)
= z;

0 otherwise

where the subscripts [ and m indicate the row and column of the matrix, corresponding to the

angles 6, = (I—1)Af and ¢,, =
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to a number of launched photons, and I' (6, ¢) is the Stokes vectors sampled at the angles § and ¢
and computed as in Equation|lll.2.56|taking ¢..., = 1. In the calculation presented in this section,

the number of samples has been set to N,, = 107. When the scattering splitting technique is

applied, Equation|lll.3.3/becomes :

I FW(OFW gFW) if 0, < 0 < 0141 and b < 0V < g

1
P = DY BV (05Y 6EV) i 6, < 05Y < 64y and < 0P < Gy (113.4)

0 otherwise

\

where the superscript s indicates that the scattering splitting technique is used and I'*" and
I''"BW are computed as in Equation with Gdaw = 1. In the results presented in this section,
the scattering splitting angle has been set to either 6,,,, = 30°, 90° or 150°. These three values are
chosen for a comparison purpose, as one might might expect variations in the obtained results
depending on the scattering matrix of the scatterers and on this scattering splitting angle.

A corresponding Stokes vector can then computed analytically such as :

1

| (——
Lm ™ A

F(0)R(¢n) I sin(6;) AOAG (11.3.5)

where the superscript ¢ indicates that this Stokes vector is tabulated using the analytical expres-
sion of the analytical expression of the Rayleigh scattering matrix. In the following, the Stokes
vectors resulting from the Monte-Carlo calculation are referred to as the sampled Stokes vector,
while those stemming from Equation|lll.3.5|are referred to as the tabulated Stokes vectors. When

considering the first element of this Stokes vector, Equation|lll.3.5/becomes :

Iim = 4i [a1(0))1 + as(6;) (Q cos(2¢,,) + U sin(2¢,,))] sin(0;) AOA¢
T (111.3.6)

= Foo1(01, o) sin(0)) AOAD
Equation [ll.3.6] is then equivalent to the probability of scattering within the solid angle dQ2 =
sin(0;) AOAP [24].

Figurel|lll.10|presents the first element of the sampled Stokes vector, calculated using the stan-
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dard angle sampling method, using the scattering splitting technique with three different splitting
angles 6,,;; and the first element of the tabulated Stokes vector. The incident light is considered
linearly and horizontally polarized (i.e. T = [1 1 0 0]%). These results have been averaged

over the azimutal angle.
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Figure Il.10: First element of the Stokes vector scattered by Rayleigh scatterers and averaged over
the azimutal angles. Results are either calculated analytically (green line), using the standard
angle sampling method (black crosses) or using the scattering splitting technique for different
scattering splitting angles (blue and red crosses).

Overall, Figure(lll.10[shows that the results computed with either the standard sampling method
or the scattering splitting technique are in good agreement with the tabulated counterpart. The

use of the scattering splitting technique does not seem to improve the agreement between the
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sampled values and the tabulated Stokes vector when averaged over the azimutal angle. In order

to investigate the influence of the azimutal angle, the percent disagreement « is defined as :

(IS)V B (It)u

K, = 100
(1), ]

(111.3.7)

where the subscript v indicates which element of the Stokes vector is referred to, i.e. v = I,Q.
When fully considering the azimutal angle dependence, Figure present the values of tab-
ulated first element of the Stokes vector I, which are used as the reference values in the com-
putation of the percent disagreements. Figures present this percent disagreement when
computed with the either the standard sampling technique or with the scattering splitting tech-

nique using the three different scattering splitting angles.

1.40x 1074
165.0 L R R
120x 1074
1.00 x 1074
()
[}
2 8.00 x 1075
(el
200.0 150.0 180.0 210.0 330.0
k=
3
b=
5}

P——

 Azimuthalangle ¢ 2.00 x 107

Figure 111.11: First element of the tabulated Stokes vector scattered by Rayleigh scatterers as a
function of the scattering angle # and of the azimutal angle ¢. Results are computed for an az-
imutal angle step of A¢ = 4° and a scattering angle step A6 = 0.5°.
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Figurel[lll.T2]shows that larger discrepancies are present between the sampled values and the
tabulated values when fully accounting for the azimutal angle dependence. However, the use
of the scattering splitting technique reduces the percent disagreement, as shown by comparing
Figures [[l.12[b), (c) and (d) with Figure a). Better agreement is especially obtained within
the smallest hemisphere such as when 6 < 30° with 6,,;; = 30° (Subfigure c)) or when
6 > 150° when 6,,,;; = 150° (Subfigure d)). Several regions of these figures show particu-
larly high values of the percent disagreement with |x;| > 50 %. Comparing with Figure it
appears that these regions correspond to the values of the tabulated first element of the Stokes
vector approaching I =~ 0. Hence, these larger discrepancies can be interpreted using Equation
as small differences between the sampled and the tabulated values may results in large

percent disagreements. The same comparison process can be applied to the second element of

the scattered Stokes vector, and is presented on Figures |ll1.13|[Ill.14/and Ill.15]

200 25

10 0 25 X X 5 10 15 2
Scattering angle 6

15 2
Scattering angle 8

(@) Osprir = 30°. (b) Ospiir = 150°.

() Hsplit = 90°.

Figure 111.13: Second element of the Stokes vector scattered by Rayleigh scatterers and averaged
over the azimutal angles. Results are either calculated analytically (green line), using the standard
angle sampling method (black crosses) or using the scattering splitting technique for different
scattering splitting angles (blue and red crosses).
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Considering Figure[lll.13] the sampled values of the ¢-averaged second element of the Stokes
vector also seem in agreement with the tabulated Stokes vector values. However, when consider-
ing the azimutal angle dependence as in Figure[lll.15] larger discrepancies are observable. Indeed,
these results present features that are similar to those presented in Figure[lll.72] As such, large
percent disagreement are found in the regions where the second element of the tabulated Stokes
vector is found close to 0 (see Figure[lll.14|for comparison), and the scattering splitting technique

reduces the percent disagreement, especially in the smallest hemispheres when 6,,,;; # 90°.

a
15

5.00 x 107>

165.0
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120.0 ‘ i
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—1.00x 1074
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©
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Azimuthal angle ¢

-1.25x 107

Figure 11.14: Second element of the tabulated Stokes vector scattered by Rayleigh scatterers as
a function of the scattering angle # and of the azimutal angle ¢. Results are computed for an
azimutal angle step of A¢ = 4° and a scattering angle step Af = 0.5°.
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(d) gsplit = 150°.

(C) Hsplit = 30°.

4° and a

Figure 111.15: Percent disagreements of the sampled second element of the Stokes vector scattered by Rayleigh scatterers as a
function of the scattering angle 6 and of the azimutal angle ¢. Results are computed for an azimutal angle step of A¢

scattering angle step Af = 0.5°. The black lines on subfigures (b), (c) and (d) mark the scattering splitting angle.
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This comparison procedure is now applied to the second case, using the scattering matrix of
the spherical particle distribution described at the beginning of this subsection. Results are pre-

sented on Figures|[ll.T6} [.77]and[ll.T8 when considering the first element of the Stokes vector.

1072

=)
1

Integrated stokes parameter I
Integrated stokes parameter I

0.0 0.5 1.0 2.0 2.5 3.0

1.5
Scattering angle 6

(a) Hsplit = 30°.

Integrated stokes parameter I

0.0 0.5 1.0 2.0 2.5 3.0

1.5
Scattering angle 6
o
(0) esplit = 90°.

Figure ll.16: First element of the Stokes vector scattered by spherical particles and averaged over
the azimutal angles. Results are either calculated analytically (green line), using the standard
angle sampling method (black crosses) or using the scattering splitting technique for different
scattering splitting angles (blue and red crosses).

147



[11.3. Program validation Chapter lll. Lidar signal simulation

C bo
o C
ST
S g
)
— ~ -]
5 2 3 = = 5
— X -)-(1 X T n
;)r(\ - ° é é “I’ n - ° é é “I’ v @©
3 A S B ! v S A S B ! v g o
CHEEENNNTT O aaaaaa. CHEEENNNTT O aaaaaa.
n- ko i) %
U o
SN
-
o ||
rlw\‘;‘ mh {",‘i‘luu E- =
iy A il H“““\‘“‘.\‘.‘;e‘h' 8 <
A . o’ = “'6
o S ) .
=3 il » £ aod
— o O o
~ 1 | \"ww I wnw {7 S
> - il .e‘ﬁ‘”w i g ©
e 2 T Q= w
= @ S 5 W
g P T oS5
i i o] — . © &
L : = S §SE
W g = ! = £ 0 Q
‘WW.‘,“.“ﬂ”,@.";.u : i S E 3
J”‘Ill"l:lxhr‘h‘“”l“HH\ “I‘ “""”‘j“\ 0l *‘ m“ (&) E oo
R RN =
| .j“"w“v."\w - I \H‘ \f“\l‘l"u;”ii‘ (N
il ° il SR &
4l © +—
o - 05 ®
! ‘ [9v]
AR > - vV
’n”‘f“\ v o v
> M\‘f'ﬁv‘u Vv o
“ - - <
: J o o+
h X
(o)ea[ﬁue Buriejyeos (o) 6 @1Bue Surreneos _GCJ o g
= £
Y— o=
O g 0o
+— GJ N
c 95
(] m C
En?>
- - L =0
S = S = v 3
— X — X 4+ n —~
X 2 3 % X 2 3 % )
9 S 2= = v -9 S 2 = = v s x <
IS — ol | X — —l | 4= -0
CEEEENNTTT T = - S0
<
L o5
| “ ‘M II\‘ | Q %‘0‘2-0
i ‘s; e ESS
, g -5
: ’\ ob ww- y " S @
o < 1 e £ 25
It w‘\'\m”“\“”‘ — ‘nI'Jun‘ ‘wm i + E (@]
“.w‘,”\“ “ g_ ‘m\‘qm" ‘w‘u\u { OO- ‘.5 e
lot HWI‘:\‘ W ‘1‘\‘\“'“‘1” | N
e : / = SRy
wl\ 1} Wh,ul “ - 17, “ E U =
s o 3 95
g E ¥ Ev®
b & © > o © =
{ [}
I il .!m..\ c o)
‘.“wuv‘w,’ | 3 S s Y70
pe ol ‘u.q i g & < HEuw
‘ ‘1 M E g o © C
2 < no k=
o ;,‘mw | T W,
m 10 Al it +—
KO’, f “\‘thu\ ! Hu | vl“\ i \(y“ c téo C\!
g Wi T &S
S 80 ]
g £ <
e
. © O
=92
- (V2]
(o) 6 o[Pue Hureneos OL) v o
S5
+—
B0 c
L O ™

148



Chapter lll. Lidar signal simulation [11.3. Program validation
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Figure 111.18: First element of the tabulated Stokes vector scattered by spherical particles as a
function of the scattering angle # and of the azimutal angle ¢. Results are computed for an az-
imutal angle step of A¢ = 2° and a scattering angle step Af = 0.25°.

As in the Rayleigh scatterers case, good agreement is found when considering the ¢-averaged
first element of the Stokes vector as shown on Figure[lll.T6] However, the sampling of the back-
ward splitted photon seems slightly under-evaluated at =~ 3.1 rad, near the exact-backscattering
direction. This under-evaluation is most likely due to the scattering splitting method for the back-
ward photons, and to the computation of the associated weight as expressed in Section
and Equation This weight computation has indeed a larger number of sources of error,
which can arise from the computation of the integrated quantities (a;)?", (b;)2" and b, or from
the linear interpolation used for the computation of the scattering matrix elements in the last

fractional term of this equation.

Now considering the percent disagreement, it appears that this parameter increases rapidly
when increasing the scattering angle in the standard sampling case, as seen in Figure a).
Comparing with Figure [Il.18] this behavior can be interpreted by the rapidly decreasing values
of the first element of the tabulated Stokes vector. Indeed, in contrast with Rayleigh scatterers,

the scattering pattern of spherical particles present a large forward peak, which induce an under-
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sampling of the large scattering angles. However, the scattering splitting technique improves the
agreement between the sampled and tabulated values, as seen on Figures [[ll.T7(b), (c) and (d).
This behavior can be interpreted by the method used to sample scattering angles when using the
scattering splitting technique. As described in Section the scattering angle is first sampled
within the forward hemisphere before being transferred to the backward hemisphere. Because a
large forward peak is present, a larger number of photons are sampled in the near-backscattering
region, hence reducing the percent disagreement. Finally, the second element of the Stokes vec-

tor is considered, and the corresponding results are presented on Figures|[ll.19] [I1.20]and [I1.21]

Integrated stokes parameter Q
°

Integrated stokes parameter Q
)

-107% —10-4

) 0’5 2.0 2’5 30 ) 0.5 10 . 2.0 2’5 3.0

15 15
Scattering angle 8 Scattering angle

(a) esplit = 30°. (b) Qsplit = 150°.

Integrated stokes parameter Q
°

—10-

2.0 255 30

“ oo 05 10 15
Scattering angle 0

(@) Hsplit = 90°.
Figure 111.19: Second element of the sampled Stokes vector scattered by spherical particles and
averaged over the azimutal angles. Results are either calculated analytically (green line), using

the standard angle sampling method (black crosses) or using the scattering splitting technique
for different scattering splitting angles (blue and red crosses).
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Figure ll.79 shows a good agreement between the sampled ¢-averaged second elements of
the Stokes vector for scattering angles larger than 6 ~ =7/2, but rather poor agreement in the
forward direction, especially for the backward splitted photons when the scattering splitting tech-
nique is applied with 6,,;; = 30° (see Subfigure a)). However, the source of these discrep-
ancies is rather easily identifiable. Indeed, according to Equation and considering unit

weights, the second element of the Stokes vector is computed as :

1(0)] + a2(0)Q cos(2¢)
ai(0) +v(¢)b1(0)

In the equation above, it appears that the range of values of Q*** potentially being sampled at

Qe — b (11.3.8)

one scattering angle 0 for different azimutal angles ¢ depends on the relative differences be-
tween |by(0)| and |ax(0)|. If |az(6)| > |b1(0)| and |ai(8)| > |b1(0)], then Equation [I1.3.8 can be

approximated as :
a2(9)
aq (0)

This results in an unstable summation of the second elements of the scattered Stokes vector,

Qsca ~
~~

Q cos(2¢) (111.3.9)

especially when considering the low scattering angle step that has been considered. These two
conditions (i.e. |a2(8)] > [b1(0)] and |a1(0)] > |b:(6)]) are verified in the forward hemisphere
when considering the spherical particles distribution but are not when considering the Rayleigh
scatterers. This cos(2¢) dependence can also be observed on Figure where the forward
hemisphere follows this dependence while the backward hemisphere does not. Moreover, the
second elements of the Stokes vector for the forward scattered photon when 6,,;; = 30° appear
in better agreement than those sampled with the standard angle sampling method. This is most

likely due to the larger number of photons being sampled within the range 6 € [0, 0,.::].

The larger discrepancies of the sampled backward photon ¢-averaged parameter (Q can also
be explained by considering the probability of a photon being sampled in this region. Indeed,
as described in Section the scattering angle is first sampled within the range 6 € [0,7 —
0sp1i¢) before being transformed into the range 6 € [0, 7]. This implies that the probability of a

backward photon being scattered at the angle 6 is actually the probability of it being scattered at
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the angle = — 6. Because the phase function of the spherical particles presents a large forward
peak, this implies that the probability of a backward photon being scattered at an angle close to
Ospiie is rather low. Combined with the interpretation for the instability in the forward hemisphere
described above, this under-sampling of backward photons close to 6, results in even larger
discrepancies.

Finally, when considering the azimutal angle dependence, Figure[lll.2T]presents the same fea-
tures as Figure Indeed, the percent disagreement increases when the values of the tab-
ulated second element of the Stokes vector approach 0. Moreover, smaller percent disagree-
ments are found when the scattering splitting technique is applied. However, comparing Subfig-
ure[ll.2T]c) with Subfigure[lll.21{a), it also appears that larger discrepancies are present at angles
0 =~ O, in the backward hemisphere when using the scattering splitting angle with 6, = 30
°. This behavior can also be explained following the previously detailed interpretation of the dis-

agreement between the ¢-averaged values shown on Figure [Ill.19(a).

104

165.0

1072

1076

1077

120.0 150.0 180.0 210.0 240.0 270.0 300.0

Scattering angle 6

-1077

—10-6

-107°

] imthal agle V

—1074

Figure 111.20: Second element of the tabulated Stokes vector scattered by spherical particles as
a function of the scattering angle # and of the azimutal angle ¢. Results are computed for an
azimutal angle step of A¢ = 2° and a scattering angle step A8 = 0.25°.
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Overall, both the standard angle sampling method and the scattering splitting technique re-
sult in a good agreement with the tabulated Stokes vector when considering ¢-average values.
The scattering splitting technique also allows to reduce the discrepancies when considering the
azimutal angle dependent quantities. However, care must be taken when choosing the scattering
splitting angle, as it can result in larger instabilities depending on the scattering matrix of the con-
sidered particles. Indeed, in the simulations undertaken in this section, it appears that the angle

Osp1ir = 30 ° is particularly ill-suited as it induces larger errors at scattering angles near 6 =~ 0,;;.

111.3.2 Comparison with the single scattering lidar equation

In this subsection, the output signal of the Monte-Carlo program at first order of scattering is
compared with the analytical expression of the lidar signal in the single scattering approximation.
This analytical expression, described in Equation|l.3.2} is slightly modified in order to only consider
the terms that are accounted for in the Monte-Carlo lidar signal simulation program. As such, in

this section, the analytical single scattering lidar signal is expressed as :

I(r,\) = %ﬂ(r, A) exp (—2 /r ar )\)drl> (11.3.10)

b

where r, is the distance between the cloud base and the receiver. This expression of the lidar
signal is compared with the output signal obtained using the Monte-Carlo program, while only
considering the first order of scattering. Two cases are considered for the simulation of the scat-
tering medium. The firstis identical to the spherical particles case of the previous subsection, and
corresponds to the "Case 1" from the reference [176]. As such, the scattering medium is com-
posed of three slabs. The second slab radiative properties are computed following the method
described in Section|[ll.3.1]and in reference [176], an the slab lower boundary is located at 700 km
from the receiver. The cloud geometric thickness is H. = 1 km, and the optical depth between
its lower boundary and its upper boundary is 7 = 20. The first and last slabs are simulated as a
non-interacting medium, with a null optical depth.

The second considered case also stems from the reference [176], and is meant to reproduce
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the "Case 12" of this reference. The methodology used for the computation of the radiative prop-
erties of the scattering medium is the same as in the previous subsection. As such, Equationl|lll.3.2
is used in order to compute the size distribution of the particles, using R.;y = 3 pm and v, = 6,
and the radiative properties are then computed at each radius step and averaged appropriately.
Three slabs also compose the scattering medium, the first and last slabs preventing any interac-
tion. However in this case, the lower boundary of the second slab is placed at a distance of 700 m
of the receiver, with a cloud geometric thickness of H. = 1 km. The optical depth of this second

slabis 7 = 10.

These two cases allow to compare results when considering two different scattering media.
Moreover, the first case aims to simulate a geometry relevant to space-based lidar systems, the
scattering medium being situated at 700 km from the instrument. In contrast, the distance from
the scattering medium to the instrument in the second case is more relevant to ground-based
lidar systems. In these two cases, the receiver radius has been set to R,.. = \/m km, so
that the receiver area is equal to A = 1 m?2. The emitter divergence is set to 6,,, = 0.02 mrad and
its collimator aperture to R.,, = 1.5 mm. These last two quantities are parametrized as such in
order to ensure that all emitted photons are within the receiver FOV during the computation of
the first order of scattering. Because the pulse length is not accounted for in Equation |l11.3.10
two values of the length of the emitted pulse are used, i.e. either L.,, = 12mor L.,, = 1 mm. The
results obtained with the first and second size distributions are presented on Figures|ll.22] and
I1.23| respectively. Subfigures on the the left-hand side correspond to the pulse length L., = 12
m while those on the right-hand side correspond to the pulse length L.,, = 1 mm. The path
length step At for the output signal computation is set to At = 10 m, so that the range step on

the presented figures is Ar = 5 m. N, = 1.10® primary photons are emitted.

Overall, Figures|lll.22|and lll.23|show a good agreement between Monte-Carlo results and the

analytical expression from Equation|lll.3.10} The effect of the pulse length L.,, can be observed
by comparing the left-hand side subfigures with the right-hand side subfigures. Indeed, when
L = 12 m (left subfigures), the Monte-Carlo signal shows at first an increase of the signal that is

not accounted for in the analytical calculations and that is not present for L.,, = 1 mm. Consider-
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Figure 111.22: First case of validation between the output signal of the Monte-Carlo program at
first order of scattering and the single scattering lidar equation.
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Figure 111.23: Second case of validation between the output signal of the Monte-Carlo program at
first order of scattering and the single scattering lidar equation.

ing Equation lll.2.5/and that L., > At, this feature can be explained by the fact that some of the

primary photons are initialized with a path length A; > At. However, all of these photon positions
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are still initialized on the emitter disc. Hence, some of these photons that should be contributing
to the bin corresponding to the lower boundary of the scattering medium are actually contribut-
ing to the next bin. This induces an underestimation of the first bin and an overestimation of
the following bins. This effect is suppressed by reducing the pulse length, as presented on the
right-hand subfigures, which show a better agreement with the analytical computations.
Considering Figure it can be observed that the agreement progressively deteriorates
with increasing distance from the receiver, until some discontinuities appear. The same deteri-
oration can be observed on Figure[ll.23]to a lesser degree. This effect can be explained by the
rather large optical depths that are considered in these simulations (i.e. 7 = 20 for Figure[lll.22)and
T = 10 for Figure[lll.23). As described in Subsection the transport length of the photons is
driven by the extinction properties of the medium, and consequently by its optical depth. Hence,
for large optical depths, very few photons are transported in the outer regions of the scattering
medium, inducing an instability of the output signal and eventually discontinuities. Nevertheless,
when considering the distance range corresponding to optical depth = < 7 — 10 with L.,, = 1
mm, the relative error between the Monte-Carlo results and the analytical expression is found to

be less than 7%.

111.3.3 Inter-comparison with available data from the literature

This section presents a direct comparison between the results presented in reference [176] and
those obtained with the code previously described. Hence, the radiative properties and lidar ge-
ometry for twelve of the fourteen cases of reference [176] are simulated, and an attempt to repro-
duce the results is made. The two missing cases correspond to the cases 8 and 9. Indeed, these
two cases simulate broken clouds that are not accounted for in the program presented here. Ta-
ble[lll.6] presents the varying parameters between the different cases (which is a reproduction of
Table 1 of reference [176]), while Table presents the parameters that are kept constant for
all the simulations. Note that some cases stemming from this reference have already been used
in the previous section. As such, the radiative properties of the scattering medium are computed

following the same method as the one referring to spherical particles described in Subsection
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M.3.11
Wavelength Clou.d basg/
Case X (nm) receiver distance  Re (um) - T .
rp (km)
1 532 700 4 p ” —
2 532 700 8 6 . o
3 532 700 8 6 . o
4 1064 700 8 6 . o
5 1064 700 4 - . o
6 532 700 4 6 . o
7 532 200 . : ; =
10 1064 0.7 4 ) i ,
11 532 0.7 8 ) g 5
12 532 0.7 3 ) - 2
13 532 0.7 g ) " °
14 1064 0.7 4 ) . ’

Table 1I1.6: Variable parameters between the different simulated cases. This table is a reproduc-
tion of Table 1 of reference [176].

eem Rem LET)’L R’I‘CC Hsplit o 98077.6 RCD’ILG .
(mrad) (cm) (m) Tem (m) At(m) Nph ©) <O (mrad) (cm) Jmaz
0.02 L5 12 L1 o o" 1/m 10 1.108 90 90 1.050pcc 1.5 10

Table 111.7: Constant parameters for all the simulations.

The article from Hu et al. [176] introduces two quantities; (i) the accumulated single scattering

fraction Ag(r) and (ii) the accumulated depolarization ratio d,..(r). The former is expressed as :

frz I(r", Ddr'

AS(T)W

(11.3.11)

where I(r',1) is the output contribution of the first element of the Stokes vector at first order
of scattering, and I(r") is the total contribution of the first element of the Stokes vector (see

Equations (ll1.2.71(a) and (b)). The accumulated depolarization ratio is computed as :

3

(11.3.12)

S|

_Jr ([(7’/) -
) = T T

OO

(
(r")) dr’
In reference [176], a functional relationship is found between these two quantities. This rela-
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tionship is expressed as :

Ay =0.999 — 3.9066 400 + 6.2636%  — 3.5546°

acc acc

(111.3.13)

Within reference [176], it is stated that hundreds of scenarios were modeled with extinction
coefficients ranging from o = 1 km™ to a = 100 km™, with a cloud geometric thickness ranging
from H. = 0.2 km to H. = 1 km. In the simulations undertaken in this thesis, only clouds with
geometric thickness of either H. = 1 km or H. = 0.2 km have been considered. Because the
modeled interacting medium consists of only one homogeneous slab, the extinction coefficients
are parametrized suchas a = 7/H..

Figures|ll.24] present the accumulated single scattering fraction as a function of the accumu-
lated depolarization ratio for the cases 1 through 7 and 10 through 14 respectively. Moreover,
Tablesand present the root mean square error (RMSE) between the simulation results

and Equation|l11.3.13

Case 1 2 3 4 5 6 7 10 11 12 13 14
RMSE 0.073 0.076 0.078 0.078 0.071 0.073 0.071 0.077 0.084 0.074 0.104 0.084

Table 111.8: Root mean square error of the simulations with geometric thickness H, = 1.0 km.

Case 1 2 3 4 5 6 7 10 11 12 13 14
RMSE 0.073 0.077 0.077 0.077 0.072 0.073 0.071 0.071 0.079 0.071 0.084 0.071

Table 111.9: Root mean square error of the simulations with geometric thickness H, = 0.2 km.

Overall, the results presented on Figures a) and (c) follow the functional relationship
presented in [176] and expressed in Equation Considering the space-based geometry
simulations (subfigures (a) and (c)), the results from cases 2, 3 and 4 show a slight deviation from
the functional relationship (the results from case 3 are superimposed with those of case 4), while
the other cases follow it more closely. This is also expressed by the RMSE values presented on
Tables|ll.8land Indeed higher values of the RMSE are found for these three cases. However,
when compared to Figure 1 of reference [176], the results presented here do not show the same

maximum values of the accumulated depolarization ratio and the same minimum values of the
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Figure 111.24: Accumulated single scattering fraction as a function of the accumulated depolariza-
tion ratio. For more clarity, the results have been separated into four subfigures, i.e. the first row
(Subfigures (a) and (b)) are relevant to results acquired with a cloud of geometric thickness H. = 1
km, while the second row (Subfigures (c) and (d)) for a cloud with H. = 0.2 km. The first column
(Subfigures (a) and (c)) presents results acquired for a space-based lidar geometry (cases 1-7) and
the second column (subfigures (b) and (d)) for a ground-based lidar geometry (cases 10-14). The
dashed line represents the functional relationship expressed in Equationm

accumulated single scattering fraction. Indeed, case 1 on Figure[ll.24{c) reaches an accumulated
depolarization ratio of ~ 0.27 with an accumulated single scattering fraction of ~ 0.30, while in the
reference these values are ~ 0.41 and ~ 0.2 respectively. When considering the ground-based
lidar geometry (subfigures (b) and (d)), results also follow the functional relationship, except for

the case 13 and the case 11 to a lesser extent as highlighted by their higher RMSE values. Due
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to the congested presentation of Figure 1 of reference [176], the direct comparison between the
cases is made difficult. However, on this figure, results from the case 13 also show deviation from
the functional relationship.

Comparing the results obtained with a cloud geometric thickness of H, = 1 km (subfigures (a)
and (b)) with those obtained with H. = 0.2 km (subfigures (c) and (d)), the ground-based geometry
results follow more closely the functional relationship when H, = 0.2 km. Indeed, comparing Ta-
ble[ll.8land Table[lll.9] lower RMSE values are found when reducing the cloud geometric thickness
in the ground-based cases. Moreover, all cases except for the case 6 are reaching higher values
of the accumulated depolarization ratio with lower cloud geometric thickness. This behavior may
be explained by the higher extinction coefficients induced by a reduction of the geometric thick-
ness, as the optical depth is kept constant. Indeed, a larger extinction coefficient would reduce
the transport length along the direction parallel to the cloud boundaries, increasing the probabil-
ity of a photon being subject to another scattering event while still being within the receiver FOV,
and hence contributing to the received signal through the peel-off scattering technique. Follow-
ing this interpretation, this effect would be particularly marked for small footprint of the FOV, i.e.
for small receiver FOV or short cloud base/receiver distance.

The differences observed between the results presented here and those of reference [176]
may be explained by the differences between the Monte-Carlo programs themselves, as the ref-
erence results stem from the Monte-Carlo scheme described in [179]. Moreover, some simulation
parameters are not presented within reference [176], such as the pulse length L.,,, the number
of emitted photons NN, or the receiver radius R,... Furthermore, there is no indication of which

cloud geometric thickness is considered in the results presented in Figure 1 of reference [176].

Conclusion

In this chapter, the lidar signal simulation program has been thoroughly described within Section
Each of the different steps of this algorithm have been presented in dedicated subsections,
namely the initialization step in Subsection|lll.2.1} the transport step in Subsection|lll.2.2|and the
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scattering step in Subsections |lll.2.4} [lll.2.5{and [lll.2.6] In these latest three subsections, care has

been taken to introduce the underlying mathematical developments introduced by the variance
reduction techniques. Each of these variance reduction techniques, namely absorption weighting
(continuous and discrete), peel-off scattering and scattering splitting, introduces a weight modi-

fication resulting from the biasing of the associated probability density functions.

Several methods have been used to assess the performance of the program. An investigation
of the angle sampling method and of the scattering splitting variance reduction technique has
yielded results showing a good agreement between these methods and the analytical computa-
tion of the Stokes vector elements. However, it has also highlighted the limits of the scattering
splitting technique. Indeed, depending on the scattering matrix of the scatterers, the choice of the
scattering splitting angle may result in large discrepancies. Several simulations have also been
undertaken to compare the signals resulting from the Monte-Carlo program with the analytical
expression of the single scattering lidar equation. This comparison showed that these two meth-
ods are in agreement, provided that the pulse length is lower than the output signal spatial res-
olution. Several quantities resulting from the output signal of the simulation program have also
been compared with a functional relationship stemming from the literature [176]. These quanti-
ties follow this functional relationship, but some discrepancies have been found when compared
to the results presented in this reference. These discrepancies may be explained by differences

in the simulation parameters or in the simulation programs themselves.

Several improvements of this program can be considered. Indeed, the plane-parallel homoge-
neous slabs description of the scattering medium may be improved by considering more complex
boundary geometries (e.g. using cells rather than slabs). Moreover, stretch methods can be used
in order to artificially increase the path length of photons, which would increase the efficiency of
the program for large optical depths [180]. The angle sampling method may also be improved by
introducing a Gibbs sampling method [172], and the peel-off scattering method may be extended
so that the calculated peeled-off photon contribution includes several orders of scattering and

several photon interactions in the vicinity of the original event [168].

Nevertheless, the Monte-Carlo lidar signal simulation program still allows to model a variety
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of lidar instruments and scattering medium geometries and compositions, for an optical depth
of 7 < 7 — 10 depending on the simulation parameters. Within this range, this program allows
to simulate lidar signals acquired on scattering media composed of soot particles, the radiative
properties of which have been presented in Chapter[lll Hence, the following chapter reports in-
vestigations of the impact of multiple scattering on lidar signals, using the previously described
methodology for the computation of radiative properties and lidar signals simulated by means

of this program.
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Chapter IV

Impact of multiple scattering on lidar
signals for a scattering medium composed

of soot particles

Introduction

In Chapter Il several methods used for the computation of the radiative properties of soot frac-
tal aggregates have been presented. These radiative properties have been computed while con-
sidering aggregates of various morphologies. However, these radiative properties alone do not
allow for the simulation of multiply-scattered lidar signals in the case of optically dense scatter-
ing media. Consequently, a more refined numerical model has been developed. This numerical
model has been presented and thoroughly described in Chapter [[ll] and consists in a Monte-
Carlo scheme. Hence, in this chapter, the model presented in Chapter|llis used in combination
with the radiative properties resulting from the methodology presented in Chapter(ll This allows
to simulate lidar signals including multiple scattering measured from dense soot plumes, and to
study the potential impacts of multiple scattering on this signal and the ensuing signal-dependent

quantities.

Two main approaches are undertaken in this chapter in order to study these impacts. In the
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first section, numerical experiments aiming to model plumes composed of soot fractal aggre-
gates are presented. During the computation of the radiative properties, several optical indices
are considered. Moreover, during the simulation of the lidar signals, several different concentra-
tion profiles are modeled. This allows for the investigation of the potential impacts of multiple
scattering in multiple scenarii. The second section of this chapter presents results obtained dur-
ing these simulations, as well as an evaluation of the multiple scattering correction factors. The
third section of this chapter also makes use of these simulations, but its purpose is to investi-
gate the possibility to derive phenomenological relationships that would be useful in lidar signals
analysis.

The second approach consists in evaluating the multiple scattering contribution to experimen-
tal lidar signals acquired on soot particles emitted from a pool fire. This study is presented in the
fourth section of this chapter. It consists in using the extinction coefficient profile resulting from
the inversion of the experimental lidar signal as an input parameter for the simulation, while the
medium scattering matrix is simulated using the same aggregate model and same optical index
as those used during the signal inversion. This approach allows to investigate if an experimental
lidar signal may have been impacted by multiple scattering. Because the signal inversion proce-
dure makes use of the single-scattering approximation, this also allows to assess whether this

approximation is verified.

IV.1 Radiative properties and plume model

In Section the methodology for the computation of the radiative properties of soot fractal
aggregates with polydisperse monomers has been presented. The same methodology is used in
this section in order to provide the radiative properties necessary to proceed to the lidar signal
simulations. The radiative properties are evaluated at three different wavelengths, i.e. A = 355
nm, A = 532 nm and A = 1064 nm, which correspond to Nd:YAG laser frequency tripled, doubled
and main emission wavelengths respectively. As described in Section the optical index of

soot particles depends on several properties, such as the nature of the fuel and the combustion
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conditions. For these reasons, three optical indices have been considered, (i) m, = 1.55 + i0.86
[8[; (ii) m, = 2.68 + ¢1.32 [9] and (iii) the wavelength-dependent dispersion law from Chang and
Charalampopoulos [7]. The first two optical indices are kept constant at all three wavelengths,
while in the third case, the value of the optical index is calculated at each wavelength. The indices
from Bescond et al. [8] and from Chang and Charalampopoulos [7] are chosen in order to provide
results relevant to a variety of soot materials, which have proven to present a large optical index
variability. However, the index from Schnaiter et al. [9] is relevant to spark-generated soot, but
is considered in this study to address the results obtained during Sectionll.2.2} where this index
allowed to reproduce the experimentally evaluated LDR of soot particles emitted from a kerosene
pool fire.

The morphological parameters of the soot aggregates are also kept identical to those pre-
sented in Section Hence, an ensemble of one hundred aggregates is generated using the
FracVAL code [80], with a monomer mean geometrical radius R,, = 20 nm, monomer radius stan-
dard deviation 0,,, = 1.1, fractal dimension Dy = 1.8, fractal prefactor k; = 1.3 and number of

monomers N,, = 100. Tables[IV.1][IV.2land|[IV.3|present the radiative properties of these particles,

when computed using the MSTM code and using the three previously mentioned optical indices.

A (hm) 355 232 1064

My 1.55 +10.86 1.55 4 10.86 1.55 +10.86
Ciozt (NM?) 86214 + 743 56714 £ 551 26753 £ 262
Cleq (NM?) 18519 £ 532 7597 £ 298 1157 £ 46
Claps (NM?) 67695 £ 587 49117 £ 380 22596 £ 226
Wo 0.215 £ 0.005 0.134 £ 0.004 0.043 £ 0.001
dChqe (NM2.s17) 365 £ 35 221 £21 60 £ 6

LR (sr) 238 £ 22 259 £ 25 448 £ 47

Op 0.025 £+ 0.003 0.011 = 0.002 0.003 = 0.001
9o 0.668 = 0.020 0.552 £0.021 0.330 £ 0.021

Table IV.1: Radiative properties of the modeled soot aggregates with polydisperse monomers,
computed with Bescond et al. [8] optical index.

As expressed in Chapter [[ll} the lidar signal simulation code requires the specification of the
scattering medium radiative properties, i.e. the scattering matrix, single scattering albedo and
extinction coefficient, as well as their respective spatial variations along the optical path. In

each Monte-Carlo simulation, a single wavelength and a single fractal aggregate model are used.
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A (nm) 355 532 1064

My 2.68 +11.32 2.68 +11.32 2.68 +11.321
Ciout(nmM?) 119951 £ 1774 64152 £+ 1296 22228 £ 368
Cyea(Nm?) 52456 £ 1382 20917 £ 902 2829 £ 128
Cps(NM?) 67495 £ 711 43235 £ 522 19399 £ 263
wo 0.437 £ 0.006 0.326 £ 0.008 0.127 £ 0.004
dChqa(nm?.sr) 1132 =119 634 £ 65 151 £ 17

LR (sr) 107 £ 11 102 £ 10 149 + 16

0p 0.070 £ 0.008 0.031 £+ 0.004 0.006 £ 0.002
9o 0.654 £ 0.020 0.539 £0.021 0.321 £0.022

Table IV.2: Radiative properties of the modeled soot aggregates with polydisperse monomers,
computed with Schnaiter et al. [9] optical index.

A(nm) 355 532 1064

My 1.663 +:0.715 1.732 +20.600 1.819 4 :0.591
C..(Nnm?) 74978 £+ 763 40071 £ 501 16574 + 184
Csca(nmz) 17434 &+ 551 6419 £+ 274 997 £+ 41
Cps(NM?) 57544 4+ 473 33652 4+ 291 15578 +£ 151
wWo 0.232 £ 0.006 0.160 4 0.005 0.060 £+ 0.002
dChae(nm?.sr) 349 4+ 34 191 + 19 53+ 6

LR (sr) 217+ 21 212 £ 21 319 £+ 33

0p 0.022 £ 0.003 0.009 £+ 0.001 0.002 £+ 0.001
90 0.663 £ 0.020 0.534 +0.021 0.320 £ 0.021

Table IV.3: Radiative properties of the modeled soot aggregates with polydisperse monomers,
computed with Chang and Charalampopoulos [7] dispersion law.

Hence, the spatial variation of the scattering medium radiative properties is only caused by the
plume model. The scattering medium is modeled as being composed exclusively of freshly emit-
ted soot particles. In order to represent the spatial distribution of freshly emitted particles, a
gaussian plume model is used. The particle number concentration profile n, is then expressed
as:

T—Tc

ny(r) = noe_%<7>2

(IV.1.1)

where n,(r) is the particle number concentration as a function of the distance to the receiver r,
ng is the particle number concentration at the profile maximum, r. is the profile center and o,
is the standard deviation. This standard deviation also allows to determine the full width at half

maximum (FWHM) of the particle number concentration profile such as FWHM = 2v/21n 20,. In

168



Chapter IV. Impact of multiple scattering IV.1. Radiative properties and plume model

all simulations, the parameters r. and o, are set to r. = 1.15 km and ¢, = 0.0375 km. The cloud

optical depth can then be calculated using the formula :

(rA) = / (1) Com (N (IV.1.2)

To
where ry = r. — 40, = 1 km. Note that this expression of the optical depth uses the single
scattering approximation. As such, the values of the optical depth are hereby only used in order

to differentiate between different concentration profiles.

Inthe calculations hereby presented, the particle number distribution constant n is parametrized
so that a predefined value of the cloud optical depth 7(7,02) = Tmae IS Obtained, with r,,,, =
r. + 40, = 1.3 km. This allows to study a range of clouds with comparable optical depth at differ-
ent wavelengths. Ten values of the optical depth are used, ranging from 7,4, = 1 t0 70 = 10,
with a step of A7 = 1. Knowing this optical depth, the particle number distribution constant n,

can be retrieved as :

Tmam 1

Ce:ct OrvV 2T

Hence, ten different particle number concentration profiles are modeled for each of the three

(IV.1.3)

Ng =

wavelengths with varying constants n,, these constants being parametrized so that Equation
IV.1.2| verifies the predefined optical depths 7,,... Because the Monte-Carlo simulations cannot
account for a continuous variation of the interacting medium radiative properties, sets of discrete
slabs are created for each of these profiles. Each slab except for the first one is 1.2 m thick (i.e.
H, — Hy, 1 = 1.2 m). The first slab upper plane is set to H; = 1 km, and its radiative properties

are parametrized such as no interactions are simulated within it. Equations[IV.1.1]and[I.3.5(b) are

then used in order to compute the extinction coefficient of every other slab.

Several other parameters are needed to run the Monte-Carlo simulations. These parame-
ters are summarized in Table and their respective values are presented. The parameters
presented in this table are kept constant for each simulation, with the exception of the receiver

Field-Of-View (FOV). The simulations are performed for a FOV value of either 6,... = 0.5 mrad (half-
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angle) or 6,.. = 5 mrad (half-angle). These angles have been chosen in order to address the wide
range of receiver FOV of ground based lidar instruments such as the Polly*" lidar (Dual FOV; 1
mrad and 2.2 mrad full angle) [122] or the Multiple-Field-of-view Multiple-Scattering Polarization

Lidar (MFMSPL; 8 channels with a FOV of 10 mrad full angle each; total FOV 70 mrad full angle)

[123].
Emitter parameters Receiver parameters
Parameter Value Parameter Value
Ocm 0.1 mrad Rrec 0.1m
Rem 0.045 m drec [001]7
Lem 3.6m Output parameters
DPem [000]T tinin 2.0 km
dem [001]T tmax 2.6 km
Iem [1100]T At 1.2m
Monte-Carlo parameters
Nyph 10° Ocone 1.150,cc
Osplit 90° Reone 0.1m
¢ 90° Jmaz 10

Table IV.4: List of the input parameters of the Monte-Carlo program.

Moreover, in this chapter, the notations of the Monte-Carlo total lidar signal I(¢;) and of the
scatter-order dependent signal I(¢;,7) are modified. The Monte-Carlo total lidar signal I(¢;) is
noted Pys(r), where r defines the distance to the receiver and P,;s is referred to as the multiply-
scattered lidar signal. Moreover, the lidar signal at first order of scattering I(t;, j) is noted P (r).

Finally, the polarization-resolved multiply-scattered signals are expressed as :

These notations are used throughout this chapter, and allow to unify the notion of path length
t of the Monte-Carlo scheme with the notion of range r of lidar instruments, and to express the
output of the Monte-Carlo scheme in the framework of lidar instruments as described in Section
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IV.2 Multiply-scattered lidar signals and correction factors

In this section, the multiply-scattered signals resulting from the lidar signal simulation code are
presented and compared to the single-scattering lidar equation presented in Equation [I11.3.10
The multiple scattering correction factor from Platt [133] is also computed using Equation|.3.13
This allows for the computation of a corrected attenuated backscattering function U, as in

Equation|l.3.12} and of the corrected signal P.,,.. such as:

A
Pcor’r(r> - ﬁUcorr(T)

— Ao (_2n(r) /0 Ta(r’)dr)

Figure presents results obtained with the optical index from Bescond et al. [8] at wave-

(IV.2.1)

length A = 532 nm with a receiver FOV half-angle 6,.. = 5 mrad and maximal optical depth
Tmae = D. The multiply-scattered lidar signal Pys(r) resulting from the simulation code, the
single-scattering lidar signal Pss(r), the corrected lidar signal P.,..(r) and the multiple scatter-

ing correction factors 7(r) are represented on this figure.

le—12
08 —— Single-scattering signal
’ --- Corrected signal
—}— Multiply-scattered signal
0.6
©
o
20.4
n
0.2
0.0
g0
-
28
B o W
o U4
O 100
1.00 1.05 1.10 1.15 1.20 1.25 1.30

Range (km)

Figure IV.1: Multiply-scattered lidar signal Py;s(r) resulting from the simulation code, single-
scattering lidar signal Psg(r), corrected lidar signal P.,..(r) and multiple scattering correction
factors n(r) as a function of the distance from the receiver for the simulation undertaken with
the optical index from Bescond et al. [8] at wavelength A = 532 nm with a receiver FOV half-angle
0. = 5 mrad and maximal optical depth 7,,,. = 5.
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Comparing the single-scattering signal and the multiply-scattered signal on FigureIV.1] it ap-
pears that the multiple scattering effect induces both the pulse stretching effect and the in-
crease in backscattered power effect as previously described in Section[[.3.4] Indeed, the multiply-
scattered lidar signal reaches a higher maximum which is characteristic of an increase in backscat-
tered power. Moreover, this maximum is reached at a larger distance from the receiver and the
shape of the multiply-scattered lidar signal is wider than the single-scattering lidar signal, which
allows to identify the pulse-stretching effect.

As expected, the computation of the correction factors n(r) results in a corrected signal in
agreement with the multiply-scattered signal. However the evolution of the correction factor
values with the range is unstable in the first few tens of meters. This instability can be explained
by the considered cloud profile and the shortcomings of the Monte-Carlo lidar signal simulation
code. In order to better illustrate this, Figure[IV.2] presents the optical depth and the extinction

coefficients of the modeled slabs using the same simulation parameters as in the previous figure.

—— Extinction coefficient —— Optical depth
5
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T'A 4
£ 40
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] <
g 30 3%
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=
-
& 10 1

0 0

1.00 1.05 1.10 1.15 1.20 1.25 1.30
Range (km)

Figure IV.2: Optical depth and extinction coefficient as a function of the distance to the receiver.

As described in Section [Ill.2.2] the extinction coefficients drive the transport step in the lidar
signal simulation code. According to Figure these extinction coefficients are fairly low in the
first tens of meters of the modeled plume. Moreover, the path length step of the simulation is

At = 1.2 m as presented in Table These two considerations allow to interpret the instability
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of the computed correction factors as the result of an under-sampling of interaction events in this
range, which is further amplified by the low averaging step At. Furthermore, the pulse length L.,,
is larger than the path length step At by a factor 3. As previously mentioned in Section[ll.3.2] this
effect also results in discrepancies between the single-scattering signals and Monte-Carlo signals,
and consequently larger correction factors at short range.

In order to better ascertain the variation of the multiple scattering correction factors as a
function of range, the following figures only account for the signals and the corresponding cor-
rection factors that are obtained with extinction coefficients a(r) > 2 km™. Moreover, the upper
values of the correction factors are bounded to 1. Considering the large number of simulations
undertaken (i.e. 180 different cases), only a selection is hereby presented.

Figure presents the results obtained for six different simulation cases. Subfigure a)
corresponds to the same case as Figure[IV.1] but the dataset has been filtered following the con-
ditions previously mentioned, allowing to show more clearly the evolution of the correction factor
with range. Subfigure [[V.3[b) corresponds to the simulation case with the same parameters as
Subfigure[IV.3[a), except for the optical index which is taken from Schnaiter et al. [9]. While Sub-
figure a) shows a maximum signal of ~ 8.3107!3 km™ and correction factors as low as ~ 0.93,
the results obtained with the optical index from Schnaiter et al. [9] as presented on Figure[IV.3|b)
show that the multiply-scattered signal presents a higher maximum (=~ 2.4 1072 km™), and that
the correction factors values are lower (=~ 0.86) than in the previous case. These differences
can be attributed to the variation of the radiative properties induced by the change of optical
index. Indeed, comparing Table[[V.T]and Table[V.2] the backscattering cross-sections and single-
scattering albedo computed with the optical index from Schnaiter et al. [9] are found higher than
those computed with the index from Bescond et al. [8]. In the lidar signal simulation code, this
results in a larger overall signal, and in a lesser attenuation of the contribution of photons during

the discrete absorption weighting technique.
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(a) Optical index from Bescond et al. [8], with
the parameters A = 532 NM, Tyae = 5, Orec =
5 mrad.
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(c) Optical index from Chang and Charalam-
popoulos [7], with the parameters A = 355
nM, Tmaz = 1, Orec = 0.5 mrad.
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(e) Optical index from Chang and Charalam-
popoulos [7], with the parameters A = 355
nm, Tmaz = 1, Orcc = 5 mrad.
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(b) Optical index from Schnaiter et al. [9],
with the parameters A = 532 nm, 7,42 = 5,
Orec = 5 mrad.
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(d) Optical index from Chang and Charalam-
popoulos [7], with the parameters A = 355
nNM, Tmaz = 10, Orec = 0.5 mrad.
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(f) Optical index from Chang and Charalam-
popoulos [7], with the parameters A = 355
nNM, Tmaz = 10, Orec = 5 mrad.

Figure IV.3: Multiply-scattered lidar signal Pys(r) resulting from the simulation code, single-
scattering lidar signal Pss(r), corrected lidar signal P.,..(r) and multiple scattering correction
factors n(r) as a function of the distance from the receiver for several simulation cases.
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Subfigures|IV.3]c), (d), (e) and (f) present the results obtained for four different cases. All these
subfigures are obtained using the dispersion law from Chang and Charalampopoulos [7] at wave-
length A = 355 nm. However, Subfigures ¢) and (e) correspond to simulations with a maximal
optical depth 7,,,, = 1, while Subfigures[IV.3(d) ang (f) correspond to a maximal optical depth of
Tmaz = 10. Moreover, the results presented on the second row (i.e. Subfigures|IV.3|c) and (d)) are
computed using a receiver FOV half-angle 6,.. = 0.5 mrad, while the third row (i.e. Subfigures

e) and (f)) correspond to the simulation cases computed using 6,... = 5 mrad.

Comparing Subfiguresc) and (d) with Subfigurese) and (f), the increase of the receiver
FOV induces lower correction factors. This is due to a higher fraction of the lidar signal being
attributed to multiple scattering, as seen by the gap between the single-scattering signal and
the multiply-scattered signal. This behavior is expected. Indeed, while scattering events at first
scattering order are necessarily within the emitter cone, higher scattering order events can be
located outside of it. Hence, increasing the receiver FOV increases the probability of a scattering

event at scattering order higher than one being detected.

An increase of the plume maximal optical depth also induces an increase of multiple scatter-
ing, as seen by the comparison between the Subfigures c) and (e) with d) and (f). Indeed,
while multiple scattering does not impact the results presented on Subfigure[IV.3{c) (n > 0.99 at
all ranges), Subfigure d) shows correction factors with a minimum value of ~ 0.96. The last
two cases also present the same effect. The increase of optical depth also induces a modification
of the range at which the signal maximum is attained and of the amplitude of this maximum.
These two features are also expected. Indeed, the increase of maximal optical depth translates
by an overall increase of the extinction coefficient within the modeled plume. This reduces the
mean path length of the photon within the Monte-Carlo simulation, hence decreasing the range
at which the signal maximum is attained and increasing the probability of a scattering event at
scattering order > 1 being detected. Moreover, this also induces a decrease of the width of the

signal.

The multiple scattering correction factors presented on Subfigures d)and f)are found

unstable in the farther region of the plume. Considering the high maximal optical depth of this
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medium (7,,., = 10), this behavior may be explained by a lack of photons reaching the outer range
of the modeled plume, as was previously mentioned in Subsection [lll.3.2| This further supports
the need for the implementation of a stretch variance-reduction technique within the simulation

program.
Now, considering a polarization-resolved signal, the parallel and perpendicular single-scattering

signals can be expressed as :
A
Pssi(r) = ﬁﬁz‘(T) exp(—27(r)) (IV.2.2)

where the subscript i indicates whether the ||-polarization or L-polarization is considered, (1) =
(1/2)n,(r) (Fi1(m) + Fao(m)) and B (r) = (1/2)n,(r) (Fi1(7) — Fae(m)). Correction factors i and 7,
can then be expressed by modifying Equation|l.3.13|such as :

1 Pys
ni(r) =1— ——log (M) (IV.2.3)
And the corrected polarization-resolved signals are expressed as :
A
Peorri(r) = 5 8i(r) exp (=2n,(r)7(r)) (IV.2.4)

Figures and present examples of simulated polarization-resolved lidar signals. These
results correspond to the simulation case undertaken with the optical index from Schnaiter et al.

[9] at A = 532 nm and with a maximal optical depth 7,,,, = 5.
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Figure IV.4: Polarization-resolved lidar signals, LDR and multiple scattering factors as a function
of the distance from the receiver with a receiver FOV of 6,.. = 0.5 mrad.

Figuresand present the results obtained while considering a receiver FOV 6,... = 0.5
mrad and 6,.. = 5 mrad respectively. As expected, the corrected signals also reproduce the
Monte-Carlo results whether the ||-polarization or the L-polarization is considered. The correc-
tion factor for the L-polarization 7, is also found lower than the parallel correction factor 7.
Moreover, the increase of the receiver FOV 6,.. induces a larger difference between these two
correction factors. This results in a larger increase of the linear depolarization ratio, as the LDR

is the ratio between the ||-polarized signal and the L-polarized signal (see Equation|l.3.11).

Overall, the multiple scattering correction factors introduced by Platt [133] allow to reproduce
the Monte-Carlo results. However, it has been observed that the variation of these correction
factors with range can be unstable at the boundaries of the scattering medium. This supports
the need to improve the lidar signal simulation code by introducing a stretch variance-reduction
technique, as previously mentioned in Section The use of these correction factors as pre-

sented here is fairly limited. Indeed, their computation requires the knowledge of the multiply-
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Figure IV.5: Polarization-resolved lidar signals, LDR and multiple scattering factors as a function
of the distance from the receiver with a receiver FOV of §,.. = 5 mrad.

scattered lidar signal and of the range-dependent variation of both backscattering coefficients
and extinction coefficients. While the signal is the measurable quantity of the lidar experiment,
the backscattering and extinction coefficients are obtained using an inversion algorithm which

may use the single-scattering approximation, and hence be prone to errors.

IV.3 Phenomenological relationships

In this section, an attempt is made to determine phenomenological relationships between differ-
ent quantities extracted from the simulated signals. In particular, the evolution of the LDR and
of the multiple scattering fraction (MSF) with varying optical depth is investigated. The LDR is
expressed using Equation using the polarization-resolved multiply-scattered signals Pyg

and Pys 1, while the MSF is expressed as :
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_ PMs(T) — Pl(T’)

V.3.1
Py ( )

MSF(r)

Using this expression of the MSF, the multiple scattering correction factor presented in Equa-

tion|l.3.13|can be computed as :

1
n=1+ 5 log (1~ MSF) (IV.3.2)
T

The results presented in this section stem from simulations that are identical to those pre-
sented in the previous sections. For a reliable results analysis, several precautions have been
taken. The only reported data points are those for which the computed relative errors on the
MSF and on the LDR are below 10% and those for which the received signal Pys(r) is greater
than 1% of the corresponding signal maximum. Moreover, the only presented values of the MSF
are those higher than 1%. Figure presents the evolution of the MSF and of the LDR as a
function of the plume optical depth, at wavelength A = 355 nm (Subfigure a)), A = 532 nm
(Subfigure[[V.6[b)) and A = 1064 nm (Subfigure[IV.6{c)), when considering soot aggregates whose
radiative properties have been computed using the optical index dispersion law from Chang and

Charalampopoulos [7].

Overall, both the MSF and the volume LDR presentincreasing values with larger optical depths.
The increase in MSF can be attributed to the increasing interaction event probability as the par-
ticle number concentration increases. The slight increase of LDR can be also attributed to the
increased MSF. Moreover, larger values of the MSF and LDR are observed with a larger FOV.
For larger values of the FOV, the probability of a multiply scattered photon contributing to the
return signal increases, while the single-scattering contribution remains unchanged, the laser

divergence being smaller than the FOV as seen in Table

In all simulation cases with low optical depth, both MSF and LDR are decreasing after reaching
a maximum. This behavior can be interpreted by an insufficient number of scattering events in
the section of the cloud located after the maximum of particle number concentration. Because

the phase functions of the soot aggregates are largely peaked forward, photons scattered in the
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Figure IV.6: MSF and LDR as a function of the soot plume optical depth. The full lines and dashed
lines represent fitted functions for the evolution of the MSF with optical depth using a FOV of
Orec = 0.5 mrad and 6,.. = 5 mrad respectively. Similarly, the dotted and dash-dotted lines
represent fitted functions for the evolution of the LDR with optical depth using a FOV of 6,... = 0.5
mrad and 6,.. = 5 mrad respectively.
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first half of the profile are mostly scattered in the direction of the second half, where their scat-
tering probability decreases. Because these photons are not necessarily scattered in the exact
forward direction (fs., = 0), the next scattering event undergone by these photons can be lo-
cated outside of the receiver FOV. The distance between two successive events being driven by
the scattering medium extinction coefficient, a decrease in the density of the medium induces
a longer transport distance. Since the single scattering signal is not affected by this effect, the
emitter divergence being largely smaller than the receiver FOV, this induces a decrease of the

multiple scattering fraction, and consequently of the volume LDR.

In order to provide an evaluation of the relationship of the MSF and of the LDR with optical
depth, the datasets corresponding to the simulation with optical depth at maximum range 7,4, =
10 have been fitted using two functions. On Figure[IV.} the full lines and dashed lines are obtained
using a least square regression of the aforementioned MSF data sets. Similarly, the dotted and
dash-dot lines of Figure are obtained through a regression analysis of the LDRs obtained
in the simulations with 7,,,, = 10. During all these regression analyses, the target function is a

power law function such as:

MSF(r) = a+ br° (IV.3.3a)

6u(7) = d +er! (IV.3.3b)

where @, b and c are the MSF regression coefficients and d, e and f are the LDR regression coeffi-
cients. This regression analysis has not been undertaken on the MSF at A = 1064 nm due to a lack
of data verifying the prerequisite conditions mentioned above. Table presents the values of

these regression coefficients.

Overall, the values of these coefficients reflect the trends observable on Figure Larger
values of the coefficients b and e are associated with a larger increase of the MSF and of the LDR
respectively. The coefficients d can be envisioned as the single-scattering particular LDR 9, and are

in agreement with the values reported in Table The parameters c and f express the overall
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A(nm) 6,..(mrad) a b c d e f

355 0.5 —6.33107% 4.35107% 6.32107' 2.211072 7.5910~* 7.2710°!
355 5 —6.27107% 1.90107' 7.6210°' 2211072 5.771073 8.31107!
532 0.5 —8.01107% 2.851072 5.6710°' 9.09107% 6.9110~* 7.04107!
532 5 —5.22107% 1.20107' 7.63107' 9.05107% 5.281073 8.06107!
1064 0.5 - - - 2361072 3.30107* 6.84107!
1064 5 —4.79107% 3.961072 7.01107! 2341072 2501073 7.8210°!

Table IV.5: Coefficients of the regression analyses for the simulations undertaken with soot par-
ticles whose optical index is taken from Chang and Charalampopoulos [7].

bends of the curves. Indeed, the rate of increase of both the MSF and the LDR decreases with
larger optical depth. This feature is expressed by the parameters ¢ and f, which are found lower
than 1in all cases. Considering the simulations undertaken with the other two optical indices, the

values of the regression parameters are presented in Tables and

A(nm) 6,..(mrad) a b c d e f

355 0.5 —6.68 1073 4.141072 6.21107' 2441072 6.8810~* 7.19107!
355 5 —5.81107% 1.78107' 7.6810~' 2.431072 5.21107% 8.2210°*
532 0.5 —8.8010™% 2611072 5.0210~' 1.121072 5.7310~* 6.9410~*
532 5 —4.78107% 1.03107' 7.64107' 1.11107%2 4.3510~% 7.9110°*
1064 0.5 - - - 2.78107% 2.3910~* 6.77107*
1064 5 —5.24107* 3.07107%2 6.66107' 2.76107* 1.8210~% 7.65107*

Table IV.6: Coefficients of the regression analyses for the simulation undertaken with soot parti-
cles whose optical index is taken from Bescond et al. [8].

A(nm) b,..(mrad) a b c d e f

355 0.5 —5.5910™* 7.20107%2 6.9010~' 6.9810=2 1.5110~% 8.1810°!
355 5 —-9.25107% 3.07107' 7.2610°' 7.00107% 1.141072? 9.6810°!
532 0.5 —6.23107% 4.661072 6.41107' 3.05107% 1.4610~3 7.53107!
532 5 —6.561073% 2.1910~' 7.5210°! 3.05107% 1.121072? 8.93107!
1064 0.5 —1.431072 2541072 3.5910°! 6.87107% 7.03107* 6.97107!
1064 5 —4.74107% 7561072 7.45107' 6.83107* 5.40107% 8.03107!

Table IV.7: Coefficients of the regression analyses for the simulation undertaken with soot parti-
cles whose optical index is taken from Schnaiter et al. [9].

The regression parameters resulting from the simulation undertaken with the optical index
from Bescond et al. [8] and presented in Table are similar to those presented in Table
Comparing the parameters b, ¢, e and f between these two cases, the use of the optical index

from Bescond et al. [8] results in a slightly slower increase of both the MSF and the LDR with
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increasing optical depth. This behavior may be explained by the lower single-scattering albedo
in this case.

More differences appear when considering the results obtained using the optical index from
Schnaiter et al. [9] as presented in Table [V.7] While the parameters ¢ and f remain mostly un-
changed, the parameters b and e increase by a factor ~ 2,3 when compared to the results pre-
sented in Table[[V.5] This indicates that the MSF and LDR of these aggregates present a steeper
increase with increasing optical depth.

Using Equations|lV.3.3(a) and (b), the MSF can be expressed as a function of the LDR such as :

(1V.3.4)
e

BN,
MSF((Sv):a+b(5” d)

The evolution of the MSF with the LDR is presented on Figures|IV.7}[IV.8|and|IV.9] These three

figures pertain to the results obtained while considering soot aggregates whose radiative prop-
erties are computed using the dispersion law from Chang and Charalampopoulos [7] and the

optical indices from Bescond et al. [8] and Schnaiter et al. [9] respectively.
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Figure IV.7: MSF as a function of the LDR. The dashed lines represent the MSFs resulting from the
application of Equation using the parameters presented in Table computed using the
dispersion law from Chang and Charalampopoulos [7].
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Figures IV.7} IV.8|and [IV.9 show that the evolution of the MSF with the LDR follows the rela-

tionship expressed in Equation|[[V.3.4] On these figures, Equation[V.3.4]is represented in dashed
lines while using the parameters obtained for a receiver FOV of 6,.. = 5 mrad (see Tables[[V.5[[V.§]
and[IV.7). Overall, these relationships express a minimum expected value of the MSF according
to the simulated LDR. Indeed the MSF are almost always found higher than the ones expressed
by the relationship for the same LDR value. On Figurel[[V.6] the MSF and LDR also show a decrease
after attaining a maximum in some cases. This feature is also present on Figures [IV.7] and

but is conveyed here by the departure of the data points from the relationship curves.

Overall, these simulations allow to identify the impact of multiple scattering on the lidar signal
measured in soot plumes. Indeed, these figures show that the multiple scattering can account
for a non-negligible fraction of the return signal, from a few percent to several tens of percent
according to the optical depth of the plume and according to the wavelength and optical index.
Moreover, the LDRis also affected by multiple scattering effects, and can be subjectto an increase
by a factor two. However, the LDR remains low in the cases simulated with the optical index from
Bescond et al. [8] and the dispersion law from Chang and Charalampopoulos [7], and its increase
due to multiple scattering may not be discernible within experimental uncertainties. The cases
simulated using the optical index from Schnaiter et al. [9] are presented here as a continuation
of the results presented in Section In these cases, the LDR is found to reach values of
d, &~ 0.14 at A = 355 nm with a multiple scattering fraction M SFE =~ 0.65 while using a monomer
mean geometrical radius of R,, = 20 nm. In Section such values of the LDR were only
attained using the same optical index but with a monomer mean geometrical radius of R,, =
25 — 30 nm. Although the experiment described in Section[ll.2]did not allow for the evaluation of
either the plume optical depth profile or its concentration profile, these considerations lead to

the possibility that multiple scattering effects may have occurred within this experiment.

In order to investigate the effect of the plume concentration profile, all the simulations de-
scribed above have been undertaken once more, but considering a square concentration profile.
As such, the interacting medium is modeled using three slabs. The first and last slabs are simu-

lated with a null extinction coefficient, hence preventing the simulation of light-matter interaction
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within these slabs. The second slab contains the modeled soot aggregates radiative properties,
and its extinction coefficient is computed such as & = 740/ (Tmaz — 70)- Otherwise, all the sim-

ulation parameters described in Table are kept identical, and the same radiative properties

as those presented in Tables|IV.1} IV.2|and|IV.3|are used. Figure|IV.10| presents a single example

of the MSF as a function of the LDR for a square plume, at the wavelength A = 532 nm and con-
sidering soot aggregates whose radiative properties are computed using the dispersion law from

Chang and Charalampopoulos [7].

X Brec = 0.5mrad X Brec =5mrad

10_1j

Multiple scattering fraction

10—2_

10-2 1.1 X 1072 12 %1072 1.3%x 1072
Linear Depolarization ratio 6,

Figure IV.10: MSF as a function of the LDR using a square plume profile. The dashed line repre-
sents the MSFs resulting from the application of Equation|IV.3.4 using the parameters presented
in Table[IV.5 The dotted line represents the results from a non-linear regression aiming to repro-
duce the observable trend.

Figure[I[V.10]shows that the use of Equation([V.3.4] i.e. the dashed line, with regression param-
eters stemming from a gaussian plume profile results in an underestimation of the MSF when
applied to a square plume profile. This feature is also present in all the other simulation cases,
but these cases are not presented here for the sake of brevity. These differences may be ex-
plained by differences in the multiple scattering effect itself during the simulations. Kahnert and
Scheirer [181] make the distinction between two types of multiple scattering; (i) regular multiple
scattering in which the photon path remains within the receiver FOV and is dominated by near-

forward and near-backward scattering events and (ii) irregular multiple scattering in which the
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photon path leads to the outside of the receiver FOV. Indeed, it can be envisioned that the dif-
ferences between the two plume profiles may result in a larger proportion of irregular scattering
within the square plume due to its constant extinction coefficient. However, the Monte-Carlo pro-
gram does not provide the ability to distinguish between regular and irregular multiple scattering,
which makes this interpretation hardly verifiable.

To express the relationship between the MSF and the LDR in the square profile case, Equation

IV.3.4]is reformulated in order to reduce the number of parameters such as:
MSF(5,) =d +b (5, —d)° (IV.3.5)

where by comparison with Equation [IV.3.4} the new coefficients are expressed as a' = a, b =
b/ec/t, d =dand ¢ = c¢/f. This equation is then used to undertake a regression analysis, whose
results are represented by the dotted line on Figure [V.10[ Table summarizes the values of

the coefficients obtained through this regression analysis.

’ ’ ’ ’

A(nm) mo a b c d
355 Bescond et al. [8] -9.821072  1.14 10! 7.07 1071 2.331072
355 Schnaiter et al. [9] —1.41 4.00 2.001071 6.43 102
355 Chang and Charalampopoulos [7] —8.9410~2  1.14 10! 7.1410°1 2.1010~2
532 Bescond et al. [8] —6.321072  1.03 10! 7.8510~1 9.69 1073
532 Schnaiter et al. [9] —3.031071  4.48 5.08 107! 2.56 1072
532 Chang and Charalampopoulos [7] -8.391072  9.25 7.56 1071 7.121073
1064 Bescond et al. [8]], Schnaiter et al. [9] and Chang and Charalam- - - - -
popoulos [7]

Table IV.8: Parameters of the regression analysis for the simulations undertaken with a square
profile, considering a receiver FOV 6,... = 5 mrad.

The curve obtained through this regression analysis is found to accurately represent the evo-
lution of the MSF with increasing LDR. However, this correspondence is only achieved after a
first transition regime. This transition regime occurs in the lower region of the plume. In this re-
gion, single-scattering events account for the majority of the return signal. The proportion of the
return signal due to multiple scattering then progressively increases, until reaching the regime
which leads to the phenomenological relationship described by Equation To visualize this

contribution, Figure|lV.11|presents the single-scattering and multiple scattering contributions to
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the total signal as a function of range.
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Figure IV.11: Single-scattering and multiple scattering contributions to the the total signal using
a square plume profile. The scattering medium radiative properties have been computed using
the dispersion law from Chang and Charalampopoulos [7], at A = 532 nm, and with a maximal
optical depth 7,4, = 5.

The simulations presented in this section allow to determine phenomenological relationships,
but their applicability remains limited. Indeed, although their formulations are common to all the
considered cases, the equation parameters vary according to several parameters. In particular, a
variation of the optical index induces large disparities. Moreover, the plume concentration profile
also introduces variations in these parameters. Hence, in order to apply these relationships, a
large number of a priori information about the interacting medium are needed, including the
particles morphology, optical index and the plume concentration profile. Hence, larger scale
sensitivity studies may be required in order to assess the influence of each parameter on the
coefficients of these relationships. This could lead to a more general formulation that explicitly
depends on variables such as the optical index or the plume optical depth.

Although no general formulations have been found, Monte-Carlo simulations can still be use-
ful in more specific cases. Indeed, simulations may also be undertaken in order to analyze ex-
perimental lidar signals that have already been subject to inversion methods. This allows to use

the inverted extinction coefficient profiles in order to model the interacting medium, allowing to
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evaluate whether multiple scattering effects may have impacted the experimental signal. Such

an analysis is presented in the following section.

IV.4 Analysis of an experimental lidar signal through Monte-

Carlo modeling

The experimental signal used in this section was acquired using the Colibri instrument [92, [124].
The experimental results and the methods used to achieve them are currently under review and
should be presented in reference [182]. In this section, the objective is to use already inverted
experimental lidar signals in order to proceed to Monte-Carlo simulations. As such, only the light
scattering model, the modeled radiative properties and the inverted signals are presented, but
the reader is invited to refer to the references above for more details on the measurement and
inversion methods. The inverted extinction coefficients are used in order to produce a profile
compatible with the Monte-Carlo lidar signal simulation program. The simulation undertaken
using this profile then allows to evaluate the multiple scattering contribution to the signal, and

hence whether multiple scattering effects may have influenced the inversion procedure.

To model the radiative properties of soot aggregates, the RDG-FA theory is used. Based on
the TEM measurements presented in reference [182], the monomer mean geometrical radius is
R,, = 23.8£0.4 nm and the mean number of monomers is N,, = 100+ 10. For the purpose of the
radiative properties calculation presented here, only the mean values are considered, and the
monomer radius polydispersity is not accounted for. The fractal dimension is D; = 1.7 and the
fractal prefactor is ky = 2.2. The radiative properties are computed at the wavelength A = 355.8
nm, considering an optical index m, = 1.66 + ¢0.76. This optical index corresponds to uncoated,

freshly-emitted soot aggregates, and stems from the model proposed by Kelesidis et al. [183].

According to Equation |I.2.40| the structure factor is needed for the computation of the dif-
ferential scattering cross-section. In this section, the structure factor is computed following the

formulation from Dobbins and Megaridis [184]. As such, the structure factor is expressed as :
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S(ng> =

[ 3Dy

2e(qRg)>?

=r

exp [—_(qu)z] if (¢R,)? < %Df

if (qRy)* > %Df

(1V.4.1)

The scattering function F'(m,) and the absorption function E(m,) are then computed follow-

ing Equation |.2.35| The extinction cross-section can then be calculated using Equations|.2.17

[.2.33|and [I.2.34] Finally, the scattering matrix is computed by adapting Equation|I.2.40[in order

to include the elements of the Rayleigh scattering matrix defined in Equation|lll.3.1|such as :

1+cos?f  cos?6—1 0 0
4 R6 cos’f0 —1 1+ cos®62 0 0
F(0) = N? 87&5”“ F(m,)S(6) (IV.4.2)
0 0 2 cos(6) 0
0 0 0 2 cos(0)

which, for § = m, verifies the formulation of the RDG-FA backscattering cross-section defined in
Equation|.2.41] Table presents the values of the extinction cross-section, of the backscatter-
ing cross-section and of the lidar ratio calculated following this method.

C..+(nm?) dCha(nm?.sr'h)
8303.3 637

LR (sr)
130.4

Table IV.9: Radiative properties of the modeled soot aggregates using the RDG-FA theory.

The values obtained using this method and these parameters are well within the uncertainties
of the values used in the inversion of the lidar signal presented in reference [182]. As such, the
assumption is made that the radiative properties presented in Table[[V.9/and that the scattering
matrix computed following Equation[[V.4.2lcan be used in order to simulate this lidar signal using
the Monte-Carlo program.

The following step consists in reproducing the experimental lidar signal extinction coefficient
profile. In order to do so, the results of the lidar inversion method presented in [182] are used.
These results consist in the backscattering and extinction coefficient profiles, B...(r) and e (),

averaged over 4 ms. Figures|lV.12|represent the inverted backscattering coefficient and extinction

192



Chapter IV. Impact of multiple scattering IV.4. Experimental signal analysis

coefficient profiles.
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Figure IV.12: Extinction and backscattering coefficients resulting from the lidar inversion proce-
dure. The left-hand side figures represent the profiles averaged over 4 ms, the central figures

profiles are averaged over 200 ms, while the right-hand side figures represent the profile average
over 10 s.

This figure highlights the presence of a smoke plume at a distance ranging from~ 7mto ~ 11
m of the lidar instrument. The left-hand side figures represent the extinction and backscattering
profiles which stem directly from the lidar signal inversion procedure. As such, the time step
between two profiles is of 4 ms. In order to reduce the number of profiles calculated in the Monte-

Carlo program, these profiles have been averaged over 200 ms. These time-averaged profiles are
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represented on the central figures. Moreover, the right-hand side figures represent the profiles
averaged over the whole 10 s range.

The time-averaged extinction coefficient profiles can then be used in order to model the inter-
acting medium within the Monte-Carlo program. However, several other parameters are needed
in order to proceed to the simulations. In particular, the instrument geometry needs to be ac-
counted for. Although the Colibri instrument presents a bi-static architecture, a monostatic lidar
configuration is considered here as the Colibri instrument is designed in order to obtain a full
overlap function at the distance of the plume (i.e. ~ 10 m). Finally, the values of the instrument

parameters as well as the Monte-Carlo parameters are presented in Table[IV.10

Emitter parameters Receiver parameters
Parameter Value Parameter Value
Oem 0.5 mrad Ryec 0.045m
Rem 0.001 m drec [001]7
Lem 0.18 m Orec 1 mrad
DPem [000]T timin 7m
dem [001])T tmax 11m
Iem [1100]T At 0.05m

Monte-Carlo parameters

Ny, 10° Ocone 1150, cc
Osplit 90° Reone 0.045 m
¢ 90° Jmaz 3

Table IV.10: List of the input parameters of the Monte-Carlo program.

Figure[[V.13|presents the MSF obtained from these simulations. The MSF shows identical fea-
tures to the backscattering and extinction coefficients presented on Figure The MSF is
found higher in the region with larger extinction coefficients. However, the MSF presents very low
values, under the tenth of percent. This behavior is expected considering the limited scale of the
smoke plume. Although extinction coefficients up to 7 km™ are found within the time-averaged
smoke plume (see Figure[[V.12(a), right-hand side figure), the plume optical depth remains low
due to its small scale. Hence, these simulations allow to provide evidence that, during this mea-
surement campaign, the multiple scattering effect did not significantly influence the lidar signal.

This analysis hence serves to confirm the single-scattering approximation that is used during the
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Figure IV.13: Multiple scattering fraction and time averaged multiple scattering fraction resulting
from the Monte-Carlo simulation.

inversion of the lidar signal.

Conclusion

This chapter is dedicated to the simulation of multiply-scattered lidar signals of soot particles
using the Monte-Carlo program described in Chapter [[lll These simulations require to take into
account the radiative properties of soot particles, which is achieved as part of Chapter|ll, As part
of the computation of these radiative properties, several optical indices commonly used in the
literature have been considered. Several investigations have been undertaken to study the influ-
ence of multiple scattering on these simulated lidar signals.

The first investigation has led to the computation of the multiple scattering correction factors
introduced by Platt [133] for soot particles. The simulations undertaken have shown that this
correction factor model does allow for the correction of the single-scattering signal in order to
reproduce the results from the Monte-Carlo simulations. Moreover, shortcomings of the Monte-
Carlo lidar signal simulation program have also been highlighted during this investigation. In
particular, the need for a stretching variance reduction technique is evidenced by the observed

instabilities in slabs with low extinction coefficients.
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In the second investigation, the multiple scattering fraction and the linear depolarization ratio
have been put under study. Specifically, the variations of these two parameters with the plume of
optical depth follow relationships whose forms remain identical with different wavelengths, op-
tical indices or receiver field-of-view. Moreover, the variation of the multiple scattering fraction
with the linear depolarization ratio also follows a relationship whose formulation remains iden-
tical with a change of plume profile. However, any change of wavelength, optical index, receiver
FOV or plume profile induces a modification of the coefficients of these relationships, hence re-
ducing their applicability.

Finally, extinction coefficients stemming from the inversion of an experimental lidar signal
have been used in order to assess the possible influence of multiple scattering within the soot
plume. A negligible fraction of the numerical signal has been found to be due to multiple scat-
tering effects. The procedure undertaken can be adapted to other signals acquired over soot
particles, and hence allows to further refine the error estimation during lidar measurements and
to assess whether the single-scattering approximation is verified.

Overall, it has been found within this chapter that multiple scattering only influences lidar sig-
nals in cases with large optical depth. This behavior is most likely due to the low single-scattering
albedo of soot particles, which makes multiple scattering quite improbable. Moreover, the re-
sults remain strongly dependent on parameters such as the optical index or the plume profile,
although some general formulations of the relationships between different quantities have been
identified. Hence, larger scale sensitivity analyses would be required in order to evaluate the

impact of each variable.
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General conclusion and prospects

The objective of this thesis has been to evaluate the impact of multiple scattering effects on
polarization-resolved lidar signals measured on soot particle plumes. A numerical modeling ap-
proach has been undertaken in to assess this impact. However, such numerical studies require
the knowledge of the scattering particles radiative properties, as well as a numerical model allow-
ing to simulate the lidar signals themselves. As such, this thesis has been articulated according to
these three axes: (i) the modeling of soot particles radiative properties, accounting for different
types of morphologies; (ii) the development of a lidar signal simulation program, allowing to ac-
count for the signal polarization and for multiple scattering; (iii) the analysis of lidar signals when
simulated with an interacting medium composed of soot particles. In the following paragraphs,
a summary of the achievements relevant to these three axes is provided. This summary is also

accompanied with perspectives and prospects that could provide further insights.

Soot particles radiative properties

In this thesis, several studies have been undertaken in order to model the radiative properties
of soot fractal aggregates. To model these radiative properties, the aggregate morphology is
needed. As such, two different types of aggregate morphology have been studied. The first
type of aggregate is referred to as standard aggregates and follows a fractal-like power-law rela-
tionship that links different morphological parameters, namely the fractal dimension, the fractal
prefactor, the number of monomers, the monomer radius and the radius of gyration. The second
type of aggregate put under study consists in an superaggregate. This type of aggregate can be

envisioned as a particle resulting from the aggregation of several standard aggregates. As such,
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it presents a larger number of monomers, and can present several distinct fractal dimensions
at different length scales. Moreover, these two types of aggregates can be composed of either
monodisperse monomers or polydisperse monomers. While the effect of polydispersity has been
briefly put under study in the case of standard aggregates, it has not been considered for hybrid
aggregates. Moreover, only one realization of superaggregate has been studied in this thesis,
which did not allow to study the variability of its radiative properties. Hence, a first conceivable
prospect would be to study the radiative properties of ensembles of superaggregates, the impact

of monomer polydispersity on these radiative properties.

The first study presented in Section has consisted in generating ensembles of standard
aggregates composed of monodisperse monomers and to study the resulting radiative proper-
ties over wavelengths ranging from A = 300 nm to A = 1100 nm. The radiative properties have
been computed with the STM method using the MSTM code of Mackowski and Mishchenko [138],
as this method provides accurate results when considering particle morphologies consisting in
spheres in point-contact. This study has shown that a variation of the monomer radius could
significantly alter the radiative properties of soot aggregates, with an increase of radius result-
ing in larger backscattering, scattering and extinction cross-sections, larger LDR and lower lidar
ratio. An increase of the number of monomers has also shown to induce the same impacts al-
though to a lesser degree. Finally, a variation of the fractal dimension only marginally alters the
radiative properties when compared to other morphological parameters. The computation of
the ensemble-averaged radiative properties has allowed to investigate the resulting standard
deviations. Appendix [A provides an evaluation of the standard deviation of the backscattering
cross-sections of standard aggregates. A conclusion of this study is that ensembles containing
~ 50 aggregate realizations may be sufficient in order to accurately assess the standard devia-
tions and mean values of the radiative properties of soot aggregates, although a sensitivity study

at a larger scale may be beneficial.

The second study presented in Section |Il.1.4] compares the radiative properties of a hybrid
aggregate with those of a standard aggregate. These radiative properties are computed using

both the STM method and the RDG-FA theory. In the latter case, an algorithm allowing to com-
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pute the structure factor of soot aggregates has been developed. During this study, it has been
observed that the results stemming from calculations using the RDG-FA theory with standard ag-
gregates are in agreement with the STM results when considering the extinction cross-sections,
but that the scattering cross-sections are slightly overestimated while the backscattering cross-
sections are slightly underestimated. However, when considering hybrid aggregates, all three
cross-sections are overestimated by the RDG-FA theory, especially at short wavelengths. Finally,
the radiative properties of the hybrid aggregate are found to be ~ 1 — 2 orders of magnitude
larger than those of the canonical aggregate. However, as stated above, only one realization of
hybrid aggregate has been put under study, which did not allow for the evaluation of the stan-
dard deviations of the radiative properties. Moreover, only monodisperse aggregates have been
considered. Hence, further work can be achieved by studying ensembles of hybrid aggregates

and by also studying the impact of monomer polydispersity on their radiative properties.

Considering the standard aggregates, the impacts of monomer polydispersity are briefly pre-
sented throughout Sections and and are studied in more details within Appendix
This appendix presents a comparison between the radiative properties of standard aggregates
with monodisperse monomers with those of standard aggregates with monomer radius follow-
ing a log-normal size distribution with a standard deviation of ¢, = 1.1. The consideration of
monomer polydispersity seems to induce an increase of the cross-sections and of the LDR and
a decrease of the lidar ratio. However, only one type of monomer radius size distribution using
a single standard deviation value has been used during this study. As such, a more comprehen-
sive assessment of the impact of polydispersity could be achieved by the realization of sensitivity

studies accounting for these parameters.

The last study that is related to the radiative properties of soot aggregates consists in the ex-
perimental evaluation of the LDR of soot particles in ambient air, freshly emitted from a kerosene
pool fire. During this study, which is presented in Section .2} the LDR of soot particles has been
evaluated at 9, = 11.7 £ 2.3 % at A = 355 nm and 9,,, = 8.7 = 2.1 % at A = 532 nm. A numeri-
cal study aiming to reproduce these results is also associated to these measurements. As such,

both monodisperse and polydisperse aggregates have been considered, with the monomer ra-
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dius r,, € [10,30] nm (R, € [10,30] nm in the polydisperse case with ¢, = 1.1) and the monomer
number N,, € [20,200]. Moreover, several optical indices have been considered during the ra-
diative properties computations, which have been undertaken using the MSTM code. A corre-
spondence between the numerical results and the experimental results could only be achieved
using an optical index of m, = 2.65 + ¢1.32. As this optical index corresponds to spark-generated
soot, this result suggests that the morphological model used during these computations may not
be sufficiently refined. Hence, several other morphological features may need to be accounted
for during the computation of soot particles radiative properties, such as necking or overlapping.
Although no coating material has been observed within the TEM samples, this effect may also
lead to an increase in LDR [185][186] and to a variation of the material optical index.

Overall, the results obtained highlight the need for a better characterization of the soot parti-
cles morphology and optical index. This requires the development of numerical models allowing
to simulate morphologies that account for complex features such as necking, overlapping and
coating. Such morphologies would require DDA calculations to compute their radiative proper-

ties, hence considerably increasing the computational cost of such studies.

Lidar signal simulation code

A Monte-Carlo code for the simulation of polarization-resolved lidar signals accounting for mul-
tiple scattering has been developed and is presented in Chapter|llll As described in Sections|lI.1]
and this code consists in simulating the transport and scattering of photons throughout an
interacting medium, and in determining the resulting lidar signal by modeling the instrument ge-
ometry and computing the contribution of each photon to the signal. Several variance reduction
techniques have been implemented in order to increase the computational efficiency of the pro-
gram, namely absorption weighting (continuous and discrete), scattering splitting and peel-off
scattering.

Validation procedures have been undertaken in order to assess the program performance.
At first, the angle sampling method and the scattering splitting technique have been individually

investigated within Section [lll.3.1} The scattering splitting technique increases the agreement
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between the sampled Stokes vectors and the analytically derived ones. However, depending on
the angle at which the phase function is split, large discrepancies can be observed. This indicates

that care must be taken when choosing this scattering splitting angle.

A second validation procedure presented in Section|ll.3.2]has aimed at comparing the single-
scattering signal obtained with the Monte-Carlo code with a single-scattering signal computed
analytically. Results have shown a good agreement between these two methods. However, at
large optical depth 7 > 7, the Monte-Carlo code has proven unable to provide a stable signal that
resembles the analytical one. This behavior can be attributed to a lack of photons propagating
within the outer regions of the cloud, resulting in few photons contributing to the received signal
in these regions. In order to overcome this shortcoming of the code, a stretch variance reduction
technique could be implemented in order to increase the path length of the simulated photons

in regions with large extinction coefficients.

The last validation procedure consists in comparing results presented in the literature with
those obtained using the code developed during this thesis. As such, several cases of water
droplet clouds with various optical depths and distributions are simulated, while considering lidar
instruments with different FOV and which are either ground-based or space-based. The reference
from which stem the simulation cases, i.e. the article from Hu et al. [176], presents a relationship
between the accumulated single-scattering fraction and the accumulated depolarization ratio.
The results obtained using the Monte-Carlo code have been found to follow this relationship, but
differences have been found when comparing these results case by case with those presented
in reference [176]. The origins of these differences could not be identified, although they most
likely stem from differences within the methods used for the computation of the lidar signals

themselves.

Overall, the simulation code developed within this thesis allows to model polarization-resolved
lidar signals using an interacting medium relevant to soot particles. Nevertheless, several fea-
tures that could improve this program have been identified. First and foremost, stretch methods
can provide means to increase the program accuracy in media with large optical depths by in-

creasing the path lengths of photons, and in media with low optical depths by decreasing these
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path lengths. The peel-off scattering method can also be extended in order to include the con-
tributions of several scattering orders at the vicinity of each interaction event [168]. Finally, the
interacting medium geometry can also be improved by modeling cells rather than slabs or by

implementing the continuous variations of the radiative properties within one slab.

Simulated lidar signals

The final chapter of this thesis combines the methodology presented in Chapter [l[| for the com-
putation of soot particles radiative properties with the simulation code described in Chapter [IT]]
to simulate polarization-resolved lidar signals accounting for multiple scattering. As presented
in Section the use of the multiple scattering correction factors introduced by Platt [133] ac-
curately correct the single-scattering signal as expected. The values of these correction factors
have been found to vary strongly according to the optical index of the interacting particles and
according to the optical depth of the smoke plume. Hence, multiple scattering has been found
to induce an increase of the backscattered power and of the LDR in lidar signals simulated with
scattering medium composed of soot particles. However, this investigation has also highlighted
the need of refinement of the Monte-Carlo program by a introducing stretch variance reduction
technique.

In Section phenomenological relationships are derived from the evolutions of the multi-
ple scattering fraction and of the LDR with increasing plume optical depth. All simulation cases
are found to follow relationships of the same form, although the coefficients of the relationships
strongly depend on the optical index of the particles and on the wavelength. Moreover, the evo-
lution of the multiple scattering fraction according to the LDR has also been found to follow a
relationship, whose form remains identical whether the interacting plume follows a square con-
centration profile or a gaussian concentration profile. Hence it appears that a formulation of this
relationship could be extended in order to directly include parameters relevant to the radiative
properties of the particles or of the plume profile. Such an endeavor would require a large scale
sensitivity analysis.

Section presents simulated lidar signals which have been modeled in order to reproduce
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an experimental lidar signal. This signal has been acquired using a kerosene pool fire as the
source of the soot particles. The RDG-FA theory has been used in order to model the particles
scattering matrix and radiative properties, and using the extinction coefficients that have been
inverted from the experimental signal. The simulations undertaken using these parameters have
shown that the contribution of multiple scattering effects is limited, and accounts for less than
0.1 % of the lidar signal. Although multiple scattering effects do not seem to impact the lidar
signal in this particular case, such an analysis still allows to refine the error estimation during
the inversion process by confirming the single-scattering approximation validity. Still, a larger
number of experimental polarization-resolved lidar signals would be useful in order to assess if
the impact of multiple scattering found during the numerical simulations can be experimentally

verified.
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Appendix A. Backscattering cross-sections standard deviation

Appendix A

Standard deviation of the backscattering
cross-sections of aggregates composed of

monodisperse monomers

In this appendix, the standard deviations of the backscattering cross-sections are represented
, considering the simulation parameters and results presented in Section |[l.1.2] The standard

deviations are presented under their relative formulation, which are expressed as :

Ubac(Na)
<Cbac>Na

\/ 5% (Chaci~(Chnchia)° (A1)
— 100

Nq

<C’bac>]\/,l

Ubac,rel(Na) = 100

where :

N,
1 a

<CbaC>Na = F Z Cbac,i (A2)
¢ =1

where Cy,.; is the backscattering cross-section of the i"" aggregate realization, and N, is the num-
ber of aggregate realization considered in the averaging, i.e. the number of aggregate in the
ensemble. The dependencies on the micro-physical parameters N,,, r,, and D; are implied in
the the two equations above. Figures to present the relative standard deviation of the

backscattering cross-sections, for all the considered sets of micro-physical parameters.
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Figurestoshow that the relative standard deviation are found within oy e € [0, 20]%.
For ensembles with a monomer radius r,, = 10 nm (Figure[A.1), a larger number of monomers
induces an overall increase of the standard deviation oy4.,;. Ensembles with r,,, = 10 nm and
N,, = 450 (subfigures g), (h) and (i)) also show an increase of oy,..; With increasing fractal
dimension. Ensembles with r,, = 20 nm and r,, = 40 nm also present this fractal dimension
dependency. However, a larger number of monomers induces an overall decrease of g4 fOr
ensembles with r,, = 40 nm and for ensembles with r,,, = 20 nm and Dy = 1.6 or D; = 1.8. In
all cases, increasing the monomer radius also seems to induce a shift of the features to larger
wavelengths. Because the standard deviation oy,.(N,) explicitly depends on the average value
for the number of aggregates (Ci..)n,, and because the relative standard deviation is the ratio
between these two quantities, the investigation of the impact of the number of aggregates re-
mains difficult. Hence, an alternative formulation of the relative standard deviation is proposed

such as:

/

04 (Na)
o N,) = 100ee 22
bac,rel ( ) <Cbac> 100

\/vazal (Cbac,i_<Cbac>100)2
Na
= 100

<Cbac> 100

When compared with Equation[A.T] this alternative formulation replaces every instance of the

average backscattering cross-section (Cy,.) N, With its value for the largest considered ensemble,
i.e. with a number of aggregates N, = 100. This allows to reduces the number of sources of
variation of the standard deviation. Indeed, the backscattering cross-sections of each aggregate
realization Cj,,; is the only source of variation in this formulation. Figuresto present the

results obtained with this alternative formulation.
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Overall, these figures present the same features as Figures to However, Figures
to highlight that, when considering a low number of aggregates, the estimation of the
backscattering-cross section may be subject to error. To illustrate this, one may compare the re-
sults presented on Figure[A.2[i) and[A.5[i), which correspond to ensembles with the micro-physical
parameters r,, = 20 nm, NV,,, = 450 and D; = 2.0. On Figurei), and at the wavelengths around
A ~ 500 nm and from A = 700 nm to A = 900 nm, the standard deviation is found close to 25%
before decreasing. In contrast, [A.2(i) presents the inverse feature, with a very low standard devi-
ation rapidly increasing as the number of aggregates increases. This indicates that the average
of the backscattering cross-section over the first few aggregate realizations resulted in either a

large underestimation or overestimation.

Overall, Figures [A.4} |A.5 and |A.6] show that the change of the number of aggregates per en-

semble can induce large variation of the standard deviation at first, and possibly a strong over-
estimation or underestimation of the backscattering cross-section. However, these variation are
less present for number of aggregates N, > 20 — 50 depending on the ensemble micro-physical
parameters. This supports the need to consider ensemble-averaged quantities when investigat-
ing the radiative properties of soot aggregates. Moreover, the number of aggregates N, = 50
appears to be a reasonable compromise between the representativity of the average backscat-

tering cross-section (and associated standard deviation) and the computational cost.
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Appendix B

Comparison between the radiative
properties of aggregates composed of
monodisperse and polydisperse monomers

and impact of the optical index

This appendix present the comparison between the radiative properties of aggregates composed
of monodisperse monomers with those of aggregates composed of polydisperse monomers. The
results presented in this appendix stem from the numerical calculations presented in Section
Hence, all simulation parameters are identical to those previously presented. While only the
depolarization ratio ¢, was presented in Section I.2] this appendix also includes results concern-
ing the extinction cross-section C.,,, the scattering cross-section C,.,, the backscattering cross-
section Cy,., the single-scattering albedo w, and the lidar ratio. The figures presented in this
appendix, i.e. Figures[B.T|to Figures are based on the model from Figure Hence, on
these figures the columns of subplots refer to different wavelengths, while the rows refer to dif-
ferent refractive indices. Inside the figures themselves, the x-axis represents variable monomer
number, and the y-axis represents variable monomer radius. The color scale indicates variation

in the represented quantity, i.e. C.,; on Figure B.1} C,., on Figure B.2} Cj,. on Figure wp on
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Figure

the lidar ratio on Figure[B.6/and 4, on Figure Within all these figures, the subfig-

ure (a) systematically corresponds to aggregates composed of monodisperse monomers, while

subfigure (b) corresponds to aggregates composed of polydisperse monomers.
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Figure B.1: Extinction cross-section.
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Figure B.2: Scattering cross-section.
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A =355 nm A=355nm A =532 nm
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Figure B.3: Backscattering cross-section.

Figures [B.1] [B.2l and [B.3| present respectively the extinction cross-sections, scattering cross-

sections and backscattering cross-sections of the considered aggregates ensembles. Comparing
the subfigures (a) and (b) of these figures, slight differences are apparent. However these are
hard to observe due to the color scale and the large range it covers. Hence, in order to high-
light these differences, Figure[B.4presents the relative differences between the cross-sections of
aggregates composed of monodisperse monomers and those of aggregates composed of poly-

disperse monomers.

Considering the results presented in Figure B.4{a), it appears that the monodisperse ensem-
bles extinction cross-sections are either under-evaluated or slightly over-evaluated when com-
pared to the polydisperse ensembles. Indeed, they are found within 6% of each other. This
difference is more pronounced when considering the scattering cross-section and the backscat-
tering cross-section. The relative differences of the scattering cross-section presented on Fig-
ure B.4[b) are found negative in most cases, which indicates that the scattering cross-section of
monodisperse ensemble are smaller than those of polydisperse ensembles. Moreover, up to a
~ 15% difference can be observed between these two cases. Finally, large relative differences of
the backscattering cross-section can also be observed in Figure[B.4{(c). The backscattering cross-

section of the monodisperse ensembles can be found either higher or lower than those of the
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Figure B.4: Relative differences between the cross-sections of aggregates composed of monodis-
perse monomers and those of aggregates composed of polydisperse monomers.

polydisperse ensembles depending on the micro-physical parameter, wavelength and optical in-
dex. The backscattering cross-section also present a larger range of variation than the extinction
and scattering cross-sections. Indeed the relative difference is found within [—35, 15]% for the
backscattering cross-section. Another feature made apparent by the computation of the relative
differencesis the larger discrepancies found for ensembles with a number of monomers N,, = 40
and N,,, = 80. This is most probably due to an issue during the generation of the aggregates mor-
phology. However, the specific culprit is hardly identifiable without an in depth morphological

study, which is out of the scope of this appendix.
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(c) Relative difference.

Figure B.5: Single-scattering albedo.

The single-scattering albedo presented on Figure [B.5] also show minor differences between
the monodisperse ensembles and the polydisperse ensembles. Subfigure[B.5{c) show the relative
difference between these two case. This last subfigure indicates that the single-scattering albedos
of the monodisperse ensembles are lower than those of polydisperse ensembles. This feature
can be interpreted by the differences in the extinction and scattering cross-sections computed in

the monodisperse case and polydisperse case.

Similarly, the lidar ratio presented on Figure [B.6(a) and (b) present similar values, although

the lidar ratio of the monodisperse ensembles presents more localized variation for specific en-
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Figure B.6: Lidar ratio.

sembles. This supports the interpretation that the generation of the aggregates with monodis-
perse monomers morphology might be more unstable. The relative difference of the lidar ratio
is found to have either positive or negative values depending on the micro-physical parameters,
wavelength and refractive index. Once again, these differences can be interpreted by the relative

evolution of the extinction cross-section and of the backscattering cross-section.

Finally, Figure[B.7]presents the depolarization of aggregates composed of monodisperse monomers
(Subfigure[B.7|a)), polydisperse monomers (SubfigureB.7(b)) and the relative difference between
these results (Subfigure B.7[c)). As stated in Subsection[I.2.3] the LDR of the monodisperse evo-
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Figure B.7: Linear Depolarization Ratio.

lution with monomer number and radius presents more variability than the polydisperse results.

Overall, the results presented in this appendix shows monomer polydispersity does influence
the radiative properties of soot fractal aggregate, with an increase of all the considered radiative
properties except for the lidar ratio which decreases. Moreover, the angle-integrated radiative
properties, i.e. the extinction and scattering cross-section, of monodisperse and polydisperse ag-
gregates are in a better agreement than the angle-dependent properties such as the backscatter-
ing cross-section and the LDR. This suggests that process of scattering in the backward direction

is especially sensitive to the fine morphological structure of the scatterer.
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Appendix C

Backscattering experiment set-up and

formalism

Equation [I.2.26] presented in Section [l.2.3| expresses the LDR in the backscattering direction as
a function of the scattering matrix elements Fj;(7) and Fy (7). By rearranging the terms, this

equation can also be formulated as :

. 1-— FQQ(’TF,)\)/FH(TF,)\)
- 1+ FQQ(?T,/\)/Fn(?T, /\)

p(A) (C.1)

This reformulation expresses that the LDR can be evaluated without the knowledge of the specific
values of the scattering matrix elements, as only the ratio between the second and first diagonal
elements is needed. The evaluation of the ratio Fysy(m, \)/Fi1(m, A) is achieved by the mean of the
experimental set-up presented in Figure[C.1]

As this experimental set-up has been extensively described in the article from Miffre et al.
[153], only a short description is provided here. The evaluation of the ratio Fyy(m, \)/Fi1(m, A)
relies of the simultaneous emission of laser pulses at two wavelengths (i.e. A = 355 nm (UV)
and A = 532 nm (VIS)) and the detection of the backscattered radiation by the particles in the
overlapping volume of these two pulses. The optical components of interest for the evaluation
of this ratio are two Polarization Beam-splitter Cube (PBC) and two Quarter-Wave Plate (QWP),

one of each for each wavelength-specific optical pathway. The Stokes vector of the backscattered
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radiation at the detector can then be expressed as :

I*** = PBC QWP F () QWP PBC I'™ (C.2)

where PBC and QWP are the Mueller matrices of the PBC and QWP respectively. In this equation
and hereafter, the wavelength dependence of the scattering matrix elements and of the related
quantities is implied. Considering a linearly polarized incident light (ie. I’ =[1 1 ¢ 0], the

first element of the scattered Stokes vector can be expressed as [153] :

I(V) = Iyla —bcos (4V)] (C.3)

where the intensity I, depends on the laser source and on the distance from the soot particles
to the detector and ¥ is the angle between the QWP fast-axis and the scattering plane. The

coefficients a and b are defined such as:

2a = FH(TF) -+ F22(7T> (C4a)

2b = 3F22(7T) — Fn(ﬂ') (C4b)

The ratio Fos(m, \)/F11(m, A) can then be expressed as :

|:F22(7T):| _ Cl‘l‘b (CS)
lab

Fii(n) 3a—0b
where the subscript labindicates that this parameter is evaluated in laboratory. The following step
of this methodology is then to proceed at the evaluation of the coefficients a and b. The evaluation
of these coefficients is achieved by modulating the angle ¥ and proceeding to the measurement
of the scattered intensity /() at these differentangles. The use of aregression method applied to
Equation|C.3|then yield the coefficients a and b, followed by the ratio [Fi,(7)/Fi1()],,, according
to Equation|C.5 and finally the LDR ¢, using Equation|C.1
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Figure C.1: Principle of the laboratory backscattering experimental set-up to evaluate the particles
depolarization ratio LDR in laboratory ambient air, identical to the one presented in [153], but

here applied to the particles released from a JET A-1 pool fire. A distance of 5 meters separates

the pool fire from the detectors.
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Synthese

Les particules de suie sont des aérosols émient lors de la combustion de matiere organique.
Plusieurs problématiques leurs sont associées. Premierement, la présence de ces particules dé-
grade la qualité de l'air, de par leurs propriétés cancérigenes. De plus, ces particules provoquent
un forcage radiatif positif, C’est-a-dire un réchauffement de I'atmosphere. Afin d’'évaluer I'impact
des particules de suie sur le climat et sur la qualité de l'air, leurs émissions doivent ainsi étre
surveillées. Les instruments lidar peuvent permettre d'apporter les mesures nécessaires. Néan-
moins, I'analyse de signaux lidar requiert la connaissance des propriétés radiatives des particules
et cette analyse peut étre sujette a des erreurs liées a la diffusion multiple. De plus, ces propriétés
radiatives dépendent des caractéristiques microphysiques des particules, telles que leurs formes
ou leurs tailles. L'objectif de cette these est de simuler des signaux lidar résolu en polarisation, ac-
quis sur des particules de suie et prenant en compte la contribution de la diffusion multiple. Cela
nécessite la modélisation de la morphologie et des propriétés radiatives des particules de suie,
ainsi que le développement d'une méthode permettant de simuler les signaux lidar. L'analyse
des signaux lidar ainsi modélisé permet alors d'identifier I'impact de la diffusion multiple sur les

signaux lidar acquis sur des particules de suie.

La premiere étape est donc de modéliser les propriétés radiatives des particules de suie, ce qui
nécessite également la définition du modele morphologique. Dans cette these, les particules de
suie sont modélisées comme des agrégats fractals composés de particules primaires sphériques.
Ces particules primaires sont appelées monomeres. Par la suite, la méthode de Superposition
de T-Matrice et la théorie de Rayleigh-Debye-Gans pour les agrégats fractals sont utilisées afin de

modeéliser les propriétés radiatives de ces particules. L'impact des paramétres morphologiques
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sur ces propriétés radiatives est étudié. |l a été observé que la variation du rayon des monomeres
a pour conséquence une forte variation de toutes les propriétés radiatives considérées. En re-
vanche, une variation la dimension fractale ne provoque que de faibles variations. Les propriétés
radiatives d'un second modéle morphologique correspondant a un superagrégat ont également
été étudiées. Enfin, une évaluation expérimentale du ratio de dépolarisation des particules de
suie dans I'air ambiant est également présentée. Cela permet d'identifier quels parametres mor-
phologiques et quels indices optiques permettent de reproduire les résultats expérimentaux. De

plus, les limites des méthodes numériques utilisées peuvent également étre identifiées.

Un modeéle numeérique de simulation de signaux lidar résolu en polarisation est développé en
utilisant la méthode Monte-Carlo. Plusieurs techniques de réduction de variance ont été implé-

m

mentées afin d'améliorer les performances de cette méthode. Ainsi les techniques d"absorbtion
weighting", de "peel-off scattering" et de "scattering splitting" permettent d'améliorer les perfor-
mances du code. Plusieurs procédures de validation ont été réalisées et ont permis de vérifier la

validité du code.

Enfin, des simulations numériques ont été entreprises afin d’évaluer I'impact de la diffusion
multiple sur des signaux lidar résolus en polarisation acquis sur des particules de suie. Ce modele
numeérique est également utilisé afin d’analyser un signal expérimental. Ceci permet d'évaluer
la contribution de la diffusion multiple dans ce signal. Il apparait que la diffusion multiple est
trés dépendante de plusieurs parametres tels que l'indice optique ou le champ de vue du récep-
teur de l'instrument lidar. La diffusion multiple semble avoir un impact significatif a condition
que le milieu diffusant présente une forte épaisseur optique. Ces résultats permettent ainsi de
déterminer que I'approximation de diffusion simple, couramment utilisée lors de l'inversion lidar,
est justifiée en I'absence de fortes épaisseurs optiques. Afin de compléter cette these, d'autres
études sont nécessaires. En particulier, des études de sensibilité pourraient permettre de pré-
ciser la dépendance de la diffusion multiple par rapport aux paramétres optiques, instrumentaux
et morphologiques. De plus, les résultats présentés dans cette thése ne concernent que les par-
ticules de suie modélisées avec un modele fractal. Ainsi, d'autres études sont nécessaires afin

de prendre en compte d’autre parametres morphologique tel que le "necking" ou le "coating", et
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afin de prendre en compte d’autres types de particules pouvant étre présentes dans les produits

de combustion.
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struments lidar peuvent permettre d’apporter les
mesures nécessaires. Néanmoins, ’analyse de sig-
naux lidar requiert la connaissance des propriétés
radiatives des particules et cette analyse peut étre
sujette & des erreurs liées & la diffusion multiple. De
plus, ces propriétés radiatives dépendent des carac-
téristiques microphysiques des particules, telles que
leurs formes ou leurs tailles. L’objectif de cette thése
est de simuler des signaux lidar résolu en polarisa-
tion, acquis sur des particules de suie et prenant
en compte la contribution de la diffusion multiple.
Cela nécessite la modélisation de la morphologie
et des propriétés radiatives des particules de suies,
ainsi que le développement d’une méthode perme-
ttant de simuler les signaux lidar. Ainsi, plusieurs
modéles morphologiques sont utilisés afin de simuler
des particules de suie. La méthode de Superposition

de T-Matrice et la théorie de Rayleigh-Debye-Gans
pour les agrégats fractals sont ensuite utilisées afin
de modéliser les propriétés radiatives de ces partic-
ules. L’impact des paramétres morphologiques sur
ces propriétés radiatives est étudié. Une évaluation
expérimentale du ratio de dépolarisation des partic-
ules de suie dans I’air ambiant est également présen-
tée. Cela permet d’identifier quels paramétres mor-
phologiques et indices optiques permettent de re-
produire les résultats expérimentaux. De plus, les
limites des méthodes numériques utilisées peuvent
également étre identifiées. Un modéle numérique
de simulation de signaux lidar résolu en polarisa-
tion est développé en utilisant la méthode Monte-
Carlo. Des simulations numériques sont, entreprises
afin d’évaluer 'impact de la diffusion multiple sur
des signaux lidar résolus en polarisation acquis sur
des particules de suie. Ce modéle numérique est
également utilisé afin d’analyser un signal expéri-
mental. Ceci permet d’évaluer la contribution de la
diffusion multiple dans ce signal.

Title:
gregates accounting for multiple scattering

Modeling of polarization-resolved lidar signals for the characterization of soot fractal ag-

Keywords: Lidar, Soot, Modeling, Polarization, Multiple Scattering

Abstract: To better ascertain the effect of soot
particles on climate change and air quality, the mon-
itoring of the emission of these particles is needed.
Lidar instruments can provide such measurements.
Nevertheless, the analysis of lidar signals requires
the knowledge of the particles radiative proper-
ties and can be subject to error due to multiple-
scattering effects. Moreover, the radiative proper-
ties of such particles depend on their micro-physical
characteristics, such as shape and size. The objec-
tive of this thesis is to simulate polarization-resolved
lidar signals acquired on soot particles accounting
for multiple-scattering. This requires the modelling
of the morphology and of the radiative properties of
these particles and the development of a lidar sig-
nal simulation code. Several morphological models
are used to simulate soot particles. The Superposi-
tion T-Matrix method and the Rayleigh-Debye-Gans

for Fractal Aggregates theory are then used to com-
pute their radiative properties. The impacts of the
morphological parameters on the radiative proper-
ties are studied. A laboratory evaluation of the
linear depolarization ratio of soot particles in am-
bient air is also presented and the range of mor-
phological parameters and optical indices reproduc-
ing the experimental results is identified. The lim-
its of the numerical model are also highlighted. A
numerical model is developed for the simulation of
polarization-resolved lidar signals using the Monte-
Carlo method. Simulations are undertaken to in-
vestigate if lidar measurements performed over scat-
tering media composed of freshly emitted soot par-
ticles are influenced by multiple-scattering, and to
quantify this impact. The lidar signal simulation
model is also used to reanalyse experimental lidar
signals. This allows the evaluation of the contribu-
tion of multiple-scattering in the retrieved signal.
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