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Télécom Paris, France Président

Prof. Alberto Bononi
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Résumé en français

Depuis la standardisation des protocoles TCP/IP au début des années 1980, la
rapide évolution d’Internet en un système mondial de télécommunications a été
permise par la mise en place au cours des trois dernières décennies de systèmes de
communication à fibre optique à haute capacité. Cette infrastructure globale repose
sur un ensemble de câbles sous-marins et de réseaux terrestres dotés de nœuds
reconfigurables permettant le routage de façon transparente de canaux optiques sur
de longues distances.

Les communications à fibre optique au cœur du réseau Internet

Le développement des liaisons optiques à haute capacité a été permis par différentes
innovations technologiques, incluant entre autres l’invention des sources laser et
des fibres optiques dans les années 1970, le développement des amplificateurs à fi-
bre dopée à l’erbium dans les années 1980 à l’origine des systèmes à multiplexage
de longueur d’onde (WDM), puis l’utilisation de la détection cohérente et de la
modulation d’amplitude en quadrature (QAM), l’introduction de puissants codes
correcteurs d’erreur et d’algorithmes de traitement numérique du signal (DSP) per-
mettant de compenser certains effets de propagation dans le canal de communication
optique.

Plus récemment, des formats de modulation à mise en forme probabiliste de con-
stellation (PCS) ont permis à l’efficacité spectrale des systèmes de s’approcher de
la limite de Shannon, et les marges d’améliorations du débit de chaque canal sont
de plus en plus restreintes. Dans ce contexte, le développement d’amplificateurs
optiques à très large bande (UWB) ou de techniques de multiplexage spatial, per-
mettant d’accrôıtre le nombre total de canaux transmis, apparraissent comme de
potentielles solutions pour accrôıtre la capacité des systèmes de transmissions. Par
ailleurs, le développement continu de transmetteurs à haut débit symbole est en-
couragé par l’industrie afin de limiter le coût des systèmes optiques WDM, en
réduisant le nombre de transmetteurs requis par fibre.

Plan de la thèse

Dans cette thèse, nous nous intéressons à des transmetteurs à haut débit symbole
ainsi qu’à des systèmes de transmissions à amplificateurs UWB pour la prochaine
génération de communications à fibre optique.

Le premier chapitre est consacré à une présentation de concepts fondamentaux
relatifs aux communications numériques et aux systèmes de transmissions optiques
à détection cohérente. Nous nous intéressons à la description et à la modélisation
du canal de communication optique, qui comprend le transmetteur assurant la con-
version électro-optique, la propagation dans la fibre et le récepteur permettant la
détection opto-électrique. Nous présentons alors les algorithmes DSP utilisés dans



Résumé en français

cette thèse pour la compensation des effets de propagation.

Le second chapitre présente l’évaluation de la performance du système de commu-
nication. Nous introduisons les différentes métriques pour quantifier les dégradations
affectant les symbols transmis durant la propagation du signal dans le canal de com-
munication optique. Nous détaillons les contraintes induites par la modulation et
le codage sur le débit des communications basées sur les constellations QAM et
PCS-QAM, et discutons la performance de ces schémas de modulation par rapport
à la limite de capacité de Shannon. Nous concluons ce chapitre en détaillant la
problématique à la base des études présentées dans le reste de cette thèse.

Dans le troisième chapitre, nous présentons l’implémentation et la validation
expérimentale de transmetteurs à haut débit symbole pour la prochaine génération
de communications cohérentes. Nous caractérisons la performance de notre proto-
type à haut débit symbole pour la génération de signaux autour de 100 GBd. Nous
démontrons les capacités et discutons les perspectives de transmissions à haut débit
symbole allant de distances régionales à des configurations transocéaniques, ainsi
que dans un essai terrain mené sur un réseau commercial.

Le quatrième chapitre est consacré à une étude sur le bruit de phase augmenté
par l’égalisation (EEPN), une dégradation potentiellement dominante à haut débit
symbole. À l’aide de simulations numériques et d’investigations expérimentales, nous
montrons que les prédictions analytiques de l’impact de l’EEPN sur les transmis-
sions à haut débit symbole peuvent être pessimistes. En particulier, nous nuançons
certaines craintes concernant les pénalités émanant de l’implémentation de trans-
metteurs à haut débit symbole utilisant des sources laser avec des performances
standard pour les systèmes de communications optiques.

Dans le cinquième chapitre, nous nous intéressons à des systèmes de transmis-
sions UWB basés sur des amplificateurs optiques à semiconducteurs (SOA). Nous
présentons les caractéristiques d’un module UWB SOA avec une bande passante
de 100 nm, promettant une augmentation considérable de capacité par rapport aux
systèmes basés sur des EDFA avec une bande passante de 35-40 nm en bande C.
Durant les dernières décennies, les SOA n’ont pas été considérés comme potentiels
amplificateurs de lignes dans les réseaux de transport optiques à cause de leur com-
portement non linéaire. Nous caractérisons donc expérimentalement l’impact des
dégradations non linéaires de notre SOA et montrons que celui-ci peut permettre
des transmissions WDM à puissance élevée. Nous démontrons une transmission de
100 Tb/s à 300 km dans un scénario basé sur des contraintes liées aux réseaux ter-
restres existants, ainsi qu’une transmission record sur un tronçon de fibre de 257 km
dans une configuration de lien sans répéteur.

La dernière partie de cette thèse présente les conclusions de ce travail et le met en
perspective dans le cadre du développement de la prochaine génération de systèmes
de communications optiques.
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Introduction

Since the standardization of the TCP/IP protocols in the early 1980s, the Internet
has evolved from a small network connecting research and military infrastructures
into a world-wide system of interconnected networks. Approximately one half of
humanity had access to the Internet in 2018, and this fraction is expected to grow
to 2/3 in a 5-year period. The number of connected devices to the Internet will
approach 30 billions in 2023, with a 10% compound annual growth rate (CAGR)
compared to the 6% CAGR of the number of users (and 1% CAGR of global popu-
lation) [1]. Nowadays the Internet offers a large number of services, well beyond the
World Wide Web, electronic mail and file sharing applications. In particular voice
over IP, music and video streaming grow year after year as they tend to replace
traditional communication media, and other bandwidth-hungry usage such as cloud
computing, online gaming, Internet of Things, augmented and virtual reality also
require ever-increasing network capacity. While the global IP traffic is normally
expected to triple in a 5 year time (around 25 to 30% growth per year), this con-
siderable growth is probably underestimated as some sources have recently reported
that in 2020, the traffic growth jumped to 47% due to the change of Internet con-
sumption habits after the Covid-19 outbreak [2].

Optical networks at the core of the Internet communication system

The continuous development of the Internet has been supported by the deployment
over the past three decades of high capacity core networks based on optical fiber
communication systems. This global infrastructure relies on a backbone composed
of subsea cables and on terrestrial networks with reconfigurable nodes enabling the
transparent routing of optical channels over long distances. Several technological
breakthroughs led to modern-day high capacity optical links at the heart of the
global communication networks [3, 4]. Pioneered in the 1970s after the introduction
of laser sources and optical fibers, optical transmission systems started to replace
coaxial cables in transoceanic systems in the late 1980s. The invention of erbium
doped fiber amplifiers (EDFAs) indeed unlocked high capacity links using wavelength
division multiplexing (WDM) with the first commercial WDM systems transport-
ing eight 2.5 Gb/s channels in terrestrial networks and two 5 Gb/s channels over
transoceanic distances in 1995. Coherent detection implementation in optical trans-
port has been another revolution with the demonstration of 100 Gb/s channel rate
using quadrature phase shift keying (QPSK) in 2008. Since then, quadrature and
amplitude modulation (QAM) schemes, powerful forward error correction (FEC)
techniques and digital signal processing (DSP) have enabled continuous increase
of the capacity and reach of optical transport networks. Today, most of the mar-
ket shares correspond to 100 Gb/s and 200 Gb/s transponders for metro to subsea
applications, and most recent transoceanic cables can carry up to 20 Tb/s WDM
throughput.
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Capacity-approaching solutions and future directions

The performance of optical transport systems is expressed using different metrics
such as the per-channel rate, the spectral efficiency (SE) or the total system through-
put. For ultra long-haul transmissions the main paradigm in subsea system design
has been for years the maximization of the per-fiber WDM throughput, given the
high deployment costs of such systems. On the one hand, optimized fiber links with
powerful linear and nonlinear DSP have pushed the end-of-link signal to noise ratio
(SNR) towards the fundamental limits set by optical amplification noise and non-
linear fiber impairments. On the other hand, the ultimate SE limit is given by the
Shannon’s capacity, and advanced modulation formats and powerful soft decision
(SD) FEC decoding now enable capacity-approaching solutions. Thanks to these
state-of-the-art techniques, a succession of throughput records has been demon-
strated in lab experiments. A 34.9 Tb/s C-band WDM throughput (SE 8.3 b/s/Hz)
has been reported over transatlantic distance of 6375 km with geometrically shaped
64APSK format [5]. Leveraging C+L transmission with EDFA multiplexing, a SE
degradation can be tolerated as long as the bandwidth extension enables the total
WDM throughput scaling: nonlinear compensation and adaptive FEC have been
exploited to demonstrate 65 Tb/s net rate (SE 7.3 b/s/Hz) over 6600 km with prob-
abilistic constellation shaping (PCS) modulation [6], or 70.4 Tb/s (7.23 b/s/Hz)
over 7600 km with hybrid probabilistic and geometric constellation shaping [7]. For
these capacity-approaching systems, further scaling of the cable throughput via SNR
or SE improvements through DSP, signaling, modulation or coding techniques is in-
creasingly challenging. In this context, ultra-wideband (UWB) optical amplification
schemes and space-division multiplexing (SDM) appear as potential solutions to fur-
ther scale the system capacity by leveraging the available physical dimensions of the
optical fiber link.

Furthermore, continuous technological progress in the conversion rate of digital-
to-analog converters (DAC) and analog-to-digital converters (ADC) (from 56 GS/s
in first coherent products up to more than 120 GS/s in current generations [8]) have
enabled the transponder symbol rate scaling, allowing an increase both in the per-
transponder capacity at a given distance and in the transmission reach for a given
capacity. For short transmission distances, i.e. from datacenter interconnect (DCI)
up to metro transmissions, cost and integration are major design criteria and foster
the scaling of the per-transponder capacity, as high symbol rate transmitters are
attractive to populate the WDM bandwidth with a reduced transponder count. The
standardization of 400GbE client IP rate [9] together with the specification of optical
solutions with the 400ZR agreement [10] will undoubtedly increase the popularity
of 400 Gb/s systems [11], and increasing the transponder symbol rate beyond the
60 GBd standard of 400ZR will enable better transmission reach. The demand for
transponders operating beyond 100 GBd is real as the future standards for client
rates are likely to be 800 GbE and 1.6 TbE [9], challenging the current limits of DAC
technologies in terms of conversion rate and bandwidth. Furthermore, considering
UWB and SDM as potential enablers for future high capacity networks, high symbol
rate transmissions are appealing to limit the scaling of the required transponder
number with the system bandwidth extension or optical path multiplicity.
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Thesis outline

This thesis focuses on high speed transponders and UWB transmission systems for
next generation optical fiber communications.

In the first chapter, we present fundamental notions on digital communication
and coherent optical communication systems. We focus on the description and mod-
eling of the optical communication channel, which encompasses the electro-optical
transmitter, the propagation in the optical fiber and the opto-electrical receiver.
Based on this physical layer modeling, the useful DSP algorithms to compensate for
propagation effects are presented.

The second chapter focuses on the performance assessment of the communication
system. We introduce the different metrics to quantify the impairments that affect
the information symbols during signal propagation in the optical communication
channel. We detail the modulation and coding constraints on QAM and PCS-
QAM information rate, and discuss the performance of these modulation schemes
compared to Shannon’s capacity limit. We conclude this chapter by reviewing the
motivation of the work presented in the remaining chapters of this thesis.

In the third chapter we investigate implementation challenges and experimental
validation of high symbol rate transmitters for next-generation coherent commu-
nications. We characterize the performance of our high symbol-rate prototype for
100 GBd signal generation. We demonstrate the capabilities and discuss the oppor-
tunities of high symbol rate transmissions from regional distances to ultra long-haul
configurations, as well as in a field-trial over a live commercial traffic network. We
show how the flexibility provided by high symbol rate transmitters suits the differ-
ent transmission scenarios in the Internet core communication network, and discuss
their potential limitations.

The fourth chapter presents a study of equalization enhanced phase noise (EEPN),
which is a potentially dominant impairment at high symbol rates. Through numeri-
cal and experimental investigations, we show that the analytical predictions of EEPN
impact on high symbol rate transmissions can be pessimistic. In particular, we tem-
per some industry concerns regarding the penalties arising from the implementation
of high symbol rate transmitters based on standard laser sources.

In the fifth chapter, we focus on UWB transmission systems based on semicon-
ductor optical amplifiers (SOA). We review the characteristics of an UWB SOA
module with 100 nm bandwidth that promises considerable capacity increase com-
pared to systems based on C-band EDFAs with 35-40 nm bandwidth. For the past
decades, SOA nonlinear behavior has prevented its use as inline amplifier in optical
transport networks, so we experimentally characterize the SOA-induced nonlinear
impairments, and show that the considered UWB SOA can enable WDM transmis-
sion in high power regimes. We demonstrate a 100 Tb/s transmission over 300 km
in a scenario based on legacy terrestrial network constraints, as well as a record
throughput over a 257 km fiber span in an unrepeatered optical link configuration.

The final part of this thesis presents the conclusions of this work and discusses
perspectives for next-generation optical networks.
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Chapter 1
Coherent systems for optical
communications

We present in this chapter the specificities of fiber optics coherent transmission
systems in the more general context of digital communications. We first describe
the generation of electrical signals and the optical carrier modulation, then we review
the modeling of propagation effects in the optical fiber and the noise contribution
arising from optical amplification. Finally, we present the architecture of coherent
receivers and we review the key DSP blocks that enable to compensate for optical
channel distortions and estimate the transmitted symbols at the receiver.

Contents of this chapter

1.1 Introduction to optical fiber coherent communications . . . . . . 14

1.1.a) Digital communications . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.1.b) Optical fiber communication channel . . . . . . . . . . . . . . . . . . 15

1.1.c) WDM transmission systems . . . . . . . . . . . . . . . . . . . . . . . 15

1.2 Coherent transmitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.2.a) Bit-to-symbol mapping . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.2.b) Transmitter digital signal processing . . . . . . . . . . . . . . . . . . 17
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1.3.c) Dual polarization propagation model . . . . . . . . . . . . . . . . . . 26
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Chapter 1. Coherent systems for optical communications

1.1 Introduction to optical fiber coherent communi-
cations

In this section, we present a general overview of digital communication systems
and present the specificities of the optical communication channel, whose physical
modeling is detailed in the remaining of this chapter.

1.1.a) Digital communications

In digital communications, regardless of the nature of the original message (text,
audio, image, video,...), the information is represented by sequences of ”0”s and ”1”s
called binary digits (bits). The aim of the telecommunication system is to reliably
transmit these information streams from a digital source to a remote destination,
through a communication channel that comprises the transmitter, the propagation
in a physical medium (copper wires, optical fibers, free-space,...) and the receiver. A
general view of such a system is given in Fig. 1.1 and can be described as follows [12,
13].

Source Source
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Coded modulation (CM):
FEC and modulation

CM decoder
Destination

Source
decoder

Transmitted symbols
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Received symbols
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B
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Figure 1.1: General view of a digital communication system

To efficiently represent the message generated by a digital source with as few bits
as possible, source encoding (or data compression) is used to reduce any redundancy
in the data. The coded modulation (CM) encoder consists in the combination of
FEC encoding and modulation. To cope with the impact of distortions in the com-
munication channel, FEC encoding adds redundancy in a controlled manner so that
error correction can be performed at the receiver. To increase the information rate
in the communication channel, multiple bits are grouped into modulation symbols,
and the number of bits carried by each symbol depends on the symbol constellation
choice.

The symbols are launched in the communication channel which encompasses the
transmitter, that converts the digital symbols into a physical signal, the propagation
in the physical medium and the receiver, that converts the physical signal back into
the digital domain and compensates for the physical domain impairments.

At the output of the communication channel, the CM decoder performs de-
modulation and decoding, i.e. estimates the transmitted symbols and retrieves the
transmitted bits after FEC decoding. The data is then decompressed by source
decoding (inverse of source encoding) before reaching the remote destination.
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1.1. Introduction to optical fiber coherent communications

1.1.b) Optical fiber communication channel

After this general view of a digital communication system, Fig. 1.2 details the speci-
ficities of the optical fiber communication channel. The symbols to be sent in the
communication channel are first converted to electrical radio frequency (RF) signals
through digital-to-analog (D/A) conversion. Digital signal processing (DSP) tech-
niques can be applied to adapt the RF signals to the properties of the transceivers
and the physical medium, with pulse-shaping or pre-equalization techniques. The
electrical RF signals are used to modulate the light from a laser source, and the
modulated optical wave propagates into the optical channel (such as fiber and net-
work elements). At the receiver, the optical signal is converted back into electrical
RF signals, before analog-to-digital (A/D) conversion. DSP is applied on the digital
signals to compensate for transmission effects, and the recovered symbols are sent
to the CM decoder for estimation of the transmitted bit sequences.
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Electro-optical modulation

Optical fiber channel

Modulated optical field

R
eceiver

Received optical field

Opto-electrical conversion

Electrical RF signals

A/D conversion and DSP
Received
symbols

Communication channel

Figure 1.2: Optical fiber communication channel

The work presented in this thesis focuses on the properties of the optical fiber
communication channel and on the design of efficient optical transmissions systems.
This involves the modeling of the propagation in the fiber medium, the electrical and
optical aspects of the transmitters and receivers, as well as the design of encoding
and modulation schemes that are adapted to this communication channel. The
source encoding and decoding processes are out of the scope of this work.

1.1.c) WDM transmission systems

A general view of a point-to-point long-haul optical fiber transmission system is
given in Fig. 1.3. This WDM system consists in N parallel channels operating at
different wavelengths λi, that copropagate in the same optical fiber. At the trans-
mitter (TX) side, each information binary signal is converted into the optical domain
by modulation of a laser source at carrier wavelength λi. The optical signals com-
ing from the N transmitters are multiplexed to form the WDM signal that is sent
to the optical link. In the case of a homogeneous link, the fiber link is composed
of a succession of NS identical fiber spans followed by an optical amplifier. The
optical amplifier restores the signal power that is attenuated by the propagation in
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Chapter 1. Coherent systems for optical communications

the fiber before the next fiber span. At the receiver (RX) side, the WDM signal
is demultiplexed and each modulated signal at carrier wavelength λi is detected by
a dedicated receiver. Note that an optical link is usually composed of at least one
fiber pair and each fiber corresponds to one propagation direction.
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Figure 1.3: Long-haul WDM point-to-point transmission system

The advent of reconfigurable add/drop multiplexers (ROADMs) in the 2000s en-
abled the design of optical reconfigurable meshed networks, as sketched in Fig. 1.4.
At each node, ROADMs are able to add or drop different channels going to or coming
from different destinations, such that a given channel does not copropagate with the
same channels all along its path in the network. Nowadays most optical networks
are based on this meshed architecture, as the transparency of optical nodes allows
considerable flexibility in network management. Point-to-point links are used only
for specific purposes such as submarine communications.
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Figure 1.4: Optical reconfigurable meshed network
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1.2. Coherent transmitter

1.2 Coherent transmitter

The transmitter role is to convert the information from the source into a signal in
the optical domain that is suitable for transmission over the optical fiber channel.
This section describes how an optical fiber coherent transmitter maps bit streams
to m-bit complex symbol streams, that are used to modulate a laser source with a
dual polarization modulator.

1.2.a) Bit-to-symbol mapping

We consider for simplicity that the CM encoder can be represented by the concate-
nation of a binary encoder and a bit-to-symbol mapper (more details can be found
in section 2.2). The output of the encoder is seen as a bit stream with indepen-
dent and identically distributed ”0”s and ”1”s. The bit-to-symbol mapping convert
groups of bits into symbols that are represented in a complex plane, as depicted in
Fig. 1.5. In this thesis, only square QAM constellations are considered, i.e. 2mQAM
where m is an even number. These constellations can be obtained by the product of
multi-level amplitude modulation over two quadratures I and Q that contain 2m/2

amplitude levels.
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Figure 1.5: Regular 2mQAM constellations, for m = 2 (QPSK), m = 4 (16QAM) and m = 6
(64QAM). The associated two-dimensionnal Gray mapping results from the concatenation of the
Gray mappings of both quadratures.

Fig. 1.5 shows the constellations for QPSK, 16QAM and 64QAM (m is equal
to 2, 4 and 6, respectively), together with an associated bit-to-symbol mapping.
On each quadrature I and Q, the one-dimensionnal mapping of the m bits follows a
Gray mapping (two adjacent codes differ by only one bit). For each complex symbol,
the two-dimensionnal mapping is generated by the concatenation of the mapping of
the quadratures. The two-dimensionnal mapping is therefore also a Gray mapping,
which is a crucial property for the design of high performance CM schemes.

1.2.b) Transmitter digital signal processing

Digital filtering techniques are applied on the sequence of complex symbols generated
by the bit-to-symbol mapping to generate electrical waveforms that are suitable for
electro-optical modulation, propagation in the optical fiber and reception.
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Chapter 1. Coherent systems for optical communications

(i) Pulse-shaping

To control the frequency bandwidth of the generated signals, a pulse-shaped signal
waveform is created through the multiplication of each symbol xk by a pulse shape
hps(t) centered at the symbol sample time kTs

xps(t) =
∑
k

xkhps(t− kTs) (1.1)

The pulse shape must be choosen as an acceptable compromise between

(i) avoiding inter-symbol interference (ISI), i.e. the pulse hps(t− kTs) is zero for
all sampling instants t = lTs except for k = l;

(ii) limiting the signal bandwidthW to allow channel multiplexing in the frequency
domain, i.e. the frequency response Hps(f) given by the Fourier transform of
hps(t) must be zero for |f | > W/2.

Different pulse-shaping functions hps(t) and their frequency response Hps(f) are
given in Fig. 1.6 and some of their properties [13] are recalled in the following.
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Figure 1.6: (a) Pulse shaping function hps(t) and (b) normalized frequency response Hps(f) of
different pulse shaping functions

Rectangular pulse The simplest way to generate a waveform from the symbol
sequence is to hold the waveform at a constant unitary level during the symbol time
Ts. This is equivalent to performing a pulse-shaping with rectangular pulses of width
Ts. This pulse shaping however requires an infinite bandwidth, as the corresponding
frequency response is

Hps(f) = Ts · sinc(fTs) (1.2)

where the sinc function is defined as

sinc(x) =

{
sin(πx)

πx
, if x 6= 0

1, if x = 0
(1.3)
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1.2. Coherent transmitter

Sinc pulse For a given symbol rate Rs = 1/Ts, the pulse shape that minimizes
the signal bandwidth is the sinc pulse defined by

hps(t) = sinc(t/Ts) (1.4)

with a rectangular frequency spectrum Hps(f) = Ts for |f | < 1/(2Ts) and the
resulting bandwidth W = 1/Ts. The sinc pulse shows no ISI so perfect sampling at
time samples kTs allows recovery of each transmitted symbol without any distortion.
In practical case, as the time duration of sinc pulse is infinite and the amplitude of
the sinc pulse decays slowly with time, imperfect sampling can lead to significant
ISI over a large number of symbols.

Raised-cosine pulse A commonly used pulse shape in digital communications is
the raised-cosine (RC) filter, which is described in the frequency domain by

Hps(f) =


Ts, if |f | ≤ 1− ρ

2Ts
Ts
2

(
1 + cos

(
πTs
ρ

(
|f | − 1− ρ

2Ts

)))
, if

1− ρ
2Ts

< |f | ≤ 1 + ρ

2Ts
0, otherwise

(1.5)
and in the time domain by

hps(t) =


π

4
sinc

(
1

2ρ

)
, if t = ±Ts

2ρ

sinc

(
t

Ts

)
cos(πρt/Ts)

1− 4ρ2t2/T 2
s

, otherwise
(1.6)

where ρ > 0 is the roll-off factor. As per (1.6), hps(t − kTs) is zero at all sampling
times lTs, l 6= k, so the RC filter shows no ISI. The amplitude of the RC pulse decays
more quickly than the sinc pulse, reducing the ISI impact in the case of imperfect
sampling. The spectrum defined by (1.5) has a larger bandwidth W = (1 + ρ)/Ts
than the sinc pulse, and the excess bandwidth ρ/TS can be tuned by the roll-off
parameter ρ according to the system requirements.

Root-raised cosine pulse For a channel with additive stochastic noise, the re-
ceiver that maximizes the signal to noise ratio (SNR) is the matched filter, that
corresponds, for a given transmit pulse hps(t), to the time-reversed complex con-
jugate h∗ps(−t). Defining the root raised cosine (RRC) filter whose spectrum is√
Hps(f), where Hps(f) is given by (1.5), the RRC is its own matched filter due to

its symmetry properties. Therefore, placing a RRC filter at the transmitter and the
same filter at the receiver, the overall pulse shape has the properties of the RC filter
while ensuring optimal reception with matched filtering in the presence of additive
noise.

(ii) Digital equalization

The pulse shaped waveform x(t) can be further filtered by additional digital fil-
ters to compensate for transmission impairments in the communication channel, for
example to cope with bandwidth limitations of the physical components acting in
electrical generation, electro-optical modulation, or electrical conversion at the re-
ceiver. More details about the pre-equalization schemes are discussed in the chapter
3.
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Chapter 1. Coherent systems for optical communications

1.2.c) Electro-optical conversion

In the case of a coherent dual polarization transmitter, exploiting the two orthog-
onal polarizations H and V of the light, two waveforms xH(t) and xV (t) are gen-
erated from two streams of symbols xHk and xVk after pulse shaping and digital
pre-equalization. Fig. 1.7 shows the schematic of a dual-polarization (DP) in-phase
and quadrature (I/Q) coherent transmitter, using a single DAC per modulated di-
mension.
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Figure 1.7: Dual polarization in-phase and quadrature (DP I/Q) coherent transmitter

The real and imaginary parts of each waveform xHI(t), xHQ(t), xV I(t) and xV Q(t)
are sampled and quantified and after D/A conversion, the four electrical analog wave-
forms can be amplified with electrical amplifiers (drivers). The resulting signals are
used to drive the Mach-Zehnder modulators (MZM) performing electro-optical mod-
ulation. A MZM is an interferometer that contains, in one or both arms, electro-
optical cells (such as LiNbO3 crystals) that introduce phase shifts depending on the
applied voltage. The phase difference between the arms results in amplitude mod-
ulation when the two signals are recombined.

A continuous wave coming from a laser with angular frequency ω and phase θ(t)
is split to feed four MZMs (one for each quadrature I and Q of each polarization H
or V ). For each polarization, a π/2 phase shift is introduced on the output of one
MZM to ensure orthogonality of the I and Q signals, before recombination through
an optical coupler. Finally, the two orthogonal polarizations are combined with a
polarization beam coupler (PBC). At the output of the DP I/Q transmitter, the
dual-polarization modulated optical field can be expressed as

E(t) = E0

[
xH(t)
xV (t)

]
ej(ωt+θ(t)) (1.7)

In the case of a WDM transmission with NWDM DP I/Q transmitters, the i-th
carrier is defined by the parameters E0

i , ωi and θi of its laser source, and carries the
data waveforms xHi (t) and xVi (t) such that the total field is expressed by

E(t) =

NWDM∑
i=1

E0
i

[
xHi (t)
xVi (t)

]
ej(ωit+θi(t)) (1.8)
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1.3. Optical fiber propagation modeling

1.3 Optical fiber propagation modeling

The most widely used optical fiber for long-haul transmissions is the single-mode
fiber (SMF). As depicted by Fig. 1.8, it is composed of a central silica glass core
surrounded by a cladding glass layer. One or several plastic or polymer coating
layers are then used to protect the core and the cladding.
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Figure 1.8: Single-mode fiber (SMF) schematic view and refractive index profile

The difference of refractive index between the core and the cladding enables the
confinement of the light within the core thanks to total internal reflection effect. For
SMF the cladding diameter is usually 125 µm and the core radius is below 10 µm to
ensure single mode propagation in the telecommunications window around 1550 nm,
as standardized in ITU-T G.652 [14] and G.654 [15] for long-haul applications. This
thesis focuses only on the use of SMF, in contrast with multi-mode fibers (MMF),
where several modes of propagation exist in the fiber (such as ITU-T G651.1 stan-
dard [16] for short-reach applications). MMF can be obtained by varying the fiber
properties, for examples by tuning the core and cladding refractive indices, by in-
creasing the core radius, or by a continuously-varying index (graded-index) instead
of a index step between the core and the cladding.

This section provides the description of the optical field E(z, t) during its prop-
agation in the optical fiber. For simplicity, the different propagation effects are
described with a scalar optical field E(z, t), and the generalization to a dual po-
larization optical field is presented afterwards, together with the description of
polarization-dependent impairments.

1.3.a) Linear propagation effects

(i) Power attenuation

For a scalar optical field E(z, t), the power of the optical signal P (z) = 〈|E(z, t)|2〉t
decreases exponentially with the distance during the propagation in the optical
fiber, as described by P (z) = P0 exp(−αz), where P0 is the fiber input power, z the
distance in [km] and α the attenuation coefficient [km−1], which is usually described
in [dB/km]. The evolution of the optical field is then described by the equation

∂E

∂z
= −α

2
E. (1.9)

The loss profile of a standard SMF (SSMF) is shown in Fig. 1.9. The attenua-
tion in optical fibers is due to scattering loss and absorption. For low wavelength,
Rayleigh scattering is due to density fluctuations in the silica that appear during
fiber fabrication process, causing the refractive index to fluctuate in the material and
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Figure 1.9: Attenuation profile of a SSMF (analytical fit to experimental data taken from [17])

the light to scatter in all directions. For high wavelength, loss is determined by the
interaction of the light with the silica, which is called intrinsic infrared absorption.
Finally, absorption peaks are also induced by the presence of impurities in the fiber,
such as OH− ions that cause a peak between 1350 and 1400 nm. Note that specific
manufacturing process can ensure a very low quantity of OH− ion in the fiber and
nearly eliminate the OH− peak for specific usages [18].

The loss profile of the SMF defined the ITU-T standard for wavelength bands for
optical fiber transmissions, i.e. the O, E, S, C, L and U-band, as shown in Fig. 1.9.
The C-band centered around λ0 = 1550 nm shows the minimum attenuation value
(around 0.2 dB/km for SSMF, which can be as low as 0.15 dB/km for low-loss fibers)
and is the preferred window for long-haul communications. Until the mid 1990s and
the advent of optical amplifiers, 20 to 100 km spaced regenerators (each time with
opto-electrical RX and electro-optical TX) were needed in most optical links [3], as
the transmission reach was limited by the RX sensitivity after a single fiber span.
Such regenerators were generally not flexible and WDM configurations were not
possible as they would have required as many regenerators as transmitted channels.
With the first demonstrations of WDM systems in 1995 using optical amplifiers
with bandwidth much larger than the single channel bandwidth, it was possible to
better benefit from the low-loss window of the optical fiber [4]. Section 1.4 provides
a presentation of optical amplifiers for modern WDM systems and the modeling of
amplified spontaneous emission (ASE) noise occuring during optical amplification.

Chromatic Dispersion

Chromatic dispersion (CD) is due to the wavelength dependence of the fibre re-
fractive index n(ω). The speed of the spectral component at angular frequency
ω is given by the phase velocity vp = c/n(ω). A first consequence of CD is that
channels at different wavelengths travel at different speeds, but more importantly,
within a single channel, the different frequency components of a pulse have differ-
ent speeds, which leads to pulse temporal broadening and ISI if uncompensated [18].

The CD effect is detailed considering the propagation constant β(ω) = ω/vp and
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its Taylor series around the reference angular frequency ω0 = 2πc/λ0

β(ω) = β0 + β1(ω − ω0) +
β2
2

(ω − ω0)
2 +

β3
6

(ω − ω0)
3 + . . . (1.10)

where βi is the i-th derivate of β(ω) with respect to ω. The propagation of the elec-
trical field E(z, t), when only attenuation and CD are considered, is then governed
by the equation

∂E

∂z
= −α

2
E − β1

∂E

∂t
− j β2

2

∂2E

∂t2
+
β3
6

∂3E

∂t3
(1.11)

or equivalently, in the retarded timeframe τ = t− β1z,

∂E

∂z
= −α

2
E − j β2

2

∂2E

∂τ 2
+
β3
6

∂3E

∂τ 3
. (1.12)

β0 [km−1], which is a constant phase shift, and the group velocity β1 [ps/km],
which represents the speed of the envelope of the optical pulse, do not lead to any sig-
nal degradation during the propagation. The group velocity dispersion β2 [ps2/nm]
corresponds to the acceleration of the spectral components and is responsible of the
pulse broadening in the time domain. It is linked to the dispersion coefficient D(λ)
expressed in [ps/(nm.km)] by

D(λ) = −2πc

λ2
β2. (1.13)

The third order dispersion parameter β3 is related to S0 the linear change of the
dispersion coefficient D(λ) around λ0:

S0 =
∂D

∂λ

∣∣∣∣
λ0

=
4πc

λ30

(
β2 +

πc

λ0
β3

)
. (1.14)
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Figure 1.10: CD profile of a SSMF (analytical expression D(λ) = SZD

4 λ(1 +
λ4
ZD

λ4 ), with SZD =
0.092 ps/nm2/km and λZD=1324 nm [14]) and linear approximation with D0 = 17 ps/nm/km and
S0 = 0.092 ps/nm2/km

The parameters S0 and D0 = D(λ0) are commonly used in optical communi-
cations engineering to quantify the chromatic dispersion effects. For a SMF, usual
values D0 = 17 ps/nm/km and S0 = 0.092 ps/nm2/km allow to satisfyingly approx-
imate the CD profile over a wide wavelength range, as shown in the Fig. 1.10.
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Before the advent of coherent detection and digital filtering, dispersion compen-
sation fibers (DCF) with negative dispersion coefficient D were used in dispersion
managed (DM) systems to compensate for accumulated CD in long-haul links. Dis-
persion compensation was performed with dispersion compensating units and/or
alternation of positive and negative dispersion fiber spans to get a total CD close
to 0 ps/nm/km at the end of the transmission. In modern coherent systems, the
accumulated CD can be compensated at the receiver with digital filters, as pre-
sented in 1.5.b). Besides reducing nonlinear distortions compared to DM systems,
electronic CD compensation allows considerable flexibility in network management,
as it greatly decouples the optical path planning from the transponder design. In
this work, only dispersion unmanaged (DU) systems are considered, where the CD
is fully compensated at the receiver by digital filters.

1.3.b) Nonlinear propagation

The response of the silica fiber to light becomes nonlinear (NL) for intense electro-
magnetic field. The propagation of the scalar electric field E = E(z, t) is described
by the nonlinear Schrödinger equation (NLSE) [18]

∂E

∂z
= −α

2
E − j β2

2

∂2E

∂τ 2
+
β3
6

∂3E

∂τ 3
+ jγ

(
|E|2E − TR

∂|E|2

∂τ
E

)
, (1.15)

where α is the attenuation coefficient, β2 is the group velocity dispersion (GVD), β3
is the GVD slope, γ is the nonlinearity coefficient, TR is the Raman time constant
and τ = t− β1z is the retarded timeframe moving at the group velocity vg = 1/β1.

(i) Kerr effect

The Kerr effect corresponds to proportional variations of the refractive index n with
respect to the optical field intensity. The impact of Kerr effect is described by the
term jγ|E|2E in the NLSE (1.15), where γ = n2ω/Aeff is the NL coefficient, n2 is
the fiber NL Kerr refractive index and Aeff is the fiber effective area. For SMF, the
value of Aeff typically ranges between 60 to 150 µm2, as large effective area fibers
have been specially designed to show reduced NL effects [18].

The Kerr NL impairments belong to a phenomenom class called four-wave mixing
(FWM). FWM can be understood by expressing the signal as the sum of different
discrete spectral components. It consists in the interaction between spectral compo-
nents at different frequencies f1, f2, f3 that results in the generation of a component
at frequency f0 when f0 = f1 + f2 − f3. The strength of the component depends
on system parameters, mainly the transmitted signal characteristics, the link power
profile and the dispersion map.

As pictured by Fig. 1.11 representing the spectrum of a channel of interest (COI)
surrounded by copropagating channels, FWM can be divided in three categories de-
pending on the position of the interacting frequencies: (i) self-channel interference
(SCI), when all interacting frequencies lie in the spectrum of the COI, (ii) cross-
channel interference (XCI), when interacting frequencies belong to the COI and a
single other channel and (iii) multi-channel interference (MCI), when the COI dis-
tortions arise from 2 or 3 other channels than the COI.

To quantify the NL noise power arising from Kerr effect and its impact on WDM
transmission systems, a first attempt to analytically approximate the NL distortion
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Figure 1.11: Schematic representation of four wave mixing (FWM) types in WDM systems de-
pending on the position of interacting frequencies. Each filled rectangle represents a WDM channel.

spectral properties [19] used as assumption that all spectral components could be
considered as Gaussian and uncorrelated. As this assumption was not correct for the
DM systems used in the 1990s, with the advent of coherent detection DU systems
with large accumulated CD have become practical and in this case the signal tends
to behave like a stationnary random process. Further work led to the Gaussian
noise model (GNM) [20, 21, 22, 23], where the key assumption is that the signal,
the ASE noise and the NL interferences can be considered as Gaussian signals along
the propagation. The GNM provides a closed-form expression of the NL interference
power as a function of the link parameters, and has been found to be a quite accurate
tool to predict system performance in long-haul DU systems [24].

Another approach based on a time-domain analysis was introduced in [25], with-
out assumption on the signal statistics. This model predicted a strong dependence
of the NL variance on the modulation format, showing overestimations by the GNM,
especially in the first transmission spans where the Gaussian assumptions do not
generally hold [26]. The GNM was then updated in the enhanced-GNM (EGNM) to
take into account the modulation format dependency, where correction terms were
computed for SCI, XCI and MCI impairments [27].

Later on, the FWM interactions between the signal and the co-propagating ac-
cumulated noise coming from optical amplifiers have been included in the previous
models [28, 29, 30]. NL signal noise interaction (NSNI) must indeed be taken into
account to refine the prediction of uncompensated system performance in nonlinear
regimes, but also to correctly estimate the expected performance of systems with
NL compensation techniques presented in 1.5.b).

(ii) Stimulated Raman Scattering

A second class of NL effects includes inelastic scattering, that implies energy ex-
changes between the optical field and the silica medium. Among these effects, stim-
ulated Raman scattering (SRS) consists in the scattering of a photon of energy ~ωp
by a molecule of silica, that moves to a higher-energy vibrational state, whereas a
photon with lower energy ~ωs (ωs < ωp) is generated. This generated photon en-
hances the optical power of the optical field aroung ωs, i.e. energy is transfered to
lower frequency (higher wavelength) components. Due to the non crystalline nature
of the silica, the energy level ~ωs is not unique. The Raman gain spectrum of the
SMF shown in Fig. 1.12 shows a maximum transfer for a 13 THz shift, and is often
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considered as linear for frequencies below this value [18, 31].
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Figure 1.12: Example of normalized Raman gain profile for SMF

The SRS impact is in general time-dependent, since it is generated by the coprop-
agating modulated channels. However, it has been experimentally demonstrated
that for a WDM transmission using QAM modulations, the time-dependent effect
of SRS crosstalk is negligible [32, 33]. The main effect of inter-channel SRS (ISRS) is
the creation of a tilt of the WDM spectrum, induced by the average power transfer of
high frequency (low wavelength) channels towards low frequency (high wavelength)
channels. Therefore, ISRS may become detrimental due to the impact of power
transfer [34]: amplified channels may experience NL distortions due to Kerr effect,
and depleted channels will suffer from low power levels during amplification process.
Recently, an extension of the GNM taking into account the ISRS in the propaga-
tion, called ISRS-GNM[35], has been derived to correctly predict the performance
of wideband WDM systems operating in NL regimes.

As signal quality and channel capacity can be affected by ISRS, particularly
in the case of wideband WDM systems, the ISRS effects are generally countered
by power optimization schemes through pre-equalization methods [36]. This is dis-
cussed with more details in the chapter 5 dedicated to ultra-wideband WDM sys-
tems.

1.3.c) Dual polarization propagation model

When considering the dual polarization case, the two orthogonal polarizations of
the optical field are described by E(z, t) = [EH(z, t), EV (z, t)]T .

Polarization mode dispersion Because of the fiber birefringence (dependence of
the refractive index on the signal polarization), the polarizations travel with different
group velocities. As the birefringence is due to asymmetries in the fiber stress and
geometry arising from the fabrication process, the birefringence changes randomly
along the fiber, and results in random coupling between the polarizations [18, 37].
This effect is referred to as polarization mode dispersion (PMD). The total PMD
effect of a fiber link is commonly modeled by the transfer function

Eout(z, t) = HEin(z, t) (1.16)
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where H represents the concatenation of Nb independent randomly coupled birefrin-
gent sections

H =

Nb∏
i=1

Ri

[
e−j(ωτi+φi)/2 0

0 ej(ωτi+φi)/2

]
R−1i (1.17)

where φi and τi are respectively the phase shift and the differential group delay
(DGD) between the fast and slow axes, and Ri is the polarization rotation matrix
relative to the orientation of the i-th section. In modern optical fibers, PMD
coefficients are as low as 0.05 ps/

√
km [38] and due to the random orientations of

the birefringent sections, the mean accumulated DGD ∆τ scales with the square
root of the propagation distance L, i.e. ∆τ = PMD

√
L. The resulting DGD ∆τ

is not detrimental for most coherent transmission systems, as it can be captured by
adaptive equalizers whose task is also to track the time-varying polarization coupling
at the receiver.

Polarization dependent loss During the propagation, polarization dependent
loss (PDL), or polarization dependent gain (PDG) can be induced by discrete non-
ideal optical elements such as amplifiers, ROADMs, couplers, isolators, etc. While
PDL is a critical aspect in the design of optical devices, the impact of PDL accu-
mulation in long-haul transmission is out of the scope of this thesis and is not taken
into account in the propagation modeling.

Propagation equation It is required to rewrite the NLSE (1.15) when dual po-
larization signals and polarization effects are considered. The Manakov equation is
commonly used to describe the coupled evolutions of E = [EH , EV ]T in the case of
random birefregence:

∂E

∂z
= −α

2
E− j β2

2

∂2E

∂τ 2
+
β3
6

∂3E

∂τ 3
+ jγ

(
8

9
E†EE− TR

∂E†E

∂τ
E

)
(1.18)

Note that the coefficient 8/9 weighting the Kerr effect contribution comes from the
averaging of PMD due to random birefringence as it is the case for propagation in
SMF.

1.3.d) Numerical simulations of optical fiber transmission

The equations describing the single-polarization (1.15) or dual-polarization (1.18)
propagation of the optical field do not generally yield analytical solutions. Therefore
their approximate solutions are usually computed through numerical methods such
as the split-step Fourier method (SSFM) that leverages the efficiency of fast Fourier
transform (FFT) implementations in modern computers.

The SSFM consists in propagating the optical field into the fiber by small distance
steps of length h. The key assumption is that in each section of length h, the linear
effects (attenuation and CD) and the NL distortions (Kerr effects and inelastic
scattering) can be considered to act independently. To compute the evolution of the
optical field from the position z to z + h, a first operation consists in applying the
linear effects in the frequency domain with efficient FFT, and the second operation
corresponds to the NL distortions computation. More accurate approximation of the
solution can be obtained by various computing procedures on each step, as discussed
in [18].
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1.4 Optical amplification

As pointed out in 1.3.a), single-span links would be limited to short distances without
repeaters, and regenerators (with optical-electrical-optical conversion) are not suited
for large-scale communication systems. As an example, for the first transatlantic
optical cable TAT-8 delivered in 1988 [39], each undersea regenerator comprised of
an opto-electrical receiver, an electrical amplifier and two electro-optical transmit-
ters, one active and one spare. The transmission was limited to a single channel per
fiber at 1330 nm, using 65 km spaced regenerators, without upgrade possibility for
the submerged transponders.

The introduction of optical amplifiers in the early 1990s was a game changer in
optical fiber communications, with the possibility of restoring the optical power after
each fiber span independently of the transmitted signal properties. The length of the
fiber spans is then determined by the fiber and amplifier characteristics, and usually
vary between 50 and 100 km for most long-haul terrestrial and subsea links. In 1995,
the first transatlantic and transpacifc cables TAT-12/13 and TPC5 with optical
amplifier technology were delivered [39]. The available flexibility enabled capacity
upgrades as soon as 1997 on the TAT-12/13 transatlantic cable by populating the
low loss window with two additional transmitters. Together with improvement of
transmitter performance, WDM enabled TAT-12/13 to reach nearly 20 times the
capacity of TAT-8.

1.4.a) Types of optical amplifiers

(i) Erbium doped fibre amplifier (EDFA)

Rare-earth doped fiber amplifiers, and particularly erbium doped fiber amplifiers
(EDFAs), are the most common amplifiers in optical fiber communications. They
were proposed in the late 1980s [40, 41] and paved the way for optical fiber networks
as they enabled the first long-haul transmissions without electrical regeneration.
The amplification medium is a silica fiber which has been doped with erbium ions.
Laser pumps are sent in the doped fiber, together with the low-power signal to be
amplified. The pumps excite the erbium ions to energy levels from which transition
back to the ground level is responsible for 2 phenomena: (i) stimulated emission of
photons of the same frequency as the incoming signal photon, enabling amplification
of the signal, or (ii) spontaneous emission, generating noise in the same frequency
band.

Using typical pump wavelength of 980 nm and 1480 nm, doped fiber lengths
of few tens of meters, EDFA can typically provide gains up to 20 dB and 20 dBm
output power, with noise figures around 4-5 dB. Amplification bandwidth can extend
up to 40 nm, either in C or L band, and depends on the pump configuration and
doped fiber length.

As the lifetime of excited erbium ions is in the order of milliseconds [42], which
is order of magnitude higher than the typical symbol variations of the modulated
signals (less than 0.1 ns for symbol rates higher than 10 GBd), EDFAs are insensitive
to enveloppe variations of optical signals and their behavior is not impacted by the
incoming signal, making them particularly suited for in-line amplification functions.
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(ii) Raman amplifier

Raman amplifiers are based on the SRS effect described in 1.3.b) and use the silica
fiber itself as the amplification medium. A powerful continuous wave, generated by
a dedicated pump laser, is sent into the fiber together with the signal, either in the
same direction (for a forward amplifier) or in the opposite direction (for a backward
amplifier). A fraction of the silica molecules is therefore excited by the pump signal
and if the difference between the signal and the pump frequency is within the Ra-
man gain spectrum described in Fig. 1.12, the signal is amplified through Raman
scattering. The fiber can be the transmission fiber itself (for a distributed amplifier),
or a dedicated fiber with high NL behavior to shorten the amplification length (for a
discrete amplifier). Furthermore, the pump itself can also be amplified with another
Raman pump: such schemes are referred to as higher order Raman amplifiers.

The 3-dB Raman gain bandwidth (as the full width at half maximum (FWHM)
of the peak in Fig. 1.12) is approximately 6 THz, and the amplifier bandwidth can be
extended and also flattened when using multiple pumps. A huge variety of Raman
amplifiers can therefore be tailored to different uses. Whereas all-Raman amplifi-
cation usually combines forward and backward pumps, Raman amplification is also
used in hybrid configurations using forward and/or backward pumps together with
lumped amplifiers (such as EDFAs) to increase the power at the end of the span
and reduce the noise generated by the lumped amplifier, as described in 1.4.b).

Although Raman amplifiers were proposed in 1972 [31] and widely researched in
the 1980s, their industrial applications in transmission networks were outpaced by
EDFAs until the 2000s, when the availability of compact high-power semiconduc-
tor and fiber lasers enabled easier integration of Raman amplifiers in WDM systems.

(iii) Semiconductor optical amplifier (SOA)

Semiconductor optical amplifiers (SOA) were proposed soon after the invention of
the semiconductor laser diode in the 1960s, as the principles of these devices are
close. In both cases, a Fabry-Perot cavity of semiconductor medium is electrically
pumped by a driving current to obtain optical gain when incoming photons interact
with the carriers in the active region through stimulated emission.

Before the advent of EDFAs, SOAs have been intensively researched for their
potential applications in lightwave systems, as a compact and integrated solution
for optical amplification. Their use has been ruled out due to their polarization
sensitivity and their fast gain dynamics: as the carrier lifetime is in the order of
magnitude of 100 ps, which is comparable with the period of the transmitted signals
for >10 GBd symbol rates, SOA gain varies with the enveloppe of the optical signal,
which can lead to NL distortions. However, specific designs of SOA repeaters have
recently shown to be compatible with WDM transmission requirements. More de-
velopped discussion can be found in the chapter 5, which is dedicated to the study
of SOAs for ultra-wideband WDM amplification.
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1.4.b) Noise in optical amplification

(i) Noise figure

The noise figure (NF) concept originally comes from the RF and microwave electrical
amplifier domains, where it quantifies the degradation of the SNR between the
amplifier input (SNRin) and output (SNRout) [43]

F =
SNRin

SNRout
. (1.19)

Note that the noise figure is commonly referred to its value in [dB] NF = 10 log10 F .

The generalization of this definition to the optical domain is not straightfor-
ward, as the SNR is not directly measurable for optical signals. It has been shown
that different approaches can lead to inconsistencies depending on the operating
regimes [42, 44]. A common (but not exact) method is to evaluate the optical
noise through its impact on the electrical SNR after an ideal photodetector whose
performance is limited by shot noise only, leading to [42, 45]:

F =
PASE,Bref
~ω0BrefG

+
1

G
(1.20)

where PASE,Bref is the ASE power integrated over a reference bandwidth Bref , ~ the
reduced Planck constant, ω0 the reference angular frequency and G the amplifier
gain. The first term corresponds to the signal-spontaneous noise beating, whereas
the second term corresponds to the amplification of fluctuations at the amplifier
input.

This definition is compatible with the one of the RF and microwave domain [45],
and the Friis formula[43] can be used to express the NF of the association of two
amplifiers. For an amplifier with NF F1 and gain G1 followed by a second amplifier
with NF F2 and gain G2, the NF of the association is given by

F = F1 +
F2 − 1

G1

. (1.21)

(ii) EDFA

The noise arising from ASE in optical amplification with EDFA is usually modeled
as a white noise and its power spectral density (PSD) per polarization NASE is thus
considered as flat. For a DP optical field, the power integrated over the reference
bandwidth Bref is

PASE,Bref = 2NASEBref (1.22)

and the per-polarization PSD ot the ASE noise NASE can be described by [3]

NASE = (G− 1)nsp~ω0, (1.23)

where nsp is the spontaneous-emission factor of the amplifier. When considering
that the term from signal-spontaneous beat noise is predominant in (1.20), and
neglecting the shot noise contribution,

F ≈ 2nsp
G− 1

G
(1.24)
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so the power of the ASE contribution in the reference bandwidth around the refer-
ence wavelength can be easily expressed with the amplifier NF and gain:

PASE,Bref = ~ω0FGBref . (1.25)

(iii) Distributed Raman amplifier

For a Raman amplifier, the PSD NASE cannot be easily approximated as it results
from an integration depending on the Raman gain spectrum, the fiber characteris-
tics and the evolution of the pump power with the distance (for example, a resulting
expression of the NF Fn can be found in [46, eq. (2.2.20)]).

Raman amplifiers are often characterized by their effective noise figure Feff ,
which is defined as the NF that a fictitious discrete amplifier would need when
following a passive unpumped span, to give the same NF Fn as the distributed
Raman amplifier [45]. From (1.20), the NF of the unpumped span, whose gain
G1 = (αL)−1 corresponds to the span loss, and for which the ASE noise is negligible,
is simply equal to F1 = 1/G1 = αL. From (1.21), the NF corresponding to this
unpumped span followed by the fictitious lumped amplifier with NF F2 = Feff is

Fn = F1 +
F2 − 1

G1

= αLFeff (1.26)

and the effective NF is then Feff = Fn/(αL). For a fixed value of the span loss αL,
the effective NF Feff can therefore be less than 1 (negative value in [dB]).

1.4.c) Performance characterization of optical amplifiers

(i) Definition

The optical signal-to-noise-ratio (OSNR) is defined as the ratio between the signal
power P and the noise power in the reference bandwidth PASE,Bref

OSNR =
P

PASE,Bref
. (1.27)

Conventionaly Bref is equal to 12.5 GHz and is equivalently referred to as 0.1 nm
for wavelength around 1550 nm.

(ii) Single EDFA OSNR contribution

For an EDFA located after a single span, the signal power at amplifier output is

P = GPin exp(−αL), (1.28)

where Pin is the fiber span input power, α the attenuation coefficient, L the fiber
length and G the amplifier gain. One can therefore define the amplifier OSNR
contribution OSNRamp such that

1

OSNRout
=

1

OSNRin
+

1

OSNRamp
(1.29)

and OSNRamp is computed from the definition (1.27) with the output power given
in (1.28) and the EDFA noise power contribution given by (1.25)

OSNRamp =
Pin exp(−αL)

F~ω0Bref

(1.30)
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A usual equation is derived by expressing (1.30) in [dB], for wavelength around
1550 nm and the reference bandwidth Bref=12.5 GHz,

OSNRamp[dB] = 58[dBm] + Pin[dBm]− αdB.L−NFdB (1.31)

(iii) OSNR after multi-span link transmission

For a multi-span transmission, assuming Nspan identical spans, with identical am-
plifiers after each span and considering that each amplifier independently adds a
contribution whose PSD is given by NASE, the total ASE contribution is given by
Nspan ·NASE and the value of the OSNR at the output of the last amplifier is

OSNRlink[dB] = 58[dBm] + Pin[dBm]− αdB.L−NFdB − 10 log10Nspan (1.32)

(iv) Benefits of distributed Raman amplification

To illustrate the advantage of hybrid amplification scheme, with a distributed Raman
amplification as a preamplifier before a lumped EDFA, let’s consider the case de-
scribed in [42, p. 444-446], where a 50 dB loss fiber span is followed by an EDFA with
NFEDFA=5 dB. The Raman effective NF has a minimum value NFeff = −3.3 dB
for a Raman on/off gain Gon/off,dB = 33 dB.

As a result, the association of this equivalent Raman amplifier with the lumped
EDFA has an equivalent NF given by the Friis formula(1.21)

F = Feff +
FEDFA − 1

Gon/off

(1.33)

Since Gon/off,dB = 33 dB, the resulting NF is largely dominated by the Raman
contribution Feff , and the hybrid amplifier has a NF close to -3.3 dB. Using (1.31),
the advantage of using distributed Raman amplification before the lumped EDFA is
clear, as the link OSNR in the hybrid case is 8.3 dB higher than in the single EDFA
case.
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1.5 Coherent receiver and digital signal processing

After propagation in the optical fiber, each WDM channel is demultiplexed and sent
to a dedicated coherent receiver, whose task is to convert the optical field into the
electrical domain. DSP is performed on the electrical sampled waveforms to recover
the transmitted symbol sequences.

1.5.a) Polarization and phase diversity receiver

The coherent detection consists in converting the optical modulated signal with
carrier angular frequency ωTX back into four baseband electrical signals, one for each
quadrature and for each polarization, thanks to the use of a local oscillator (LO), a
laser with angular frequency ωLO close to the optical carrier frequency (ωTX ≈ ωLO).
The four electrical signals are then sampled by ADCs. For lab experiments, high-
speed oscilloscopes are usually used and data is then stored for offline DSP, whereas
A/D conversion and DSP is performed with Application Specific Integrated Circuits
(ASIC) in commercial systems.
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Figure 1.13: Schematic of coherent receiver followed by electrical conversion, sampling and offline
DSP

At the input of the coherent receiver, the optical signal ES is divided into two
arbitrary but orthogonal polarization components EV

S and EH
S by a polarization

beam splitter (PBS). Note that these components do not correspond to the original
polarization components: they have been randomly coupled during propagation
due to the fiber birefringence. Each component is mixed in a 90◦-hybrid with a
continuous wave ELO coming from the LO. In an ideal 90◦-hybrid, the key component
is a 3 dB coupler able to add 180◦ phase shift on the signal component between the
two output ports [47]. The signal is also mixed with a 90◦ phase shifted version of the
LO field. As a result, the optical fields at the outputs of the two hybrid mixers are
all possible combinations of the signal component EH

S or EV
S , its opposite generated

by the 180◦ phase shift, the LO field and its quadrature. The eight resulting optical
fields are given by [48]
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(1.34)
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The conversion back to the electrical domain is performed with 4 balanced photo-
diodes. The photocurrents of each photodiode with input optical signal Ei is REiE∗i
where R is the photodiode responsivity. Balanced detection suppresses the compo-
nents corresponding to direct detection, and the resulting currents are expressed
by [48] 

IHI

IHQ

IV I

IV Q

 = 2R.


Re(EH

S E
∗
LO)

Im(EH
S E

∗
LO)

Re(EV
S E

∗
LO)

Im(EV
S E

∗
LO)

 . (1.35)

As the frequency of the LO field ELO is chosen to match the optical carrier frequency
of ES, the coherent detection enables to retrieve the real and imaginary parts of EH

S

and EV
S thanks to the four photocurrents after balanced photodetection.

1.5.b) Digital signal processing for coherent transmissions

The single-channel DSP chain that is commonly used for the mitigation of propa-
gation linear impairments is presented in Fig. 1.14. After A/D conversion of the
outputs of the photodetectors (time sampling and quantization), the offline DSP
allows to recover the symbol sequences sent over the two original polarizations of
the light from the four sampled photocurrents thanks to the phase and polariza-
tion diversity described by (1.35). Such a DSP chain is able to compensate for the
accumulated CD, to estimate the time-varying optical channel and mitigate PMD
with an adaptive equalizer, compensate for the frequency and phase offsets between
the TX and the LO lasers (carrier estimation), and equalize transmitter/receiver IQ
imbalances and timing deskews with a last adaptive post-equalizer. At the end of
the DSP chain, as described in Chapter 2, transmission performance is estimated
from the recovered symbols yH and yV .
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Figure 1.14: Single-channel coherent DSP chain for linear impairment mitigation

(i) Signal conditioning

After A/D conversion, the data signals are numerical waveforms, quantized with
a number of levels 2mADC and sampled at a rate FADC , where mADC and FADC
are the number of bits (resolution) and the sampling frequency of the oscilloscope.
The maximum symbol rate that can be transmitted is thus theoretically limited by
FADC/2 to respect the Shannon-Nyquist theorem, but in practice the symbol rate
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is limited by the acquisition bandwidth of the oscilloscope, that is less than the
Nyquist frequency for a given sampling rate FADC .

Let’s denote Rs the symbol rate of the transmitted signal. The four available
waveforms are acquired with FADC/Rs samples per symbol (sps). In lab experi-
ments, this value varies since the symbol rate of the signals is generally variable, but
the sampling frequency of the oscilloscope is generally fixed. A first step is then to
resample the signals at a constant value of 2 sps, the minimal value that suits the
Shannon-Nyquist criterion. In practical conditions, the transmitter and the receiver
do not share a common reference clock, and the exact value of FADC/Rs can slightly
vary with time. However, in laboratory experiments, as the waveforms are gener-
ally short (few milliseconds), a clock tracking is not always required and the timing
mismatch can, for example, be corrected by a linear compression (or dilatation) of
the time axis of the receiver.

After resampling at 2 sps, the out-of-band noise can be suppressed by using a
brickwall filter, i.e. an ideal bandpass filter with transfer function equal to 1 for
|f | < fc, and 0 otherwise, with fc a frequency chosen to be slightly greater than the
one-sided bandwidth Rs/2.

Finally, to suppress receiver imperfections and to simplify the DSP, any residual
DC components or power imbalance on the four signals are usually corrected by
mean value zeroing and power normalization.

(ii) Chromatic dispersion compensation

In the case of a DU link, as detailed in 1.3.a), the accumulated CD during the
propagation is fully compensated by a digital filter. By taking the Fourier transform
of (1.12), the CD effect at the distance z = L can be represented by the transfer
function

HCD(ω) = ejω
2(β22 +

β3
6
ω)L (1.36)

where β2 and β3 are linked to the dispersion coefficient D and slope S by (1.13) and
(1.14).

In the frequency domain, the CD compensation (CDC) can be done with a filter

whose transfer function is given by HCDC(ω) =
(
HCD(ω)

)−1
. This compensating

block can also be implemented using time-domain filters designed thanks to the
impulse response computed from the transfer function HCD(ω) [49]. As such a filter
shows an infinite impulse response, it should be truncated with a length depending
on the total accumulated dispersion. Considering modern transoceanic transmission
link, with typical CD coefficient around 20.6 ps/nm/km, the dispersion induces time
spread over several thousands of symbol periods. CDC with time-domain filters are
not practically achievable, and frequency domain techniques such as overlap-and-
save methods [50] are more efficient.

(iii) Adaptive equalization and polarization demultiplexing

The fiber birefringence described in 1.3.c) induces polarization dependent effects
during the propagation, therefore a time-varying adaptive technique is needed to
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reverse the effects of polarization mixing and PMD, in order to separate the com-
plex symbol sequences corresponding to each polarization. This is performed by
an adaptive multiple-input multiple-output (MIMO) equalizer [49] as described in
Fig. 1.15. In addition to polarization dependent impairments occuring during the
propagation in the fiber, a multi-tap equalizer can mitigate other imperfections of
the communication channel, balance the impact of temporal offset in sampling in-
stant by distributing the response over adjacent taps, and estimate the matched
filter corresponding to the pulse-shaping at the transmitter, coupled to a potential
channel frequency-dependent response, as well as compensate for residual CD [51].
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Figure 1.15: Adaptive equalizer with butterfly structure for time-varying channel estimation

To recover the original polarizations from the mixed components received by the
polarization-diversity receiver, the outputs yHk and yVk of the butterfly structure are
computed by yHk

yVk

 =

 (hHHk )T (hV Hk )T

(hHVk )T (hV Vk )T

zHk

zVk

 (1.37)

where zHk = [zHk−NT , . . . , z
H
k+NT

]T and zHk = [zVk−NT , . . . , z
V
k+NT

]T contains 2NT + 1
values of the inputs centered on the k-th symbol, and hHHk ,hV Hk ,hHVk ,hV Vk are
vectors containing the 2NT + 1 equalizer taps. The task is thus to find the time-
varying equalizer filter taps as a function of the time k. Considering input signals
with 2 sps, the 2NT +1 equalizer taps are updated with gradient descent method [49]

hHH2k+2 := hHH2k + µ.εH2k.y
H
2k.(z

H
2k)
∗

hV H2k+2 := hV H2k + µ.εH2k.y
H
2k.(z

V
2k)
∗

hHV2k+2 := hHV2k + µ.εV2k.y
V
2k.(z

H
2k)
∗

hV V2k+2 := hV V2k + µ.εV2k.y
V
2k.(z

V
2k)
∗

(1.38)

where µ is the parameter that is used to tune the speed of the convergence and
tracking, and the costs εHk and εVk to be minimized are computed by an error function
as described in the following.

Constant modulus algorithm A common algorithm known as constant modulus
algorithm (CMA) [52] is used for constant amplitude signals such as QPSK, and is
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1.5. Coherent receiver and digital signal processing

based on the error function

εHk = C − |yHk |2

εVk = C − |yVk |2
(1.39)

where the value of the target constant amplitude C is arbitrary. The output signals
yHk and yVk are usually normalized after the equalization, so that the value of C has
no impact after convergence for the rest of the DSP. Even if CMA is designed for
constant amplitude signals such as QPSK, it can also be used for higher-level QAM
modulation formats ([49] and references herein).

Multi-modulus algorithm In the case of multi-modulus modulation formats,
the error function can be set as

εHk = r̂(yHk )2 − |yHk |2

εVk = r̂(yVk )2 − |yVk |2
(1.40)

where r̂(.) gives for each equalized symbol yHk or yVk , the closest symbol radius in
the constellation. This multi-modulus algorithm (MMA) is known as a decision-
directed [53] or radius-directed equalizer.

Pilot-aided algorithm To ease the initial convergence of the algorithms or to
improve the equalizer performance, known pilot symbols can be inserted in the sent
sequences and used at the receiver. The error function is then

εHk = (1− pHk )(r̂(yHk )2 − |yHk |2) + pHk (|xHk |2 − |yHk |2)

εVk = (1− pVk )(r̂(yVk )2 − |yVk |2) + pVk (|xVk |2 − |yVk |2)
(1.41)

where xHk and xVk are the k-th transmitted symbols (used as known pilots), the pilot
gating functions pHk and pVk are binary functions indicating the positions of the pilot
symbols in the sequences xHk and xVk .

In a pilot-aided mode, it is required to first synchronize the received signals
and the transmitted sequences. A double stage adaptive equalizer can therefore be
required, in particular for high-complexity constellation such as PCS modulation
formats. A first CMA is used to perform a coarse polarization demultiplexing, al-
lowing to identify synchronization patterns that have been inserted in the symbol
sequences. The received signals can then be synchronized with the pilot gating func-
tions and the transmitted sequences, so that the pilot-aided algorithm completes the
polarization impairments mitigation and performs estimation of matched filter and
channel frequency response.

After adaptive equalization performed with 2 sps to be able to estimate channel
characteristics without spectral aliasing, the signals are usually down-sampled at
1 sps and the remaining DSP algorithms are performed at symbol time.

(iv) Carrier frequency and phase estimation

As mentioned in the architecture of the coherent receiver in Fig. 1.13, the LO laser
must have an angular frequency ωLO close to the one of the TX laser ωTX , to convert
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the modulated signal around the carrier frequency down to a baseband modulated
signal. However the two different lasers have slightly different frequencies and also
generate instantaneous phase noise (PN). The carrier estimation then consists in
a first coarse compensation of the phase offset due to the laser angular frequency
difference δω = ωTX−ωLO, followed by a fine estimation of the slowly varying phase
θk due to random PN arising from both TX and LO lasers.

Assuming that the previous algorithms have completely compensated for CD,
DGD, PMD and performed polarization demultiplexing, the signal of one of the H
or V polarizations can be written as:

yk = xke
jφk+jθk + nk (1.42)

where xk and yk are the k-th sent and received symbols, φ = δωTS the discrete value
of the phase due to laser frequency offset sampled at symbol time TS, θk a discrete
time-varying phase and nk an additive complex Gaussian noise.

Frequency estimation In the case of QPSK symbols, with a constant phase
rotation of the constellation, the possible symbols can be taken as the four roots of
unity, such that (xk)

4 = 1. This interesting property leads to

(yk)
4 = (xke

jφk+jθk + nk)
4 = ej4φk+j4θk + wk (1.43)

where wk is a zero-mean process containing n4
k and all cross-products of powers of

ejφk+jθk and nk. The random phase θk being still unknown, the frequency offset is
then estimated from the block-wise maximization of the periodogram [54] of (yk)

4

φ̂k =
1

4
argmax

φ

∣∣∣∣∣ 1

2N + 1

N∑
l=−N

(yk+l)
4e−jφl

∣∣∣∣∣
2

(1.44)

where 2N + 1 is the number of samples used to average the zero-mean noise wk of
(1.43).

This method can be extended by noting that E [(yk)
4] 6= 0 for any 2mQAM for-

mat, the maximization method described in (1.44) is still valid for estimation of
frequency offset with 2mQAM constellations [54].

Phase estimation After frequency estimation, the signal of one of the H or V
polarizations can be written as:

yk = xke
jθk + nk (1.45)

To estimate the phase θk, the blind phase search (BPS) algorithm [55] consists
in taking blocks of 2N + 1 received symbols around yk, and trying to find an angle
θ̂k that minimizes the sum of the squared distances between the rotated received
symbols and the closest constellation symbol, i.e.

θ̂k = argmin
θ

N∑
l=−N

J(yk+l, θ) (1.46)
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where the decision-aided cost function associated to one symbol is defined by

J(yk, θ) =
∣∣∣yke−jθ − d̂(yke

−jθ)
∣∣∣2 (1.47)

with d̂(yke
−jθ) the estimated symbol from the rotated received symbol yke

−jθ.

For all the QAM formats considered in this thesis, the constellation shows a ro-
tational symmetry of order 4, meaning that the cost function is periodic and (1.46)
does not show a global minimum. This algorithm therefore tests equally spaced
phases between 0 and π/2, then removes possible phase discontinuities and the cy-
cle slips induced by phase ambiguity are estimated and removed thanks to pilot
symbols in the sequences.

When using high-complexity constellation such as PCS modulation formats, sim-
ilarly to the adaptive equalizer, this algorithm can be modified to use pilot symbols
in the estimation process, using pilot gating functions pk as previously defined. The
cost function is then

J(yk, θ) = (1− pk)
∣∣∣yke−jθ − d̂(yke

−jθ)
∣∣∣2 + pk

∣∣yke−jθ − xk∣∣2 . (1.48)

(v) Adaptive post-equalization

At this stage, all major impairments arising from the propagation in the optical
fiber channel have been removed. However, before performance estimation a last
DSP block called post-equalizer can be implemented to compensate for phase or
gain mismatch between I and Q components of each polarization. Phase shift or
gain imbalance can indeed arise from mismatches between the DAC outputs at
the transmitters, from incorrect settings of the modulator operating point, or from
differences in physical paths in the optical or electrical circuits.

zVk yVk
zHk

Im(.)

Re(.)
zHIk

zHQk
hH,QQk
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hH,QIk

hH,IIk

+

+
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+ yHk

Error function

xHk
(pilot-aided mode)

εHQkεHIk

Figure 1.16: Adaptive post-equalizer with butterfly structure

In this thesis, the post-equalizer architecture described in Fig. 1.16 is considered.
Whereas the 2× 2 MIMO adaptive equalizer presented in Fig. 1.15 for polarization
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demultiplexing has two complex inputs (the two polarizations), here a 2× 2 MIMO
post-equalizer is defined per polarization, and for each polarization it takes as inputs
the real and imaginary values of the complex symbol, to be able to compensate
IQ imbalances from the TX side. The implementation aspects are similar to the
algorithms presented for polarization demultiplexing and are not detailed here.

(vi) Nonlinear compensation techniques

As presented in 1.3.b), the NL impairments arising from intra and inter-channel
FWM through SCI, XCI and MCI are deterministic and could in theory be com-
pensated by means of DSP, provided that the link structure (dispersion map, fiber
power profile evolution, etc) is perfectly known.

The most commonly used algorithm for nonlinear compensation (NLC) is the
digital back propagation (DBP) [56]. This technique consists in digitally propagat-
ing at the receiver the optical field in a virtual link representing the physical fiber
channel. This algorithm has been widely researched since 2008 and has enabled
impressive experimental transmission reach increases compared to uncompensated
transmissions. Similarly to SSFM to approximate the optical field evolution with
numerical simulations (see 1.3.c)), in DBP the virtual link is divided inNsteps elemen-
tary sections of length h, where CD and NL effects are assumed to be independent.

zkH

zkV HCDC,h ×

HCDC,h ×

|.|2
|.|2

+ HLPF ejκγheff (.)

ykH

ykV

×Nstep

Figure 1.17: NL compensation (NLC) technique using digital back-propagation (DBP)

As shown in Fig. 1.17, the DBP replaces the CDC block and consists in applying
through SSFM the inverse CD and NL operations given by the NLSE (1.18) on a
succession of elementary sections: HCDC,h is the per-section CDC, then the nonlinear
section is phase shift depending on the instantaneous power, where γ is the NL
coefficient, heff = (1− e−αh)/α the step effective length and κ is a parameter to be
optimized [56]. Besides, a similar technique can be applied at the transmitter side
to precompensate the NL distortions, as shown in [57] or with a hybrid scheme with
precompensation at the transmitter and DBP at the receiver [58].

The main drawback of DBP is its high computational complexity as it requires
a huge number of FFT computations. Several approaches have been proposed to
reduce its complexity. As an example, the filtered DBP (FDBP) [59] allows to in-
crease h and reduce Nsteps without sacrificing performance. As shown in Fig. 1.17,
a low-pass filter HLPF is used to smooth the optical field power after CDC.

Another approach is based on perturbation theory and called perturbative NLC
(PNLC). As the time-domain analysis can be used to analytically approximate the
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NL perturbations during the optical field propagation (see 1.3.b)), PNLC precalcu-
lates the distortions that affect the received samples zVk and zHk and correct them
as

yHk = zHk − κδzHk (1.49)

yVk = zVk − κδzVk (1.50)

(1.51)

where the computed predistortions δzHk and δzVk are functions of the received sam-
ples zVk and zHk and coefficients depending on the power profile, the dispersion map
and the pulse shape, as given in [60].

In practice, although these different approaches can be used to correct SCI im-
pairments, XCI and MCI are often considered to be prohibitively complex for WDM
commercial systems. The full-field NLC techniques are not only computationnaly
costly, they also require the knowledge of all the co-propagating channels. In par-
ticular, they are impossible in meshed networks where neighboring WDM channels
can be added or dropped at each network node, and the co-propagating channels
are therefore unknown. Most NLC schemes therefore focus on intra-channel im-
pairments, whereas inter-channel impairments are commonly considered as additive
noise.
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1.6 Summary

In this chapter, we have introduced optical coherent communications and WDM
transmission system architectures that has been developped in the past three decades
and that constitute the backbone of the global Internet network. We have presented
the modeling of the physical layer of the optical communication channel, including
the optical signal generation, the propagation in the optical fiber, the reception and
opto-electrical conversion, as well as the compensation of the propagation effects by
means of DSP.

We have presented the key elements to model propagation impairments, as well as
the DSP tools to recover the transmitted constellation symbols. In the next chapter,
we present the metrics to evaluate the transmission system performance from the
received symbols and quantify the achievable information rate of the transmission
system.
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Chapter 2
Performance and capacity assessment of
coherent transmission systems

In this chapter, we introduce the metrics that enable to characterize the commu-
nication system performance from the recovered symbols after transmission in the
optical communication channel (transmitter, propagation, reception and DSP). We
present a brief overview of FEC codes allowing high capacity optical transmissions.
We review some concepts of information theory to derive the Shannon capacity, that
upper bounds the information rate of the optical channel. We detail the modulation
and coding constraints on 2mQAM and PCS2mQAM achievable information rate,
and we conclude this chapter by stating the motivation of the work presented in the
remaining chapters of this thesis.

Contents of this chapter

2.1 Impact of various noise sources . . . . . . . . . . . . . . . . . . . . . 44

2.1.a) Transceiver (back-to-back) penalties . . . . . . . . . . . . . . . . . . 45

2.1.b) Transmission line impairments . . . . . . . . . . . . . . . . . . . . . . 45

2.1.c) Multi-span transmission system modeling . . . . . . . . . . . . . . . . 46

2.2 Transmission errors and error correction . . . . . . . . . . . . . . . . 48

2.2.a) Hard-decision schemes . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.2.b) Soft-decision and advanced FEC . . . . . . . . . . . . . . . . . . . . 49

2.3 Information theory and theoretical limits . . . . . . . . . . . . . . . 50

2.3.a) Mutual information . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.3.b) Source entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.3.c) Capacity of the optical channel . . . . . . . . . . . . . . . . . . . . . 51

2.4 Practical limits and capacity approaching systems . . . . . . . . . 52

2.4.a) Modulation constraints . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.4.b) Coding constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.4.c) Achievable rates for QAM systems . . . . . . . . . . . . . . . . . . . 57

2.5 Trends for high capacity links . . . . . . . . . . . . . . . . . . . . . . 59

2.5.a) Multiplexing through the physical dimensions . . . . . . . . . . . . . . 59

2.5.b) Optimization of optical bandwidth utilization . . . . . . . . . . . . . . 60



Chapter 2. Performance and capacity assessment of coherent transmission systems

2.1 Impact of various noise sources

The optical communication channel described in Chapter 1 encompasses the trans-
mitter (TX DSP, D/A conversion and electro-optical modulation), the propagation
(in the optical fiber and network elements) and the receiver (including opto-electrical
conversion, A/D sampling and RX DSP to compensate for transmission impair-
ments). Fig. 2.1 summarizes this equivalent model. At the transmitter, the CM
encoder generates the transmitted symbols xk, and we note yk the recovered sym-
bols after DSP. We note with X and Y the random variables whose realizations are
xk and yk. In this chapter, we introduce the metrics to characterize the optical com-
munication channel, and we present the limits in terms of achievable information
rate for theoretical and practical modulation and coding schemes.

CM encoder xk
Optical communication channel:

TX, propagation, RX (incl. DSP)

Signal to noise ratio (SNR)

yk
CM decoder

Figure 2.1: Optical communication channel in the digital communication system

In long-haul optical fiber systems such as the ones considered in this work, the
different noise sources described in the previous chapter can be well described by
Gaussian statistics, so the signal-to-noise ratio (SNR) is a suitable metric to char-
acterize the impairments of the communication system physical layer.

Assuming the received signal is corrupted by an additive noise which is indepen-
dent from the sent signals, for a sufficiently large number of samples NS, the SNR
can be computed as [61]

SNR =

(
|x|2|y|2

|y†x|2
− 1

)−1
(2.1)

where x = [x1, . . . , xNS ]T and y = [y1, . . . , yNS ]T are vectors containing the samples
of the transmitted and recovered symbols, and † is the conjugate transpose opera-
tion. This expression results from the least squares estimation of the signal power
within the power-normalized received samples.

Assuming that all sources of impairments can be modeled as additive and uncor-
related white Gaussian noises, the total noise variance is composed of the summation
of the different noise contributions and the resulting SNR is described by

SNR =
(
SNR−1TRX + SNR−1line + SNR−1extra

)−1
(2.2)

where SNRTRX represents the transceiver (TRX) implementation impairments,
SNRline accounts for the transmission line impairments and the third term SNR−1extra
accounts for additional penalties that cannot be attributed to the TRX or the line
exclusively, such as filtering penalties (see chapter 3), equalization-enhanced phase
noise (see chapter 4), and other effects (crosstalk penalties, polarization impair-
ments, residual chromatic dispersion, etc) that are not modeled in detail in this
thesis.

44



2.1. Impact of various noise sources

2.1.a) Transceiver (back-to-back) penalties

The performance of the overall system is first limited by the impairments coming
from both the TX and the RX. The conversion steps from the DAC at the TX and
the ADC at the RX induce quantization and electronic noise. The signal can also
be corrupted by distortions induced by finite-length, non-ideal filters used for pulse-
shaping, predistortion and equalization, or bandwidth limitations from electrical
and electro-optical components. Moreover, the power at the TX output is limited
by the insertion and modulation power losses and the use of optical amplifiers leads
to ASE noise. In this thesis, the maximum achievable SNR of the TRX is described
by

SNRTRX =
1

kTRX
(2.3)

where the normalized variance kTRX accounts for all the aforementioned TRX penal-
ties and is experimentally measured in back-to-back configuration.

2.1.b) Transmission line impairments

The transmission line noise contribution can be separated into a linear part SNRASE

accounting for ASE noise from the amplifiers and a NL contribution SNRNL corre-
sponding to NL propagation impairments

SNR−1line = SNR−1ASE + SNR−1NL (2.4)

when neglecting other effects such as guided acoustic Brillouin scattering (GAWBS)
and signal droop.

(i) ASE noise from optical amplifiers

As detailed in 1.4.b), ASE occurs in the optical amplification process and degrades
the OSNR according to the formula (1.32). The OSNR takes into account the noise
in the reference bandwidth Bref , whereas the SNR accounts for the noise variance
σ2
ASE in the signal bandwidth defined by the symbol rate Rs. Assuming a locally

white noise, the corresponding SNR is computed as

SNRASE =
Pch
σ2
ASE

=
Bref

Rs

OSNR (2.5)

where Pch is the per-channel power at the amplifier output (fiber input) and σ2
ASE =

PASE,Bref ·Rs/Bref .

The SNR versus OSNR curve can be measured in a back-to-back configuration,
by sweeping OSNR while adding variable ASE noise to the signal. Fig. 2.2 shows
the back-to-back characterization of an arbitrary 49 GBd signal, with various val-
ues of TRX impairments SNRTRX . In the high OSNR region, the SNR accounting
for TRX and ASE impairments saturates at the value SNRTRX (three cases corre-
sponding to values of 22.5, 20 and 17.5 dB are shown here), corresponding to the
TRX intrinsic penalties. When the OSNR decreases, i.e. the ASE noise becomes
dominant, the SNR is limited by the SNRASE that originates from the optical am-
plification process.

The SNR versus OSNR curve is a useful design tool to predict the performance
of transmission systems, assuming only transceiver impairments and additive ASE
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Figure 2.2: Typical SNR versus OSNR curve for arbitrary symbol rate of 49 GBd and different
TRX impairments

noise from optical amplifiers. For a given target SNR value, the required OSNR value
can be determined from this curve and specifies the optical channel requirements,
i.e. the acceptable penalties from the optical line in a transmission usecase.

(ii) Nonlinear propagation

The Kerr NL distortions described in 1.3.b) are usually modeled as an additive
Gaussian noise source with variance σ2

NL = aNLIP
3
ch, where the NL coeffcient aNLI

depends on the COI channel characteristics, the WDM co-propagating channels and
the fiber link properties. The strength of the NL interferences can be computed
numerically by SSFM simulations, measured experimentally or predicted with ana-
lytical models such as the ones introduced in 1.3.b). The SNR accounting for the
NL fiber impairments is then expressed as

SNRNL =
Pch
σ2
NL

=
1

aNLIP 2
ch

. (2.6)

The NL distortions can be separated in two contributions (intra- and inter-
channel)

aNLI = aNLI,intra + aNLI,inter (2.7)

where the expressions of aNLI,intra and aNLI,inter depend on the link characteristics
and the properties of the COI and the co-propagating WDM signals, as given in [30]
in the case of a WDM point-to-point link, with identical spans, same pulse-shaping
and modulation formats over all co-propagating channels.

2.1.c) Multi-span transmission system modeling

The overall SNR of the transmission system accounting for TRX impairments, ASE
amplifier noise and NL fiber distortions is then

SNR =
Pch

σ2
ASE + kTRXPch + aNLIP 3

ch

(2.8)
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The SNR as a function of the channel power Pch shows a maximum value, for an
optimal power value Pch,NLT

Pch,NLT =

(
σ2
ASE

2aNLI

)1/3

(2.9)

and this maximum SNR value is called the NL threshold (NLT)

SNRNLT =

kTRX + 3

((
σ2
ASE

2

)2

aNLI

)1/3
−1 . (2.10)
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Figure 2.3: SNR evolution versus per-channel power Pch in linear transmission case of a 49 GBd
signal (1, 2 or 5 spans of 100 km SSMF) and with arbitrary nonlinear impairments for the case of
5 spans.

Fig. 2.3 shows the evolution of the SNR as a function of the per channel power
Pch of a 49 GBd signal. The SNR in dashed lines accounts for the TRX impairments
(set to SNRTRX = 20 dB as shown by the black dotted line) and the linear ASE
contribution, for a link composed of 1, 2 or 5 spans of 100 km SSMF (20 dB span
loss). Each span is followed by an EDFA with a NF of 5 dB. When considering
only the linear impairments, increasing the launched power enables to limit the
degradation due to the ASE noise and the SNR tends towards the TRX limits. When
taking into account the NL impairments, here with an arbitrary value aNLI = 103

W−2 for the 5 span case, the overall SNR (solid line) exhibits a maximal value
SNRNLT for an optimal power Pch, that depends on the TRX characteristics and
the fiber link properties through the ASE noise variance and the nonlinear coefficient
aNLI . The optimal performance is obtained as the best trade-off between ASE noise
in the linear regime and NL impairments in high power regime.
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2.2 Transmission errors and error correction

The previous section presented the characterization of the optical communication
channel in terms of symbol distortions. The performance of the transmission system
is ultimately evaluated in terms of transmission errors, and the bit error rate (BER)
requirements to declare ”error-free” transmission is between 10−12 in the late 1990s
to as low as 10−16 today [48]. Without error correcting schemes, such requirements
would impose prohibitively high SNR targets and low transmission distances.

To overcome these limits, FEC techniques have been introduced in optical fiber
communications in the 1990s [48, 62, 63]. The idea of channel coding is to add
redundancy in data at the transmitter, and exploit this redundancy at the receiver
to reduce the BER through FEC decoding. To do so, FEC encoder takes blocks of
Kc information bits and outputs Nc bits, adding Nc − Kc redundant bits, and we
define the code rate rc = Kc/Nc and the FEC overhead

OHc =
Nc −Kc

Kc

=
1

rc
− 1. (2.11)

Fig. 2.4 gives the architecture of the corresponding system, and from now on we
assume that the CM encoder can be represented as a binary FEC encoder followed
by a memoryless bit-to-symbol mapper, and that at the receiver the CM decoder
comprises of a demapper followed by a binary FEC decoder. This approach is
suboptimal compared to the optimal CM scheme, but is more practical as it enables
the use of widely explored binary FEC encoders and decoders [64]. We note xk and
yk the symbols at the optical communication channel input and output, and bk,j the
j-th bit of the label of the k-th symbol xk.
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Figure 2.4: Optical communication channel with binary FEC encoder and decoders

2.2.a) Hard-decision schemes

In a hard decision (HD) scheme, for each recovered symbol yk a symbol decision x̂k
can be made among all possible symbols in the constellation A using the maximiza-
tion of the posterior probability pX|Y

x̂k = argmax
a∈A

pX|Y (a|yk). (2.12)

When the physical channel impairments are modeled by an equivalent additive Gaus-
sian noise, this is equivalent to

x̂k = argmin
a∈A

(
|yk − a|2 −

pX(a)

SNR

)
(2.13)
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where pX is the prior distribution of the transmitted symbols.

In this case, the bit demapper produces the output bits b̂k,1, . . . , b̂k,m from the
symbol decisions x̂k by merely reversing the bit-to-symbol mapping function and
the system performance can be evaluated over Ns symbols by the pre-FEC BER

BERpre =
1

mNs

Ns∑
k=1

dH(xk, x̂k) (2.14)

where dH(xk, x̂k) =
∑m

j=1(1−δ(bk,j, b̂k,j)) is the Hamming distance between the sent
symbol xk and the symbol decision x̂k, and δ(a, b) is the Kronecker delta function
(δ(a, b) is 1 if a = b, and 0 if a 6= b).

In HD schemes, the FEC requirements are often described by the pre-FEC BER
(BERpre), i.e. the BER at the FEC input that is required to ensure a given BER
(BERpost) at the FEC output. In the first generation of FEC for optical commu-
nications introduced in the mid 1990s, the Reed-Solomon RS(255,239) code (stan-
dardized by ITU-T G975 [65]) used 6.7% overhead and BERpre of 10−4 for BERpost

of 5×10−15. In the late 1990s, a second generation of codes, using higher complexity
codes or concatenation of two low-complexity codes, enabled more powerful correc-
tion with longer code block lengths. A popular scheme is the concatenation of two
Bose-Chaudhuri-Hocquenghem (BCH) codes as defined in ITU-T G975.1 [66], with
a total overhead of 6.7% and BERpre of 3.1× 10−3 and BERpost of 10−16.

2.2.b) Soft-decision and advanced FEC

Whereas the first and second generation codes were based on HD schemes, the third
generation introduced soft-decision (SD) to improve decoding performance, thanks
to high resolution ADC, coherent detection and advanced DSP. In SD schemes, the
demapper outputs soft information (e.g. bit-wise probabilities, as in section 2.4.b))
instead of HD bits, and this soft information is used by the SD FEC decoder.

Together with block Turbo codes, low density parity check (LDPC) codes have
been brought to optical communications in the 2000s [67, 63]. As LDPC codes
present an error floor that prevents the post-FEC BER to decrease rapidly below
10−12, they are often used as an inner code to decrease BER to a range of 10−3 to
10−5, and an HD outer code with small overhead finally reduces the BER to the
system requirement. More recently, new coding schemes such as polar codes and
spatially-coupled (SC) codes have been introduced, with appealing complexity and
asymptotically capacity-achieving performance. SC-LDPC enables virtuallly arbi-
trarily long codewords with simple decoder, and alleviates the error floor issue of
LDPC and the need of an outer code [68]. SC-LDPC codes are potential candidates
for future lightwave systems and are used in the experiments described in the fol-
lowing chapters of this thesis.

For SD FEC schemes, it has been shown that the pre-FEC BER is not an accurate
metric to predict the post-FEC BER [69, 70]. Computing the BER at the output of
the communication channel indeed implies the use of a HD demapper, whereas in a
SD decoding scheme the decoder is fed with soft information. The following section
introduces some information theory concepts that are required to define a suitable
metric for SD-FEC performance prediction.
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Chapter 2. Performance and capacity assessment of coherent transmission systems

2.3 Information theory and theoretical limits

To quantify the amount of information that can be transmitted over the optical fiber
channel, probabilistic models on information source and communication channel are
required. These models have been introduced by C. E. Shannon in 1948 [12], well
before the development of the first optical fiber transmission systems. In his work,
Shannon used a mathematical model to describe a general digital communication
system and derived the channel capacity, the upper bound of the information rate
that can be transmitted, under the assumption of an AWGN channel.

2.3.a) Mutual information

As in section 2.2, X and Y are the random variables representing the channel input
and output symbols. To quantify the amount of information the event Y = y
provides about the event X = x, we use the mutual information of the event
(X, Y ) = (x, y) defined as [13]

I(x, y) = log2

pX|Y (x|y)

pX(x)
, (2.15)

and the average MI between X and Y , over all pairs of events, is then defined by:

MI(X, Y ) = EX,Y

[
log2

pX|Y (X|Y )

pX(X)

]
= EX,Y

[
log2

pY |X(Y |X)

pY (Y )

]
(2.16)

2.3.b) Source entropy

The self-information of the eventX = x is derived from (2.15) as I(x) = − log2 pX(x)
and the average self-information of the random variable X is called entropy and is
equal to

H(X) = EX [− log2 pX(X)] . (2.17)

The entropy measures the amount of information on X provided by its own obser-
vation: it is the information rate of the source X. The entropy is also a measure of
uncertainty in X. The uncertainty in X relative to the realizations of the random
variable Y is described by the conditional entropy

H(X|Y ) = EX,Y
[
− log2 pX|Y (X|Y )

]
(2.18)

Note that by substituting (2.17) and (2.18) into (2.16), we can express the mutual
information as an entropy difference [48]

MI(X, Y ) = H(X)−H(X|Y ). (2.19)

In general, the mutual information MI(X, Y ) quantifies the dependency between
the random variables X and Y . As in our case, X and Y represent the transmitted
and received signals, the average MI represents the maximum amount of information
that can be transported over the channel. For the rest of this thesis, the term average
is omitted and MI refers to (2.16).

As per (2.19), MI(X, Y ) is upper bounded by the entropy H(X) (defined by the
signal source) and is reduced by H(X|Y ) (defined by the channel properties). As
H(X|Y ) measures the uncertainty we have in the sent signal X relatively to the ob-
served signal Y , this quantity increases with the noise amount in the communication
channel.
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2.3. Information theory and theoretical limits

In an ideal transmission channel without any impairment, the knowledge of
Y fully determines the state of X, i.e. for any event (x, y), pX|Y (x, y) = 1 and
H(X|Y ) = 0 so MI(X, Y ) = HX . For a non-ideal channel, when the observation Y
is corrupted by noise, H(X|Y ) > 0 and (2.19) imposes that MI(X, Y ) < HX .

2.3.c) Capacity of the optical channel

The capacity of the channel is defined as the maximum of the MI, where the maxi-
mization is performed over all the possible source distributions pX(.)

C = max
pX(.)

MI(X, Y ). (2.20)

Assuming that X and Y are complex values and linked by an AWGN channel,
i.e. the received signal can be expressed as Y = X + N with N a complex circular
AWGN with variance N0, which is independent from X, then the channel transition
probability is

pY |X(y|x) =
1

πN0

exp

(
−|y − x|

2

N0

)
. (2.21)

Shannon showed in [12] that MI(X, Y ) is maximized when the input distribution
is itself Gaussian

p∗X(x) = argmax
pX

MI(X, Y ) =
1

πP
exp

(
−|x|

2

P

)
, (2.22)

and the maximum of the mutual information (called channel capacity) is:

C = max
pX

MI(X, Y ) = log2(1 + SNR) (2.23)

where SNR = P/N0 is the signal to noise ratio.

The Shannon capacity limit is then a reference that will be used throughout this
thesis to benchmark the performance of optical fiber communication systems. For a
given SNR value, determined by the physical model of the channel (see 2.1), an ideal
modulation and coding scheme results in an information rate equal to the channel
capacity C, which is therefore referred to as the channel unconstrained capacity.
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Chapter 2. Performance and capacity assessment of coherent transmission systems

2.4 Practical limits and capacity approaching systems

As per (2.22), optimal signaling requires a Gaussian modulation of the variable X,
which means that X should take values x in an infinite and continuous alphabet. In
practice this is not achievable and we present here the practical modulation schemes
used in this thesis. We then review the achievable information rates corresponding
to these modulation schemes, as well as the impact of practical FEC schemes. In
particular, we review the definition of suitable metrics for performance prediction
of transmission systems using SD-FEC schemes.

2.4.a) Modulation constraints

(i) Regular QAM formats
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Figure 2.5: Regular 2mQAM constellations: QPSK, 16QAM and 64QAM

In square QAM constellations as the ones described in Fig. 2.5, the complex
symbols are taken in a constellation alphabet A of size 2m, where m is an even
number and represents the number of bits carried by each symbol. For each quadra-
ture, the real-value symbols are uniformly drawn from the 2m/2 amplitude set
{±1,±3, . . . ,±m/2 − 1}. The 2mQAM constellation is then formed by taking a
cartesian product of the two quadratures, thus for each complex symbol a ∈ A,
pX(a) = 2−m, and the source constellation entropy is H = m.

(ii) Probabilistic constellation shaping (PCS)

As the mutual information over the Gaussian channel is in theory maximized with
a Gaussian input distribution, several modulation schemes have been designed to
produce more ”Gaussian-like” constellations than the regular QAM formats. The
generation of PCS signals is enabled by a distribution matcher, which allows to set
the symbol probabilities of the symbol of a regular 2mQAM constellation according
to a specific and nonuniform distribution pX(a)

pX(a) =
exp(−ν|a|2)∑

a∈A
exp(−ν|a|2)

, (2.24)

where ν is a free parameter used to tune the Maxwell Boltzmann distribution pX(a).
The corresponding source constellation entropy is given by

H = −
∑
a∈A

pX(a) log2 pX(a). (2.25)
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Figure 2.6: Constellation entropy H vs. Maxwell-Boltzmann shaping parameter ν

The evolution of the constellation entropy as a function of the shaping param-
eter ν is given in the Fig. 2.6. Note that when setting ν = 0, the PCS definition
degenerates to a regular 2mQAM constellation. When ν → +∞, the probability
of the 4 symbols with smallest radius tends to 0.25, whereas the probability of all
other symbols tends to 0, so the constellation tends towards a QPSK constellation
and H tends asymptotically to 2 b/symb/pol for any PCS2mQAM scheme.
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Figure 2.7: PAS architecture for PCS-QAM signal generation

The classical scheme formed by the concatenation of a binary FEC encoder and
a bit-to-symbol mapper is not appropriate to generate PCS signals and must be
replaced by the probabilistic amplitude shaping (PAS) architecture [71, 72] that en-
ables joint coding and shaping. For each quadrature, a real symbol is drawn from
the symbol set A′ = {±1,±3, . . . ,±m/2 − 1} according to the non-uniform prob-
ability (2.24) with the parameter ν choosen so that the PAS entropy is half of the
desired PCS entropy. As described in Fig. 2.7, the distribution matcher generates
the absolute amplitudes of the PAM constellation, and the FEC encoder generates
equally distributed parity bits. Each positive amplitude is then multiplied with the
sign given by the sign bits (FEC parity bits and some uncoded bits). The QAM
symbol is finally obtained by taking the cartesian product of the two PAS outputs.
Note that the implementation of the distirbution matcher is out the scope of this
thesis and in the following, the PCS sequences are obtained by generating the PCS
symbols with the appropriate probability.
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Chapter 2. Performance and capacity assessment of coherent transmission systems

As detailed in [71, eq. (34)], the PAS architecture imposes an intrinsic lower
limit on the FEC code rate. For 2mQAM constellations the code rate must satisfy

rc ≥
m− 2

m
(2.26)

To summarize, the PAS scheme enables to generate more ”Gaussian-like” PCS
signals from any regular 2mQAM constellations. PCS scheme benefits from the pow-
erful existing DSP algorithms of 2mQAM with limited required adaptation, contrary
to other approaches such as geometric constellation shaping (GCS).
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Figure 2.8: Constellation diagram (additive noise correponding to 20 dB SNR) and quadrature
probability mass function (PMF) of 16QAM and PCS16QAM (H=3.2 b/symp/pol)

Fig. 2.8 shows examples of symbols for a 16QAM (entropy 4 b/symb/pol) and a
PCS16QAM (entropy 3.2 b/symb/pol), where the transmitted constellation power
has been normalized to 1 before applying a complex white Gaussian noise corre-
sponding to a 20 dB SNR. A fundamental property of the PCS can be observed
here. By reducing the probability mass function (PMF) of the outer symbols, PCS
concentrates the constellation power on the inner symbols. As a result, for a nor-
malized constellation the minimum distance between the symbols is increased: at
the cost of a reduced information rate, the PCS has an improved robustness to noise.

(iii) Modulation-constrained MI

When considering 2mQAM or PCS2mQAM modulations, as the symbol alphabet
has a finite size the MI defined by (2.16) results in

MI(X, Y ) = EX,Y

log2

pY |X(Y |X)∑
a∈A

pY |X(Y |a)pX(a)

 (2.27)

which corresponds to the achievable information rate that can be transmitted, given
a constellationA and the channel statistics pY |X , therefore referred to as modulation-
constrained MI.
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2.4. Practical limits and capacity approaching systems

2.4.b) Coding constraints

(i) Soft-decision bit metric decoding

The practical scheme considered in this thesis is depicted in Fig. 2.9. As mentionned
previously in section 2.2, we use binary encoder and decoder for simplicity. This
differs from the HD scheme described in section 2.2 by the fact that at the receiver
side the demapper outputs soft information (such as bit-wise probabilities pBj |Y ,
or log-likelihood ratios) that are propagated to a SD-FEC decoder [69]. In the
bit-interleaved coded modulation (BICM), a bit interleaver is included between the
FEC encoder and the symbol mapper. Interleaving enables to sparse possible error
bursts occuring during transmission and ensures independent errors at the input of
the decoder.
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Figure 2.9: SD BMD system: the decoder is fed with bit-wise metrics pBj |Y

In the considered SD BMD scheme, the encoder and decoder pair sees a binary-
input soft-output channel. Whereas the modulation-constrained MI given by (2.27)
is based on the channel metric pY |X (the symbol metric which is matched to the
symbol-wise channel), one can define a BMD metric qY |X (which is matched to the
bits) [72]

qY |X(Y |X) =

(
m∏
j=1

pBj |Y (Bj|Y )

)
PY (Y )

PX(X)
(2.28)

The BMD metric qY |X is called the mismatched decoding metric, as it is not
matched to the symbol-wise channel. The BMD probabilitities pBj |Y have to be
computed for them possible bits bj, whereas the SMD metric pX|Y must be computed
for the 2m possible symbols a. Compared to the SMD, it induces a loss of decoding
performance, that remains low when Gray mapping is used. This is particularly
convenient when using the 2mQAM and PCS2mQAM described in 2.4.a), compared
to other schemes such as geometric constellation shaping where the bit-mapping
must be carefully optimized [72].

(ii) Generalized mutual information

Using the BMD metric qY |X one can define the generalized mutual information
(GMI) to approximate the MI for BICM scheme [72] by analogy with (2.27):

GMI(X, Y ) = EX,Y

log2

qY |X(Y |X)∑
a∈A

qY |X(Y |a)pX(a)

 (2.29)

The GMI is the reference metric for BMD schemes and represents the modulation
and BMD constrained maximum information rate. Fig. 2.10 shows the evolution of
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Figure 2.10: GMI versus SNR for regular 2mQAM and PCS2mQAM formats

the GMI versus the SNR, for different regular and PCS QAM constellations. These
curves have been obtained through Monte-Carlo numerical simulations, by applying
AWGN noise with variable variance (to sweep the SNR) on randomly generated
symbol streams for each modulation format and each desired entropy. For high SNR
values, the GMI tends asymptotically to the constellation entropy. When the SNR
decreases and the noise increases, the fraction of bits required for FEC increases and
the achievable information rate is reduced accordingly. This figure also illustrates
the performance of the PCS modulation compared to its original constellation. For
example, using an entropy of 7.2 b/symb to generate a PCS256QAM constellation
reduces the maximum information rate of the constellation at high SNR, but enables
to minimize the gap to Shannon capacity around a given SNR value (17 dB in this
case).
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Figure 2.11: GMI gap to capacity versus SNR for regular 2mQAM and PCS2mQAM

Depending on the target SNR range, PCS modulation therefore provides a flex-
ible solution for capacity-approaching systems. As depicted in Fig. 2.11, tuning the
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2.4. Practical limits and capacity approaching systems

entropy of the different PCS formats enables the GMI to approach the Shannon
capacity for different values of SNR.

2.4.c) Achievable rates for QAM systems

The GMI offers a comparison for the modulation-constrained information rate pro-
vided by the different modulation formats. To recover the information bits after
transmission over the noisy channel and decoding by the BMD scheme, the FEC uses
a fraction of the transmitted bits as redundant bits to correct the errors. The post-
FEC information rate (IR) of the PCS-QAM scheme is therefore given by [73, 74]

IR = H − (1− rc)m (2.30)

in bits per symbol per polarization, where the entropy H is the maximum informa-
tion rate of the PCS2mQAM scheme and (1− rc)m is the FEC rate loss. Note that
for regular 2mQAM formats, H = m so the post-FEC IR is rcm.

An ideal FEC scheme would allow the IR to reach the GMI, the corresponding
code rate is defined as the normalized GMI (NGMI) [70, 72]

NGMI = 1− H −GMI

m
. (2.31)

which is simply NGMI = GMI/m for regular 2mQAM formats.
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Figure 2.12: NGMI versus SNR for regular 2mQAM and PCS2mQAM

Fig. 2.12 shows the evolution of the NGMI as a function of the SNR, for different
regular and PCS formats. These curves have been obtained from Fig. 2.10 and NGMI
definition (2.31).

As the NGMI is the maximum code rate of an ideal FEC scheme, the SNR values
corresponding to a given value of rc on the NGMI vs SNR curves represent for the
different modulation formats the minimum required SNR allowing the ideal FEC
to provide error-free transmission. In a practical FEC implementation, the NGMI
threshold is defined by NGMIthr = rc + ∆, with ∆ > 0 the implementation penalty
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Chapter 2. Performance and capacity assessment of coherent transmission systems

in terms of code rate compared to ideal FEC. Using the FEC code rate rc and
the implementation penalty ∆ to get the NGMI threshold NGMIthr, these curves
allow to determine the required SNR for the corresponding NGMI threshold, for the
different modulation formats.

The NGMI is therefore a suitable metric in place of the pre-FEC BER to predict
the post-FEC BER for SD systems using QAM or PCS-QAM constellation or to
determine the system margins to the FEC limit [69, 70]. Besides, the NGMI curves
in the Fig. 2.12 show the considerable flexibility allowed by PCS2mQAM: for a given
SNR describing the system performance, and for a given NGMIthr defined by the
FEC rc and implementation penalties, one can find with a quasi infinite granularity
the PCS format with highest information rate that enables error-free transmission.
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2.5 Trends for high capacity links

For WDM communication systems, the per-fiber capacity Cf in [b/s] is derived from
the Shannon capacity (2.23) as

Cf = W ·M · 2 log2(1 + SNR) (2.32)

where W is the optical bandwidth in [Hz], M is the per-fiber number of optical
paths (modes, cores), and 2 log2(1 + SNR) is the unconstrained capacity for DP
I/Q systems. The WDM system throughput is therefore determined on the one
hand by physical dimensions (the system bandwidth W and the number of optical
paths M) and on the other hand by modulation, coding, signaling and processing
limitations, as the system actual information rate is bounded away from the uncon-
strained capacity by modulation and coding implementation.

2.5.a) Multiplexing through the physical dimensions

Up to now, WDM systems operating in the C-band over SMF are the most common
systems for commercial transmissions. For these systems, the bandwidth W is up
to around 4.2 THz, with a single spatial path (single mode) per fiber.

In theory, as described by (2.32), the per-fiber capacity Cf scales linearly with
the optical bandwidth W and the number of optical paths M (the physical dimen-
sions), and the cable capacity scales linearly with the number of fibers N (fiber
count). In practice, scaling these parameters generally reduces the overall SNR due
to several constraints or impairments on multiplexing schemes, as described in the
following. Research effort towards multiplexing remains appealing as long as the
capacity scaling (with W , M or N) exceeds the penalty in the SNR log factor.

(i) Fiber multiplicity in optical cables

Today’s cables for datacenter interconnect have fiber counts over 1000, whereas long-
haul terrestrial cables can pack more than 100 SMF fibers, and subsea cables count a
few dozens of fibers. In terrestrial applications, the number of fibers is mainly limited
by the physical space occupied by the equipments in the network node stations. In
subsea cables, the number of fiber pairs (FP) is limited by the constraints on the
cable size and on the available electrical power. As the cable needs to transport the
electrical power to supply the submerged amplifiers, the total power is limited and is
shared between the amplifiers. Increasing the number of FP without linearly scaling
the electrical power requires to decrease the power per fiber, to move back into the
linear regime and to reduce the per-fiber bitrate. Today, space-division multiplexing
(SDM) subsea cables have up to 12 or 24 FP, as the paradigm of maximizing the
per-fiber bitrate gives way to maximizing the per-cable bitrate and cost per bit per
km.

(ii) Multi-mode and multi-core fibers

SDM more generally refers to increasing the number M of parallel transmission
paths: this can be achieved with technological evolutions in the fiber design and

59



Chapter 2. Performance and capacity assessment of coherent transmission systems

integration, such as multi-mode fibers (MMF), multi-core fibers (MCF) or even
MMF/MCF associations. As MCF have multiple separate cores inside the silica
cladding, crosstalk between the signals propagating in the different cores can hap-
pen, depending on the core coupling arising from physical architecture. MIMO
DSP can therefore be required to compensate for these impairments. Under specific
design, such as appropriate tuning of core and cladding refractive index profiles, sev-
eral propagation modes can coexist in MMF. Few-mode fibers (FMF) with limited
number of modes are particularly appealing to reduce the receiver and DSP com-
plexity associated to mode demultiplexing and crosstalk compensation compared to
MMF [4].

(iii) Ultra-wideband systems

The optical bandwidth W is mainly limited by two factors: the low-loss window of
the silica fiber as shown in Fig. 1.9, and the availability of optical components (lasers,
modulators, amplifiers, etc) able to operate in the corresponding frequency range.
Commercial systems operating over the C+L band are now a reality, from terrestrial
applications to subsea cables. Whereas the design of new fibers with larger low-loss
window is an active research area, the development of ultra-wideband (UWB) ampli-
fication schemes also aims at exploiting the full capacity of already existing networks.

2.5.b) Optimization of optical bandwidth utilization

Frequency

Optical bandwidth W

Wch

Rs

. . . . . .

Figure 2.13: Typical bandwidth utilization in a WDM transmission system

Fig. 2.13 sketches a typical channel partition across the bandwidth of the optical
system. Assuming NWDM identical WDM channels, each channel is described by
its spectral width Wch, its symbol rate Rs, the SNR after transmission as modeled
in section 2.1 and the post-FEC IR which depends on the modulation and coding
schemes, as described in section 2.4. Each DP channel carries a net bit rate

Rb = 2 · IR ·Rs · rp (2.33)

where the pilot rate rp < 1 accounts for the rate reduction due to DSP or framing
pilot insertion. Each channel can be characterized by its spectral efficiency

SE =
Rb

Wch

(2.34)

that quantifies the amount of information that is effectively transmitted per unit of
occupied optical bandwidth. Therefore, the total aggregated throughput over the
bandwidth W = NWDM ·Wch

Cf,WDM = M ·W · SE (2.35)
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is bounded away from the Shannon per-fiber WDM capacity (2.32) because for
each channel, the spectral efficiency SE = 2.IR.(Rs/Wch).rp is less than the uncon-
strained capacity 2 log2(1 + SNR) for several reasons:

(i) the coding and modulation schemes impose IR < log2(1 + SNR)

(ii) bitrate loss is caused by pilot insertions (rp < 1)

(iii) pulse-shaping and spectral guardbands between adjacent channels induce a
spectral loss (Rs/Wch < 1).

As explained in section 2.4, powerful FEC schemes and PCS modulation for-
mats allow to limit the coding and modulation losses (i) to low values. The pilot
overheads (excluding FEC) described by (ii) are also limited to a few percents and
their impact is therefore not burdensome. Leveraging high values of the symbol
rate Rs, there is room to improve the bandwidth utilization (iii), as the required
guardband between channels is mostly determined by network routing elements and
does not scale with the symbol rate. Besides, the number of required transceivers to
populate the optical bandwidth decreases as the transceiver symbol rate increases:
this is promising to reduce the transmission cost per bit, and is also a key enabler
to allow UWB or SDM to be cost-efficient systems.

In this context, the chapters 3 and 4 focus on implementation challenges and
experimental validation of high symbol rate transceiver utilization in long-haul co-
herent systems. The chapter 5 of this thesis is dedicated to the evaluation of UWB
transmission systems using semiconductor optical amplifiers (SOA), with a three-
fold increase in bandwidth compared to conventional C-band EDFA.
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Chapter 3
High symbol rate transmitters for
next-generation coherent systems

This chapter focuses on the implementation challenges and experimental validation
of high symbol rate transceivers based on latest DAC capabilities. After summa-
rizing the evolutions in coherent transponders over the last decade and reviewing
possible directions for future developments, we present the architecture and char-
acterization of our high symbol rate prototype and we demonstrate its capabilities
with signals up to 100 GBd for high speed transmissions in configurations ranging
from regional terrestrial networks to ultra long transoceanic distances.
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Chapter 3. High symbol rate transmitters for next-generation coherent systems

3.1 Introduction

3.1.a) Evolution of coherent transponder capabilities

In the late 2000s, the introduction of coherent transponders quickly enabled avail-
ability of 40 Gb/s and 100 Gb/s single channel rates over optical networks, ruling
out direct-detection solutions in high-capacity systems [4]. While 10 and 100 Gi-
gabit Ethernet (GbE), standardized in 2002 and 2010 respectively, are widely used
client rates addressed by legacy optical transponder capabilities, the new 400 GbE
standard for client rates continue to drive the development of higher speed optical
transponders.

Continuous increase in transponder symbol rates, modulation and signaling tech-
niques enabled single channel rates to scale beyond the 100 Gb/s rate first enabled
by DP-QPSK operating around 30 GBd [75]. 400 Gb/s products are now available,
using for example DP-16QAM working at 60 GBd [10], or DP-64QAM operating
with symbol rate below 50 GBd to increase SE for shorter reach applications [76].
Leveraging DP-PCS-64QAM and symbol rates around 100 GBd, 800 Gb/s up to
1.1 Tb/s have been recently demonstrated [77, 78, 79, 80]. The motivation to in-
crease symbol rate is mainly cost and integration, as each single transponder carries
more information and less transponders are needed to populate the system optical
bandwidth.

The symbol rate scaling has been made possible by the increase of DAC/ADC
conversion rate (from 56 GS/s in 2010 up to more than 120 GS/s in current gen-
erations) and also the improvement of CMOS electrical bandwidth, from 16 GHz
in 2010 up to >30 GHz today [8]. As the noise resilience of the transmitted signal
decreases with the constellation size, moving towards high cardinality constellations
requires constant improvement of available DAC/ADC resolution in terms of effec-
tive number of bits (ENOB), whereas higher complexity DSP and FEC schemes
require the better integration and size reduction of the technology nodes in the
ASIC implementation, from 65 nm CMOS down to 5 nm FinFET in the next gen-
erations [8].

3.1.b) Overcoming electrical and electro-optical bandwidth lim-
itations

Despite the possible limitations in terms of electrical bandwidth and implementa-
tion, the demand for transponders operating beyond 100 GBd is real as the future
standards for client rate evolution are likely to be 800 GbE and 1.6 TbE [9]. In
laboratory experiments, receivers are often based on state-of-the-art high speed os-
cilloscopes, whose bandwidth and conversion rate characteristics usually outreach
the transmitter technology. Here we therefore focus on research effort to increase
the channel rate at the transmitter side.

To overcome the limits of single channel transmitters, one approach is to gen-
erate high symbol rate signals by multiplexing lower-speed signals, reducing the
constraints on the DAC sampling rate and bandwidth. Early proposals consisted
in grouping adjacent WDM channels into super-channels, with several attempts to
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maximize the super-channel SE while reducing as much as possible the number of
required transmitters per super-channel [81, 82]. This solution can be easily scaled
for future client rate requirements but does not offer perspective of cost reduction as
the number of components (lasers, modulators, DAC, drivers) is not lowered. Other
approaches aim at multiplexing signals inside the transmitter instead of combining
different channels. Optical multiplexing techniques have been explored, either in
time [83] or in frequency [84] domain. As they require massive integration of optical
components, these techniques have not met industrial applications yet. Multiplexing
is therefore more commonly performed in the electrical domain. These multi-DAC
approaches, often referred to as super-DAC, can be realized by electrical time do-
main multiplexing (ETDM) [85, 86] or by frequency band multiplexing approaches
thanks to digital [87] or analog [88] techniques. Electrical multiplexing methods re-
quire additional RF components but have shown impressive results in the generation
of IMDD and coherent signals with symbol rates up to 200 GBd [89, 90].

To avoid the scaling of the number of required DACs and RF and optical com-
ponents, the single-DAC architecture (i.e. with a single DAC per modulated dimen-
sion) remains often preferred in industrial applications. Besides, CMOS and BiC-
MOS technologies are particularly attractive as they enable direct interfacing with
DSP ASICs and are particularly suited for large-scale production. However, increas-
ing the symbol rate using these technologies is challenging, as state-of-the-art CMOS
or BiCMOS converters operate up to 128 GS/s, whereas 220 GBd signal generation
has been recently demonstrated using cutting-edge arbitrary 256 GS/s waveform
generator [91]. The first demonstration of single-DAC 1 Tb/s DP-64QAM channel
rate in 2017 was based on a SiGe BiCMOS DAC operating at 100 GBd [92], and the
current single-DAC record channel rate is 1.61 Tb/s enabled by DP-PCS256QAM
128 GBd and powerful DSP algorithms [93].

Bearing in mind constraints of optical networks, we focus in this work on high
symbol rate transmissions compatible with WDM transmission over legacy 100 GHz
spacing grid, currently able to transport 800 Gb/s to 1 Tb/s thanks to high cardi-
nality constellations [94, 95, 78, 79]. To overcome bandwidth limitations of single
DAC architectures, optical and digital bandwidth compensation techniques enable
us to study the transmission capabilities of next-generation high-speed transponders
with improved bandwidth limitations [96, 97, 98, 99].

Chapter outline

In this chapter, section 3.2 details the architecture of our high symbol rate trans-
mitter, and presents the bandwidth compensation scheme we use in the generation
of 80 to 100 GBd signals. Section 3.3 presents the experimental demonstration
of 800 Gb/s over a transmission line of 605 km in our lab, leveraging 99.5 GBd
DP-64QAM signals, compatible with networks upgrade in line with client rate evo-
lutions. In section 3.4, we show how high symbol rate transmitters can also be used
for transoceanic transmissions, demonstrating with a lab recirculating setup a record
300 Gb/s channel rate over an ultra long-haul 20570 km transoceanic distance for
41 channels in the C-band. Finally, section 3.5 presents the results of a field trial
conducted over a live network traffic, to study the capabilities of high symbol rate
signals while taking into account the constraints of a legacy network.

65



Chapter 3. High symbol rate transmitters for next-generation coherent systems

3.2 High symbol-rate prototype characterization

In this section, the architecture of our high symbol rate transmitter based on a
single-DAC architecture is presented. The electro-optical bandwidth compensation
technique is described and back-to-back characterization of this transmitter is per-
formed. This transmitter or similar configurations will be used in the transmission
experiments presented in the following sections of this chapter.

3.2.a) Experimental setup

The architecture of the high symbol rate prototype is described in Fig. 3.1(a). The
transmitter is based on a 4 channel high-speed CMOS DAC operating at 120 GS/s.
For each channel, the differential outputs are amplified with electrical driver am-
plifiers, and the resulting RF signals are used to drive a DP I/Q Lithium Niobate
MZM. In order to compensate for the limited bandwidth of the transmitter, we use
an electro-optical bandwidth compensation scheme.

Besides applying digital filtering on the channel waveforms before feeding the
DAC, as shown in Fig. 3.1(a) a wavelength selective switch (WSS) with 6.25 GHz-
grid-resolution is added at the output of the modulator to perform spectrum shaping
in the optical domain. Independently from the attenuation profile, the WSS is set to
reject the noise out of a 100 GHz band centered on the signal frequency. EDFAs are
used to compensate for insertion and modulation losses in the DP I/Q modulator,
as well as insertion losses and attenuation profile in the WSS. Without any compen-
sation scheme, the generated spectrum of a 100 GBd signal with RRC pulse-shaping
(ρ=0.01) is given in Fig. 3.1(a), showing that the power degradation over the signal
bandwidth exceeds 25 dB.
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Figure 3.1: (a) Architecture of high symbol rate transmitter and (b) frequency response for
100 GBd RRC signal (ρ = 0.01) in the absence of bandwidth compensation scheme.

To characterize the performance of transmitter with different bandwidth com-
pensation schemes, we use the back-to-back setup presented in Fig. 3.2. The signal
coming from the TX enters a variabe noise loading stage: the optical power is swept
with a VOA, so that after the following EDFA the OSNR is varied accordingly. A
band-pass filter (BPF) is used to reject the noise out of a 800 GHz band centered
on the test channel frequency. After a second EDFA, a fraction (typically 1 to 10%)
of the optical power is sent into an optical spectrum analyzer (OSA) to measure the
OSNR (in a reference bandwidth of 0.1 nm). The signal is then sent into a WSS
to extract only the channel under test, which is amplified and sent into a coherent
receiver, comprising a LO, a coherent mixer and balanced photodiodes with 70 GHz
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bandwidth. Electrical waveforms are sampled by a 113 GHz bandwidth, 256 GS/s
high-speed oscilloscope and DSP is performed offline.

TX BPF RX

70 GHz 

256 GS/s

WSSEDFA EDFA EDFAVOA VOA

LO

OSA

Variable noise 

loading

OSNR 

measurement

Test channel

extraction
Coherent

receiver

Figure 3.2: Experimental setup for back-to-back characterization

The DSP consists in signal conditioning (resampling at 2 sps and brickwall filter-
ing to suppress out-of-band noise), CDC, polarization demultiplexing using CMA,
carrier frequency compensation, BPS for phase estimation and a last blind LMS
post-equalizer. 1% pilot symbols are used to remove cycle slips from phase ambigu-
ity and are dropped before SNR estimation. The details of the DSP algorithms can
be found in section 1.5.b).

3.2.b) Bandwidth compensation with digital predistortion

First, the performance of the transmitter without optical compensation is assessed.
Fig. 3.3(a) shows different digital predistortions profiles: full-band DAC predistor-
tion1 resulting in a 27 dB power excursion for the digital filter, or predistortions
limited to ±42 and ±46 GHz, that reduce the power excursion to 18 and 12 dB,
respectively. The impact of the predistortion width appears clearly on Fig. 3.3(b):
compensating the full-band power drop enables us to obtain a flat spectrum at the
cost of an increased noise level visible at -20 dB at 50 GHz. Note that above 50 GHz,
the noise is rejected by the WSS acting as a bandpass filter.
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Figure 3.3: Digital predistortion filters (a) and optical spectrum (b) of 100 GBd DP-16QAM signal
generated without optical compensation

Fig. 3.4 shows the corresponding back-to-back SNR versus OSNR curves. With-
out any compensation, the SNR saturates at 13.5 dB for low added optical noise
(high OSNR), and in the low SNR region, the performance shows high OSNR penalty

1This corresponds to ±49.5 GHz bandwidth to account for the RRC pulse shaping
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compared to the AWGN theory. When applying a full-band DAC predistortion, the
performance is improved in the low SNR region, reducing the OSNR penalty by 3 dB
for SNR around 5 dB. However, using a digital filter to compensate for a >25 dB
power excursion considerably degrades the ENOB, the SNR plateau at high OSNR
values is lowered to 12.2 dB and the OSNR penalty at a reference FEC threshold
of 11.3 dB [P16] approaches 8 dB. To avoid sacrificing the ENOB and to improve
the SNR performance in high OSNR region, a partial DAC predistortion is applied.
When the power loss is compensated by the digital filter only up to ±46 GHz, the
maximum SNR rises around 15.2 dB, and the performance in low OSNR region is
slightly improved. If we reduce the predistortion bandwidth to ±42 GHz, the SNR
plateau approaches 16 dB as we preserved the ENOB, but the performance in the
low SNR region is worst than in the previous case. When considering the reference
FEC threshold, the ±46 GHz therefore appears as the best candidate with a 3.6 dB
OSNR penalty compared to the pure AWGN case.
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Figure 3.4: Back-to-back SNR versus OSNR characterization of 100 GBd DP-16QAM signal
generated without optical compensation and with different digital predistortion filters

3.2.c) Hybrid optical and digital bandwidth compensation

To further reduce the implementation penalty at FEC threshold and to be able
to study the transmission performance of future transmitters with improved band-
width, we consider a hybrid compensation scheme, combining optical shaping with
digital predistortion. As in [96, 97, 98, 99, ?], the idea is to perform a significative
part of the compensation via a smooth optical attenuation profile, then finely com-
pensate for remaining profile with the digital predistortion while limit the excursion
of the digital filter and the impact of quantization noise and modulation losses.

We first apply a flat attenuation of 11 dB with the WSS on a ±30 GHz window,
enabling optical emphasis of the high frequency part of the 100 GBd spectrum.
Fig. 3.5(a) shows the WSS attenuation profile and the digital predistortion filters for
full-band predistortion, whose power excursion is now limited to 17 dB. Fig. 3.5(b)
shows the optical spectrum of the 100 GBd signal without any compensation (as a
reference) and when applying the M-shaped attenuation profile, first without digital
predistortion, then with the full-band predistortion filter.

68



3.2. High symbol-rate prototype characterization

−40 −20 0 20 40
−20

−15

−10

−5

0

Full-band predist.

WSS attenuation

Frequency [GHz]

P
ow

er
p

ro
fi

le
[d

B
]

0 20 40 60
−40

−30

−20

−10

0

Uncompensated

WSS only.

WSS + Full-band predist.

Frequency [GHz]

P
ow

er
[d

B
]

(a) (b)

Figure 3.5: WSS attenuation profile and digital predistortion filter (a) and optical spectrum (b)
of 100 GBd DP-16QAM signal generated with electro-optical bandwidth compensation scheme

Fig. 3.6 shows the corresponding back-to-back curves. The use of the WSS at-
tenuation profile alone already enables to reach a SNR plateau around 15.5 dB,
with around 5 dB OSNR penalty at the reference FEC threshold. When applying
the full-band DAC predistortion filter, the SNR saturates above 16.4 dB. The WSS
attenuation profile combined with a full-band predistortion filter shows a 2.2 dB
penalty compared to the theory at the reference FEC threshold, outperforming by
1.4 dB the previous best case using only ±46 GHz DAC predistortion.
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Figure 3.6: Back-to-back SNR versus OSNR characterization of 100 GBd DP-16QAM signal
generated with M-shaped optical compensation and with different digital predistortion filters

Conclusions on high symbol rate prototype characterization

We have presented our electro-optical compensation scheme to reduce the impact
of bandwidth limitations of the association of DAC, electrical drivers and MZM.
We have shown that our strategy enables us to increase the SNR saturation at high
values of OSNR and reduce the OSNR penalty at FEC threshold in lower SNR
regions, to be able to use the prototype for transmission over optical fiber links.
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3.3 High capacity 800 Gb/s demonstration for re-
gional networks

High symbol rate single-channel, single-DAC schemes are attractive as potential
cost-effective solutions to provide high capacity optical services compatible with
future 800 GbE. To accomodate for constraints of legacy optical networks based
on 50 or 100 GHz grids, we focus on 800 Gb/s solutions with symbol rates below
100 GBd, thus ensuring SE of 8 b/s/Hz. In this context, a first 800 Gb/s net rate
over 400 km was demonstrated in 2018 using 82 GBd DP-PCS-256QAM signals in
a 10 WDM channel configuration [94]. Further experiments were reported in 2020
with higher symbol rates, enabling the reduction of the constellation size and the
improvement of the transmission reach, such as [78, 79] operating DP-32QAM or
digital multi-channel DP-PCS-64QAM with symbol rate around 96 GBd, for C-band
WDM transmissions over 600 and 1000 km, respectively.

In this section based on a conference paper published at ECOC 2019 [P4], we
present the demonstration of a 800 Gb/s net channel rate over 605 km of ultra
low-loss fiber in a full C-band WDM configuration. We use 99.5 GBd DP-64QAM
signals and demonstrate a 8 b/s/Hz spectral efficient solution compatible with legacy
network constraints for regional transmissions.

3.3.a) Back-to-back 99.5 GBd DP-64QAM signal characteriza-
tion

The channel under test is obtained from the modulation of a tunable laser source
(TLS). We load the previously described transmitter operating at 118 GS/s with
randomly generated 99.5 GBd DP-64QAM sequences, with RRC pulse-shaping and
roll-off 0.01. First, the WSS attenuation profile given in Fig. 3.7(a) (dashed line) is
applied. Fig. 3.7(b) shows the one-sided power spectrum of the transmitter output
signal. When applying only the optical compensation, the power degradation over
the signal bandwidth is limited to 15 dB. The resulting spectrum is then used to
design a digital filter (Fig. 3.7(a), solid line), whose frequency response is the inverse
of the smoothed spectrum up to ±47 GHz, and unity otherwise. As shown in
Fig. 3.7(b), the combination of the digital predistortion and the optical attenuation
profile allows to obtain a flat spectrum over the signal bandwidth.
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Figure 3.7: (a) Frequency response of DAC predistortion filter and WSS attenuation profile; (b)
Power spectrum of 99.5 GBd RRC signal (ρ = 0.01) without compensation scheme, with optical
compensation only and with electro-optical compensation method.
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We show in Fig. 3.8 the back-to-back performance characterization of the single
99.5 GBd DP-64QAM channel, for the raw signal without any spectrum optimization
and when combining optical and digital compensation. Without any compensation,
the SNR performance does not exceed 8 dB. With the use of digital pre-emphasis and
optical compensation, the SNR plateau exceeds 16 dB, and the penalty compared
to the theoretical curve for flat 99.5 GBd signal is approximately 5 dB for 14 dB
SNR, which corresponds to the FEC requirements of the transmission experiment,
as detailed in the following.
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Figure 3.8: Back-to-back characterization of 99.5 GBd 64QAM channel without bandwidth com-
pensation and with electro-optical compensation

3.3.b) Laboratory transmission line

Our experimental transmission setup is depicted in Fig. 3.9. The channel under test
at 1542.34 nm occupies 100 GHz and is coupled to 86 loading channels in C-band on
a 50 GHz grid. The 86 distributed feedback (DFB) sources for the loading channels
are separately modulated with a DP I/Q modulator operating at 92 GS/s and fed
with 49 GBd DP-64QAM sequences. After amplification, a 50 GHz-grid-resolution
WSS is used to equalize the spectrum over the C-band and reject the loading signal in
the 100 GHz slot of the channel under test. A polarization scrambler (PS) ensures
a variable random state of polarization of the loading signal before coupling the
loading channels to the channel under test. The WDM signal is then amplified by
a last EDFA before being sent into the transmission line.

The transmission line is made of 11 spans of 55 km Corning EX3000 ultra low-
loss (ULL) fiber (effective area 150 µm2) followed by EDFA with output power
ranging from 15 to 19 dBm. A gain flattening filter (GFF) is used after each EDFA
to equalize the power profile over the C-band. The WDM spectrum at the line input
and output, for a total launched power of 18 dBm, are shown in Fig. 3.10.

At the RX side, the channel under test is extracted with a 100 GHz-grid-
resolution WSS, amplified and sent to the coherent receiver including a coherent
mixer, a local oscillator, balanced photodiodes and a 70 GHz bandwidth high speed
real-time scope operating at 200 GS/s. Data sets of 2 million samples are stored and
offline DSP is performed (see 1.5.b)). SNR and GMI are estimated and processed
signals are decoded using a family of SC-LDPC codes [68] with rates ranging from
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Figure 3.10: C-band WDM spectrum at line input and line output

0.4 to 0.91, using steps of 0.01. For each file we decoded the received waveforms
by using family members and we determined the maximum code rate resulting in
error-free transmission [100].

3.3.c) Experimental results

Fig. 3.11(a) shows the SNR versus total launched power after 605 km. The total
launched power was varied in the transmission line from 15 to 19 dBm by changing
the driving currents of all EDFAs. The non-linear threshold (NLT) in this experi-
ment is 18 dBm, and the optimum SNR at NLT is around 14 dB.

Fig. 3.11(b) shows the highest possible code rate versus the total launched power:
the ideal FEC case (circle markers) corresponds to the normalized GMI (NGMI),
and for the SC-LDPC codes we select the FEC with highest rate resulting in error-
free transmission, for each total launched power. For a total launched power cor-
responding to the NLT or (NLT+1) dBm, the highest code rate is 0.68. With 1%
pilot symbols (rp = 0.99), Rs=99.5 GBd, the resulting net rate is

Rb = 2 ·Rs · rp · 6 b/symbol · 0.68 = 804 Gb/s (3.1)

with a FEC implementation penalty of approximately 6% compared to the achiev-
able information rate (AIR) in the ideal FEC case computed as

R∗b = 2 ·Rs · rp ·GMI. (3.2)
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Figure 3.11: Evolution of SNR (a), code rate and net rate (b) as a function of the fiber total
launched power, for a transmission distance of 605 km

Conclusions on 800 Gb/s regional transmission

We demonstrated an 800 Gb/s DP-64QAM signal transmission in a full C-band
WDM spectrum, over 605 km EX3000 fiber and using EDFA amplification. We
generated our 99.5 GBd signal compatible with 100 GHz spacing grid using CMOS
high-speed DAC, digital and optical spectrum equalization with standard WSS to
overcome electro-optical bandwidth limitations, that are detrimental for high car-
dinality modulation formats required to transport such high capacity optical ser-
vices. We demonstrated a high channel rate, spectrally efficient transmission with
low complexity and commercially available DAC, compliant with cost efficiency and
footprint optimization requirements for future 800 GbE standards in regional optical
networks.
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3.4 Ultra-long haul 300 Gb/s transmission for future
transoceanic systems

From the first proposals of coherent fiber long-haul links in 2008, the design of
submarine optical transport systems has mainly been dominated by the target of
maximizing the per-fiber capacity, given the manufacturing and deployment cost of
optical fiber cables extending up to 17000 km or more. Sustained research effort in
advanced modulation formats and signaling techniques, powerful DSP and SD-FEC
schemes, enabled the spectral efficiency of such systems to approach the Shannon’s
capacity in laboratory ”hero-experiments” [5, 6, 7] as well as in field trials over re-
cently deployed cables [101, 102]. In particular, such systems are ultimately limited
by the fiber Kerr NL effect, and NLC techniques have been extensively explored to
further increase the system throughput when operating at the NLT.

Since 2017, new paradigms for transoceanic systems architecture are emerging.
Given that the delivered electrical power in submarine systems is limited by the
power feeding equipment technology, the current trend is not anymore maximizing
the per-fiber capacity but instead, backing off on the span input power, avoiding
resource-hungry NLC and adding more submerged fiber strands, together with pump
farming to share optical pump power between several amplifiers within submerged
repeaters [103, 104, 105]. In this context, high symbol rate transponders appear
as an attractive solution to limit the scaling of transponder count with the fiber
multiplicity in future SDM systems.

In this section based on a conference paper published at OFC 2020 [P7], we
demonstrate the record transmission of 300 Gb/s net channel rate over 20570 km
for 41 WDM channels in the C-band, using 99 GBd DP-QPSK signals and high
performance adaptive SC-LDPC codes. We examine the power transmission power
efficiency evolution when halving the fiber span input power, highlighting the com-
patibility of our experiment with the current industry trend towards SDM systems.

3.4.a) Performance requirements

To achieve transmission over the 20570 km ultra long-haul distance, we modulate
the test channel with 99 GBd DP-QPSK. Whereas the previous experiment uses
high cardinality format to maximize the channel rate over short distances, in this
case the modulation format is chosen for its resiliency to noise as required for this
ultra long transmission distance.

We first show in Fig. 3.12(a) the numerical characterization of the SC-LDPC
FEC code family for QPSK modulation. For each value of the SNR, with resolution
of 0.25 dB, we examine all members of our SC-LDPC code family and the graph
indicates the maximum code rate ensuring error-free decoding. The solid line stands
for the NGMI and represents the rate for an ideal FEC decoder. For a SNR value of
4.5 dB, the maximum code rate is 0.77 and assuming 1% pilot symbols, the 99 GBd
DP-QPSK is able to carry

Rb = 99 GBd · 2 b/symbol · 2 · (1− 0.01) · 0.77 = 301.87 Gb/s (3.3)

with a 7.5% penalty compared to the ideal FEC case. We apply the same electro-
optical scheme than in the previous experiment to compensate for the bandwidth
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limitations of the 118 GS/s CMOS transmitter. Fig. 3.12(b) shows the back-to-back
characterization of the 99 GBd QP-QPSK signal, with RRC pulse-shaping and roll-
off 0.01. For the target operation point around 4.5 dB SNR, our transmitter shows
< 1 dB implementation penalty compared to the AWGN channel.
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Figure 3.12: (a) SD-FEC code family numerical characterization for QPSK signal; (b) Back-to-
back characterization of 99 GBd DP-QPSK channel with electro-optical bandwidth compensation

3.4.b) Experimental setup with recirculating loop

In addition to the channel under test, the test group depicted in Fig. 3.13(a) com-
prises two other TLS that are modulated by a distinct CMOS DAC fed with different
sequences, to create two adjacent 99 GBd DP-QPSK channels. Like the test channel,
a WSS is used to optically shape the adjacent channels and electronic predistortion
is applied together with optical spectrum shaping. Fig. 3.13(b) shows the spectrum
of the 300 GHz test group.
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Figure 3.13: 3×99 GBd DP-QPSK test group. (a) experimental setup and (b) 300 GHz spectrum

The transmission full experimental setup is given in Fig. 3.14. The test group is
coupled to a C-band loading spectrum which is composed of 82 DFB on a 50 GHz
grid. The DFB are modulated with a unique DP I/Q modulator, driven by a 88 GS/s
DAC loaded with 49 GBd DP-QPSK sequences. After amplification, a 50 GHz-grid-
resolution WSS is used to equalize the WDM spectrum over the C-band and reject
the loading signal in the 300 GHz window of the test group. A 50 km fiber spool
and a polarization scambler (PS) ensures decorrelation and a variable random state
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of polarization of the loading signal. The WDM signal is then amplified by a last
EDFA before being sent into the recirculating loop.
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Figure 3.14: Experimental setup for transmission of a 3×99 GBd DP-QPSK test group in a full
C-band spectrum over transoceanic distances with a 605 km ULL fiber and EDFA recirculating
loop

The recirculating loop is based on the 605 km straight line introduced in the
previous experiment (section 3.3), totaling 11 spans of 55 km Corning EX3000 ULL
fiber and C-band EDFA/GFF in-line amplifiers. At the output of the 11 spans, we
use a 50 GHz-grid-resolution WSS for channel power equalization. A 3 dB coupler is
used to couple the TX and loop outputs and acousto-optic modulators (AOMs) are
used to inject into the loop light either from the TX or from the end of the loop. A
loop-synchronous PS is used to randomly rotate the state of polarization after each
recirculation in the loop. Fig. 3.15(a) shows the C-band spectrum at the transmitter
output whereas Fig. 3.15(b) shows the optical spectrum after 34 loop circulations,
totaling a distance of 20570 km. The spectrum power equalization in the loop with
the WSS is highly challenging with such a high number of recirculations, as the
effect of any equalization mismatch is multiplied by the number of recirculations.
In particular, power equalization is inherently limited by the 0.1 dB attenuation
resolution of the WSS.

1530 1540 1550 1560 1570

Transmitter output

Test group

Wavelength [nm]

P
ow

er
[1

0
d

B
m

/d
iv

]

1530 1540 1550 1560 1570

Loop output (18 dBm)
34 recirculations

20570 km

Wavelength [nm]

P
ow

er
[1

0
d

B
m

/d
iv

]

(a) (b)

Figure 3.15: C-band WDM optical spectrum (a) at transmitter output and (b) at loop output
after 34 recirculations

At the RX side, the test channel is extracted using a WSS, amplified and sent to
the loop-synchronous coherent RX. Electrical waveforms are sampled with a 70 GHz
bandwidth real-time scope operating at 200 GS/s. Data sets of 2 million samples
are stored and offline DSP is performed (see 1.5.b)). As in the previous experiment,
we search in the SC-LDPC code family the codes enabling error-free transmission
and we select the member with the highest code rate among the appropriate codes.
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3.4.c) Experimental results

We show in Fig. 3.16 the distributions of the SNR and in Fig. 3.16(b) the highest
post SD-FEC code rate and corresponding channel rate, for all 41 channels when
sweeping the test group over the whole C-band, after 20570 km and for a launched
power per span ranging from 15 to 18 dBm. Each box contains 75% of the population
and the horizontal bar represents the median. The horizontal ends of the whiskers
correspond to the extremal values. For a launched power of 18 dBm, the measured
SNR after DSP ranges from 4.54 to 5.7 dB and the code rate varies between 0.78
and 0.86 across the C-band. As all code rates are above the 0.77 code rate threshold,
all our transmitted channels can transport a net bit rate greater than 300 Gb/s.

As we reduce the power to 17 or 16 dBm, the SNR is degraded, but still more
than 75% of the channels are above the 4.5 dB threshold and can consequently carry
300 Gb/s net rates, whereas the worst performing channels fall to 278 and 266 Gb/s
with code rate of 0.71 and 0.68, respectively. For 15 dBm, the SNR shows con-
siderable variations even with careful optical equalization in the recirculating loop.
Especially when going into the linear regime, power imbalance between channels
results in high variation of the performance. As a result, adaptive selection of the
best code rate for each channel is crucial to accomodate for the SNR variations, and
code rates from 0.55 to 0.83 allow to reach 215 to 325 Gb/s net channel rates.
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Figure 3.16: (a) SNR and (b) highest post SD-FEC code rate and corresponding channel rate (b),
for all 41 channels in the C-band after 20570 km and for variable launched power per span

Fig. 3.17 shows the achievable throughput for each configuration (solid line, left
axis). With a launched power per span of 18 dBm, the total throughput reaches
13.1 Tb/s. While 18 dBm corresponds to the NLT in this loop, we show that
decreasing the total power down to 16 dBm implies a very small decrease (less than
3%) of the total throughput. Further decreasing the launch power to 15 dBm results
in a higher reduction of the total throughput down to 11.5 Tb/s, corresponding
to 12%, which is attributed to the fact that we enter the linear regime of fiber
propagation.

In submarine links, the optical power is limited by the capacity of feeding elec-
trical power to submerged amplifiers. The transmission power efficiency, defined as
the ratio of the total throughput to the total integrated launched power, is therefore
an interesting figure of merit for cost-efficient system design. This metric is rep-
resented in Fig. 3.17 (dashed line, right axis) as a function of the launched power
per span. Dividing the per fiber power by two, from 18 to 15 dBm, and reduc-
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ing the total throughput only by 12%, leads to increasing the transmission power
efficiency by a factor 2*(1-0.12)=1.76, from 0.55 to 0.97 Gb/s/mW. Through this
example we illustrate the compatibility with the current attraction in submarine in-
dustry towards SDM schemes, i.e. reducing the per-fiber throughput by sharing the
available power between fibers in order to improve the transmission power efficiency.
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Figure 3.17: Total throughput (left axis) and transmission power efficiency (right axis) versus
launched power per span, for 99 GBd DP-QPSK C-band WDM transmission over 20570 km

Conclusions on ultra-long haul transmission

We demonstrate a record transmission of a per-channel net rate of 300 Gb/s for 41
WDM 100 GHz spaced channels across the full C-band, over 20570 km using EDFA
amplification and avoiding nonlinear compensation. We also show that operating
the system at the launched power of 3 dB below the nonlinear threshold enables us
to increase the transmission power efficiency. Our demonstration is compatible with
the current SDM trend of favouring the cost-per bit per cable as the main metric
in power-constrained subsea systems. Within this new paradigm, as the number
of fiber pairs and required transponders per submarine cable is increasing, high
symbol rate transponders appear as attractive solutions to address cost-efficiency
and footprint optimization in future SDM systems.
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3.5 Field trial demonstration of rate versus reach trade-
off optimization

During the last decade, 100G products have been dominating the market of coher-
ent optics. Analysts expect in the coming years a strong popularity of 400G as a
good compromise between capacity and cost for applications ranging from DCI to
long-haul while waiting for the maturity of 600G and 800G commercial products [11].

The 400ZR implementation agreement [10] aims at providing interoperable and
low-cost 400 Gb/s solutions for short distances, as required for example for datacen-
ter interconnections (DCI) distances up to 120 km. 400ZR is based on DP-16QAM
operating aroung 60 GBd, with pluggable coherent transponders enabling direct in-
terfacing with 400 GbE client switches. Higher symbol rates (up to 90-95 GBd) are
appealing to achieve 400 Gb/s services over longer distances in backbone transport
networks, while keeping the spectral efficiency at 4 b/s/Hz considering insertion in
100 GHz grids of legacy optical cross-connect architecture.

In this section based on a conference paper published at ECOC 2020 [P9], we
present the experimental results of a field trial using our high symbol rate prototype
to generate 80 to 95 GBd DP-PCS-16QAM signals. We analyze the evolution of im-
plementation and transmission impairments with the symbol rate, and we show that
thanks to the optimization of symbol rate and constellation shaping, our solution is
able to optimize the spectral efficiency versus reach tradeoff while accomodating for
the constraints of legacy optical networks. 400 Gb/s to 600 Gb/s net channel rates
are demonstrated over the Orange optical transport network from Paris node and
using routing in points of presence in major cities in France.

3.5.a) Experimental setup for field trial over live commercial
network

The test channel is generated from the modulation of a C-band TLS, with similar TX
configuration than in the previously described experiments. As shown in Fig. 3.18,
RRC pulse-shaping with roll-off 0.1 is applied to the PCS-16QAM sequences with
variable symbol rate (80 to 95 GBd) and constellation entropy (2.8 to 4 b/symb/pol).
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Figure 3.18: (a) PCS-16QAM constellation PMF with variable entropy and (b) DP-PCS-16QAM
80 to 95 GBd power spectrum (RRC roll-of 0.1)
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Fig. 3.19 illustrates the experimental setup of the field trial. Using a Nokia
1830 Photonics Service Switch (1830 PSS) colorless directionless contentionless and
flexgrid (CDC-F) node [106], this channel is sent to a multi-cast switch followed
by an optical amplifier. The channel is then inserted into an optical cross-connect
element through an add/drop (A/D) port, enabling routing to and from different
directions in the Orange optical network.
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A/DA/DA/D
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Input 
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Live traffic Tx/Rx
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Figure 3.19: Experimental setup for transmission of 80 to 95 GBd DP-PCS-16QAM signals in-
serted in a 100 GHz slot amidst live traffic over Orange optical transport network

The channel occupies a 100 GHz slot, with central frequency varying between
191.525 and 192.125 THz for the different tests and is run alongside live commercial
services with a fixed optical power set by the network control plane. Fig. 3.19 shows
an example of the optical spectrum observed in the input fiber of the optical node,
with our test channel centered at 192.125 THz. The test channel is surrounded by
live-traffic channels over the C-band, that are either added/dropped in the Paris
PoP or transparently routed to other directions through the optical cross-connect.

The different tested routes over the Orange network in France and their charac-
teristics are listed in Fig. 3.20. Network configurations from Paris to major cities
in the south of France (Lyon, Marseille, Toulon, Nice) enable us to test transmis-
sions up to 2323 km. An additional route between Paris and Nantes allows to reach
distances beyond 3000 km over legacy standard single mode fibers (SSMF). After
travelling through this additional route, the test channel is only routed from one
path to the other when coming back to Paris. In all the remote PoPs, routing is
performed only with ROADMs, and the WSS count varies between 12 for 1100 km
transmission to 37 when reaching 3446 km.

Paris

Nantes

Poitiers Lyon

Marseille
Nice

Toulon

Route Distance ROADM WSS
[km] count count

(1): Paris - Lyon - Paris 1100 6 12
(2): Paris - Marseille - Paris 1851 9 18
(3): Paris - Toulon - Paris 2037 13 21
(4): Paris - Nice - Paris 2323 15 23
(5): Paris - Nantes - Paris + (3) 3161 20 35
(6): Paris - Nantes - Paris + (4) 3446 22 37

Figure 3.20: Summary of tested routes over Orange transport network in France

At the RX side, the channel is dropped, pre-amplified and sent into a coher-
ent receiver composed of a tunable LO, a coherent mixer and 70 GHz-bandwidth
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balanced photodiodes. The electrical waveforms are sampled with a 113 GHz band-
width, 256 GS/s high speed oscilloscope and stored for offline DSP. As detailed in
section 1.5.b), the DSP consists in CDC, polarization demultiplexing using pilot-
aided MMA, CFE/CPE and a last blind least mean square post-equalizer. The
1% DSP pilot symbols are dropped before SNR and GMI estimation and SD-FEC
decoding using SC LDPC codes [68].

3.5.b) Experimental observation of ROADM filtering effects

To observe the impact of the filtering caused by the cascade of ROADMs, Fig. 3.21
shows the power spectrum of the received waveforms, when transmitting in back-to-
back configurations and after 1100 or 3446 km, for 80 to 95 GBd signals. While 80
and 85 GBd signals do not suffer much from the filter cascade, the narrowing of the
spectrum is clearly visible for 90 and 95 Gbd, especially when going up to 3446 km.
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Figure 3.21: Filtering effects on 80 to 95 GBd signals due to ROADMs cascade

(i) High symbol rate implementation and transmission penalty identification

Fig. 3.22 shows the measured NGMI (circle markers) as a function of the constella-
tion entropy, for 1100 and 3446 km transmissions and symbol rate ranging from 80
to 95 GBd. The general behaviour is that the NGMI decreases both with the symbol
rate and the constellation entropy. For a given symbol rate, increasing the entropy
reduces the distance between the constellation symbols, thus reducing tolerance to
noise. For a given entropy, the NGMI decreases as the symbol rate increases: on
the one hand, the in-band ASE noise variance grows linearly with the symbol rate
and on the other hand, implementation and transmission penalties increase with the
symbol rate.

81



Chapter 3. High symbol rate transmitters for next-generation coherent systems

2.8 3 3.2 3.4 3.6 3.8 4
0.9

0.92

0.94

0.96

0.98

1

1100 km

H [b/symb/pol]

N
G

M
I

2.8 3 3.2 3.4 3.6 3.8 4
0.6

0.7

0.8

0.9

1

3446 km

H [b/symb/pol]

N
G

M
I

Measured NGMI:
80 GBd 85 GBd 90 GBd 95 GBd

Extrapolated NGMI with 80 GBd as reference
85 GBd 90 GBd 95 GBd

Figure 3.22: Evolution of NGMI as a function of constellation entropy H, for 1100 and 3446 km
transmissions and symbol rate ranging from 80 to 95 GBd

To identify the role of each penalty source, we propose the following method.
Taking as a reference the 80 GBd curve, we scale the corresponding ASE noise by
a factor R/(80 GBd) for R equal to 85, 90 or 95 GBd, and find the corresponding
NGMI (diamond markers). This extrapolated NGMI therefore takes into account
the in-band ASE noise scaling with the symbol rate, assuming there are no extra
penalties for 85, 90 and 95 GBd compared to 80 GBd. The difference between
the measured NGMI and the extrapolated NGMI corresponds to the extra imple-
mentation and transmission penalties arising for increasing the symbol rate above
80 GBd.

We show that after 1100 km, the measured NGMI for 85 and 90 GBd signals fol-
lows the predicted trend corresponding to in-band ASE scaling, and only the 95 GBd
signal appears significantly penalized by extra penalties. For 3446 km, we show the
experimental results only for 80 to 90 GBd as the 95 GBd signal was too much
degraded during the transmission. The 90 GBd signal now presents extra penalties
compared to the extrapolated case: since the 90 GBd does not show implementation
penalties at 1100 km, we attribute these extra penalties to the increased distance
and particularly to the filtering effects of the 22 ROADM (37 WSS) crossed along
the route.

(ii) Achievable rate assuming ideal SD FEC

From the NGMI values we deduce the achievable information rate (AIR) for an ideal
FEC as

R∗b = (H − (1−NGMI) ·m) · 2 ·Rs · rp (3.4)

where H is the constellation entropy, m = 4 the number of bits of the 16QAM
constellation, Rs the symbol rate and rp = 0.99 accounts for the rate reduction due
to DSP pilot insertion. The AIR computed from the measured NGMI is shown with
the circle markers in Fig. 3.23, whereas the diamond markers correspond to the AIR
that would be obtained from the extrapolated NGMI (with the in-band ASE scaling
as the only impairment when increasing the symbol rate).
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Figure 3.23: Evolution of the AIR (ideal FEC) as a function of constellation entropy H, for 1100
and 3446 km transmissions and symbol rate ranging from 80 to 95 GBd.

For 1100 km, for 80 to 90 GBd, the AIR increases almost linearly with the
constellation entropy, except for entropy above 3.8 b/symb/pol when the NGMI
drop induces an inflection in the rate growth. Besides, as the measured NGMI does
not deviate from the extrapolation with the in-band ASE scaling, increasing the
symbol rate from 80 to 90 Gbd enables to scale almost linearly the AIR with the
symbol rate. For 95 GBd, as the measured NGMI is degraded by implementation
and transmission penalties compared to the extrapolated NGMI, the AIR does not
scale as expected with the symbol rate and saturates. Yet, the 95 GBd signal would
allow for this 1100 km route the highest achievable rate of 678 Gb/s with an ideal
FEC.

The picture changes when going to the maximum tested distance of 3446 km.
80 to 90 GBd signals show a maximum AIR (from measured NGMI) between 475
and 450 Gb/s, obtained for constellation entropies between 3.6 and 3.8 b/symb/pol.
85 and 90 GBd signals show similar performance: while the AIR is close to the
extrapolated case for 85 GBd, for 90 GBd it deviates from the expectation as the
signal is impaired by filtering penalties.

3.5.c) Post SD FEC decoding using SC LDPC

(i) Maximizing channel rate with adaptive SC LDPC decoding

This analysis has allowed us to identify the evolution trends of the achievable
rate with ideal FEC. Now, we perform FEC decoding using a family of SC-LDPC
codes [68]. The code rate ranges from 0.51 to 0.97 and we select for each waveform
the highest code rate rc allowing error-free transmission. Similarly to (3.4), the post
SD-FEC net rate is computed as

Rb = (H − (1− rc) ·m) · 2 ·Rs · rp. (3.5)

Fig. 3.24 compares the AIR with ideal FEC decoding (circle markers) and the post
SD-FEC net rate using the SC-LDPC codes (square markers). For the 1100 km
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case, the NGMI is always above 0.9 and for the maximum entropy of 4/b/symb/pol,
high performance of SC-LDPC decoding with code rate between 0.88 and 0.94 pro-
vides post SD-FEC net rate beyond 600 Gb/s for 85 to 95 GBd. For the 3446 km
case, around the optimal entropy value of 3.6 b/symb/pol, the 85 GBd signal offers
the highest post SD-FEC rate of 477 Gb/s with a FEC penalty of 3.9%, whereas
the 90 GBd (that shows similar achievable rate with ideal FEC) is penalized by a
larger 4.9% FEC penalty as the FEC penalty increases when the code rate decreases.
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Figure 3.24: Evolution of the channel rate (ideal FEC and SC-LDPC) as a function of constellation
entropy H, for 1100 and 3446 km transmissions and symbol rate ranging from 80 to 95 GBd.

Finally, we summarize the performance of the different symbol rates using routes
from 1100 km to 3446 km. Fig. 3.25 shows the optimal net rate evolution as a
function of the distance. 80 and 85 GBd transmissions show steady reductions of
the net rate as the distance increases. The benefit of increasing the symbol rate is
reduced as the distance and the number of ROADMs increase. 90 GBd outperforms
95 GBd for the different tested distances, except for 1100 km where the two symbol
rates lead to barely the same bitrate. For distances greater than or equal to 1851
km, the performance is severely degraded by the filtering effects for the 95 GBd
case. Considering 5% overhead for network protocols, 600G service is achievable at
1100 km using 90 or 95 GBd, 500G transport is possible up to 2300 km with 85
and 90 GBd, whereas 400G transmission is demonstrated up to 3400 km with 80 to
90 GBd signals.

(ii) Adaptive PCS modulation to limit SC LDPC implementation complexity

In practice, the implementation of adaptive decoding using multiple SD FEC codes
is considered as prohibitively complex. We propose to analyze the transmission re-
sults when using a single member of the SC LDPC code family to perform the SD
FEC decoding. With a fixed code rate rc and for a given symbol rate Rs, the post
SD-FEC net rate given by (3.5) is a strictly increasing function of the constellation
entropy H. The maximum net rate is therefore attained when maximizing the en-
tropy, while ensuring error-free transmission with code rate rc, i.e. ensuring NGMI
above the rc + ∆ threshold, where ∆ is the FEC implementation penalty. For this
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Figure 3.25: Optimum net channel rate versus distance when using adaptive SC LDPC decoding

study we analyze three different code rates: 0.75, 0.86 and 0.92.

For the symbol rate of 90 Gbd, Fig. 3.26(a) shows the evolution of the maximum
entropy versus the transmission distance, for the selected code rates. At 1100 km,
we have seen previously in Fig. 3.22 that the NGMI is above 0.94 for all entropies,
so entropy of 4 b/symb/pol is achievable with the three different code rates. When
increasing the distance and the transmission noise, the entropy must be decreased
to keep NGMI above the NGMI threshold defined by the selected code rate, while
maximizing the channel rate. The maximum entropy is then steadily reduced down
to 3.6 and 3.0 b/symb/pol at 3446 km for code rate values of 0.75 and 0.86, re-
spectively. At this maximum distance, the NGMI is 0.926 for 2.8 b/symb/pol and
decoding is not achievable with 0.92 code rate.
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Figure 3.26: (a) Maximum entropy and (b) maximum channel rate evolutions with transmission
distance when using a single SC LDPC code, for 90 GBd and code rates values of 0.75, 0.86 and
0.92

The post SD FEC net rate, computed with the three selected code rates and
the corresponding maximal entropy values for all transmission distances, is shown
in Fig. 3.26(b). The black curve represents the optimal channel rate obtained
when adaptively selecting the code rate in the whole SC LDPC family as shown
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in Fig. 3.25. Using the highest code rate 0.92 allows to reach the optimal 657 Gb/s
net rate at 1100 km, but is detrimental when increasing the distance, as the penalty
compared to the optimal case is 7.8% at 3161 km and transmission is not achievable
at 3446 km. On the contrary, using the 0.75 code rate induces large 18.8% penalty
at 1100 km, as below 2037 km the constellation entropy reaches its maximum at
4 b/symb/pol and the channel rate saturates at 535 Gb/s. However, the 0.75 code
rate enables to approach the optimal case at 3446 km with a 3.6 b/symb/pol con-
stellation. Finally, the channel rate using the 0.86 code rate is a satisfying trade-off
between high performance at shortest reach and high noise resilience for long-haul
transmission. By using this single code rate and tuning the entropy from 4 down to
3 b/symb/pol, 613 Gb/s and 435 Gb/s are achievable over 1100 km and 3446 km,
respectively, and the penalty compared to the optimal case is between 1.5% (for
2323 km) and 7.1% (for 3446 km), with an average value of 4.2%.

When considering a unique code rate, optimization of the constellation entropy
allowed by the PCS scheme is a crucial asset to optimize the spectral efficiency versus
transmission distance trade-off while reducing the implementation complexity of SC
LDPC decoding.

Conclusions on rate versus reach trade-off optimization

We have demonstrated the in-field transmission of high symbol rate signals over
the Orange optical network amidst commercial live-traffic. These tests highlighted
how the flexibility in constellation shaping and symbol rate enables us to optimize
the tradeoff between spectral efficiency and transmission reach, while taking into
account the real-world network context. In particular, we have demonstrated that
the implementation penalties and filtering impairments due to ROADMs cascade can
be detrimental for 95 GBd transmission in legacy 100 GHz networks. We have shown
that 90 GBd signals are able to transport 400G services over 3400 km, 500G over
2300 km and 600G over 1100 km thanks to adaptive SC-LDPC decoding. Finally,
we have shown that adaptive constellation shaping alleviates the need of multi-FEC
implementation as we have obtained >600 Gb/s transmission over 1100 km and
>400 Gb/s over 3400 km when using 90 GBd with code rate 0.86, with penalties
between 1.5 and 7.1% compared to the adaptive FEC scheme.
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3.6 Summary

In this chapter, we have presented experimental demonstrations of high symbol
rate (80 to 100 GBd) transmissions. The signals were generated using a DP I/Q
coherent transmitter based on CMOS technology, with a single DAC per modulated
dimension, compliant with industry requirements in terms of manufacturing process
and integration. To cope with the bandwidth limitations of current generation DAC,
electrical drivers and electro-optical modulators, we have used an electro-optical
bandwidth compensation scheme allowing transmission performance assesment of
next-generation high speed transmitters.

In a first transmission experiment, we have demonstrated a 800 Gb/s net channel
rate over a 605 km straight line, in line with industry demands for cost-efficient
and footprint optimized systems to answer future 800GbE client rates, however
showing the tight requirements on line characteristics to transport an SE of 8 b/s/Hz.
Then, we have demonstrated a record 300 Gb/s channel rate over a ultra-long-
haul 20570 km transmission for all 41 channels in the C-band using 99 GBd DP-
QPSK channels, and we have shown how high symbol rate transmitters can suit the
requirements of future submarine systems, as the industry is turning towards SDM
paradigm. Since the increase of fiber counts in submerged cables inevitably scales the
number of required transponders to operate the cable, high symbol rate transceivers
are attractive solutions for the design of cost-efficient systems. Finally, we have
performed a field trial over a live traffic network to study the compatibility of 80 to
95 GBd signals with real-world network architectures, based on 100 GHz grid nodes.
We have highlighted that flexibility in constellation shaping and symbol rate tuning
is a major asset to take into account the constraints of legacy optical networks.
We have demonstrated the successful transmission of 400 Gb/s over 3400 km ultra
long-haul distance, as well as 600 Gb/s over 1100 km using 90 GBd signals.

To conclude, we have shown the capabilities of high symbol rate transmitters
in a wide range of configurations, and demonstrated SE of 3 b/s/Hz over ultra-
long-haul subsea distance beyond 20000 km, 4 and 6 b/s/Hz transmissions over
3400 and 1100 km distances over a live network traffic, and 8 b/s/Hz in a 600 km
lab experiment. High symbol rate transmitters appear as promising candidates to
answer future requirements of optical transport networks, in terms of compatibility
with high client rates for short distances as well as for cost efficient designs of high
capacity long-haul core systems.

Further progress in single DAC capabitilies will undoubtedly demand bandwidth
improvement of electrical and electro-optical components, as the tolerance to imple-
mentation penalties drops when the target SE increases. The deployment of high
SE transmission with actual network constraints may also require more complex
design of optical paths in reconfigurable networks. Besides the filtering penalties
observed in our field trial, in a recent experiment [P16] we have characterized a po-
tentially detrimental sensitivity of 800 Gb/s transmission based on 90 GBd 64QAM
to in-band crosstalk due to imperfect channel blockings in optical cross-connects.
Properly taking into account these impairments is all the more challenging as they
do not arise only either from the TRX or the transmission but require a joint mod-
eling. The next chapter is dedicated to the study of EEPN, a potentially dominant
impairment for high symbol rate subsea transmissions with large CD accumulation.
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Chapter 4
Equalization enhanced phase noise impact
on high symbol rate transmission systems

This chapter focuses on the study of equalization enhanced phase noise (EEPN),
that originates from the interplay of the LO phase noise (PN) with the chromatic
dispersion electronic equalizer in coherent dispersion-unmanaged (DU) transmission
systems. In the context of transoceanic systems, as EEPN is expected to impose
tight design requirements for transmissions with large accumulated chromatic dis-
persion (CD) and high symbol rate transceivers, we present a detailed numerical
study aiming at characterizing EEPN properties and studying the EEPN penalty
when taking into account the CPE algorithm. Then, we conduct an experimental
characterization campaign over a transoceanic testbed to determine EEPN impact
using different LO laser sources.
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Chapter 4. EEPN impact on high symbol rate transmission systems

4.1 Introduction

With the advent of coherent technology and DU fiber links, the design of optical
transport systems has considerably evolved. CDC with electronic equalizers in flex-
ible transponders indeed loosened the dependence between transponder technology
and optical path design, and consequently allowed considerable possibilities in net-
work management and evolution. In the domain of subsea communications, whereas
optical network vendors used to specify to their clients the point-to-point system
performance, they are now strongly encouraged to move to a new paradigm [107]
with separate specifications for open cables and for transponder technology.

Soon after the adoption of electronic CDC, a first analytical investigation [108]
highlighted that the interaction of the laser PN and the CDC electronic equalizer
generates additional impairments called equalization enhanced phase noise (EEPN).
This study predicted the EEPN variance to scale linearly with the accumulated CD,
the signal symbol rate and the laser linewidth, imposing tight constraints on the
laser sources for DU systems.

In the context of transoceanic transmissions with cables of several thousands
of km, with low loss fibers showing large CD coefficients (over 20 ps/nm/km) and
with next generation transponders able to operate in the 50-100 GBd range, further
investigation on EEPN impact has been motivated by concerns on future systems
requirements. As EEPN arises from the interaction of the transponder laser with
the CDC, it intrinsically bonds the transmission line properties to the transponder
characteristics. In the open cables context, this motivates a more accurate charac-
terization for the inclusion of its impact in system performance computation.

4.1.a) EEPN in dispersion unmanaged transmission systems

To understand the origins of EEPN, a simplified model of a DU long-haul trans-
mission system is given in Fig. 4.1. The signal under study is modulated by a I/Q
modulator (without loss of generality, only single-polarization signals are considered
here). The transmission link is composed of Nspan identical fiber spans. Each span
is followed by an EDFA to restore the optical power after fiber attenuation. At the
end of the link, a LO laser and a coherent receiver are used to convert the optical
signal into baseband electrical signals.

TX
QAM

modulator

×Nspan

LO

Coherent
receiver DSP

Figure 4.1: Simplified model of DU long-haul transmission link for EEPN study

In this model, the signal impairments are only due to fiber CD, ASE noise from
optical amplification and carrier PN arising from TX and/or LO lasers. Each laser
PN is modeled by a random walk (Wiener process), whose step size is proportional
to the laser linewidth.

The DSP consists in matched filtering with respect to the electrical pulse shaping
at the transmitter, ideal CDC in the frequency domain and CPE to estimate the
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time-varying phase offset of the received constellation due to TX and LO PN, as
described in section 1.5.b). CFE is not required as the frequency detuning between
the lasers is set to 0 in the simulations.

As an illustrative example, Fig. 4.2 shows simulation results of the transmission
of a 49 GBd QPSK signal in a 6600 km link, composed of Nspan = 120 fiber spans of
55 km PSCF (Corning EX3000) and EDFA with noise figure 5 dB. The constellations
of the upper line (Fig. 4.2(a), (b) and (c)) correspond to transmissions where the
CD coefficient has been set to 0, whereas for the bottom line, i.e. Fig. 4.2(d), (e)
and (f), the CD coefficient value is 20.6 ps/nm/km. The simulations are performed
either without PN (left column), or with a PN following a Wiener process with laser
linewidth 500 kHz at the TX laser only (middle column) or at the LO only (right
column).

In numerical simulations, the generated PN random walk φk is perfectly known
and can be used to perform CPE using genie-aided PN cancelation, such that the
symbols x̂k are recovered from the symbols yk after CDC as x̂k = yke

−jφk . The grey
markers indicate the signal samples after CDC and before the CPE, whereas the
blue markers correspond to the signals after CPE.

No phase noise TX phase noise only LO phase noise only

No dispersion

(a) (b) (c)

Dispersive link

(d) (e) (f)

Figure 4.2: Constellations diagrams for 49 GBd QPSK transmission over a transoceanic link
(6600 km composed of 120 spans of 55 km PSCF (D=20.6 ps/nm/km, α=0.15 dB/km) and EDFA
with noise figure 5 dB), neglecting transceiver penalties and fiber nonlinearity. The laser linewidth
is 500 kHz for the TX and the LO in the middle and right column, respectively.

When the dispersion is set to 0, in the absence of PN, the constellation shown in
Fig. 4.2(a) is only impaired by ASE noise: this is the reference case of this example.
When PN is turned on for the TX (Fig. 4.2(b)) or the LO (Fig. 4.2(c)), the samples
before CPE (grey markers) are rotated due to the random PN coming from the
corresponding laser. After perfoming CPE with genie-aided PN cancelation, the
resulting constellations (blue markers) are similar to the one in Fig. 4.2(a): in the
non-dispersive case genie-aided PN cancelation allows perfect PN compensation for
both TX and LO lasers.

For the case of a dispersive link, when no PN is considered (Fig. 4.2(d)), dis-
persion is completely mitigated by the CDC and there is no penalty compared to
the reference case of Fig. 4.2(a). When only TX PN is turned on (Fig. 4.2(e)), the
performance is still the same after CDC and CPE: the transmitted signal is impaired
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first by the TX PN, then fiber dispersion and ASE addition. The DSP compensates
first for the CD, then for the TX PN (reverse order compared to the impairments),
and the resulting constellation is similar to the reference case. When LO PN is
turned on, we observe that after propagation, mixing with LO, CDC and CPE,
the signal is strongly degraded. Applying the CDC on the received signal impaired
with LO PN results in the conversion of the pure LO PN into an enhanced noise
called EEPN. EEPN results from the non-commutability of the PN and the CD,
whereas the DSP performs first CDC and then CPE. Note that if CDC is performed
at the transmitter side, then the roles of TX and LO lasers in EEPN generation are
permuted.

4.1.b) Review of prior studies

The first analytical analysis of EEPN impairments used a time-domain impulse re-
sponse approach to compute the variance of EEPN at CDC output with phase noise
generated only by the LO laser [108]. The EEPN variance was found to scale linearly
with the fiber length (through accumulated CD), the laser linewidth and the symbol
rate. Whereas for a given laser linewidth, the classical PN impairments reduce with
the symbol rate, EEPN impact evolves in the opposite direction, making its study
crucial as the industry fosters the continuous increase of the transceiver symbol rates.

Assuming that EEPN can be modeled as an independent AWGN, the EEPN
variance [108] was added to that of the ASE noise, and the EEPN system penalty
was derived in terms of SNR [108] or OSNR [109]. However, the AWGN assumption,
yet very useful for a coarse prediction of EEPN impact on system design, does not
take into account the fundamental properties of EEPN distortions, that originates
from the dispersion of the LO phase noise (a low-pass stochastic process) by the
CDC equalizer.

To better capture the nature of EEPN distortions, numerical simulations have
been useful to assess EEPN impact on LO linewidth constraints, as in [110], using
QPSK signals and a practical M -th power method as CPE algorithm, or in [111]
which highlighted tighter laser requirements for higher modulation formats such
as 16QAM and 64QAM, while using a maximum likelihood estimate of the carrier
phase for the CPE. It has been shown in [112] that the EEPN affecting the QPSK
signal can be partially mitigated by the Viterbi-Viterbi phase recovery, so that the
analytical model overestimates the EEPN impact on system design. Further on,
a digital mitigation technique by a fast equalizer replacing the conventional phase
recovery algorithm was also proposed in [113].

Through a frequency domain analysis with numerical simulation validation, it
has been shown that the EEPN penalties can be mainly attributed to the low fre-
quency components of the laser PN [114]. To limit the impact of EEPN on system
design, hardware solutions have been proposed to partially mitigate EEPN [115],
based on a hardware digital coherence enhancement (DCE) technique developed
in [116] which is able to loosen the linewidth requirements at the cost of a more
complex receiver architecture with an additional coherent receiver to measure the
laser PN.

Based on the observations that EEPN impacts comes from the laser PN low
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frequency features, and that it has been shown that CPE algorithm can influence
and even mitigate EEPN impairments, we believe that further investigation of EEPN
impact including CPE analysis is required, as the current industry trend is towards
ever increasing symbol rates (100 GBd is now practical) and there is demand for
submarine cables of 15000 km or more.

Chapter outline

In this chapter, we revisit the EEPN analysis and carry out a detailed numerical
characterization, taking into account the BPS [55] as the CPE algorithm. We per-
form Monte Carlo simulations to extract EEPN contributions, and study the EEPN
penalty for PCS modulations recently proposed for transoceanic systems with large
accumulated CD and high symbol rate. Then, we present an experimental char-
acterization of the impact of EEPN arising from different laser sources in an ultra
long-haul submarine configuration. In particular, we study the impact of using
a standard LO laser source with 100 kHz specified linewidth on the transmission
performance of a 90 GBd signal over a 10476 km transmission.
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4.2 DSP-aware EEPN numerical study

In this section based on a journal paper [P3] published in 2019, we present the results
of our numerical simulations to characterize EEPN in the context of transoceanic
transmissions using high symbol rate transmitters. We first propose a system model
that allows us to precisely extract EEPN distortions from the other noise contribu-
tions, and we study the temporal and statistical characteristics of EEPN. Then, we
study EEPN penalty in terms of system design on modern and future transoceanic
systems, based on recent transmission experiments [100, 117].

Previous studies [108, 109] have shown that for electronic CDC at the receiver
the TX laser PN impacts only phase recovery but does not contribute EEPN. First,
we will omit TX PN to characterize EEPN statistical and temporal characteristics.
However, as we include in this analysis the influence of BPS, whose optimum per-
formance and averaging length depend on both TX and LO PN, it will be included
in the rest of the study to quantify the impact of EEPN in a realistic system after
DSP.

4.2.a) Equivalent system model

We use the equivalent baseband model described in Fig. 4.3. A stream of symbols
xk at the symbol rate Rs = 1/Ts is passed through the equivalent transfer function
H(f) modeling TX pulse shaping and fiber accumulated CD. The noise contribution
n(t) is AWGN and represents the total ASE noise generated by all amplifiers during
the transmission. At the receiver, the signal is multiplied by the LO field. The
LO PN process φLO(t) is a Wiener process; therefore, the continuous-wave optical
field of the LO laser has a Lorentzian spectrum with FWHM ∆ν (cf. Fig. 4.4).
The FWHM ∆ν is also referred to as 3 dB laser linewidth, or more simply laser
linewidth.

The DSP consists of channel equalization (including matched filtering and CDC)
modeled by H∗(f), symbol-spaced sampling at the rate Rs = 1/Ts, and the CPE
algorithm. Note that we focus this work on EEPN identification and CPE impact,
and do not include in our simulations the role of additional DSP algorithms, such
as fast adaptive equalizers that can partially mitigate EEPN, as shown in [113].
Furthermore, the frequency detuning between the TX and LO lasers is set to 0, and
the impact of CFE algorithm and residual frequency offset has not been addressed
in this study.

Through this study, we consider single-channel transmissions over EX3000 fiber
(D=20.6 ps/nm/km) with central frequency f0=194 THz, we set Pin=0 dBm and
Pl=10 dBm and we neglect NL impairments.

The sampled received symbol at CPE input (output) is denoted by yk (ŷk). We
denote the EEPN term at CPE input by wk. It is defined by the following equation

yk =
√
Pxke

jφk + nk + wk, (4.1)

where φk = φLO(kTs) is the sampled LO phase, nk the sampled ASE noise passed
through the coherent receiver and channel equalization filter H∗(f), and P = 2PlPin
the received signal electrical power after coherent detection, where Pl is the LO
optical power, and Pin the transmitted optical signal mean power.
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H(f) = Hrrc(f) exp(j πcDL
f2
0
f2)

Optical channel Receiver Digital signal processing

Figure 4.3: System baseband model with xk: transmitted symbols, φTX(t): TX PN process, H(f):
channel response, Hrrc(f): RRC transfer function, roll-off 0.01, c: the speed of light, D: fiber CD
coefficient, L: transmission length, f : frequency, f0: channel center frequency, H(0) =

√
Ts, Ts:

symbol duration, n(t): ASE noise process, φLO(t): LO PN process, Pin: signal mean power, Pl:
LO power, ∗: complex conjugation
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Figure 4.4: Normalized PSD of the LO field, for a laser linewidth ∆ν=200 kHz.

At the receiver, the CPE gives an estimate φ̂k of the carrier phase and rotates
the received signal by this estimated phase φ̂k such that the signal after CPE is
ŷk = yke

−jφ̂k . The total distortion, including ASE, residual PN and residual EEPN
after CPE, is denoted by Nk and is obtained from

Nk = ŷk −
√
Pxke

jφk . (4.2)

Finally, we compute the variance σ2
N of the total noise Nk and estimate the SNR

of the received signal after CPE as SNR = P/σ2
N .

4.2.b) EEPN identification

To identify the properties of EEPN, with Monte Carlo simulations we generate and
save the xk, φk and nk, such that once yk is produced, wk can be extracted without
ambiguity using its definition in eq. (4.1).

Statistical properties

We consider 6600 km transmission of a single-polarization 64QAM channel. We
generate 10 sample functions of the LO PN process over a time window including
217 symbols, with sequence length of 213 symbols, and throw out 15000 symbols from
each side of every simulated waveform, to avoid biasing the statistics by the numer-
ical transients. For symbol rates of 49 and 98 GBd, Fig. 4.5 compares the evolution
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with the LO linewidth ∆ν of the variance σ2
w of the EEPN term wk computed from

the numerical simulations and the analytical variance computed in [108]:

σ2
EEPN =

πcDLRs∆ν

2f 2
0

. (4.3)

Note that (4.3) is valid for normalized transmitted symbols and therefore, σ2
EEPN

has been here multiplied by the signal power P to meet our definition of EEPN term,
which does not use power normalization. We show that, before CPE, our simulations
and identification of EEPN term match the analytical model in the litterature [108].
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Figure 4.5: Analytical and numerical EEPN variance evolution as a function of LO linewidth, for
49 and 98 GBd 64QAM single-channel transmission through 6600 km EX3000, with OSNR equal
to 20 dB/0.1nm

Fig. 4.6(a) shows the normalized PDF of the real part of the total noise nk +wk
(dashed line), that fits a Gaussian shape (solid line). The total distortions accounting
for ASE and EEPN can be considered as Gaussian, however we show in Fig. 4.6(b)
that the real part of the EEPN term wk at CPE input (dashed line), does not fit a
Gaussian shape (solid line).
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Figure 4.6: PDF of the real part of (a) total distortions at CPE input nk+wk and (b) EEPN distor-
tions at CPE input wk. Numerical simulations are performed for a 49 GBd 64QAM single-channel
transmission through 6600 km EX3000, neglecting nonlinearity, with OSNR equal to 20 dB/0.1nm
and LO linewidth set to 200 kHz
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Figure 4.7: EEPN autocorrelation |An| (solid line) and signal - remodulated EEPN cross-
correlation |Rn| (dashed line) for a 49 GBd 64QAM transmission through 6600 km EX3000, ne-
glecting nonlinearity, with OSNR equal to 20 dB/0.1nm and LO linewidth set to 200 kHz.

Temporal properties

We now study the temporal properties of the EEPN term wk. For 49 GBd trans-
mission over 6600 km, Fig. 4.7 shows the autocorrelation of the EEPN term defined
as An = 〈w∗kwk+n〉 (solid line). Averaging is performed over 500 samples of the
LO PN. We observe that the autocorrelation shows a peak at 213=8192 symbols:
its corresponds to the length of the symbol sequence and shows the dependence of
EEPN term on the transmitted signal. The EEPN autocorrelation also shows low-
pass features, spreading on several hundreds of symbols, highlighting the non-white
nature of EEPN. We attribute these features to be caused by the dependence of the
EEPN on the LO field. In [114], it has been shown that the EEPN can mainly be
attributed to the low frequency components of the laser PN.

We then compute and plot the cross-correlation Rn between the LO field ejφk

and the EEPN distortions with ideal data remodulation wkx
∗
k (hence removing de-

pendence on the transmitted data) defined as

Rn = 〈(wkx∗k)∗ejφk+n〉 = 〈w∗kxkejφk+n〉 (4.4)

The cross-correlation Rn presents similar low-pass features, with more than 2 orders
of magnitude higher amplitude. It shows that EEPN term, whose dependence on
data has been removed, is strongly correlated to the LO field. Fig. 4.8 shows the
normalized LO field-EEPN cross-correlation Rn for 6600 km or 13419 km transmis-
sion. We observe a one-sided width at half maximum of around 400 symbols for
6600 km, and 760 symbols for 13419 km.

Using numerical simulations to isolate EEPN contributions from the total noise
impairments, we show that the EEPN is a non-Gaussian noise which depends on
the transmitted data and the link properties. Furthermore, we show that EEPN is
correlated to the LO PN. In the following, we therefore propose an analysis that
takes into account the influence of the phase recovery DSP to correctly assess the
impact of EEPN in transmission systems.
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Figure 4.8: Signal-EEPN cross-correlation for a 49 GBd single-channel 64QAM transmission
through (a) 6600 km or (b) 13419 km EX3000, neglecting nonlinearity, with OSNR equal to
20 dB/0.1nm and LO linewidth set to 200 kHz

4.2.c) DSP aware analysis

CPE influence

In practical applications, CPE is performed with Viterbi-Viterbi or BPS algorithm.
In numerical simulations, we have perfect knowledge of all signals and we can com-
pare BPS to two other CPE implementations to understand the CPE behavior in
the presence of EEPN: LO phase cancelation, requiring perfect knowledge of the
LO random phase i.e. we assume φ̂k = φk, and ideal data remodulation (IDR),
assuming perfect knowledge of the transmitted symbols and compute the estimated
phase over an averaging block of length N = 2l + 1 as φ̂k = ∠

∑l
k=−l ykx

∗
k. In the

BPS case the estimated phase φ̂k is computed as the output of the BPS algorithm
with an averaging block of length N = 2l + 1. Note that when using BPS, in this
work, all cycle slips are removed to avoid performance degradation from ambiguity
coming from constellation symmetry.

Assuming the same setup as in Fig. 4.6 and with the three different CPE tech-
niques, we compute the received signal ŷk after CPE and we plot the estimated
SNR in Fig. 4.9. The solid black line is the theoretical SNR for a fixed OSNR of
20 dB/0.1nm, assuming that ASE is the only source of noise. Next, we turn on LO
PN but keep dispersion to zero. Just as a numerical sanity check, LO phase cance-
lation (when φk is used as φ̂k) meets the solid line of the theoretical SNR. For short
CPE averaging, the IDR method reaches the theoretical performance, showing that
LO PN is completely removed by data remodulation. As the block length increases,
the LO PN tracking is degraded by the averaging process and the performance de-
creases. BPS exhibits an optimal averaging length around 200 symbols. Below this
optimum, phase estimation is degraded by ASE noise which is not sufficiently av-
eraged by the BPS process. Beyond this optimum, the averaging window is too
long and does not allow to follow the LO PN, hence the BPS performance curve
converges to that of the IDR curve, and both IDR and BPS performance degrade
due to not following the PN Wiener process.

Next, we turn on the dispersion (hence EEPN). We observe that the phase recov-
ery by LO phase cancelation meets the case where EEPN is modeled as an equivalent
AWGN (dashed line) with the variance computed in [108] and is not the best strat-
egy to perform CPE in presence of EEPN. Even if we have perfect knowledge of the
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Figure 4.9: SNR vs. CPE averaging length, for LO phase cancelation, IDR and BPS carrier phase
estimation of a 49 GBd 64QAM single-channel transmission through 6600 km EX3000, neglecting
nonlinearity, with OSNR equal to 20 dB/0.1nm and LO linewidth set to 200 kHz

LO PN, as shown in [112], using LO PN as phase estimate φ̂k is non-optimal as it
ignores that the phase to be removed by the CPE is a combination of LO phase noise
φk, transmitted symbols xk and CDC equalizer transfer function H∗(f). An ideal
phase recovery would indeed exploit the full knowledge of the PN, the transmitted
symbols, the CD and the CDC. The IDR exhibits the best performance among the
three considered cases in the presence of EEPN: for short averaging length, it reaches
a SNR level which is 0.6 dB greater than that achieved by AWGN equivalent noise
model; the performance decreases slowly when the averaging length increases (only
0.2 dB when l varies from 30 to 1000), before decreasing strongly when the averaging
process does not allow to track the phase variations anymore. Finally, we show that
the BPS algorithm exhibits an optimal performance which almost reaches the IDR
case, outperforming the analytical prediction by 0.4 dB when the averaging block
length is set to 1000. The SNR offset labeled as (1) on Fig. 4.9, shows the true
EEPN penalty with optimized BPS. The SNR offset labeled as (2) is the amount by
which the formula (4.3) overestimates the EEPN penalty.

We show that in the presence of EEPN, LO phase cancelation that uses full
knowledge of the LO PN process is not the optimal CPE method and can be out-
paced by optimized BPS. The optimal BPS performance is attained for longer av-
eraging block length compared to PN-only case. This change of behavior of the
BPS algorithm in the presence of EEPN can be considered as a signature of EEPN
non-white nature, showing that the BPS must be taken into account in the study
of EEPN impact.
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Impact of modulation format choice

Previous analysis was performed assuming 64QAM modulation. Now we study the
influence of modulation format on BPS performance in presence of EEPN. Assum-
ing the same setup as in Fig. 4.9, we plot in Fig. 4.10, in presence of EEPN, the
SNR after BPS for QPSK, 64QAM and PCS64QAM with source entropy equal
to 5.4 bits/symbol. The theoretical performance with EEPN modeled as equiva-
lent AWGN is drawn in dashed line. Compared to 64QAM, QPSK shows better
resilience to CPE averaging length variation, with a stable SNR performance of al-
most 13 dB with moving average filter lengths varying from 50 to 1000. For the
short averaging length where the phase estimation process is limited by the ASE
noise, decision errors arise more often with constellations with high cardinality and
small distances between symbols. For PCS64QAM, this degradation drastically falls
at low averaging lengths, indicating that PCS format imposes tighter constraints on
the CPE parameter than the unshaped formats. PCS modulation indeed reduces
the occurences of outer symbols of the constellation which contribute more to the
BPS cost function (see section 1.5.b)) than the inner ones. Pilot symbols can be
used to improve the DSP performance for PCS format and their impact has not been
considered in this study. As a matter of fact, the maximum achieved SNR for all
the constellations is very similar, provided the moving average length is separately
optimized for each format. The block averaging length must be optimized in each
configuration and under this condition, in this example, the degradation from the
advanced formats remains negligible at the optimal point of operation.
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Figure 4.10: SNR vs. CPE averaging length, for optimized as BPS carrier phase estimation of
a 49 GBd single-channel transmission using QPSK, 64QAM or PCS64QAM, through 6600 km
EX3000, neglecting nonlinearity, with OSNR equal to 20 dB/0.1nm and LO linewidth set to
200 kHz.

The optimization of the BPS averaging length, depending on parameters such
as the LO linewidth, the OSNR of the transmission, the cumulated CD and the
modulation format, has been shown to result in optimal averaging block length of
1000 symbols or more for the considered transoceanic transmission use cases. Such
block lengths might be particularly challenging for industrial implementation using
ASICs. Fig. 4.10 suggests that the sub-optimal averaging length of the CPE, due to
hardware complexity constraints, may result in extra penalties, hence emphasizing
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Figure 4.11: SNR vs. LO laser linewidth, for optimized BPS as CPR of a 49 GBd or 98 GBd single-
channel transmission using QPSK, 64QAM or PCS64QAM, through 6600 km EX3000, neglecting
nonlinearity, with OSNR equal to 20 dB/0.1nm.

the importance of DSP-aware analysis in studying EEPN.

To further investigate the format dependence of EEPN penalty, after selecting
BPS averaging length to optimize the SNR, in Fig. 4.11 we plot the received SNR
versus LO laser linewidth for a 49 GBd and a 98 Gbd transmission using QPSK,
64QAM and the PCS64QAM, after 6600 km transmission with OSNR equal to
20 dB/0.1nm. The solid line shows the theoretical performance in the absence of
EEPN, whereas the dashed line indicates the analytical performance when EEPN
is modeled as an equivalent AWGN using (4.3). At low linewidths, all the formats
reach the theoretical SNR without EEPN, which differs by 3 dB between 49 and
98 GBd, corresponding only to a doubling of ASE noise in the channel bandwidth.
Note that, for all formats, the achieved SNR with BPS is higher than what is
analytically predicted with equivalent AWGN. At highest linewidth of 1 MHz, the
excess EEPN penalty for PCS64QAM with respect to QPSK is inferior to 0.3 dB.

The takeaway is that according to these simulations, the EEPN penalty is only
mildly format dependent, provided BPS averaging length has been optimized. In
the rest of this work, we only focus on the emerging PCS formats to study EEPN
penalty on long-haul transmission system design.

4.2.d) Expected penalties for high speed and transoceanic

OSNR penalty definition

To assess the amount by which system performance could be underestimated due
to simplifying assumptions, in Fig. 4.12 we plot the estimated SNR after DSP vs.
OSNR curves, assuming the same numerical setup as in Fig. 4.6 and sweeping the
ASE noise variance. The operative SNR at the considered configuration was set to
SNRref = 12 dB according to [100] and the EEPN impact is considered in terms
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of OSNR penalty to reach this operative SNR. The solid line is the theoretical SNR
vs. OSNR curve assuming both laser linewidth and dispersion are zero. Next, we
turn on LO PN but keep dispersion to zero: diamond markers correspond to BPS,
where the averaging length has been optimized to maximize the SNR. The penalty
between solid black line and diamonds corresponds to the residual noise coming from
the use of BPS as CPE and is denoted PN penalty. Next, we turn on dispersion
(hence EEPN) and optimize BPS, to obtain circle markers, which represent the true
system performance including EEPN and impact of DSP. Performance degradation
from diamonds to circles is the EEPN penalty, whereas the degradation from black
solid line to circles represents the total OSNR penalty due to both PN and EEPN,
which is about 1 dB for this specific configuration and operative SNR of 12 dB. For
low OSNR the BPS performance without EEPN (diamonds) converges to that of
BPS performance with EEPN (circles), showing that in this regime the performance
is mainly due to ASE and PN, and not EEPN. The dashed line is the analytical
performance estimated when EEPN is modeled as an independent AWGN with the
variance computed in [108], and shows that ignoring DSP overestimates the EEPN
penalty by 0.3 dB in this configuration.
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Figure 4.12: SNR vs. OSNR of a single-channel 49 GBd PCS64QAM transmission through
6600 km EX3000, neglecting nonlinearity, and LO linewidth equal to 200 kHz

Impact on modern and future transoceanic systems

For the PCS64QAM transmission over transoceanic links of 6600 or 13419 km, with
symbol rates of 49 or 98 GBd, we compute the previously defined PN and total
OSNR penalties and we plot in Fig. 4.13 these penalties vs. laser linewidth. First,
we set TX laser linewidth to 0, and only sweep the LO linewidth. In this case,
white circles stand for total EEPN penalty, whereas white diamonds correspond
penalty only due to PN, i.e., we artificially set fiber CD coefficient to zero, so the
EEPN was also forced to zero. Secondly, we performed simulations where both TX
and LO linewidth were swept, but for simplicity assumed these two lasers have the
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Figure 4.13: Simulation results of ONSR penalty induced by EEPN as a function of LO linewidth
for a single-channel transmission through EX3000 fiber, neglecting nonlinearity. For a transatlantic
6600 km PCS64QAM transmission, OSNR penalty is given for 49 GBd (a) and 98 GBd (b). For
a transpacific 13419 km TPCS64QAM transmission, (c) and (d) show OSNR penalty for 49 GBd
and 98 GBd.

same linewidth. In this case filled circles represent the total EEPN penalty, and
filled diamonds correspond to PN only penalty. For each simulation point, the BPS
was separately optimized to get the maximum SNR. The dashed line represents the
penalty predicted by the analytical model [108] where EEPN is modeled as an equiv-
alent AWGN. Given this analytical model does not capture the CPE, its predictions
do not depend on the linewidth of the TX laser.

Fig. 4.13(a) presents simulation results for transatlantic transmission of 49 GBd
PCS64QAM over 6600 km, with a target SNR of 12 dB (parameters set according to
[100]). For low linewidths, EEPN and PN penalties are similar and they are slightly
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higher than the analytical prediction, due to BPS implementation penalty. As the
linewidth increases, EEPN increasingly dominates PN. When TX laser linewidth is
set to zero, for LO linewidths larger than 20 kHz, the total OSNR penalty (white
circles) is always lower than the pessimistic analytical prediction. When TX laser
linewidth is set to that of LO, even if TX laser PN does not directly contribute to
EEPN generation, this additional PN impacts BPS optimum point. As a result, the
PN penalty (filled diamonds) and the total penalty (filled circles) increase and to
keep EEPN penalty under 1 dB of OSNR, we must limit the linewidth at 130 kHz.
Since the industry trend is towards increasing the per-channel symbol rate, hence
reducing transponder count and cost-per-bit, on Fig. 4.13(b), we examine the OSNR
vs. linewidth penalty of 98 GBd PCS64QAM on the same link as in Fig. 4.13(a).
In the analytical model, EEPN variance scales linearly with the symbol rate: as
a result, OSNR penalty increases as we double the symbol rate. To keep EEPN
penalty under 1 dB of OSNR, the analytical model gives a linewidth constraint on
LO and TX of 70 kHz. When TX linewidth is set to 0, the total OSNR penalty is
smaller than the analytical model. Besides, increasing the symbol rate reduces the
share of PN penalty in the total OSNR penalty. As a result, when both TX and
LO linewidths are nonzero, the linewidth constraint on both lasers to keep OSNR
penalty under 1 dB is loosened to 100 kHz.

As the EEPN penalty scales up with total transmission distance, we also study a
transpacific transmission of TPCS64QAM over 13419 km EX3000. In order to meet
transmission experiment parameters from [117], the target SNR is set to 7.9 dB,
hence both EEPN and ASE increase. In Fig. 4.13(c), we show simulation results
from 49 GBd transmission. The PN penalty (white diamonds: TX source linewidth
set to zero, filled diamonds: TX laser linewidth equal to LO linewidth) is compara-
ble to that of 6600 km transmission of Fig. 4.13(a). To keep EEPN penalty under
1 dB of OSNR, we must limit TX and laser to 150 kHz. The 98 GBd transpacific
results are plotted in Fig. 4.13(d). In order to keep EEPN OSNR penalty under
1 dB, the TX and LO linewidth should be kept below 120 kHz.

Finally, we plot the OSNR penalty discrepancy between the analytical model
and our DSP-aware simulations for the case where TX laser linewidth equals LO
linewidth. Fig. 4.14(a) shows the results for transatlantic 6600 km transmission.
At 49 GBd (triangle markers), the analytical model overestimates by 0.5 dB the
OSNR penalty at 500 kHz linewidth. At 98 GBd (square markers), the PN penalty
is reduced. As a result, the OSNR penalty in presence of EEPN is overestimated by
more than 1 dB for linewidth over 200 kHz. We plot the OSNR penalty discrepancy
for transpacific 13419 km transmission in Fig. 4.14(b). For 49 GBd transmission (tri-
angle markers), the overestimation by the analytical model remains under 0.3 dB
for both LO and TX linewidths smaller than 500 kHz. However, for 98 GBd trans-
mission (square markers), we observe more than 1 dB penalty overestimation for
linewidth over 220 kHz.
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Figure 4.14: OSNR penalty error between simulations and analytical model for 6600 km
PCS64QAM (a) and 13419km TPCS64QAM (b) transoceanic transmission through EX3000 fiber,
neglecting nonlinearity, versus laser linewidth (LO and TX lasers have identical linewidth).

Conclusions on EEPN numerical study

Using numerical simulations, we have studied the statistical and temporal properties
of EEPN and showed that they impose to take into account the CPE process in the
analysis to assess EEPN impact on coherent transmissions. We showed the influence
of EEPN on the behavior of this CPE process, and quantified EEPN penalty as a
function of LO linewidth for emerging transoceanic systems with PCS constellations,
highlighting the importance of DSP-aware performance analysis. Not taking into
account the EEPN characteristics and the BPS effect on OSNR penalty can lead
to overestimate its impact on system design. As both TX and LO play a role in
the CPR algorithm, even if TX does not generate EEPN, both of them must be
included in the simulations to estimate the full PN impact, which accounts for BPS
residual error and EEPN.

For high baud rate transmission, EEPN penalty becomes dominant and the over-
estimation is significant for current laser source performance. These penalty curves
might serve as guidelines for specifications of the laser sources for high baud rate
coherent systems in future. Please note that the revised assessment of EEPN, is not
only useful for setting requirements on laser specifications, but also to separate the
extra penalty due to EEPN from other sources of penalty in advanced characteriza-
tions of submarine systems.
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4.3 Experimental characterization of EEPN impact
on a transoceanic testbed

In the context of open subsea cables that aims at separating the transmission line
optimization from the transponder technology, accurate subsystem characterizations
are required to predict the point-to-point system performance. The overall SNR can
be expressed by [107]

SNR =
(
GSNR−1 + SNR−1TRX + SNR−1extra

)−1
(4.5)

where the generalized SNR (GSNR) is used to express the line impairments (includ-
ing ASE noise, fiber nonlinearities, GAWBS, signal droop), SNRTRX accounts for
the back-to-back TRX penalties and SNRextra represents the noise coming from the
transceiver due to propagation effects (such as residual chromatic dispersion, polar-
ization effects, EEPN, crosstalk or filtering penalties, etc). Whereas the first and
second term aim at separating the line and transceivers characteristics, the third
term requires a joint analysis of the link properties and the transceiver characteris-
tics.

In the EEPN case, it has been shown in the previous study that the interaction
between LO phase noise, CDC and CPE algorithm adds complexity to the prediction
of EEPN noise variance, and that simplifying assumptions may lead to overestima-
tion of EEPN impact. As the accumulated CD scales linearly with the cable length,
and the industry favours high symbol rate transmitters for cost-efficiency, an accu-
rate estimation of EEPN impact is vital for the design of future transoceanic systems.

In this section based on a conference paper [P12], co-authored with Alcatel Sub-
marine Networks (ASN) and published at ECOC 2019, an experimental character-
ization campaign is presented to estimate the EEPN contribution for transoceanic
configurations, when using as LO a commercially available external cavity laser
(ECL) as well as an ultra-low phase noise source (ULPNS) to serve as a reference.
In particular, we show that for an ECL with laser linewidth specification of 100 kHz
(a standard product for optical communications), the observed penalty is negligible
up to 90 Gbd for a transmission distance of 10476 km over ASN straight line testbed.

4.3.a) Laser source characterization

We first characterized the different laser sources that are used as LO in the rest
of the study: a DFB laser source with linewidth less than 5 MHz according to its
specification, a TLS with specified linewidth below 100 kHz and an ULPNS designed
for fiber sensing applications, with a sub-kHz linewidth specification. The measure-
ment method is not described here and can be found in [P12] and references herein.
The characterization enabled us to determine the measured linewidths reported in
Table 4.1, where the linewidth corresponds to the FWHM of the optical field PSD,
as previously defined in Fig. 4.4.

For the ULPNS, the measured linewidth is 0.8 kHz, in line with the laser speci-
fication. For the TLS, the measured linewidth is 17 kHz when operating the TLS at
its maximum output power of 14.5 dBm, and is degraded to 25 kHz when decreasing
the power to 10 dBm, to operate the receiver in the same configuration than with
the ULPNS. For the DFB, we find a measured linewidth of 1 MHz when operating
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the laser at 14.5 dBm output power, and to avoid further degrading the linewidth
when decreasing the power, we use a VOA at the output of the DFB to operate
the receiver with 10 dBm LO power. It is interesting to note that for the TLS and
DFB, the linewidth are found to be approximately 5 times lower than their specified
values, showing that the supplier specifications are very conservative.

The worst-case expected SNR penalty due to EEPN is computed using the an-
alytical model [108] and is then given by SNRextra = (πc(2f 2

0 )−1DLRs∆ν)−1 for
Rs=90 GBd, D=19.6 ps/nm/km, f0=191.5 THz, a transmission distance L=10476 km
and a reference SNR accounting for (GSNR−1 + SNR−1TRX)−1=8.3 dB (maximum
performance observed at 10476 km with 90 GBd DP-QPSK signals). Thanks to its
very low linewidth, the ULPNS serves as a reference as its expected penalty, below
0.01 dB, is negligible. For the TLS with output power of 10 dBm, the worst-case
penalty expected from the specification is 0.6 dB, whereas it is only 0.2 dB according
to our characterization of the laser. For the DFB, the expected penalty according
to the measured linewidth is 4.1 dB, whereas it would be >9 dB with the specified
5 MHz linewidth and would prevent any effective transmission.

Laser source
Specified laser

linewidth

Worst-case

SNR penalty

Measured laser

linewidth

Worst-case

SNR penalty

ULPNS (10 dBm) < 1 kHz <0.01 dB 0.8 kHz < 0.01 dB

TLS (14.5 dBm) < 100 kHz < 0.6 dB 17 kHz 0.1 dB

TLS (10 dBm) < 100 kHz < 0.6 dB 25 kHz 0.2 dB

DFB (14.5 dBm) < 5 MHz - 1 MHz 4.1 dB

Table 4.1: Specifications and experimental characterization of laser linewidth, and worst-case
EEPN penalty using the litterature analytical model [108]

4.3.b) Submarine transmission testbed

The transmission setup is described in Fig. 4.15. The test channel is a TLS (as
the TX transmitter is not responsible for EEPN, the TX laser remains unchanged)
modulated with a DP I/Q modulator driven by a high-speed DAC operating at
120 GS/s and loaded with 215-long de Bruijn DP-QPSK sequences. The symbol
rate is either 45 or 90 GBd.
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Figure 4.15: Experimental setup for 45 and 90 GBd DP-QPSK transmission in a C-band noise
loaded spectrum: back-to-back and 10476 km straight line

To emulate WDM co-propagating channels, a spectrum comb is created with a
34 nm noise source and an optical programmable filter (OPF), with channel spacing
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of 50 or 100 GHz. A second optical programmable filter is used to filter again the
emulated loading channels, and equalize the power over the WDM spectrum. It is
also in charge of filtering out the noise channel at the wavelength of the test channel.
Finally, all the channels are coupled together and amplified.

For back-to-back measurements, a second noise source is used to degrade the
OSNR of the WDM channels. It is equalized with an OPF and its power can be
tuned with a VOA or filtered out for transmissions experiments. The transmission
straight line is composed of 193 spans of 110 µm2 coherent submarine fiber (CSF)
with 54 km average span length, totaling a distance of 10476 km. After each span,
34 nm wide C-band EDFAs with 15.8 dBm average output power are used to operate
the transmission line approximately 1 dB below the NLT. Some spans are equiped
with shape equalizers to flatten the gain shape. A VOA is used to apply -4 dB
to 4 dB power pre-emphasis to the test channel and vary the OSNR value at the
end of the line, without changing the WDM line configuration. This allows us to
observe the channel performance under different conditions of ASE noise and fiber
nonlinearities.

At the RX side, the signal is mixed with the LO (which is the DFB, TLS or
ULPNS described previously) and the outputs of the coherent receiver are sampled
with a 200 GS/s real-time scope with 70 GHz bandwidth. The offline DSP consists
in signal conditioning, CDC, CMA as adaptive channel equalizer, CFE and CPE
before a symbol-spaced least mean square adaptive post-equalizer, as described in
section 1.5.b). BPS algorithm is used for CPE and the block length was optimized
for all cases.

4.3.c) Experimental results

First we perform back-to-back measurements to assess the performance of using the
different laser sources as LO, in the absence of EEPN. Fig. 4.16 shows the measured
SNR versus OSNR curves, for 45 and 90 GBd signals. The theory for an AWGN
channel is shown in black solid line, and the measurements with ULPNS, TLS and
DFB are shown in circle, diamond and square markers, respectively. We do not ob-
serve a significative penalty coming from TLS and DFB compared to the ULPNS.
As a result, any possible extra penalty measured in transmission configuration be-
tween the different laser sources as LO should be attributed to EEPN.

Fig. 4.17 shows the measured SNR versus OSNR, for both 45 GBd and 90 GBd
signals, using as LO the ULPNS (circle markers), the TLS (diamond markers) or
the DFB (square markers). We also plot the expected penalty, when adding to
the ULPNS SNR curve (serving as (GSNR−1 + SNR−1TRX)−1 reference) the penalty
from the litterature analytical model [108], for LO linewidth of 25 kHz, 100 kHz and
1 MHz.

In both 45 and 90 GBd cases, there is no clear difference between the ULPNS and
the TLS, as expected by the analytical model predicting a <0.2 dB penalty according
to the 25 kHz measured linewidth (dashed line). However, it is clear that the penalty
is negligible compared to the prediction according to the 100 kHz specified linewidth
(dotted line). For the DFB, the degradation is significant compared to the reference
ULPNS: the penalty reaches 1.6 dB and 2.4 dB at the NLT for 45 and 90 GBd,
respectively. The penalty caused by the DFB is important and prevents its use
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Figure 4.16: Back-to-back results for 45 and 90 GBd QPSK transmission using three different
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Figure 4.17: Transmission results for 45 and 90 Gbd QPSK transmission over 10476 km CSF with
three different laser sources and analytical expected penalties, computed with 25 kHz, 100 kHz
and 1 MHz linewidth and using the ULPNS results as reference

as a LO for transoceanic transmissions, but the takeaway is that the penalty is
considerably reduced compared to the analytical model (dash-dotted line), which
predicted a 4.1 dB penalty at the NLT for 90 GBd. Further study is thus required
to determine whether this discrepancy can be attributed to a partial mitigation of
EEPN by the DSP as highlighted in our numerical simulations. Another possibility
is that the actual behavior of the laser PN process is not correctly captured by the
Wiener process model, and subsequently the analytical modeling of EEPN leading
to the penalty computations does not hold.

Conclusions on EEPN experimental study

We have conducted an experimental characterization of EEPN impact on the per-
formance of modern transoceanic transmission systems. On the one hand, we have
shown that commercial laser specifications are pessimistic compared to the actual
linewidth according to our characterization, reducing the expected EEPN penalty
when considering the analytical model in the litterature. On the other hand, after
conducting transmission experiments over a 10476 km testbed, we observed reduced
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penalties compared to the analytical prediction, even when considering the actual
laser linewidth values from our characterizations. Further investigation is required
to confirm whether or not these discrepancies can be attributed to the partial miti-
gation of EEPN we observed in our previous numerical simulations. Concerning this
experimental characterization, a key takeaway is that standard ECL sources with
100 kHz linewidth specification can be used in this transoceanic configuration for
high symbol rate transmissions. Whereas a 0.6 dB penalty for 90 GBd transmission
was expected from the analytical model and the laser specification, no significant
penalty was observed in our experiment, compared to a sub-kHz linewidth ultra
low-phase noise source.
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4.4 Summary

In this chapter, we have investigated the impact of EEPN in the context of future
ultra long transoceanic transmission systems using high symbol rate transceivers, a
crucial impairment in system design as the impact of EEPN grows with the trans-
mission distance and the signal symbol rate.

In a first part, we proposed a detailed study using numerical simulations to
highlight EEPN statistical and temporal characteristics, and we provided numer-
ical results to quantify constraints on laser linewidth on >6000 and >13000 km
transoceanic configurations with large accumulated CD, employing high symbol
rate and advanced modulation formats. We showed that taking into account the
CPE in the analysis is a must as the BPS algorithm, which is usually used in prac-
tice to recover the carrier phase, can partially mitigate the EEPN and loosen the
requirements on laser linewidth in system design.

As the industry of subsea communications turns towards the paradigm of open
cables, separate assessment of fiber link performance and transponder capabilities
are now required from optical network vendors to predict the point-to-point system
performance. As EEPN results from the interaction of the CDC (where the accu-
mulated CD is defined by the optical path), the LO phase noise (depending on the
transponder requirements) and the CPE, its integration in the performance predic-
tion is complex and requires deeper investigation. Owing to the lack of satisfying
model, we conducted an experimental characterization campaign of EEPN influence
on 45 and 90 GBd transmissions over a 10476 km straight line testbed, in order
to analyze the overall impact of the LO laser source characteristics. When using a
standard ECL source as LO, EEPN impact was negligible on our ultra long-haul
transmissions even with symbol rate up to 90 GBd.

To conclude, we have presented numerical and experimental characterizations of
EEPN impact on high symbol-rate transmissions. Through numerical simulations,
we have highlighted the need of taking into account the CPE in EEPN characteriza-
tion, as simplifying assumptions in analytical derivations can lead to EEPN impact
pessimistic predictions. The EEPN impact can be all the more overestimated by
using too conservative laser linewidths, as we found during our experimental inves-
tigations. We recently conducted an experimental study on the comparison of single
carrier versus digital multi carrier (DMC) signaling for 120 GBd transmission up
to 10980 km [P17]. DMC has indeed attracted attention as a potential scheme to
address EEPN impact concerns [79]. Though we found the single carrier scheme to
be more sensitive to EEPN than DMC, we highlighted that commercial integrable
tunable laser assembly (ITLA) sources provide low enough linewidth to consider
100 GBd class single carrier transmissions for future transoceanic systems.

111



Chapter 4. EEPN impact on high symbol rate transmission systems

112



Chapter 5
Ultra-wideband transmission systems based
on semiconductor optical amplifiers

In this chapter, we focus on solutions aiming at upgrading the capacity of WDM
systems by better exploiting the fiber low-loss attenuation window thanks to UWB
amplification schemes. We present the characteristics of an SOA with UWB 100 nm
bandwidth, promising considerable capacity increase compared to systems based
on C-band EDFAs with 35 to 40 nm bandwidth. We experimentally show that
this UWB SOA is well suited for WDM operations in high power regimes, and
we demonstrate a 100 Tb/s transmission in a scenario based on legacy terrestrial
network constraints as well as a record throughput over a 257 km unrepeatered fiber
span.
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5.1 Introduction

5.1.a) Limits of conventional WDM systems

As pointed out in chapter 1, the introduction of C-band EDFAs in the late 1980s [40,
41] and their implementation in commercial optical transport systems as soon as
1995 allowed a considerable capacity growth by moving from single-channel fiber
links to WDM transmission systems. At the beginning of the 2000s, systems were
already using the full available bandwidth of C-band EDFAs (roughly between 1530
and 1565 nm), typically able to carry 400 Gb/s WDM throughput using 40 wave-
lengths at 10 Gb/s based on IMDD transceivers [4].

To answer the foreseen capacity saturation of C-band systems, extension of the
optical amplification bandwidth has started to be considered as a potential solution
to answer the traffic demand. In particular, the development of L-band EDFAs,
with 1570-1605 nm bandwidth, promised appealing upgrade possibilities of opti-
cal links with C+L band multiplexing schemes. In the meantime, the upgrade of
transceiver capabilities, first using differentially encoded modulation formats and
later with coherent detection, was able to scale the SE and set aside the urgent need
of bandwidth scaling.

Since then, extensive research effort in advanced modulation and coding schemes,
as well as DSP to mitigate linear and nonlinear transmission effects, has enabled to
scale the C-band WDM throughput up to 50 Tb/s [118] for C-band DCI transmis-
sion, and 70 Tb/s for transoceanic demonstrations using C+L amplification based
on EDFA multiplexing [7].

5.1.b) Moving towards UWB systems

Further improvement of SE via DSP and channel coding innovations is increasingly
challenging and comes with diminishing returns. As described in chapter 2, the SE
is ultimately upper bounded by 2 log2(1 + SNR) which scales logarithmically with
the SNR. As the system WDM throughput is given by M ·W · SE, where M is the
number of per-fiber optical paths (modes, cores) and W the optical system band-
width, leveraging the physical dimensions M and W is a promising way to scale the
throughput of optical transport systems.

Several approaches have been proposed to extend the optical bandwidth W be-
yond the C and C+L conventional schemes based on EDFAs. Whereas various
technologies have been proposed for amplification in O, E, S, C or L bands, we
focus here in amplification schemes operating in S to L bands, as SMF attenuation
out of this band is prohibitively high to address high performance applications such
as metro or long-haul transmissions.

Using distributed Raman amplification on 240 km of low loss fiber, a 102 Tb/s
net throughput has been obtained with a 11.2 THz bandwidth [119]. All-Raman am-
plification provides a flexible amplification window, that can be tuned with the wave-
length and power of the Raman pumps, but has major drawbacks; mainly it cannot
provide lumped amplifications, required in optical networks with add/drop nodes.
Hybrid amplification schemes combining EDFAs and distributed Raman pumping
have then been proposed. 120 Tb/s throughput over 630 km and 74.38 Tb/s over
6300 km low-loss fiber has been achieved with 11.1 THz continuous-band amplifica-

114



5.1. Introduction

tion [120, 121]. Using separate amplification of S, C and L bands by multiplexing
doped fiber amplifiers (DFA), a 155 Tb/s per-core throughput (0.61 Pb/s for a 4-
core MCF) has been demonstrated over 54 km with amplification from 1490 nm to
1610 nm. In [122], a 115 Tb/s transmission has been reported, using for the first
time SOA technology able to provide lumped and 100 nm continuous band ampli-
fication. A field trial was then conducted to demonstrate the feasibility of UWB
transmission based on SOA in DCI transmissions over legacy SSMF architectures
with worse performance in terms of span loss and nonlinear effects compared to the
previously mentioned low-loss fibers [123].

Chapter outline

In this chapter, section 5.2 reviews the characteristics of the SOA module for UWB
WDM transmission. In particular, we present static characteristics in terms of gain,
noise figure and output power. In section 5.3, an experimental characterization of
the SOA-induced nonlinear impairments in high-power WDM regime is presented.
Section 5.4 presents the results of a transmission experiment, achieving >100 Tb/s
WDM throughput over 300 km with 254 high performance 49 GBd DP-PCS64QAM
channels. This experiment uses 100 km SSMF spans, compatible with architec-
ture of legacy terrestrial networks. In section 5.5, we apply our UWB solution
to unrepeatered systems, a particular usecase of a transmission link without inline
amplifiers. We demonstrate a record throughput of 81.2 Tb/s and a record capacity-
distance product of 20.9 Pb/s·km leveraging 100 nm seamless amplification thanks
to a hybrid Raman/SOA amplification scheme.
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5.2 SOA for UWB transmission

In this section based on a paper reviewing recent advances on UWB SOAs [P14]
published in 2020, we present elements motivating the renewed interest for consid-
ering SOAs as inline amplifiers in optical networks, and present some characteristics
of our in-house SOA module.

5.2.a) Overview of SOA in optical communications

Similarly to semiconductor laser diodes, the optical gain of SOAs is obtained in
an electrically pumped Fabry-Perot cavity of semiconductor medium. Whereas in
a laser diode large feedback is required, in a SOA the facets of the active region
are designed to limit their reflectivity so that signals travel in the forward direction
only. The facet reflectivity is reduced with techniques such as antireflection coatings
and/or by tilting the active region from the facet normal to separate the reflected
beam from the forward beam.

In general, the SOA amplification is polarization-dependent and the gain char-
acteristics depend on the geometry of the active region. Whereas several attempts
tried to reduce the SOA polarization sensitivity by tuning the active region geom-
etry, other approaches have been proposed to provide polarization-insensitive SOA
devices, such as the association of single-polarization SOAs in series or parallel con-
figuration, or the use of a single SOA in a double-pass configuration [3].

As the active region is typically few-millimeter long, SOA can provide optical
amplification with cost-effective and integrated device, a considerable advantage
compare to the typical EDFAs. SOAs provide lumped gain and can therefore com-
pensate for lumped losses from transmitters and optical add-drop nodes, contrary
to distributed Raman amplifiers. SOA devices are therefore potential candidates
as in-line amplifiers, boosters and pre-amplifiers in multi-span optical transmission
systems. The amplification bandwidth of SOAs is more flexible than for EDFAs, and
under custom design SOAs with high output power and bandwidth up to 120 nm
have been demonstrated [124].

During the past decades, the use of SOA as in-line amplifiers has been ruled out
of WDM deployments for several reasons. Whereas typical NF of modern EDFAs is
4-5 dB, commercial SOAs exhibit NF around 7 dB or highe. Besides, the necessity of
integrating and coupling optical components to resolve the polarization dependence
of the amplification has been considered as prohibitively complex compared to the
intrinsic polarization-independence of EDFA amplification. Finally, the main draw-
back of SOA is associated to the fundamental characteristics of light amplification
in the semiconductor medium: due to the short lifetime of injected carriers (several
hundreds of ps, comparable with the symbol period of >10 GBd signals), the SOA
gain fluctuates with the input signal variations and induces NL signal distortions.

For the aforementioned reasons, SOAs have mostly been exploited for their non-
linear behavior in applications such as optical signal processing functions, wave-
length conversion, photonic switching, etc. However, this paradigm can now be
questioned as the capacity of C-band single-mode EDFA-based systems is limited
by their 5 THz bandwidth and SOA wavelength flexibility and large bandwidth
promise capacity upgrade by taking better advantage of the low-loss window of the
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optical fiber.

5.2.b) Presentation of UWB SOA module

The work presented in this thesis is based on the outcome of the project CALIPSO,
that aimed at the design of high gain, high output power and UWB SOA for op-
tical fiber communications. The architecture of the UWB SOA module is given in
Fig. 5.1. It uses two single-polarization SOAs in a parallel configuration, and free-
space optics is used to split the two polarizations, couple the light to the SOA chips,
then recombine after amplification. This enables the use of two optimized SOAs
for one polarization only, which greatly relaxes the constraints on the active region
design.
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TAPTE+TM

TE+TMTM

TM
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lens

SOA2
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Figure 5.1: Schematic description of the UWB SOA module with polarization diversity architecture

More precisely, the input light from the fiber is split into transverse electric
(TE) and transverse magnetic (TM) polarization modes using a birefringent mate-
rial. The TM mode is then passed through a waveplate and rotated to the TE mode.
Therefore, the beam light on each optical path at the input of the SOA is aligned
on TE mode. The stripes are tilted to reduce facet reflection, and these facets have
been anti-reflection coated. Light coupling at input and output of the SOAs is done
with micro-lenses. Finally, the light on the first path is passed through a waveplate
and rotated to the TM mode before being recombined with the TE mode of the
second path. Optical isolation realized in free space optics has also been added on
input and output paths of the proposed amplifier modules. Each SOA can be driven
independently, and a sensor was inserted in between the SOAs for thermal cooling
with a Peltier thermoelectric cooler. The package dimensions are 100 mm × 50 mm
× 15 mm.

Fig. 5.2 shows typical performance of our UWB SOA module. The character-
ization is performed by injecting into the module a polarized signal composed of
continuous wavelengths coming from laser sources with wavelengths between 1510
and 1615 nm. We turn on the driving current for one SOA chip at a time, and align
the polarization state of the input signal with a polarization controller to maximize
the power at the module output. Note that the characterization method is very
sensitive to polarization alignment with the SOA chips, and that considerable pre-
cautions must be taken to maintain at best the polarization orientation during the
measurements.

For an input power of 4.2 dBm, the SOA shows a 103 nm 3-dB bandwidth, with
15.6 dB gain and 20.3 dBm output power per polarization. The driving currents are
1.42 and 1.50 A and have been optimized to minimize the gain imbalance between
the polarizations, which shows a maximal value of 0.5 dB around 1540 nm. In this
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flat gain regime, the NF varies between 6 and 8 dB, a worse performance compared
to 4-5 dB NF of EDFA, but remarkable value compared to typical NF of 10 dB of
commercial C-band SOA [125].
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Figure 5.2: Characterization of UWB SOA module: gain (a) and NF (b) versus wavelength, for
4.2 dBm input power and 1.46±0.04 A driving currents

Note that given the difficulties of polarization alignements and NF measure-
ments, the performance of our SOA module will be ultimately characterized through
its system impact in transmission experiments. As both NF and gain are degraded
for short wavelengths, we do not operate the SOA below 1515 nm to avoid severe
degradation of performance by increased ASE noise.
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5.3 Experimental characterization of UWB SOA non-
linear impairments

We have introduced the characteristics of our UWB SOA in terms of gain and NF
and we now focus on NL impairments induced by SOAs in WDM regime. For the
past decades SOA NL behaviour has indeed been a major hindrance to their applica-
tion as inline amplifiers. Using the reservoir model [126], a time-domain first-order
regular perturbation theory has been detailed in [127] to derive SOA noise variance
in multi-span WDM systems using SOAs as in-line amplifiers. In [128], numeri-
cal simulations show that WDM regimes favours reduction of NL impairments, in
line with experimental observations using commercial C-band SOA. As the NL be-
haviour arise from the gain dynamic variations to the incoming optical field, an
intuitive explanation is that in WDM operation the summation of the numerous
channel contributions to the optical field reduces the total optical signal intensity
fluctuations at the SOA input, hence reducing the NL impairments during amplifi-
cation.

In this section, based on a conference paper [P1] at OFC 2019 and extended in a
journal paper [P6] published in 2020, we propose an experimental characterization
of NL impairments induced by our UWB SOA. We first study the NL behavior
differences between single channel and WDM amplification, for an off-the-shelf C-
band SOA and for our UWB SOA. Next, we investigate the impact of increasing
the channel count of a WDM signal onto the NL behavior of an UWB-SOA based
device.

5.3.a) High power WDM operation using SOA

To highlight the impact of spreading the total power over many optical channels,
we consider the experimental setup described in Fig. 5.3.
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Figure 5.3: Experimental setup for characterization of SOA-induced impairments for off-the-shelf
C-band SOA and UWB SOA module

The WDM transmitter is made of a test group of three TLS and a loading set of
77 DFB. Within the test group, the central channel is the actual channel under test
whereas the two adjacent channels are separately modulated. The channels of the
test group are modulated using two DP I/Q modulators, driven by two DAC loaded
with different randomly generated sequences. The 77 loading channel sources are
multiplexed and modulated with a third DP I/Q modulator loaded with different
sequences. All channels are modulated at 49 GBd using DP-16QAM format and
pulse shaping is performed using RRC pulses with roll-off 0.01. The loading chan-
nels are decorrelated by a 50 km SSMF fiber spool and a polarization scrambler (PS)
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ensures a random state of polarization of the loading set. We use EDFA and GFF
before and after the fiber spool and the PS to compensate for insertion and span
losses. Before coupling to the set of the three TLS containing the channel under
test, a WSS is used to obtain a flat WDM spectrum over the C-band as shown in
the inset of Fig. 5.3, and to reject the ASE noise in the test group bandwidth. The
whole WDM spectrum is sent to the SOA under test and the input power is tuned
with a VOA labeled VOA1. At the SOA output, we use a fixed 50 GHz bandwidth
band-pass filter to isolate the channel under test, before we sent it to the receiver.

We vary the input power in the receiver with the VOA2 to load ASE noise with
the EDFA labeled EDFA1. A band-pass filter is used to suppress noise out of the
400 GHz band around the channel under test. We use the EDFA2 to compensate
for the filter losses and measure with an OSA the OSNR of the signal, which is sent
to the coherent RX, including a LO, a coherent mixer, balanced photodiodes and
a 33 GHz bandwidth real-time scope operating at 80 GS/s. Data sets of 2 million
samples are stored and DSP is performed offline, as described in section 1.5.b). The
SNR of the received signal is then estimated from the sent and received symbols
as described in section 2.1. Note that this estimation of the SNR is valid assuming
that the distortions are considered as AWGN, neglecting the signal dependence of
the NL distortions.

We compare in this study a commercial off-the-shelf (COTS) C-band device [125]
and our UWB SOA module. The devices are operated at 20◦C and we set driving
currents to provide 17 dB saturated gain at high power regime. As described in
Table 5.1, the input power for the C-band SOA is set to -5 dBm, close to the limit
beyond which the 17 dB gain cannot be obtained. The UWB SOA, which is specially
designed for high power regime above 20 dBm, can provide this 17 dB gain with
input power of 0 dBm. The gain of 17 dB corresponds to a practical case of around
100 km of low-loss PSCF, or 80 km of legacy SSMF.

COTS C-band SOA Our UWB SOA module
Gain 17 dB 17 dB
Input power -5 dBm 0 dBm
Output power 12 dBm 17 dBm
NF @1545 nm 10 dB (see [125]) 6 to 7 dB (see [129] or section 5.2.b))

Table 5.1: Operation parameters of SOAs under test (80 WDM channels, temperature: 20◦C)

We measure the SNR performance as a function of the OSNR of the channel
under test in three different configurations for each SOA: single channel at low
input power P0, single channel with P0+19 dB input power, and 80 channels with
total power of P0+19 dB, corresponding to a power per channel equal to P0. Fig. 5.4
shows the experimental results. First, we consider the C-band SOA. We send a single
channel in the SOA with an input power P0 equal to -24 dBm, ensuring that the
SOA works in linear regime. The SNR performance reaches 15 dB for high OSNR:
the noise floor is due to the sum of the TRX impairments and the ASE noise of the
SOA. Next, we show the performance of a single channel at P0+19 dB = -5 dBm,
and the performance is limited to 9 dB, due to a higher noise floor corresponding
to the addition of SOA-induced NL distortions. The constellation in the inset (1)
clearly highlights the NL nature of the noise in this case. Finally, we observe that
when using 80 channels with total power equal to P0+19 dB = -5 dBm, that is to
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Figure 5.4: Single-channel and 80 channel experimental characterization of SOA-induced impair-
ments for COTS C-band SOA and UWB SOA. Insets: constellation diagrams with NL impairments
(1) and in linear regime (2) (3)

say a power per channel equal to P0 = -24 dBm, the performance coincides with
the case of single channel in linear regime, as depicted by the constellation in the
inset (2). Whereas single channel at -5 dBm suffers from NL distortions, no NL
impairment occurs when the total optical power of -5 dBm is spread over 80 WDM
channels. The same SNR performance is reached for the same per-channel input
power: the performance is determined by TRX impairments and linear ASE noise
which depends only on the per-channel input power.

Then, we show the results of a similar experiment for our UWB SOA. With a
single channel at P0 equal to -19 dBm, we observe a linear regime of the SOA reach-
ing an SNR equal to 19 dB, showing that the UWB SOA presents a significantly
better noise figure than the C-band SOA in this high-power regime. Similarly to
the C-band SOA, when we consider a single channel at P0+19 dB = 0 dBm, the
performance of the UWB SOA is limited by NL impairments and the SNR does not
exceed 9 dB in this case. When using 80 channels with a total power P0+19 dB =
0 dBm, hence a power per channel P0 = -19 dBm, the performance coincides with
the single channel performance in the linear regime.

For both the SOAs, when we spread the power of the optical field over a wide
number of WDM channels, the performance is not degraded by SOA NL impair-
ments. Besides, we show that our UWB SOA is particularly suited for high power
WDM operation, showing better performance than the C-band SOA, with at least
5 dB higher operation power regime.
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5.3.b) Impact of the number of WDM channels on the SOA-
induced nonlinear impairments

We aim at characterizing the NL distortions induced by the UWB SOA for high
WDM count and high-power regime. Our experimental setup is depicted in Fig. 5.5.
The goal is to operate the UWB SOA with variable input power and channel count
and to identify the noise contribution of the SOA corresponding to the different
regimes.
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Figure 5.5: Experimental characterization of channel count impact on UWB SOA induced NL
distortions

The TX is made of a test group of three channels including the channel under
test (as described in the previous setup), and two sets of loading channels in C and
L bands. For the loading channels, 87 and 73 laser sources separated by 50 GHz are
separately modulated with two distinct DP-I/Q modulators, each modulator being
driven by a dedicated DAC loaded with different randomly-generated DP-16QAM
sequences providing both phase and amplitude variations of the optical field. These
channels are amplified through C and L band amplifiers to compensate for modula-
tion insertion losses. Fiber spools of 25 km are used to decorrelate loading channels.
The channel under test is modulated with 49 GBd DP-QPSK, the QPSK format is
deliberately chosen for the test channel to minimize TRX impairments in the eval-
uation of performance. An UWB WSS [130] with a spacing grid of 50 GHz is used
to multiplex the C+L spectrum and to obtain a flat power profile over the C+L
loading channels. The WDM spectrum is amplified by separate C and L EDFAs
and VOA1 is used to vary the power of the total optical field at the SOA input.
We show in the insets of Fig. 5.5 the equalized spectra of WDM signals with 32,
80 and 160 channels. At the SOA output, a fixed 50 GHz bandwidth band-pass
filter isolates the channel under test before we send the signal to the RX. Contrary
to the previous case, we do not want to sweep the ASE noise power loaded at the
RX side. Here, we use the VOA2 to keep the RX input power at a constant value,
ensuring that the amount of ASE noise power added by the RX remains constant,
independently of the SOA noise contribution.

First, we characterize the performance of our experimental setup in the absence
of UWB SOA. Fig. 5.6 shows the measured SNR versus RX input power into the C-
band preamplifier. At the chosen RX input power of -21 dBm, the SNR is 18.7 dB.
This accounts for the noise contribution of our TRX. When we place the UWB
SOA under test in the test bench, the TRX noise remains independent of the SOA

122



5.3. Experimental characterization of UWB SOA nonlinear impairments

contribution so keeping the RX input power at the constant value of -21 dBm in the
following ensures that the observed performance variations are attributable to the
SOA.
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Figure 5.6: SNR versus RX input power (without SOA) characterization corresponding to TRX
impairments. We choose the -21 dBm Rx input power operation point to keep TRX impairments
at the constant value of SNR=18.7 dB

Then we launch the WDM optical spectrum into the UWB SOA with 32, 50, 80,
126 and 160 channels. In each case we vary the total input power by steps of 2 dB
and measure the performance of the channel under test. Fig. 5.7 shows the mea-
sured SNR as a function of the input power into the UWB SOA for various WDM
configurations. As a sanity check, we observe in the linear regime that increasing
the total input power by 7.3 dB is required to reach the arbitrary value of 16 dB
SNR when moving from 32 to 160 channels (i.e. a 7 dB increase in the channel
count). The same optimum SNR around 18.2 dB, limited by TRX contributions for
a -21 dBm RX input power, is reached for all configurations but for various input
powers ranging from -4 to 5 dBm for 32 and 160 channels respectively.

Fig. 5.8 shows the SNR versus SOA input power per channel, for the different
WDM combs with 32 to 160 channels. Using this representation, at low channel
input power the SNR is identical whatever the channel count in the WDM signal:
this corresponds to the linear regime, as observed above. We plot in black solid
lines the SNR contribution of the TRX impairments SNRTRX=18.7 dB as well as
the contribution of a linear amplifier as given by (1.31), with a NF of 7 dB (in line
with the previous characterization). The dashed line represents the summation of
the TRX and linear ASE contributions

SNRASE+TRX = (SNR−1TRX + SNR−1ASE)−1 (5.1)

and offers a good qualitative description of the experimental observations in linear
regime. In NL regime, when we increase the number of channels the NL noise con-
tribution is reduced, and the optimal input power per channel increases by 2.5 dB
from 32 to 160 channels. This demonstrates that the increase of WDM channels in
the comb enables us to operate the SOA device with better NL tolerance even at
higher total input power.
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Figure 5.7: Measured SNR of the channel under test versus SOA input power for various WDM
channel counts in C and L bands (SOA driving current: 3 A)
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Figure 5.8: Measured SNR of the channel under test versus SOA input power per channel (SOA
driving current: 3 A)

We eventually measured the SNR for 80 channels configuration while varying the
driving current from 2 to 3 A. Fig. 5.9 shows that we can increase the optimal SOA
output power by around 3 dB, up to 20 dBm, when increasing the driving current
by 1.76 dB from 2 to 3 A, with less than 0.5 dB SNR decrease. This indicates that
higher driving current can be used to reach higher gain in high power regime, with
limited SNR penalty due to the NL contribution of the UWB SOA device.
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Figure 5.9: Measured SNR of the channel under test versus SOA output power for 80 channels
and various driving currents (80 channels)

Conclusions on UWB SOA module

We reported on the use of SOAs for amplification in WDM regime. We show that our
UWB SOA can be operated at high power regime, enabling the use as inline amplifier
for practical transmission use case, with better performance than the commercially
available C-band SOA. We studied the influence of WDM channel number on NL
distortions for the UWB SOA. Our experiment confirmed that the increase of WDM
channels tends to reduce the noise variance beyond the NL threshold. Finally, we
showed that increasing the SOA driving current enables to increase the SOA output
power with only small NL penalty. This makes the SOA well suited for transmission
systems working at high power regime and with wideband WDM signals.
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5.4 100 Tb/s regional transmission for upgrade of
legacy terrestrial networks

In this section based on a conference paper [P10] co-authored for OFC 2019 and
extended in a journal paper [P5] published in 2020, we show the results of a UWB
WDM transmission over 3×100 km of SSMF, with a total throughput of 107 Tb/s.
Contrary to most of recent record experiments using large effective area, low loss
fibers and short span, we deliberately choose SSMF to meet with the contraints of
legacy terrestrial systems and we demonstrate a 100 Tb/s class experiment compliant
with legacy metropolitan networks. The excess span loss compared to PSCF can
be as large as 5 dB, and the effective area is reduced by a factor of almost 2, thus
increasing the power of Kerr nonlinearities, as well as enhancing the SRS tilt at each
span.

5.4.a) SRS characterization in 100 km SSMF spans

For such a wide optical spectrum and for high power regime, nonlinear interac-
tions caused by SRS must be considered. It has been shown that the nonlinear
interchannel dynamic crosstalk in WDM transmission induced by SRS can be ne-
glected [32, 33]. However, uncompensated power transition from short wavelengths
to the longest ones is impractical in multi-span WDM transmission, since on the
one hand attenuated channels corresponding to short wavelengths would suffer se-
vere degradation when amplified several times by the UWB SOAs, and on the other
hand it has been shown that the impact of SRS on the nonlinear Kerr impairments
is significant in UWB systems [35]. Therefore, we conducted a characterization of
our 100 km SSMF span in UWB and high-power operation.

We generate a 100 nm continuous noise spectrum by combining ASE from dif-
ferent noise sources with an UWB WSS [130]. We pass this optical signal through
a VOA and enter the 100 km SSMF span with launched power ranging from 8.6 to
22.6 dBm. An optical spectrum analyzer is used to measure optical signal spectrum
before and after the fiber span.
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Figure 5.10: Power loss (a) and SRS power transfer (b) experienced by an UWB continous signal
launched at different input powers Pin in a 100 km SSMF span

Fig. 5.10(a) shows the power loss experienced by the UWB signal, as a func-
tion of the wavelength, and for several input powers. For lowest input powers (8.6
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and 13.4 dBm), the power loss roughly corresponds to the fiber attenuation profile.
When the launched power increases, short wavelengths undergo larger losses (up to
2.5 dB extra losses for 1515 nm at the maximum input power), and the power is
transferred to long wavelengths whose effective loss is reduced by 1.9 dB for 1613 nm
at maximum input power. We can deduce from the power loss profiles the shape of
the SRS power transfer. Assuming the loss measured for the input power of 8.6 dBm
is equivalent to the fiber attenuation profile in linear regime, it can be subtracted
from the three other curves to obtain the SRS power transfer versus wavelength as
shown in Fig. 5.10(b). We obtain a dB-scale linear SRS power transition evolution
as a function of the wavelength. For the low input power of 13.4 dBm, the SRS im-
pact is less than 0.4 dB over the 100 nm bandwidth and remains negligible. When
the launched power is increased, the SRS impact rises up to 2.2 dB over the UWB
spectrum for an input power of 19.7 dBm. At the highest input power of 22.6 dBm,
corresponding to the operation regime of our 3×100 km transmission experiment,
the SRS power transition reaches 4.5 dB over the 100 nm bandwidth.

To curb the impact of the SRS power transition, we aim at tilting the UWB
spectrum to compensate for SRS power transition. We operate the SOA to increase
power at short wavelengths and decrease power at long wavelengths. The three
spectra shown in Fig. 5.11(a) correspond to three different power spectral densities
with the same total power of 22.6 dBm. From the spectrum #1 (solid line) to
the spectrum #3 (dash-dot line), the power of the shortest wavelength has been
increased by 3 dB, whereas the power of the longest wavelength has been decreased
by 2 dB, to assess the influence of the input spectrum tilt on the SRS power transfer.
The spectrum #2 (dashed line) corresponds to an intermediate tilted spectrum.
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Figure 5.11: (a) Fiber input spectra and (b) SRS power transfer evolution versus input power, for
1520, 1565 and 1610 nm.

Then, we vary the total launched power for each case and plot in Fig. 5.11(b)
the SRS power transfer at three different wavelengths (1520 nm in S-band, 1565 nm
in C-band and 1610 nm in L-band). We observe that for all three input spectra,
the maximum SRS power transfer of each wavelength does not change by more than
0.5 dB, around -2.1 dB for 1520 nm, 0.1 dB at 1565 nm and around 1.9 dB for
1610 nm. We show here that the input spectrum shape does not affect the SRS
power transfer, which is predominantly determined by the total input power. For
a given total input power, this allows us to pre-emphasize the UWB spectrum to
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counter the SRS power transition impact.

5.4.b) 300 km fiber link using UWB Raman/SOA amplifiers

The experimental transmission setup is shown in Fig. 5.12. At the transmitter side,
a 103 nm wide optical spectrum ranging from 1515 to 1618 nm is generated by com-
bining ASE noise sources and modulated laser channels. In C and L bands, 88 and
92 laser sources separated by 50 GHz are separately modulated with two distinct DP
I/Q modulators, each modulator being driven by a dedicated DAC, loaded with dif-
ferent randomly-generated sequences, operating at 88 GS/s, and amplified through
C and L band amplifiers respectively to compensate for modulation insertion losses.
Fiber spools of 25 km are used to decorrelate loading channels. Owing to the lack
of laser sources outside C and L bands, we combined ASE noise to the sets of C
and L band channels through different input ports of an UWB WSS [130] labeled
UWB WSS #1, with a spacing grid of 50 GHz. The generated 103 nm wide optical
spectrum is then coupled to a set of three channels. This set contains one central
channel made of a TLS modulated with a DP I/Q modulator driven by a dedicated
DAC, plus two surrounding channels modulated with a distinct DP I/Q modulator
driven by another DAC. Each DAC is fed with randomly-generated sequences of
49 GBd DP-PCS64QAM, with source entropy of 5.4 b/symb/pol. Pulse shaping is
performed using RRC pulses with roll-off 0.01. The optical signal ranging from 1515
to 1618 nm, covering 254 slots of 50 GHz, is then sent into an SOA-based UWB
amplifier before being launched into the optical link. The total power of the optical
signal is 22.5 dBm. At the end of the link, an UWB WSS#3 is used to filter out the
channel under test. This signal is then pre-amplified before being sent to the coher-
ent receiver, including a coherent mixer, a tunable LO, balanced photodiodes and a
33 GHz bandwidth real-time scope operating at 80 GS/s. Data sets are stored and
offline DSP is then performed to compute SNR of the received signal, as described
in sections 1.5.b) and 2.1. Finally, adaptive SD-FEC decoding is performed on the
received symbols using a family of SC-LDPC codes [68].

Receiver (Rx)

Local oscillator

Coherent Receiver

TLS1

TLS3

TLS2 DP- I/Q

DAC
DAC

DP- I/Q

UWB

SOA

UWB 

SOA

U
W

B
 W

S
S

 #
1

ASE loading

Loading channels

Transmitter (Tx)

4x49GBd

8
8

x
5

0
G

H
z

25km 

SSMF

DAC

C Band

DP- I/Q

4x49GBd

9
2

x
5

0
G

H
z

25km 

SSMF

DAC

DP- I/Q

L Band

Chromatic Dispersion Compensation

Polarization demultiplexing

Carrier Frequency Correction

Carrier Phase Correction

Cycle slips removal

LMS Post-Equalizer

U
W

B
 W

S
S

 #
3

FEC decoding

Offline DSP and FEC decoding

3 × 100 km SSMF

transmission line

T
es

t 
g
ro

u
p

Figure 5.12: TX and RX experimental setup for 103 nm UWB transmission over 3×100 km SSMF

We first characterize the 300 km transmission link. It is composed of 3 spans
of 100 km of SSMF with an average loss of 20 dB at 1550 nm. At the end of each
span, a combination of UWB backward Raman pumping and SOA module is used
to compensate for span losses. Raman pumping is composed of 5 pumps at 1410,
1435, 1455, 1485 and 1510 nm to provide additional average 9 dB gain at the input
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of an UWB SOA, to accomodate for high span losses in 100 km SSMF spans. After
span 1 and 3, a static GFF is introduced to handle UWB SOA gain flatness. After
span 2, an UWB WSS #2 is introduced to provide dynamic gain equalization com-
pensating for backward Raman gain profile.
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Figure 5.13: Description of 300 km transmission line comprising of 3 spans of 100 km SSMF
followed by hybrid Raman/SOA amplifiers

Considering the SRS impairments discussed previously, we generate and launch
a 103 nm UWB spectrum and operate the SOAs to provide the tilted spectrum as
shown in Fig. 5.14 (solid line, left axis), with 6 dB higher power level on shortest
wavelengths. We show the measured OSNR at the output of the transmission line
(diamond markers, right axis) and demonstrate that our power spectrum engineer-
ing strategy enables us to limit the OSNR difference between shortest and highest
wavelengths of the systems to less than 3.5 dB. The overall OSNR variation depends
on the variation of the NF of the SOA over the bandwidth, but also on the power
profile at SOA input resulting from the propagation and the Raman distributed
amplification.

1500 1520 1540 1560 1580 1600 1620

6 dB preemphasis

Wavelength [nm]

P
ow

er
[5

d
B

/
d

iv
]

22

24

26

28

30

O
S

N
R

[d
B

/0
.1

n
m

]

Figure 5.14: 103 nm optical spectrum launched into SSMF spans with 6 dB linear tilt (left axis)
and measured output OSNR (right axis)

To check how the pre-emphasis strategy impacts the performance of the differ-
ent channels, we measured the output SNR of the 3Ö100 km transmission system at
1520 and 1610 nm by varying the power of the channel under test and its surround-
ing neighbors around their nominal power. Although this method does not truly
represent the impact of the pre-emphasis of the whole spectrum, it offers a simple
way to characterize potential NL impairments on the channel around its nominal
power, without changing the settings of all amplifiers. Fig. 5.15 shows the SNR
performance versus channel power pre-emphasis. At the nominal power, the SNR
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performance between the 1520 and 1610 nm channels differ by approximately 4 dB,
which is predominantly governed by the OSNR variation described in Fig. 5.14. This
figure also indicates that the channel at 1610 nm operates a few dB below its NLT
at nominal power (0 dB pre-emphasis) whereas the channel at 1520 nm operates at
its NLT. We show that increasing the preemphasis tilt beyond the current setting
(i.e. increasing the power in S-band and reducing the power in L-band) would not
result in a performance improvement, as the 1520 nm channel performance would
be penalized by NL effects, whereas the 1610 nm channel performance would be
reduced by going back in the linear regime.
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Figure 5.15: Measured SNR versus power pre-emphasis for DP-PCS64QAM 49 GBd signals

In such a system, the end of transmission performance is governed by linear and
NL impairments that emanate from the interplay among the fiber Kerr effect, the
SRS and the SOA gain dynamics, the analysis of which is particularly complex due
to the wavelength dependence of fiber loss, noise figure and fiber effective area, and
the fact that optical power spectrum continuously evolves along the direction of
propagation.

5.4.c) Experimental results

We measured the performance of all the 254 WDM channels by sweeping the set of
three channels including the channel under test over the whole optical bandwidth.
As shown in Fig. 5.16(a), we measured SNR ranging from 11.3 dB up to 15.9 dB
over the whole bandwidth. The SNR variation in the bandwidth is dominated by
the OSNR evolution in the bandwidth, with additional penalties at the spectrum
edges coming from bandwidth limitations of the UWB components.

Finally, for each wavelength the maximum code rate resulting in error-free FEC
decoding was adaptively found among the 26 members of the SC-LDPC code family
with code rate ranging from 0.67 to 0.91. Fig. 5.16(b) shows the maximum net
throughput for each of the 254 channels, ranging from 343 to 469 Gb/s, leading to
a total throughput of 107 Tb/s.
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Figure 5.16: Measured SNR (a) and corresponding post SD-FEC net data rate (b) versus wave-
length, for all 254 DP-PCS64QAM 49 GBd channels

Conclusions on UWB regional transmission

We reported on UWB continuous amplification over S, C and L bands using hybrid
Raman/SOA amplifiers. We characterized the stimulated Raman scattering effect
occurring in a 100 km SSMF span for such a wide optical spectrum and high power
regime. We showed that the span input spectrum shape does not affect the sig-
nal power transition from short wavelengths to longer ones. Using an appropriate
power spectrum preemphasis strategy, high performance PCS-64QAM modulated
channels at 49 GBd and hybrid Raman/SOA amplification, we successfully trans-
mitted 254 channels spaced by 50 GHz over a 3×100 km long fiber link of SSMF
with a continuous optical bandwidth of 103 nm. We demonstrated a total capac-
ity of 107 Tb/s, showing the potential of SOA technology for capacity upgrades of
metropolitan networks.

More recently, we have demonstrated in [P13] a machine-learning method for Ra-
man gain prediction and multi-pump broadband amplifier design. We have showed
that the mapping between Raman pump currents and UWB loss profile can be
learned by artificial neural networks based on experimental characterization of the
distributed multi-pump Raman amplifier. This method can be useful to ease trans-
mission link design tasks, such as the optimization of Raman amplifiers for multi-
span UWB transmission systems, that depends on a complex interplay between
Raman pumping, SRS occuring for high power regimes and wavelength-dependent
fiber loss profile and SOA characteristics.
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5.5 Record throughput on a 257 km unrepeatered
fiber link

Unrepeatered transmission systems are economically viable solutions to provide con-
nectivity to optical networks in areas for which the installation and future repairs of
in-line amplifiers are considered to be prohibitive. Such systems consist of a single
fiber span, that can extend over multiple hundreds of km, with gain provided from
either or both span ends. They are particularly attractive with submerged festoon
configurations to connect remote islands, as well as between coastal locations to
avoid deploying terrestrial fibers and stations in higly inaccessible areas (i.e. moun-
tain shores, tropical forests, deserts, etc). In submarine links, the absence of in-line
active components also removes the need to include conductive material within the
cable structure, thus further reducing the cost of the system and simplifying its
design. Unrepeatered spans can also be used to serve as endings of long-distance
repeatered systems to secondary landing points.

To increase both the throughput and the transmission distance, a multitude
of techniques have been applied: low-loss high-effective area fibers, forward- and
backward-propagating Raman pumps, mid-span remote optically pumped ampli-
fiers (ROPAs), high-power booster at the transmitter, etc. ROPAs consist in a
piece of doped fibre with a pump remotely located at a link end. They enable
ultra-long reach, but do not operate over an ultra-wide optical bandwidth. Trans-
mission in S-, C- and L-bands for unrepeatered systems has been proposed as early
as 2001 [131] as a solution to overcome the C-band capacity exhaustion, before
progress in transceiver SE and the advent of coherent detection set aside the urgent
need of extending the optical bandwidth. Since then, only extension to L-band has
been considered, such as in [132].

In this section based on a conference paper [P15] co-authored with ASN and
published at ECOC 2020, we present the potential of UWB SOAs coupled with dis-
tributed Raman amplification to upgrade the capacity of unrepeatered links, lever-
aging seamless S+C+L WDM transmission. We demonstrate a throughput record
over a 257.5 km single-span, with transmission of 247×49 GBd channels thanks to
100 nm continuous amplification provided by UWB SOAs and distributed backward
Raman pumping.

5.5.a) 257.5 km transmission experimental setup

The transmission setup of the 100 nm wide optical spectrum over the 257.5 km un-
repeatered link is shown in Fig. 5.17. At the transmitter side, ASE noise sources are
coupled through an UWB WSS [130] to generate a 100 nm wide optical spectrum,
ranging from 1514.8 nm to 1615.3 nm and covering 247 slots on a 50 GHz grid. The
UWB spectrum is then coupled to a test group composed of three modulated chan-
nels. The WSS allows to perform power equalization on the loading spectrum and
to filter out the noise in the frequency slots corresponding to the test group. The
test group contains one central channel made of a TLS modulated with a DP I/Q
modulator driven by a dedicated DAC, plus two surrounding channels modulated
with a distinct DP I/Q modulator driven by a dedicated DAC. Each DAC operates
at 88 GS/s and is loaded with a randomly generated sequence at a symbol rate of
49 GBd, with RRC pulseshaping and roll-off 0.01 to fit the 50 GHz channel slot.
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As detailed in the following, the modulation format of the transmitted sequence is
chosen between dual-polarization 16QAM (with entropy of 4 b/symb/pol) and PCS-
64QAM (with entropies of 4.6 or 5.4 b/symb/pol) to maximize the information rate.
The test group is swept across the UWB spectrum to measure the performance of
the 247 WDM channels.
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Figure 5.17: Experimental setup comprising a test group with three modulated channels multi-
plexed with UWB ASE noise spectrum, boosting SOA at the transmitter and 257.5 km of ULL
PSCF with backward Raman pumping.

The optical signal is then sent to an SOA-based UWB boosting amplifier with
output power of 21 dBm. The transmission line is a 257.5 km long span of Sum-
itomo ultra-low loss (ULL) PSCF with 130 µm2 effective area, totaling an average
span loss of 39.2 dB at 1550 nm. In the absence of Raman pumping, we deter-
mined the fiber loss profile (dotted line in Fig. 5.18) by launching the signal at a low
power (7 dBm) in the fiber. As shown in Fig. 5.18, the power loss experienced by
the spectrum ranges from 38.5 dB to 42 dB. When launching the optical signal at
21 dBm, the power loss profile (dashed line) is impacted by SRS effect occuring on
such a wide optical signal in high power regime. Subtracting the fiber losses from
the total power losses of the span, we find that the SRS gain in Fig. 5.18 (right axis)
is approximately 2.5 dB between the extreme ends of the spectrum.
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Figure 5.18: Span power loss (left axis) for a launched power of 7 dBm (solid line) and 21 dBm
(dashed line), and corresponding SRS (right axis) for a launched power of 21 dBm, in the absence
of Raman pumping.

To provide distributed Raman amplification, four Raman pumps at 1365 nm,
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1425 nm, 1455 nm and 1494 nm are multiplexed at the end of the link and backward
propagated into the fiber. This is a second order pumping scheme where the 1365 nm
pump amplifies the other pumps over the line. The power provided by the pumps
into the line are 2.1 W, 0.6 W, 0.15 W and 0.2 W respectively. Fig. 5.19 shows the
measured Raman On/Off gain at the output of the line. The provided ãverage gain
is approximately 28 dB.
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Figure 5.19: Raman On/Off optical gain of backward Raman pumping

At the end of the link, the channel under test is filtered out and pre-amplified
before being sent to the coherent receiver, including a coherent mixer, a tunable
local oscillator, balanced photodiodes and a 33 GHz bandwidth high speed real-time
scope. DSP is then performed offline as described in section 1.5.b). Codes from a SC-
LDPC family are adaptively selected to implement the SD-FEC decoding [68]. The
code rate ranges from 0.4 (0.67 for PCS64QAM) to 0.97 with a variable granularity,
from 0.0025 to 0.01 depending on the range, in order to minimize the decoding rate
loss.

5.5.b) Adaptive modulation format for capacity maximization

To accomodate for the variations of SNR in the UWB spectrum, we have consid-
ered in this experiment three different modulation formats: 16QAM (entropy of
4 b/symb/pol) and PCS64QAM with source entropies of 4.6 and 5.4 b/symb/pol.
In the following, these PCS64QAM formats are referred to as PCS64QAM-4.6 and
PCS64QAM-5.4, respectively. By construction, PCS64QAM modulation is compat-
ible only with FEC code rates larger than or equal to 2/3, therefore there exists a
lower SNR limit below which PCS64QAM cannot be used. In Fig. 5.20, we show
the GMI evolution versus SNR for the considered PCS64QAM formats.

As the NGMI corresponds to the ideal FEC code rate, only SNR values ensur-
ing NGMI above the 2/3 threshold are considered. This corresponds to GMI values
above 2.6 and 3.4 b/symb/pol for source entropies of 4.6 and 5.4 b/symb/pol, respec-
tively. As shown in Fig. 5.20, the minimum required SNR is 7.2 for PCS64QAM-4.6
and 10.0 dB for PCS64QAM-5.4, as indicated by the diamond markers.

In practice, the SC-LDPC FEC implementation induces an SNR penalty, and
the circle markers represent the practical SD-FEC lower limit as observed in our
experiments, i.e. 8.2 dB for PCS64QAM-4.6 and 10.8 dB for PCS64QAM-5.4. The
modulation format allocation strategy in the range of SNR values from 5 to 15 dB
can therefore be described as follows. For SNR values below 8.2 dB, PCS64QAM
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Figure 5.20: GMI versus SNR for PCS64QAM with entropies of 4.6 or 5.4 b/symb/pol. Circle
markers represent the practical SD-FEC lower limit as observed in our experiments

is not achievable and 16QAM is used, without limitation on the FEC code rate
but with a bigger gap to Shannon’s capacity. For SNR values between 8.2 and
10.8 dB, PCS64QAM-4.6 is a suitable candidate to optimize the channel rate as
its GMI is very close to Shannon’s capacity. For SNR values above 10.8 dB, the
entropy of PCS64QAM can be increased to 5.4 b/symb/pol, providing close-to-
capacity operation up to high SNR values: when the SNR is equal to 15 dB, still
considering ideal FEC decoding, PCS64QAM-5.4 shows only 0.2 b/symb/pol penalty
in terms of GMI compared to Shannon’s capacity whereas PCS64QAM-4.6 starts
saturating and exhibits 0.6 b/symb/pol penalty.

5.5.c) Experimental results

After coherent detection and offline DSP applied to each 49 GBd channel, as shown
by Fig. 5.21 the per channel SNR measured from the processed waveforms varies
between 5.8 and 12.2 dB. The SNR profile is predominantly impacted by the OSNR
variation across the 100 nm bandwidth, with additional penalties at the extreme
wavelengths, due to transceiver impairments and the SOA bandwidth limitation.
Following the allocation strategy discussed above, the modulation formats are cho-
sen (as depicted by the different markers) in order to reduce the information gap to
Shannon capacity as much as possible considering the operating SNR range.

For wavelengths comprised between 1519 nm and 1614 nm, the SNR is above
8.2 dB and the channels are modulated either with PCS64QAM-5.4 (152 channels
between 1542.5 and 1605 nm) or with PCS64QAM-4.6 (80 channels). For wave-
lengths below 1519 nm and wavelengths above 1614 nm, only 16QAM is suitable
for the transmission of the 14 corresponding channels. Note that for the channel
at 1612.62 nm, the experimental waveforms recorded using PCS64QAM-4.6 are not
exploitable due to an excessive detuning (>4 GHz) between the transmitter laser
and the LO that occured when switching the test group wavelength. Therefore,
for this channel we show the 16QAM results whereas its neighbours belong to the
PCS64QAM-4.6 group.

For each channel, in order to maximize the net bit rate for each processed wave-
form, the code from the SC-LDPC family with the highest code rate ensuring error
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Figure 5.21: SNR evolution for the 247 channels using 16QAM and PCS64QAM with entropies
4.6 or 5.4 b/symb/pol

free transmission is selected. The post SD-FEC IR is then computed from the code
rate value rc as

IR = H − (1− rc) ·m. (5.2)
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Figure 5.22: GMI and post SD-FEC IR evolution versus channel SNR for the 247 channels

Fig. 5.22 shows the evolution of the GMI and the post-SD FEC IR of the 247
channels, as a function of the SNR. For the 16QAM channels the GMI ranges from
2.1 to 3.14 b/symb/pol, with a corresponding code rate between 0.44 and 0.75, lead-
ing to IR between 1.76 and 3.00 b/symb/pol. When using PCS64QAM, the capacity-
approaching GMI rises almost continuously between 2.91 and 4.09 b/symb/pol, lead-
ing to AIR between 2.65 and 3.89 b/symb/pol with optimal code rates between
0.67 and 0.81. The 16QAM channel with SNR close to 10 dB corresponds to the
1612.62 nm channel with missing data for PCS64QAM-4.6. Our adaptive strategy
using 3 different modulation formats enables us to cope with the high SNR varia-
tions arising from the challenging design of this unrepeatered link, where the WDM
channels are inequitably impaired by linear and NL noise contributions.
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Considering the post SD-FEC IR obtained after optimization, the net bit rate
Rb carried by each channel is obtained through the formula

Rb = 2 · IR ·Rs · rp (5.3)

where 2 stands for the two polarizations of the signal, rs = 49 GBd is the symbol
rate and rp = 0.98 accounts for the rate reduction due to DSP pilot symbol insertion.
The resulting net channel rate for all channels is given in Fig. 5.23. The net channel
rate ranges from 169 to 372 Gb/s, with a total net rate of 81.2 Tb/s. The capacity-
distance product of 20.9 Pb/s·km corresponds to a 143% improvement compared to
the previous record [133].
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Figure 5.23: Net bit rate evolution for the 247 channels using 16QAM and PCS64QAM with
entropies 4.6 or 5.4 b/symb/pol

Conclusions on UWB unrepeatered transmission

With this record transmission experiment demonstrating both the highest capacity
and the highest capacity-distance product ever achieved on a single-mode fiber un-
repeatered system, we show the potential of S+C+L continuous amplification with
UWB SOA to scale the capacity of unrepeatered systems. Without utilizing ROPAs,
a simplified design based on UWB SOAs at the transmitter and receiver ends and
distributed Raman amplification has been proposed. The result of 20.9 Pb/s·km
presented herein brings a 143% improvement compared to the previous record for a
similar distance [133]. This record was achieved through, on one hand, the interplay
between the 100 nm optical bandwidth enabled by the SOAs and, on the other hand,
the high net-rates obtained from the utilization of advanced modulation formats and
adaptive SD-FEC codes tailored to each channel.
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5.6 Summary

In this chapter, we investigated the potential of UWB amplification with SOAs for
capacity upgrade of optical fiber networks. After a decade of extensive progress in
C-band system capacity with advanced modulation, coding and DSP schemes, SOAs
appear as one of the possible technologies to extend the optical system bandwidth
and harness the capacity offered by the low-loss window of the fiber. As the use
of SOAs as inline amplifiers has been ruled out for decades because of their worse
performance compared to EDFAs, we have experimentally shown that our UWB
SOA device can be suited for UWB WDM amplification at high power regime, as
the nonlinear impairments are reduced by increasing the number of WDM channels.

We then reported experimental demonstrations showing the potential of UWB
SOAs for capacity upgrade in two different configurations. First, we demonstrated a
107 Tb/s transmission over 300 km, using 254 capacity-approaching channels over a
103 nm spectrum. We combined distributed Raman backward pumping with UWB
SOAs to fit the typical power loss constraints of 100 km SSMF spans of legacy ter-
restrial networks, and we highlighted the impact of nonlinear SRS power transfer in
the transmission system design. This result paves the way for capacity upgrades of
metropolitan optical networks. In a second experiment, we demonstrated a record
throughput on an unrepeatered fiber link, a transmission system configuration with
a very long single span and without inline amplifiers. To cope with the large vari-
ations of the performance over the 100 nm bandwidth, we used an adaptive mod-
ulation format strategy able to maximize the total system throughput. Leveraging
UWB amplification provided by the Raman/SOA scheme, we demonstrated a 143%
improvement of the capacity distance product compared to the previous record,
showing the potential of UWB SOA for upgrade of capacity-approaching systems.
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Over the past two decades, continuous progress in optical fiber transmission systems
enabled the development of a global high capacity infrastructure at the core of the
Internet communication network. First, optimization of the optical path elements
together with digital compensation of propagation impairments using coherent DSP
has allowed to considerably increase the end-of-link SNR, which is ultimately limited
by the physical limits defined by optical amplification noise and NL fiber impair-
ments. Besides, advanced modulation schemes such as PCS modulation, together
with powerful SD-FEC coding techniques, now enable the SE to approach the Shan-
non’s capacity limit.

To further scale the capacity of optical fiber links, alternative paradigms are now
being considered. SDM (including MCF and MMF) aims at scaling the number of
optical paths while UWB systems rely on the optical bandwidth extension beyond
4.5 THz of C-band systems. As leveraging these physical dimensions generally re-
duces the system SNR due to multiplexing constraints or impairments, research
efforts must focus on limiting the SE degradation or the system complexity to keep
these methods attractive for throughput scaling of optical links.

Furthermore, the constant progress in D/A and A/D converter technology has
fostered the scaling of transponder symbol rate, towards high speed transmitters
able to cope with the evolution of client rates, from 100 GbE up to 400 GbE now,
and even 800 GbE and 1.6 TbE in the future. This is mainly encouraged for cost
and integration reason, not only for short reach applications but this appears also
as a key enabling factor for future cost-efficient systems based on SDM or UWB
systems.

Thesis summary

The chapter 1 of this thesis was dedicated to an overview of fundamental concepts
of digital communication systems and the specificities of optical coherent transmis-
sions. In particular, the modeling of the optical communication channel (which
includes TX, propagation and RX) has been presented, as well as the corresponding
DSP to compensate for propagation impairments.

In chapter 2, we studied the performance characterization of the communication
system. From an information theory point of view, we presented the suitable met-
rics to quantify the impairments caused by the optical communication channel on
the transmitted symbols. We detailed the impact of modulation and coding on the
information rate using QAM and PCS-QAM modulations, and reviewed the interest
for PCS-QAM as a capacity-approaching modulation scheme with attractive flexi-
bility.

Chapter 3 was devoted to the experimental demonstration of high symbol rate
transmitters in various transmission use cases. We presented the architecture and
characterization of a 80 to 100 GBd transmitter, based on CMOS technology and
using a single DAC per modulated dimension. We introduced an electro-optical
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bandwidth compensation scheme, required to assess the performance of future high
symbol rate transmitters with improved characteristics. In a first experiment, we
demonstrated the capabilities of 99.5 GBd DP-64QAM signals to address 800 Gb/s
net channel rate over a 605 km. This shows the possibility to address future 800 GbE
demand in future regional networks with 8 b/s/Hz SE thanks to high performance
transmission using ultra low-loss fibers. Then, we reported a record 20570 km trans-
mission of 300 Gb/s channel rate for all 41 channels in the C-band, using 99 GBd
DP-QPSK and without NLC techniques. We showed in our experiment that the
transmission power efficiency could be increased by 76% when halving the fiber
input power, which is compatible with the current trend in the industry towards
SDM systems. Since the increase of fiber counts in submerged cables inevitably
scales the number of required transponders to operate the cable, high symbol rate
transceivers are attractive solutions for the design of cost-efficient systems. Finally,
we conducted a field trial over a live traffic network to study the compatibility of
80 to 95 GBd signals with real-world network architectures, based on 100 GHz grid
nodes. Leveraging symbol rate and constellation shaping, we have demonstrated
the successful transmission of 400 Gb/s over 3400 km ultra long-haul distance, as
well as 600 Gb/s over 1100 km using 90 GBd signals. In particular, we highlighted
the 95 GBd signal penalties coming from implementation and transmission in the
100 GHz grid network, showing potential limits of close to 100 GBd transmissions
over legacy network architectures.

We presented in chapter 4 a study of equalization enhanced phase noise (EEPN),
which is a potentially dominant impairment at high symbol rates. As symbol rates
of 100 GBd and more are now practical, and analytical studies predict a linear
scaling of EEPN variance with the accumulated CD (hence with the transmission
distance), the symbol rate and the LO laser linewidth, the EEPN impact could
be detrimental for high symbol rate transmissions over ultra long subsea distances.
We started with numerical simulations to isolate EEPN contributions and we high-
lighted through the studies of EEPN temporal and statistical characteristics that the
CPE algorithm must be taken into account in EEPN impact analysis. In particular,
we showed that not taking into account the CPE can lead to the overestimation of
EEPN impact, which can rule out the use of high symbol rate transmitters with
the current specifications of laser sources. Owing to the lack of satisfying model
to assess EEPN impact on high symbol rate subsea communications, through an
experimental characterization campaign over a 10476 km straight line testbed we
showed that the EEPN impact when using a standard ECL source with 100 kHz
linewidth specification was negligible compared to a sub-kHz ULPNS reference laser.
These investigations temper the industry concerns EEPN impact in the design of
high symbol rate subsea communications. As EEPN arises from the interaction of
the transponder laser PN with the electronic CDC, it bonds the transmission line
properties to the transponder characteristics. Further analysis is still required to
accurately quantify EEPN impact in future transoceanic systems, especially in the
open cable context that imposes a disaggregated analysis of the transmission penal-
ties.

Chapter 5 was dedicated to investigations on UWB transmission systems based
on SOA. For the past decades, the use of SOAs as inline amplifiiers has been ruled
out because of their polarization-dependence, worse performance and nonlinear be-
haviour compared to EDFAs. We have first reviewed the main characteristics of
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a UWB SOA module with polarization diversity architecture, able to provide high
power and dual polarization gain over a 100 nm bandwidth over S, C and L bands.
Second, we experimentally assessed the nonlinear behaviour of the UWB SOA in
WDM configuration, and we showed that UWB SOA can enable UWB WDM am-
plification at high power regime, as the nonlinear impairments are reduced by in-
creasing the number of WDM channels. Finally, we demonstrated experimental
transmissions using hybrid Raman/SOA amplifiers and showed that UWB SOAs
are potential candidates for capacity upgrades of optical links. We demonstrated
the compatibility of this UWB amplification scheme with a 100 Tb/s transmission
over a regional 300 km link based on SSMF legacy architecture, as well as a record
throughput over a 257 km unrepeatered link, thanks to the transmissions of circa
250 channels using capacity-approaching PCS modulation.

Perspectives

Coherent optical communications have enabled the development of flexible high ca-
pacity links at the core of the global communications networks. In the near future,
capacity-approaching solutions will soon become available from DCI to subsea trans-
missions, as key technological breakthroughs are increasingly maturing. To further
scale the capacity of optical links, new paradigms are now emerging. Whereas the
per-fiber throughput has been for years the main design criterion, global optimiza-
tion of optical system throughput and cost-efficiency will presumably require better
utilization of fiber available capacity through bandwidth extension and optical path
multiplicity.

We have reported on the use of UWB SOAs as potential candidates for bandwidth
extension up to 100 nm. Together with hybrid Raman/SOA amplification schemes,
we have demonstrated potential upgrades of optical capacity on legacy regional link
architecture and unrepeatered transmission. Further improvement of UWB SOA
module performance, custom optical path design with innovative techniques leverag-
ing artifical intelligence, together with flexible, adaptive and capacity-approaching
transponders, will undoubtedly encourage capacity upgrades beyond the C-band
current systems.

The continuous increase of transponder symbol rate has been driven in recent
years by cost-efficiency and footprint optimization concerns. We have highlighted the
flexibility provided by high symbol rate transmitters and leveraged by adaptive PCS
modulation to optimize the rate versus reach trade-off from regional transmissions
up to transoceanic distances. EEPN is considered to be a potentially detrimental
impairment for high symbol rate systems with large accumulated chromatic dis-
persion and has raised concerns for future subsea communication systems, that we
have tempered through numerical and experimental investigations. In the context of
open cables, optical vendors are encouraged to provide disagreggated specifications
of transmission lines, transponder technology and other additional impairments.
Further optimization of transceiver bandwidth and thorough characterization of im-
pairments such as EEPN, crosstalk and filtering penalties, that bond the optical
path design and transceiver equipments, will be required to optimize the design of
next-generation high capacity and cost-efficient optical transport networks.
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List of acronyms

A/D analog-to-digital

ADC analog-to-digital converter

ASE amplified spontaneaous emission

AWGN additive white Gaussian noise

BER bit error rate

BMD bit metric decoding

BPS blind phase search

CD chromatic dispersion

CDC chromatic dispersion compensation

CM coded modulation

CMOS complementary metal oxide
semiconductor

COI channel of interest

CFE carrier frequency estimation

CMA constant modulus algorithm

CPE carrier phase estimation

D/A digital-to-analog

DAC digital-to-analog converter

DBP digital back propagation

DCI datacenter interconnect

DFB distributed feedback

DP dual polarization

DSP digital signal processing

DU dispersion-unmanaged

EDFA erbium doped fiber amplifier

EEPN equalization enhanced phase
noise

ENOB effective number of bits

FEC forward error correction

FFT fast Fourier transform

FWM four wave mixing

FWHM full width at half maximum

GAWBS guided acoustic Brillouin scat-
tering

GFF gain flattening filter

GMI generalized mutual information

GNM Gaussian noise model

GVD group velocity dispersion

HD hard decision

IMDD intensity modulation direct de-
tection

I/Q in-phase and quadrature

IR information rate

ITU International Telecommunication
Union

LCOS liquid crystal on silicon

LO local oscillator

LMS least mean squares

MCF multi-core fiber

MCI multi-channel interference

MI mutual information

MIMO multiple-input multiple-output

MMA multi-modulus algorithm

MMF multi-mode fiber

MZM Mach-Zehnder modulator

NF noise figure

NGMI normalized generalized mutual
information

NL nonlinear



List of acronyms

NLT nonlinear threshold

NLSE nonlinear Schrödinger equation

PCS probabilistic constellation shaping

PDG polarization dependent gain

PDL polarization dependent loss

PMD polarization mode dispersion

PMF probability mass function

PN phase noise

PSCF pure silica core fiber

PSD power spectral density

QAM quadrature and amplitude modu-
lation

QPSK quadrature phase shift keying

RC raised cosine

RF radio frequency

ROADM reconfigurable optical
add/drop multiplexer

ROPA remote optically pumped ampli-
fier

RRC root raised cosine

RX receiver

SC-LDPC spatially-coupled low density
parity check

SCI single channel interference

SD soft decision

SDM space-division multiplexing

SE spectral efficiency

SOA semiconductor optical amplifier

SMF single mode fiber

SNR signal to noise ratio

SRS stimulated Raman scattering

SSMF standard single mode fiber

SSFM split-step Fourier method

TLS tunable laser source

TRX transceiver (transmitter/receiver)

TX transmitter

UWB ultra-wideband

VOA variable optical attenuator

WDM wavelength division multiplexing

WSS wavelength selective switch

XCI cross-channel interference
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List of symbols

Bref reference bandwidth (12.5 GHz or
0.1 nm around λ0)

c speed of light

D dispersion coefficient

F noise factor

f frequency

GMI generalized mutual information

~ reduced Planck constant

H entropy

IR (post SD-FEC) information rate

j imaginary unit

L transmission length

M number of optical paths (modes, cores)

MI mutual information

m number of bits per symbol (2mQAM
constellation)

n refractive index

NF noise figure (in dB)

NGMI normalized generalized mutual
information

OSNR optical signal to noise ratio

pX prior probability of X

pX|Y posterior probability of X given ob-
servation Y

pY |X likelihood of observation Y given X

rc code rate

rp pilot rate

Rb (post SD-FEC) bit rate

Rs symbol rate

SE spectral efficiency

SNR signal to noise ratio

t time

Ts symbol period

W optical bandwidth

z distance

α fiber attenuation

β propagation constant

βi i-th derivative of β(ω), evaluated at ω0

γ nonlinearity coefficient

∆ν laser linewidth

λ wavelength

λ0 reference wavelength (1550 nm)

ρ roll-off (RC or RRC pulse-shaping)

ω angular frequency

ω0 reference angular frequency 2πc/λ0



List of symbols
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Titre : Systèmes de transmission ultra large bande et à haut débit symbole pour communications par fibre
optique de prochaine génération

Mots clés : communications à fibre optique, transmissions à haut débit symbole, amplificateurs optiques à
semi-conducteurs

Résumé : Les transmissions par fibre optique ont per-
mis le développement de réseaux robustes et per-
formants constituant la base du système mondial de
télécommunications. Alors que les fibres à faibles
pertes et les amplificateurs à fibre dopée à l’erbium
(EDFA) ont ouvert la voie au multiplexage en lon-
gueur d’onde (WDM), la détection cohérente permet
l’utilisation de techniques de modulation et de codage
avancées et le traitement du signal numérique (DSP)
est utilisé pour compenser les effets physiques de
propagation.
Dans cette thèse, nous nous intéressons à des solu-
tions pour la prochaine génération de systèmes WDM
à détection cohérente. Des amplificateurs optiques
à semi-conducteurs (SOA) sont utilisés pour fournir
une amplification ultra large bande (UWB) sur plus
de 100 nm, permettant un plus large débit en com-
paraison aux systèmes à EDFA avec une largeur
de bande inférieure à 40 nm. Nous montrons que
des UWB SOA spécifiques permettent une transmis-
sion WDM à haute puissance, et nous démontrons
expérimentalement des transmissions UWB WDM
mettant à profit la bande passante des SOA. En par-

ticulier, nous détaillons la conception de schémas
d’amplifications et la caractérisation des effets non-
linéaires spécifiques aux transmissions UWB.
Par ailleurs, le développement de transmetteurs à
haut débit symbole est encouragé par l’industrie afin
de limiter le coût des systèmes optiques WDM, en
réduisant le nombre de transmetteurs par fibre. Cette
thèse étudie la capacité et les limites de transmet-
teurs de prochaine génération avec des débits sym-
boles jusqu’à 100 GBd. Nous examinons l’impact
du phénomène de bruit de phase augmenté par
l’égalisation, une dégradation potentiellement domi-
nante à haut débit symbole. Nous démontrons des
transmissions à haut débit symbole, pour des confi-
gurations en laboratoire allant jusqu’à des distances
transocéaniques, ainsi que dans un essai terrain
conduit sur un réseau commercial. En utilisant la mise
en forme probabiliste de constellation et des codes
correcteurs d’erreur performants, nous mettons en
évidence la flexibilité permise par les transmetteurs
à haut débit symbole pour répondre aux différents
scénarios de transmission qui composent le coeur du
réseau des communications Internet.

Title : Ultra-wideband and high symbol rate transmission systems for next-generation optical fiber communi-
cations

Keywords : fiber-optic communications, high symbol rate transmissions, semiconductor optical amplifier

Abstract : Optical fiber transmissions have enabled
the development of the high capacity and resilient
networks that form the backbone of the modern-day
global telecommunication system. Whereas low-loss
fibers and erbium doped fiber amplifiers (EDFA) al-
low wavelength division multiplexing (WDM), coherent
detection enables advanced modulation and coding
schemes, and digital signal processing (DSP) is used
to compensate for physical propagation effects.
In this thesis, we address possible solutions for the
next generation coherent WDM systems. Semicon-
ductor optical amplifiers (SOA) are used to provide
ultra-wideband (UWB) seamless amplification over
more than 100 nm, a promising way to scale the
throughput compared to conventional systems using
EDFA with bandwidth less than 40 nm. We show that
custom UWB SOA can enable WDM transmission in
high power regime, and we demonstrate UWB WDM
experimental transmissions leveraging the SOA band-
width. In particular, the design of specific amplification

schemes is presented, and the nonlinear impairments
arising from UWB spectrum transmission are charac-
terized.
Furthermore, the industry fosters the development of
high symbol rate transceivers to provide cost-efficient
optical WDM systems with reduced number of trans-
ceivers per fiber link. This work studies the capacity
and limitations of next-generation coherent transcei-
vers, operating at symbol-rates up to 100 GBd. We in-
vestigate the impact of equalization enhanced phase
noise, which is a potentially dominant impairment at
high symbol rates. We demonstrate high symbol rate
transmissions, from regional distances to ultra-long-
haul subsea distances in laboratory conditions, as
well as in a field trial over a live commercial traffic
network. Using probabilistic constellation shaping and
powerful forward error correcting codes, we show the
flexibility provided by high symbol rate transceivers to
address the different transmission cases that consti-
tute the core of the Internet communication network.
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