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To work alone you have the right, and not to the fruits. Do not be impelled by the fruits of
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Résumé

La chimie computationnelle est maintenant omniprésente dans I'évaluation numérique des
propriétés physiques et chimiques des molécules. C'est un outil de prédiction pour les
chimistes théoriciens et un outil complémentaire en chimie organique et inorganique qui peut
étre utilisé pour éviter les expériences et synthéses ardues en laboratoire. La chimie
computationnelle s'intéresse a la fois a la mesure des propriétés physiques et chimiques, et a

I'évaluation de I'efficacité des méthodes théoriques a prédire ces valeurs.

Dans ce travail de these, nous explorons ces deux facettes pour le cas particulier des adduits
de borénium dérivés de carbénes N-hétérocycliques (NHC). Ces composés sont reconnus pour
leur réle d'acides de Lewis en chimie, comme illustré pour leur réle catalytique d'activation
de petites molécules comme H,. De plus, ces composés présentent des caractéristiques
chimiques qui permettent de décomposer finement les transferts électroniques entre ses
constituants borénium et carbone divalent (ligands NHC ou carbone). L'un des objectifs était
d'explorer diverses méthodes de calcul pour évaluer les propriétés structurelles,
thermodynamiques et cinétiques de ces composés borénium dérivés des NHC afin de vérifier
la validité des approches de calcul. L'autre objectif était d'établir une relation structure-
activité pour ces adduits, ouvrant la voie a la conception rationnelle in silico de catalyseurs

nouveaux et plus performants.

Avec ces axes de recherche en téte, la thése présente une premiére partie bibliographique
suivie de trois autres parties. L'acidité de Lewis, la propriété thermodynamique la plus
importante de ces adduits de borénium déficients en électrons, est controlée par deux
interactions importantes - les donations o et m du composé carboné divalent vers le borénium.
La PARTIE A de la thése est consacrée a I'évaluation de ces deux interactions en utilisant de
nombreuses approches théoriques, permettant d'identifier les descripteurs les plus efficaces
pour ces interactions. Si les différents descripteurs identifiés pour quantifier les interactions
o et m sont parfois correctement corrélés entre eux, dans certains cas, des niveaux de
corrélation moins bons qu’attendus sont obtenus. Ces aspects ont été abordés avec une
attention particuliere dans cette thése. La raison de |'absence de corrélation est considérée

comme provenant de certaines différences conceptuelles fondamentales des méthodes, de



la définition de descripteurs particuliers ou d'une mauvaise interprétation des données.
Néanmoins, certaines méthodes non ambigués de quantification de ces deux interactions
(donations o et m) a I'aide d'outils de la chimie quantique ont été identifiées. La fiabilité de
nos résultats computationnels a été renforcée par la comparaison avec des valeurs

expérimentales issues de la littérature, lorsqu'elles étaient disponibles.

Dans la PARTIE B, I’évaluation par diverses approches calculatoires d’un autre concept
chimique, I'acidité de Lewis, concept fondamental et pourtant quelque peu "imprécis", a été
envisagée. Une fois encore, des descripteurs intéressants et pertinents de I'acidité de Lewis
ont été identifiés et comparés entre eux. A partir de ces résultats, une relation quantitative
entre les interactions o et 1, évaluées dans la partie précédente, et I'acidité de Lewis globale,
évaluée par I'affinité des ions hydrure, a pu étre établie. Cette partie permet donc d’apporter
des réponses a deux questions importantes concernant ces catalyseurs de borénium dérivés
de NHC: "Comment évaluer l'acidité de Lewis?” et “Comment corréler I'acidité de Lewis avec

les propriétés structurelles de ces molécules?"

Enfin, la PARTIE C démontre par I'exemple la pertinence et |'utilité de disposer d'une échelle
d'acidité de Lewis pour rationaliser et prédire la réactivité catalytique. Ici, I'activation du
dihydrogene en utilisant les catalyseurs de borénium a été explorée. Nous avons montré que
leur acidité de Lewis globale est corrélée avec I'énergie d'activation de H,, établissant ainsi
une relation directe entre la propriété thermodynamique de I'acidité de Lewis des catalyseurs
et leur réactivité. De plus, I'énergie d'activation pour ces réactions et une combinaison
linéaire des interactions o et m montrent une méme tendance pour I’ensemble des catalyseurs
étudiés, établissant ainsi une relation structure-activité pour cet ensemble de molécules. Au
final, nos résultats théoriques sont également corroborés par certaines données
expérimentales, bien que la disponibilité de ces données soit assez limitée. Cela contribue a
donner de la crédibilité a I'approche théorique utilisée dans cette these pour étudier divers
aspects de ces composés chimiques trés intéressants et par extension d'autres problémes

pertinents dans le domaine de la catalyse homogéne.



Abstract

Computational chemistry is ubiquitous in the numerical evaluation of physical and chemical
properties of molecules. It is a predictive tool for theoretical chemists and a complementary
tool in organic and inorganic chemistry to avoid arduous laboratory experiments and
syntheses. Computational chemistry is concerned with both measuring physical properties

and evaluating how efficiently theoretical methods can predict these values.

In this work we explore both these facets in the context of N-Heterocyclic carbene (NHC)
derived borenium adducts. These compounds are recognised for their role as Lewis acids in
chemistry, as illustrated for their catalytic role for activating small molecules like H,.
Moreover, these compounds present chemical characteristics that allow to finely decompose
the electronic transfers between its borenium and divalent carbon (NHC or carbone ligands)
constituents. One part of the objectives was ro explore multifarious computational methods
to evaluate various structural, thermodynamic and kintic properties of the NHC-derived
borenium compounds to ascertain the validity of the computational approaches. The other
objective was to establish a structure-activity relationship for these adducts computationally,

paving the way to the rational in silico design of new and better catalysts.

With these themes in mind, the thesis presents an initial bibliographic account followed by
three sections. Lewis acidity, the most significant thermodynamic property of these electron-
deficient borenium adducts is controlled by two significant interactions — the ¢ and n-
donation both from the divalent carbon compound to the borenium. PART A of the thesis is
dedicated to the evaluation of these two interactions using numerous theoretical approaches,
allowing to identify the most efficient descriptors for these interactions. While sometimes the
various descriptors identified to quantify the o and m-interactions correlate well with each
other, in some cases sub-optimal correlation care obtained. These aspects have been
addressed with particular emphasis in this thesis. The reason for the lack of correlations are
seen to arise from some fundamental conceptual differences, definition of particular
descriptors or misinterpretation of data. Nonetheless, some unambiguous methods of
guantifying these two interactions (o and t donations) using computational tools have been
identified. The reliability of our computational results has been strengthened by comparison

with available experimentally recorded values, wherever available.



In PART B, we try to evaluate another fundamental, and yet, somewhat ‘fuzzy’ chemical
concept — Lewis acidity. Once again, some interesting and pertinent descriptors of Lewis
acidity have been identified and compared with each other. Next, we attempt to establish a
guantitative relationship the between the o and m interactions, evaluated in the previous
section, and the overall Lewis acidity, evaluated through hydride ion affinity. This section,
therefore answers two important questions with respect to these NHC-derived borenium
catalysts — “How to evaluate Lewis acidity? How to correlate it with the structural properties

of these molecules?”

Finally, PART Cis dedicated to exemplify the utility of having a scale of Lewis acidity. Here, the
activation of H; using the borenium catalysts have been explored and the overall Lewis acidity
is found to correlate with the energy of H; activation, thereby establishing a direct
relationship between the thermodynamic property of Lewis acidity and their reactivity.
Furthermore, the activation energy for these reactions also show a reasonable trend with a
linear combination of o and m-interactions, thereby establishing a structure-activity
relationship for this set of molecules. In the end, our theoretical findings are also
corroborated by some experimental data, although availability of such data is quite limited.
This helps to give credibility to the theoretical approach used in this thesis to study various
aspects of these very interesting chemical compounds and by extension other relevant

problems in the field of chemical catalysis.
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1. GENERAL INTRODUCTION






The word science originates from the Latin word scientia meaning knowledge and is presently
defined as a systematic enterprise that builds and organises knowledge in the form of testable
explanations and predictions about the universe.” 2 The ‘organisation of knowledge’ is
brought about by the act of measurement. Measurement, according to Norman Campbell, is
the act of assigning numbers to properties of an object or an event to represent its qualities
with respect to other objects or events.3 The measurement reveals some data — to explain
which we construct theories. Theories are a set of rules that are said to govern the properties
of a system.* In science, usually, theories can be expressed in terms of mathematical
equations. While theories aim for as great a generality as possible, they often pose the threat
of becoming too complicated to be applied to reality. For instance, it is wholly futile to apply
guantum mechanics to understand the oscillation of a pendulum when the same results can
be obtained through the use of simpler, ‘approximate’ equations, in this case by applying
classical Newtonian mechanics. Therefore, often a theory must be simplified to widen its
scope of applicability — giving rise to models. Conversely excessive “modelisation” of theories
may sometimes render them qualitative. Therefore, for the sake of efficiency and simplicity,

a compromise has to be made.

Quantum mechanics is a highly generalised theory that is universally applicable but is
generally used to describe the physical properties of nature at atomic and molecular scale.
According to quantum mechanics, the wavefunction is the key to all properties of matter and
can be obtained by solving the Schrédinger equation. At this point we recall Dirac’s famous
words “The fundamental laws necessary for the mathematical treatment of a large part of
physics and the whole of chemistry are thus completely known, and the difficulty lies only in
the fact that application of these laws leads to equations that are too complex to be solved.”*
The electronic Schrédinger equation cannot be solved exactly for any system other than
single-electron systems like the hydrogen atom. Therefore, some approximations have to be
introduced and models are constructed to get to a solution as close to experimental reality as
possible. Computational chemistry is the branch of chemical sciences that deals with the
application of the exact quantum mechanical equations or an approximate model of it to
materials and molecular systems through mathematical calculations to study the system at

hand.



The foundation of computational chemistry was laid by the seminal work of Schrodinger in
1925 which was rapidly followed by the works of Paul Dirac, Hartree and Fock, Lennard Jones,
Mulliken, Hund and Slater. However, realising their theories for moderate to large molecules
was virtually impossible without unlocking the potential of electronic computers, which
became available in the 1950s. Thus, the second half of the 20t century marks the beginning
of the “age of computation”. Since then the application of computers to chemical problems
has grown so much so that today, it is almost conventional to accompany an experimental
study with theoretical calculations. In addition, computational modelling plays an obvious
role in weeding out chemically redundant endeavours, furthering the cause of green
chemistry while also reducing time and effort significantly. Finally, of course, computational
chemistry helps to bridge the gap between theoretical models and experimental
observations. To summarise, the research in the field of computational chemistry can be
broadly accommodated under two categories — (a) the evaluation of physical and chemical
properties of molecular systems and materials and (b) improving the efficiency and reliability

of computational tools in predicting the values associated with said properties.

In modern chemistry much of the ancient mysterious veil of alchemy has been lifted and this
has been possible because of one key idea — structure-activity relationships. This means, for
example, that the reaction pathway followed by a compound participating in a reaction is
influenced by its geometric and electronic structure. Therefore, reaching the desired outcome
from a reaction can be seen as largely relying on the ability to identify the correct 3-D
geometry and electronic distribution of the starting reactants. In this thesis, our objective was
to investigate to what extent such an approach can be a source of new knowledge. The
structural properties and chemical activity of molecular species, as well as their relationships,
was thus carefully investigated with the help of computational tools. Comparison between
these modelling and available experimental data or empirical chemical concepts constitutes
the second pillar of our project. Naturally, reactive molecules are preferable for such a study
and chemistry offers those in spades — in the form of catalysts. At the same time, in order to
evaluate the quality of results obtained from the computational approach relatively simple
and easily interpretable interactions are desirable. The ‘right’ model sits at the confluence of

all these various ideas and is a rare find.



The adduct noted hereafter X-BH," and formed between a divalent carbon compound (like N-
heterocyclic carbenes and carbones) and positively charged borenium unit (BH;*) presents
itself as an ideal candidate around which all our work was articulated (Figure 1-1), the
structure of which is modified in our study by changing the nature of X. From a chemical point
of view, these adducts have been shown to activate small molecules like H, by virtue of their
Lewis acidity. However, such reports are sporadic at best and although it is quite evident that
changing the nature of the carbenic backbone changes the Lewis acidity of the borenium
adduct and therefore its activity, no quantitative relationship expounding it exists to the best

of our knowledge.
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Figure 1-1: Graphical representation of the components of this thesis

From a theoretical point of view, this system provides a unique opportunity due to its inherent
simplicity. Carbenes are normally treated as popular ligands in organometallic chemistry
where they are coordinated to transition metals. The bonding situation in this case however
is quite complicated — the link between the carbene carbon and the transition metal can be
described as a cumulative effect of numerous interactions which can be difficult to completely

segregate (o/m donation, backdonation etc.). More easily understandable interactions are



present within carbene-borenium adducts. In particular, o and m interactions in the carbene-
boron linkage are simpler than in transition metal complexes because they are exclusively
donations. Due to this, the relative ability of the divalent carbon compounds to donate

electrons can be easily quantified.

Based on this qualitative description of the interactions within NHC-derived borenium
adducts, the first part of the thesis (PART A) deals with the computational measurement of
the o- and m-interaction strengths of the C-B bond using various descriptors. The second part
(PART B) is dedicated to the interaction of the Lewis acidic borenium with external bases in
order to estimate the strength of the Lewis acidity of these adducts. In other words, can the
thermodynamic properties of these borenium be explained by their structural properties?
Finally, in the last part (PART C), the utility of the above-mentioned structural descriptors in
predicting the reactivity of these Lewis acid catalysts in the activation of dihydrogen has been

explored.

The thesis starts with chapter | which itself has two sections — 2A and 2B. The first part
contains bibliographic details of carbenes followed by the theoretical basis of the various
computational techniques employed in the thesis, with the objective of providing a
rudimentary understanding of the kind of chemical systems we are dealing with as well as the
tools employed to understand them. The reader is advised that the material covered in this
chapter is in no way exhaustive and is directed to follow the articles, reviews and books cited

for greater detail.

Chapter Il and chapter Ill constitute the first part of the thesis where the objective is to
provide a better understanding of the m- and o-donating abilities of the divalent carbon
compounds. Different theoretical and experimental parameters have been used to quantify
these o- and m-interactions, and the reliability of these various approaches has been
qguestioned. More specifically, chapter Il deals with the various computational models used
to measure m-bond strength and comparison between these methods. The plethora of
techniques that are used ubiquitously in chemical literature to measure the properties of a
chemical bond are not necessarily equivalent and therefore may lead to discrepancies and
misinterpretations. In our study we identified descriptors that adequately quantify the -

interaction, methods that quantify mainly the m-interaction but also have significant
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contribution from other interactions in the molecule and descriptors that perform rather

poorly in describing the m-bond strength.

In chapter Ill, we have relied on two experimental methods, both based on NMR, which are
used in the literature to evaluate the o-donating strength of divalent carbon compounds. Are
these two experimental parameters comparable with each other and with theoretical
descriptors? These are the questions addressed in this chapter. Reasonable correlations have
been identified between selected calculated parameters and experimentally recorded values.

This chapter also shows that not all the methods of evaluating o-donation are equivalent.

Having in hand an accurate description of the electronic structure of the carbene-borenium
adducts, based on the n- and o-donating abilities of the carbene ligands, we focus in a second
step on the reactivity of borenium. The first question addressed is whether the population of
the boron p; orbital, related to the m-interaction with the carbene ligand, provides a good
measure of the Lewis acidity of the boron center. In chapter IV, the interactions of the
borenium compounds with external bases like triethyl phosphineoxide (POEt3) and hydride H-
have therefore been considered. From this investigation, hydride ion affinity (HIA) emerges
as a scale of total Lewis acidity for the divalent-borenium adducts. The final section of Chapter
V demonstrates the utility of these scales in real world applications — such as predicting the
barrier of activation of H, by boreniums acting as the Lewis acid component in frustrated

Lewis pairs.

Finally, the different statistical metrics using which the quality of correlation between two

variables are measured are briefly discussed in the appendix.
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2. CHAPTER|
Bibliography
Abstract

This chapter has two sections — 2A and 2B containing short bibliographic accounts of the two most
important components of this thesis — divalent carbon compounds (including carbenes and carbones)
and the various aspects of theoretical chemistry necessary to understand them. Readers already
familiar with the subject matter can safely skip this chapter and come back to the topics as and when
referenced in the following chapters. Others are invited to continue in the light of the knowledge that
the topics have been dealt with brevity and are by no means exhaustive. For greater insight the
readers are recommended to consult the cited texts.
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2.1. Introduction

This chapter has two parts — the first part deals with the bibliographic description of carbenes
and other divalent carbon compounds. In the next part, the chapter deals with the theoretical
foundation and computational tools that are used in the description of the compounds in the

following chapters of the thesis.

2A. Carbenes

Carbenes form a diverse and extremely important class of compounds in chemistry.! In our
studies, the primary goal is to establish and understand relationships between the structure
of catalysts with their reactivity. This objective was built around catalysts including various
carbenic backbones and these compounds therefore play a significant role in this work. It is
not possible to discuss all the interesting aspects of carbene chemistry in this text. Therefore,
we pick and choose the topics most pertinent to our discussion. We start with the history of
carbenes followed by a short description of their classification, including special classes called
N-Heterocyclic carbenes (NHC) and carbones. Next, a brief discussion of their electronic
structure and the various factors that influence it have been presented. Finally, we look at the
most important applications of NHCs in chemistry, with particular emphasis on NHC-stabilised

borenium ions which are used in activation of small molecules, like H».

2A.1. A Brief History of Carbenes

Carbenes are divalent carbon compounds with two non-bonding electrons, the carbon being
characterised by a sextet instead of an octet. The history of divalent carbon compounds goes
back more than 150 years from today. The first attempts to synthesise a carbene takes us as
far back as 1835, when Dumas tried to synthesise the parent carbene — methylene (:CH;) — by
dehydration of apparent hydride, methanol (CH2.H20).2 It must be noted that at the time the
tetravalency of carbon had not yet been established and therefore the existence of a divalent

carbon was considered quite plausible.

The first assumption of the involvement of a carbene species as a reactive intermediate was

made by Geuther and Hermann in 1855,% who suggested that the alkaline hydrolysis of
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chloroform proceeds via the formation of dichlorocarbene. In 1897, Nef correctly suggested

the same intermediate to be involved in the famed Reimer Tiemann reaction.* (Scheme 2-1)

Cl KOH .
H—-Cl ———> ccl;, ———> CCh
cl -H,0 -Cl ,
(dichlorocarbene)
-+ - +
OH  KoH, O K 0 K OH
:CCl, CHCl;  KOH CHO + CHO
—_— —_— — >
- 2Cl

Scheme 2-1: Proposed reaction mechanism for Reimer Tiemann Reaction

In the early twentieth century (1920s and 30s) Staudinger, Kupfer,> ¢ Curtius’ all contributed
to carbene chemistry by establishing that carbenes, generated from diazo compounds or
ketenes, were highly reactive intermediates. The incomplete octet of the divalent carbon in
these compounds was the reason behind their heightened reactivity. Note that at this time,
the existence of free radicals had only finally been recognised and their popularity was
growing rapidly.® Naturally, the carbene moiety was seen primarily as a diradical. The
methylene radical was seen as a linear species with two electrons in two degenerate p-

orbitals, indicating a triplet state.’

The mid-twentieth century saw carbenes being accepted as fleeting reaction intermediates
as several reactions were discovered that could be mechanistically explained by the
participation of a carbene species.? In 1953, Doering and Knox published an elegant synthesis
of tropolones by an addition of methylene to substituted benzene.'® The most outstanding
contribution from Doering et al. came next year when they proved the existence of dibromo
methylene (:CBr;) in the first cyclopropanation reaction involving the addition of :CBr; to an
alkene (Scheme 2-2).! However, these decades did not see too many attempts to synthesize

or isolate carbenes, and whatever attempts were made had been unsuccessful.?

KO'Bu Br Na
+ CHBry ———— > 5 —_—
,

Scheme 2-2: Cyclopropanation via a methylene intermediate as proposed by Doering et al.!
By this time (1950s), however, an important development had begun. The upsurge in the
popularity of these somewhat ‘peculiar’ carbon derivatives in synthetic chemistry drew the

attention of theoretical chemists and physicists. Armed with increasing computational power,
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stalwarts of ab initio theory like Pople and Lennard-Jones used theoretical calculations to
determine geometric structures and properties of small molecules, including methylene
(1951).13 The shape of the carbene and how this affected the frontier orbitals became a
matter of active research (Scheme 2-3).1% 15 |t was asserted that methylene could have two
possible electronic structures - (1) one where the carbene is a singlet with a bent sp?
hybridised C including a pair of electrons in the sp? hybridised orbital (o) and a vacant p orbital
(pr) and the other (2) is a linear sp hybridised geometry where the two non-bonding electrons
occupy two mutually perpendicular degenerate p orbitals — px and py — like the diradical
indicated earlier (Scheme 2-3 indicates the two possible geometries). However, it was difficult
to know for sure which of these represents the actual ground state without extensive
mathematical calculations. In 1968 Hoffmann determined the minimum energy gap between

the singlet and triplet states.®

Px

H H »—— — P, H

Py A
_L . H

linear bent

Scheme 2-3: Relationship between carbene bond angle and nature of frontier orbitals

Throughout the next two decades, numerous theoretical papers were published, calculating
the exact geometries of methylene moieties like :CH,, :CHF, :CHBr, :CF», :CCl,, etc..!’ It became
more evident that inductive and mesomeric effects go hand in hand in determining the
energies associated with the possible electronic states. At around the same time carbenes
were spectroscopically characterised in matrices at a few kelvins of temperature (1960s and
70s).18 This enabled chemists to really isolate and ‘see’ carbenes for the first time. In 1989 a
detailed study of the transient electrophilic and nucleophilic carbenes was reported by

Moss.1?
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The debate over the ground state structure of methylene continued to rage on, now that
spectroscopic data was available. Herzberg and co-workers published their spectroscopic
study?%-2? of the electronic structure of methylene (1959-61) expounding it to be linear.? This
turned out to be in complete contradiction of several ab initio calculations, all of which
predicted a bent geometry, having an angle between 130-140°. The disparity with
theoretically calculated values made it necessary to make more accurate spectroscopic
measurements. The latest spectroscopic measurements by Jensen and Bunker show the angle
to be 133.84+0.05° 232> which matches almost perfectly with the most extensive ab initio
calculation that puts the value between 132 and 133°.2 The accuracy that the theoretical
methods displayed in predicting the correct geometry of methylene is considered one of the

earliest successes of ab initio calculation and theoretical chemistry in general.?®

In the meantime, the works of Breslow and Wanzlick in the 1950s indicated that the stability
of carbenes increased phenomenally in the presence of amino substituents, although they
were not able to isolate the monomeric carbenes.?” 28 Finally, in the year 1964, Fischer and
Maasbol synthesised and spectroscopically characterised a carbene species stabilised by
bonding with a metal center for which they were awarded the coveted Nobel Prize in 1973
(Scheme 2-4(b)).?° The first carbene-transition metal complex had actually already been
synthesised by Chugaev as early as 1925 (Chugaev’s red salt), but this work remained
unrecognised for decades.>® Only in the 1970s was the crystal structure of the compound

solved and definitely proven to be a carbene-metal complex (Scheme 2-4(a)).3!

The following decades saw the foundational work by Ofele and Lappert using carbenes as
ligands in organometallic chemistry.3> 33 But, by such time, a renewed interest caught
chemists trying to isolate stable carbenes again. The first free, stable carbene- a
(phosphino)(silyl)carbene — was claimed by Bertrand et al. in 1988,3* breaking open the
floodgates as it were. However, this particular species did not show any notable ability in

binding transition metals. Finally, Arduengo’s discovery of “a stable crystalline carbene” in

2 The interpretation of the spectroscopic data was somewhat complicated — some subbands in the
absorption spectrum that could conclusively prove the structure to be bent could not be observed due to
predissociation. At the same time, most of the data obtained would be complementary to a linear
methylene. However, they did mention that a methylene with a bond angle as low as 140 was indeed
possible.
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19913 ended the decades’ long search, opening new and fascinating doors for generations of
chemists to come. The carbene that Arduengo isolated is an imidazole-2-ylidene (Scheme 2-
4(c)) and belongs to the class of the most popular carbenes in chemistry —the N-Heterocyclic

carbenes (NHC). They bind transition metals, which makes them a popular ligand in catalyst

design.
N\
N7
H.5=C. _CNCHj __ O=CHgs
P W(0C)5™=C] g
=C CNCHj CH, N\:/N
N-
y H
(a) (b) (c)

Scheme 2-4: (a) ChugaeV’s red salt (1925); (b) Fischer’s Tungsten carbonyl carbene complex
(1964); (c) Arduengo’s carbene (1991) with the carbenic carbon represented in red in the
structure

The history of carbene chemistry is a fascinating narrative and its development is a reflection
of modern chemistry. It has seen exemplary contributions from the largely diversified fields
of synthetic chemistry, spectroscopy and theoretical chemistry. But even during the discovery
of the first ‘bottle-able’ carbenes (late 1980s), they were largely classified as chemical
‘curiosities’.3® However, the decades that followed saw carbenes, and particularly their
organometallic adducts, shoot forward to the very forefront of catalytic chemistry. Carbenes
constitute a very flexible class of reagents, whose chemistry can be manipulated to produce
a range of effects including electrophilicity, nucleophilicity, radical-character etc. They can be
ornamented with appropriate alkyl and/or aryl groups to produced stereospecificity. In fact,
carbenes, which have been regarded as unstable reactive intermediates for more than a
century, are now used to stabilise other highly-reactive species.?” It has even made its mark
in material science and medicinal chemistry.3® Carbenes have been instrumental in pushing
the boundaries of the chemical sciences - perhaps far beyond what Dumas had imagined 150

years ago, when he thought “Well, why not?”

Let us now take a look at the special class of N-Heterocyclic carbene and some carbones which

are the main focus of our computational study.
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2A.2. Classical N-Heterocyclic Carbenes or Arduengo Carbenes

N-Heterocyclic carbenes (NHC) can be defined as heterocyclic species containing a carbene
carbon and at least one nitrogen atom within the ring.38 This criteria covers many different
classes of carbene compounds of various substitution patterns, ring sizes, degree of
heteroatom stabilisation etc. However, most of the NHCs reported in chemical literature are
derived from imidazolium salts and therefore are characterised by a five-member ring with
the carbene carbon at placed in between two nitrogen atoms. The first carbene reported by
Arduengo (Scheme 2-4(c)) is a representative example of this category — therefore these
carbenes are also referred to as Arduengo carbenes and normal/classical N-Heterocyclic
carbenes. NHCs form the most popular group among the persistent carbenes i.e., carbenes
that show particular stability in their native forms. NHCs usually feature very bulky
substituents adjacent to the carbene carbon, such as the adamentyl groups in the first
carbene synthesised by Arduengo, generally to provide kinetic stability. NHCs are also usually
singlet carbenes with a lone pair in sp? hybrid orbital and a vacant unhybridized p orbital

(indicated as p; in Scheme 2-5) perpendicular to it.
RI

/ ' ’ﬂ sp? hybrid lone pair
-~

Vacant p, orbital

n-electron donating

a-electron withdrawing

R

Scheme 2-5: Typical structure of an NHC with intra-molecular mesomeric and inductive
effects highlighted in purple and green arrows respectively

Inductive and mesomeric effects are simultaneously responsible for the kinetic stability and
multiplicity of the ground state of these molecules. The o-electron withdrawing and -
electron donating effect of the neighbouring nitrogen atoms in Arduengo carbenes help to
lower the energy of the sp? hybridised o lone pair favouring the singlet state. Furthermore,
their m-electron donating effect stabilises the vacant p; orbital. The cyclic structure also forces
the lone pair into a more s-character of its sp? type hybridation, thereby stabilising it. These

effects have been discussed in more detail in Section 2A.4.
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2A.3. Beyond Classical N-Heterocyclic Carbenes

Although the most popular carbenes today are still the Arduengo type, a large number of
carbenes have been synthesised that do not belong to this category. A key feature in the
Arduengo carbenes is the somewhat ‘excessive’ heteroatom stabilisation by ensuring the
presence of two heteroatoms, at least one of which is nitrogen in the a-position of the
carbene carbon.?® The idea of a carbene that is not stabilised by two a-N atoms arose with

the serendipitous discovery of C4 bonding in imidazolylidenes (Scheme 2-6).4°

5 4

)\ M
1 O3 5 4.
INGINS —C

Ri™o¢C 2 1O\

|\l/| R1/ ~ \Rz
2
(a) Normal binding mode via C2 (b) Abnormal binding mode via C4
Imidazol-2-ylidene-M Imidazol-4-ylidene-M

Scheme 2 -6: Binding modes of imidazolylidenes

Thus a large group of other, less-stabilised heterocyclic frameworks as well as acyclic carbenes
lead to the preparation of carbenes in which the electronic and steric parameters are vastly
different from Arduengo carbenes discussed above.® That includes carbenes that are
stabilised by one or no heteroatoms adjacent to the carbonic carbon. There are several ways
of classifying the carbenes available today, each method highlighting one crucial difference
between its classes. The following are a few important categories that are ubiquitous in

chemical literature.

Normal vs. Abnormal NHC

The term ‘abnormal’ was first proposed by Crabtree*! to refer to imidazol-4-ylidenes in order
to draw attention to the contrast of this species to their far more popular isomer imidazol-2-
ylidenes (Scheme 2-6). The term refers to any case where the free ligand is mesoionic —
meaning that it is not possible to write a completely uncharged resonance structure for such
a neutral molecule, i.e. only resonances structures including at least one positive and one
negative charges on some atoms can be drawn. This group of structures, called either
abnormal carbenes or mesoionic carbenes (MIC) have several fundamental differences with

NHCs in their free state.
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Scheme 2-7: Resonance structures of (a) normal and (b) abnormal/mesoionic NHC

An MIC is characterised by exceptionally strong o-donating ability, in a range that is normally
not achievable by modification of classical NHCs alone. For instance, the TEP® for a normal
NHC such as 1-isopropyl-3-methyl-4,5-diphenylimidazol-2-ylidene is 2039 cm™ compared to
2047 cm* associated with the corresponding abnormal NHC (Scheme 2-8).4?

Ph

Ph Ph -
J
YQ\ YY\
- Ph
(a) (b)
TEP 2047 cm! 2039 cm?

Scheme 2-8: (a) 1-isopropyl-4,5-diphenyl-3methylimidazol-2-ylidene (b) 1-isopropyl-2,4-
diphenyl-3-methylimidazol-5-ylidene

This enhanced donating ability can be rationalised by considering the fact that compared to
NHCs, such molecules are missing a neighbouring N atom for the carbenic centre, making the

sp? lone pair higher in energy, thus increasing its donating ability.

Remote vs. Non-remote NHC

An orthogonal method of classification of NHC considers the location of the heteroatom in
the carbene. The so called remote NHCs feature no heteroatoms adjacent to the carbene
carbon. Thus, remote carbenes may be normal or abnormal (Scheme 2-9). The first free
remote carbene was prepared by Bertrand et al.3* and the first remote NHC complexes were
synthesised by Raubenheimer.*® Calculations indicate a stronger metal-carbene bond for

remote NHC compared to their non-remote analogues.**

b TEP or Tolmann electronic parameter is an experimental parameter designed to measure the electron donating
ability of a ligand (L) by measuring the shift in stretching frequency of CO in Ni(CO)sL complex. It is discussed
further in chapter Il
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Scheme 2-9: Orthogonal classification of carbenes

Cyclic Alkyl Amino Carbenes (CAACs)

Bertrand et al. pioneered the synthesis of cyclic alkyl amino carbenes (CAACs or cAACs) which,
for the purpose of this thesis are classified as NHCs.*> In contrast to the carbene species
mentioned earlier, CAACs are characterised by a single nitrogen atom next to the carbene
carbon and an sp? hybridised alkyl carbon on the other side (Scheme 2-10). These carbenes
are stable and crystalline, with distinct melting points, proving that one nitrogen is sufficient
to stabilise an electron deficient carbene centre. When compared with saturated imidazol-2-
ylidenes,® it was found that the presence of only one N makes these carbenes stronger o-
donors. At the same time, CAACs are better m-acceptors than Arduengo type carbenes.*® In

addition, the quaternary C and its substituents provide some stereoselectivity to CAACs

compared to Arduengo carbenes.

Mesoionic Carbene

\ /
N-N®
£

—

BiCAAC

Scheme 2-10: Some representative examples of CAAC molecules, bicyclic CAAC (BiCAAC) and

functionalised CAAC (FunCAAC).

[\

R/N\C/N\R'

Saturated imidazol-2-ylidene
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Carbones

Carbones form a separate category of ligands that are distinct from carbenes in the number
of electron pairs on the carbon donor atom although both carbenes and carbones possess a
sigma lone pair on the coordinating carbon centre. In carbones, denoted by CL,, the divalent
C(0) atom retains all four of its electrons as two lone pairs and accepts two pairs of electrons
from its two neutral donor ligands (L) via coordinate covalent bonds.*” Therefore a carbone is
best represented as L->C<L. Depending on the nature of L, there can be different types of
carbones. For example, when L= Phosphine we get carbodiphosphoranes (Scheme 2-11(a)),

when L= NHC they are called carbodicarbenes (Scheme 2-11(b)) etc.

The two electron pairs in a carbone are of different symmetry and are non-degenerate — one
is of 0 symmetry (similar to the carbene lone pair) and the other pair is in the p; orbital
perpendicular to the valence plane having m symmetry. Carbones are not only versatile
compounds in their own right, but they have been used in stabilising highly electron deficient
systems such as BH2*® and B,Hs*#° by virtue of the two lone pairs of electrons.

. C H
C /\N

C c-
PhsP” PP, Q/N I{I\)

carbodiphosphoranes carbodicarbene

(a) (b)

Scheme 2-11: Representative examples of (b) carbodiphosphoranes and (c) carbodicarbenes

In the following section we take a closer look at the various stereo-electronic effects that play

a central role in the chemistry of these compounds.

2A.4. Electronic Structure of Carbenes

The ground state electronic structure (singlet or triplet) of carbenes and geometry (linear or
bent) is a fundamental feature of carbenes and it dictates their reactivity, as we have already
mentioned before.>® This in turn depends upon the nature of the substituents and the
mesomeric, inductive and steric effect it exerts on the carbene center. These factors are

briefly discussed in the following sections:*°
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2A.4.1. Inductive effect

The electronegativity of substituents affects the multiplicity of carbenes. o-electron
withdrawing substituents favour the singlet over triplet state. Harrison et al. showed that the
carbenes go from being a triplet to a singlet on changing the electronegativity of the
substituents by varying from lithium to hydrogen and then finally to fluorine.>! The effect can
be easily rationalised by using molecular orbital diagrams for C;, symmetry. o-electron
withdrawing substituents lower the energy of the lone pair (noted ns) by increasing its s
character while the p, orbital remains unchanged as a pr MO of b1 symmetry (np in Scheme 2-

12). This increases the HOMO-LUMO gap, stabilising the singlet state relative to the triplet

state.
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Scheme 2-12: Molecular orbital diagram of bent CX; showing inductive effect of highly
electronegative substituents (left) and weakly electronegative or electropositive substituents
(right)

2A.4.2. Mesomeric effect

The mesomeric effect plays a much more significant role in influencing the ground state
electronic structure and geometry than the inductive effect. The substituents interacting with
the carbene center can be classified into two categories — the m-electron donating groups
denoted in Scheme 2-13 by L (-NR3, -OR, -SR etc.) and can be characterised by a “high-energy”

doubly occupied orbital, and the m-electron withdrawing groups denoted by Z (-COR, PRs*
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etc.) characterised by a “low-energy” vacant orbital. Therefore the carbenes themselves can

be classified into three categories — (L,L)-carbenes, (L,Z)-carbenes and (Z,Z)-carbenes.

The (L,L)-carbenes are predicted to be bent and in singlet state.>? >3 The pr orbital centred on
the carbene carbon interacts with the combination of filled p orbitals on the neighbouring
atoms — thereby generating a vacant LUMO of higher energy (pr(b1)). As the lone pair in the
o plane remains nearly unaffected, the energy gap between the HOMO and LUMO is
effectively increased — leading to the singlet state. Arduengo carbenes (derivatives of

imidazol-2-ylidenes) (Scheme 2-13 (a)), belong to this category.

Most (Z,Z)-carbenes are predicted to be linear, singlet carbenes. Here, the substituent vacant
orbitals interact with the p; orbital on the carbene carbon that lies parallel to it. The py orbital
is not affected by this interaction and therefore the degeneracy of the py and p; orbital is lost.
Hence, these are singlet carbenes in spite of being linear. Such molecules are best described
by two zwitterionic resonating structures, featuring a positive charge on the carbene carbon.
Dicarbomethoxycarbenes and ‘masked’ diborylcarbenes are representative examples of this

category (Scheme 2-13 (b)).

The quasi-linear (LZ) carbenes combine both these effects. The L substituent lone pair
interacts with the vacant p; orbital of the carbene while the filled py orbital of the carbene in
turn interacts with the vacant orbital on the Z substituent. This forms something like a
polarised allene system. Bertrand’s first (phosphine)(silyl)carbene falls under this category.

(Scheme 2-13 (c))
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Scheme 2-13: Perturbation orbital diagram showing the influence of mesomeric effect of
different substituents in carbenes.

2A.4.3. Steric Effect

Bulky substituents help to kinetically stabilise all kinds of carbenes by preventing dimerization

(Wanzlick equilibrium).
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Scheme 2-14: Wanzlick equilibrium

In absence of significant electronic effects, steric effects also control the multiplicity of a
carbene. Since the maximum stabilisation of a triplet carbene relative to a singlet carbene is
when their frontier orbitals are degenerate, a linear geometry favours a triplet state. This
point can be illustrated by the difference between dimethyl carbene, which has a bent singlet
ground state, whereas di(tert-butyl)-carbene or diadamenyl carbene are triplets. N-
Heterocyclic carbenes, being cyclic, are forced to stay in a bent geometry and therefore prefer

the singlet state.>°
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Scheme 2-15: Some examples of linear and bent carbenes whose shape is mainly controlled
sterically

2A.4.4. Measuring Steric and Electronic Properties

In the previous sections we have taken a look at the various divalent carbon compounds that
are present in a chemist’s arsenal. These include Arduengo’s carbenes, CAACs, MICs, remote
carbenes and carbones to name a few of the prominent categories. Each of these different
classes represent a different combination of properties — some are significantly strong o-
donors (MICs), some are o-donors and mt-acceptors (Arduengo carbenes, cAACs), some are o
and mt donors (carbones). In principle, by tuning the steric and electronic properties of these
divalent carbon compounds each application (discussed in the following section) ought to
have some tailor-made carbenes that are ideally suited to fulfil these roles. However, this is
not a straightforward task. Terms like “strong” or “weak” donor have no quantitative value
and, therefore, are somewhat arbitrary. Hence, quantification of the steric and electronic

properties of these compounds is of primary importance.

The steric and electronic properties of these divalent carbon compounds can be measured
using both experimental and theoretical methods. Among experimental methods most
methods use a spectroscopic probe (a different ligand that when coordinated to the divalent
carbon compound shows a change in its spectroscopic properties). The most popular of these
methods have been mentioned briefly in the chart below. These factors have not been
discussed here as they are elaborately explored in Chapter Il of this thesis. Similarly, there
are also various theoretical tools that also allow to measure these properties and some of
them are listed in the chart below. These properties are mainly the tools used in our

investigation and have been discussed in section 2B.9.
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Measurement of steric and

electronic properties of divalent
carbon compounds

Tolman Electronic Parameter
Huynh Electronic Parameter
Ligand Electronic Parameter
1) coupling constant

|
Energy of HOMO/LUMO
Electronic population of
orbitals
Properties of adducts of the

* Isotropic shift of 31P in carbene
phosphinidine adduct
* Isotropic shift of 77Se in

divalent carbon compound
with transition metals or other
electron deficient elements

selenourea
* Nolan’s percentage buried
volume

Scheme 2-16: Various experimental and theoretical methods to evaluate steric and electronic
properties of divalent carbon compounds.

2A.5. Relationship between Structure and Activity

There is an intimate relationship between the structure of chemical compounds and their
reactivity. In the previous section we have taken a look at the steric and electronic factors
that influence the reactivity of NHCs, and by extension, carbones as well. In general, it is found
that the presence of a heteroatom next to the carbene carbon increases the stability of the
singlet carbene by stabilising the vacant p orbital of the carbene and at the same time
lowering the energy of the lone pair. The bent Y-C-Y angle (Y = a-atoms to carbenic carbon)
also stabilises the singlet state. Therefore, it is evident that reactivity of such compounds can
be easily manipulated by varying the mentioned parameters through alterations in the

carbenic backbone.

For instance, although the combination of strong o-donation and weak m-acid puts NHCs
within the same bracket as phosphines in some senses,”* they have their own unique
characteristics. NHCs and carbones have a highly directional sp? lone pair on carbon as
compared with the non-directional s-type lone pair of phosphorus in phosphines. NHCs forms

stronger bonds with metals (indicated by lower TEP values) forming more thermodynamically
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stable complexes.>® The stronger o-donating ability is also testified by the higher proton
affinity values associated with NHCs.>6>8 At the same time, the NHCs and carbones do not
participate in mt-backbonding as readily as phosphines (although this interaction cannot be
ignored).>®®3 As a result, the electron density on the transition metal in an adduct is higher in
one with an NHC or a carbone than with phosphines. Phosphines and NHCs are also quite
different in terms of their steric effect. NHCs are generally considered more sterically
demanding because the group points towards the metal centre. This could sometimes result

in weaker carbon-metal bonds in spite of the higher donating ability of the carbenes.®

Similarly, study of electronic structures of Arduengo and mesoionic carbenes helps to explain
the even greater donating ability of mesoionic carbenes. The vinylic character of mesoionic

carbenes as well as absence of one a-N atom make them exceptionally strong o-donors.

The backbone of NHCs can also be modified to tune the electron donation of NHCs and
carbones. This is illustrated by a study comparing the gradual increase in electrophilic
character going from a diaminocarbene (NHC), to a monoamino-amidocarbene (MAAC) and
finally to a diamidocarbene (DAC).%> The electron withdrawing carbonyl group in the
backbone of MAAC and DAC makes the carbene carbon less electron rich and more prone to
participating in electrophilic reactions like activation of C-H bond.®® The gradual increase in

electrophilicity is evidenced by the increasing trend of TEP values (Scheme 2-17).

Pﬁ P<fo o§><fo

N___N. _N__._N. _N__._N.
Mes”~ ~C Mes Mes C Mes Mes C Mes
NHC MAAC DAC
TEP 2042 cm™ 2050 cm™! 2056 cm™!

Scheme 2-17: Diaminocarbene (NHC), monoamido-amino carbene (MAAC) and diamido
carbene (DAC) with their TEP values

These few examples and various other studies therefore clearly indicate that the structure of
divalent carbon compounds is the key to understand and exploit their chemical
characteristics. Theoretical studies focussing on structure activity relationships are useful in
the design of catalysts that are required to be ‘reactive, selective and enduring’ at the same
time.®” Quantum chemical studies contributed to this field indirectly — through the calculation

of molecular and material properties and reaction mechanisms. Broadly speaking, there are
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two different approaches for catalyst design in computational chemistry — (a) study of
reaction mechanism and (b) measurement of physical properties. While atomistic study of
reaction mechanism provides detailed knowledge of the catalytic cycle but requires an
atomistic treatment, physical-property based techniques allows one to survey large ranges of
chemical space but the interpretation of such information may not be straightforward. Such
physical property-based studies to establish a relationship between steric and electronic
properties of phosphines and carbenes to measurable outcomes of catalyst modification such
as yield, rate and selectivity have been conducted in particular by Fey and co-workers.®®
Numerous investigations have been made to study the electronic structure of carbenes and
their adducts with transition metal complexes.®®’! Frenking and co-workers have worked
extensively on the bonding between main group and transition metal compounds employing
EDA-NOCV analysis.”?> Sometimes theoretical studies also yield surprising information that can
inspire further investigations. For instance, the study of NHC-Transition metal bonds by
Cavallo and co-workers have revealed a surprising n-backdonation from d° metal centres.”?

This demands further studies with simpler systems.

In this thesis, our objective is to use computational tools to study the borenium adducts of
the divalent carbon compounds. We particularly emphasise on the theoretical estimation of
how their reactivity changes due to changes in the carbenic backbone, not just in a qualitative
but also in a quantitative manner. Ideally, we wish there to have been one measurable
chemical parameter pertaining to a chemical compound that correlates with reactivity
(although that hardly ever is the case). This raises three important question — (1) which
chemical parameter associated with the compound under investigation should be chosen? (2)
which parameters should be chosen as measurable outcomes of catalyst modification? (3)
and, finally, what is the measure of a “good” or “bad” correlation. In this work, we mainly

attempt to answer the first question.

We turn our attention to a specific problem — the borenium adducts of divalent carbon
compounds and their role as Lewis acids in activating small molecules (vide infra). Naturally,
the chemical parameter that should to be quantified is Lewis acidity. For this, however, Lewis
acidity has to be first defined and some quantifiable parameter pertaining to Lewis acidity has
to be identified. Once this is achieved, this parameter is compared with a parameter

associated with reactivity, usually the energy of activation for the reaction under question.
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The quality of correlation is usually determined by the value of the square of the regression
coefficient (R?) corresponding to a linear fit, although other parameters (see Appendix) can
give a more complete picture of parity or disparity between the two parameters being

compared.

In the following section we take a brief look at the chemical history and significance of
carbene-borenium adducts — how they appeared as plausible candidates for Frustrated Lewis
pair (FLP)-based activation of hydrogen, why they hold particular promise in the field and how
computational calculation of Lewis acidity can be a potential indicator for the design of more

efficient catalysts.

2A.6. The Case for Carbene-Borenium Adducts

During the past few decades, global awareness and concern about environmental and fiscal
cost of energy and material intensive chemical processes have been growing. Keeping that in
mind, development of new, more environment friendly catalytic strategies have become a
crucial demand in chemistry. Hydrogenation is one such catalytic process that has huge
industrial application. Presently hydrogenation of unsaturated bonds employs highly effective
transition metal-based catalysts in spite of their toxicity, cost, rarity and high carbon footprint.
Naturally there has been an extensive pursuit of viable alternatives. One of the directions is
the development to catalysts based on cheap, non-toxic transition metals like iron and cobalt
as well as early metals such as titanium and calcium. The other way is to depend on

organocatalysis, of which one example is FLP chemistry (vide infa).”*

The NHCs present a remarkable similarity with transition metals themselves, having filled o
and vacant it frontier orbitals. Taking advantage of this, NHCs can be used in activating small
molecules such as NHs.”> mt-accepting NHCs such as CAACs are particularly suitable for such
reactivity. Sterically encumbered NHCs (Lewis bases) like 1,3-di-tert-butylimidazolin-2-ylidene
can be coupled with sterically encumbered Lewis acids like B(CsFs)s to form frustrated Lewis
pairs (FLP) that cannot form an adduct together because of steric repulsion. They can,
however, be used in splitting small molecules such as H; by polarising the molecule that finally

leads to heterolytic cleavage of the H-H sigma bond.”®

The first such report of metal-free hydrogen activation was published in 2006 where H;

activation was carried out by a linked phosphino-borane by Stephan et al. (Scheme 2-18)"7
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The next year, they were able to use a similar species of the form (Me3CgH2)2PH(CsF4)BH(CsFs)2

in the metal-free catalytic hydrogenation of imines and protected nitriles.”® (Scheme 2-18)

F F FF
H, ® 5
(Me3CgH2)oP B(CeFs)2 (Me3CeH2)oP B(CeFs)2
A H €
F F FF

Scheme 2-18: Reversible hydrogen activation by linked phosphino-borane

This created the concept of FLP catalysis and eventual experimentation lead to a
commendable broadening of substrate scope. However, the catalyst efficiency still cannot
compete with transition metal-based catalysts. The difficulty of synthesis of electrophilic
boranes presents quite a challenge to having a large family of such compounds so that a

structure-activity relationship may be established.*®

The catalytic cycle of imine hydrogenation, the reaction studied by Crudden et al., consists of
two steps (Scheme 2-19).°° The first step involves the polarisation and heterolytic cleavage of
hydrogen molecule by the frustrated Lewis acid base pair — the imine acting as the Lewis base
and the boron compound acting as the Lewis acid. For the catalysis to be complete, in the
next step the hydride that had been accepted by the boronic Lewis acid is added to the C to
the iminium (C=NH*) bond, thus completing the addition of H, across the iminium double

bond.

®

Ar3§—H
Scheme 2-19: The general catalytic cycle for FLP hydrogenation of imines

Some studies suggested that slight modification of the Lewis acid Lewis base pair in an FLP
hydrogenation catalyst greatly influences the activity and selectivity. For instance, Sods and

coworkers found that replacing one CsFs group from B(CsFs)s by a bulkier mesityl group affects
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the selectivity of the reaction.”® & In fact, careful selection of the Lewis base in FLP
hydrogenation has led to the expansion of substrate scope to include silyl enol ethers,?!

olefins,®? aldehydes and ketones.?3 84

As far as work on optimising the Lewis acid is concerned, most FLP hydrogenation catalysts
initially used a neutral boron compound (BR3) as the Lewis acid. In order to maximise the
Lewis acidity, the boron is attached to highly fluorinated substituents, e.g. B(CsFs)3. However,
the presence of such electronegative substituents deters hydride donation in the next step
(Scheme 2-19), thereby slowing down the catalysis. In addition, boranes are also highly air-
and moisture-sensitive and therefore present a synthetic challenge. A less explored, but
important class of boron-based Lewis acids, the borenium ion, was introduced by Stephan et

al. as a viable alternative to using neutral boron Lewis acids in FLP hydrogenations.”*

Borenium is a trivalent boron cation. A considerable amount of Lewis acidity of these
compounds is attributed to this positive charge. Nevertheless, these cationic borenium can
be stabilised by coordination to sterically demanding groups or highly electron donating
groups. A number of these species have been used as electrophiles in aromatic and aliphatic
borylations and also as catalysts in hydroboration of alkenes.® The first instance of an NHC
stabilised borenium was provided by Matsumoto and Gabbai who reported the synthesis and
characterisation of [(IMe)BMes2]OTf (IMe = 1,3 dimethylimidazol-2-ylidine) in 2009.85 A
number of NHC-Borenium adducts have been synthesised since then.?” At the same time the
NHC-Borane have been proven to be strong reductants.®® 8 So while NHC-borenium cations
are strongly electrophilic, NHC-Borane adducts are efficient hydride donors. This combination

of properties makes these adducts ideal for the FLP hydrogenation process mention above.

It follows from the studies conducted thus far that changing the nature of the NHC can
dramatically change the electrophilicity of the NHC-borenium adduct — generating more (or
less) efficient catalysts. Indeed, such an improvement takes place when the classical NHC in
NHC-borenium adduct is replaced by a related divalent carbon compound — MIC. Crudden et
al. show vast improvements in catalytic activity during the hydrogenation of aldimine,
ketimines and N-heterocycles on using MIC stabilised boreniums in comparison to neutral
boron compounds like B(CsFs)3 or even NHC-stabilised boreniums due to the enhanced

electrophilicity of MIC.%°
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While the effect of an NHC change on catalytic efficiency in NHC-borenium FLP hydrogenation
catalysis has been observed by Crudden and others, the rationalisation and understanding of
this phenomenon remains incomplete. With the aim of establishing a structure-activity
relationship, we have selected these species as the core chemical target of our work. To
generate better catalysts or have an efficient activation, one can assume that a stronger Lewis
acidic borenium is required, and for the strongest Lewis acid, the NHC with the weakest m-
donating ability must be ideal. The o-donating ability of NHCs and carbones can also be
determined by some theoretical and experimental method. In PART A of the thesis the
efficiency of the various available methods to quantify o and t donation in NHC and carbones
have been explored. PART B of the thesis is dedicated to the measurement of Lewis acidity as
a combination of o and n effects quantified in PART A. At the final section, PART C, the
relevance of parameters, such as the one we have at our disposal at the end of PART B, in
predicting the reactivity of borenium based Lewis acids in activating small molecules like H; is

explored.
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2B. Electronic Structure Theory — A Brief Overview

In this thesis we use computational chemistry to study the properties of divalent carbon-
borenium adducts. From a theoretical stand point, information about any system (like our
NHC-borenium adduct) can be obtained from the knowledge of its wave function. We can
arrive at an approximate wave function by solving the Schrodinger equation. There are
several levels of approximations necessary to solve it and we briefly go over the various steps.
Then finally we look at electron density as a fundamental variable, replacing the wave
function. This is the basis of density functional theory. Finally, we take a look at some technical
aspects for obtaining the most reliable solutions. This includes the choice of exchange

correlation functionals and basis sets.

In this section, we discuss only the general theoretical frame work and approximations that
are employed in computational chemistry to evaluate various properties associated with a
chemical system. The exact application of the computational techniques to the divalent

carbon compound-borenium adduct has been elaborated in the respective chapters.

2B.1. Solving the Schrodinger Equation

The first postulate of quantum mechanics posits that the state of a quantum mechanical
system is completely described by a function W(x,t), x and t being the coordinates of space
and time. The second postulate states that every physical observable in the universe can be
represented by an operator in quantum mechanics. These operators are Hermitian and follow
the eigenvalue equation for a set of eigen functions (‘eigen’ meaning ‘characteristic’). In
chemistry, one is almost always concerned with energy — the energy levels of atoms and
molecules (electronic, vibrational...), energy change during chemical processes (AG, AH and
so on), etc... Energy is given by the eigenvalues of the energy operator - the Hamiltonian
operator (H). Therefore, in order to gain information about the energy levels of a system, we
attempt to solve the following eigenvalue equation, better known as the Schrddinger

equation:®% 2

H¥Y(x,t) = E¥P(x,t) (1)
It can be shown that the expectation value of energy obtained from the solution of the
eigenvalue equation of the time-independent Hamiltonian is independent of time. Further,

the spin and orbital angular momentum for many molecular systems, as is the case for the
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systems under study in this thesis, are non-coupled. Therefore, we mainly concern ourselves

with the solution of time-independent, non-relativistic Schrédinger equation:

H¥(x) = E¥(x) (2)
Here, the wavefunction W is the total wavefunction that depends on the space and spin
coordinates of both electrons and nuclei. The Hamiltonian operator (H:t) consists of the

following 5 terms:

%1 S AN N1 & Lz
A A&B
Boo= =) 3%~ D a2 ot Lnt X T
) As1oA i1a-1 A 5i<jV aABa<s AB 3)
= Te + Tn + Ve + Vee + Vnn

Where i and j are the electronic index, A and B are the atomic index, N is the total number of
electrons, M is the total number of atoms, Zx denotes the charge of atom A, rjj (= ri—rj) is the
distance between electrons i and j, ria(= Ra — ri) denotes the distance between electron i and
atomic nucleus A, rag (= Ra — Rg) denotes the distance between atoms A and B and the
Laplacian operators Vi> and Va? involve differentiation with respect to the coordinates of the
it electron and A™ atom respectively. The equation has been expressed in atomic units. The
first term of equation (3) is the operator for the kinetic energy of the electrons (Te), the second
term is the kinetic energy of the nuclei (Tn), the third term is the coulombic attraction
between electrons and nuclei (Vne) while the fourth and fifth terms indicate the inter-
electronic and inter-nuclear repulsion Vee and Vnn respectively. The five terms together

constitute the total Hamiltonian (Heot).

Hiwot has several features of interest. Examination of the terms show that Te and Vee are
independent of nuclear coordinates, they are constant for all iso-electronic systems. Ty and
Vnn on the other hand have no dependence on electronic coordinates. The Vne potential
energy term is special in this respect — it acts as the molecular signature in the expression of

H:ot by coupling electronic and nuclear coordinates together.

2B.2. The Born Oppenheimer Approximation

The Born Oppenheimer approximation is central to quantum chemistry. Intuitively, one can
say that nuclei, being many orders of magnitude heavier than electrons can be approximated

to be stationary with respect to the electronic motion. This enables us to make some crucial
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simplifications in the expression of Hit: the Ty term can be safely approximated to zero, Vnn
becomes a constant that has no effect on the operator eigenfunctions and Vne now essentially
has a parametric dependence on the nuclear coordinates (R). r represents the electronic

coordinates in this case. So now, we can write the electronic Schrédinger equation:

He1@el (1, {R}) = Eci{R}@e (1, {R}) (4)

where,

Hei (1, {R}) = Te(r) + Ve (1, {R}) + Vee(T) (5)
By parametric dependence we mean that for different arrangements of the nuclei, @e is a
different function of the electronic coordinates. Note that equation (4) would be exactly
solvable if there were no electron-electron repulsion (Vee = 0), i.e., for a non-interacting
system. Although that is a very big approximation and not close to the exact solution at all, it

becomes a good starting point for a ‘guess’ wave function for variational optimisation.

After solving the electronic problem, one can subsequently solve for the motion of nuclei by
replacing the electronic coordinates by their average values, averaged over the electronic
wave function. This then generates the nuclear Hamiltonian for the motion of the nuclei in

the average field of electrons.

Hnu = TN + VNN + < Hel > (6)
Vnn and <He> together constitute E«ot which provides the potential for nuclear motion. This
function constitutes a Potential Energy Surface (PES) which is discussed further in section

2B.9.1.

We now concentrate on the solution of the electronic Schrédinger equation.

2B.3. Spin Orbitals and the Electronic Wave Function

An orbital is defined as a 1-electron wave function. A spatial orbital, {(r), is a function of the
position vector r and describes the spatial distribution of the electron. However, for a
complete description of an electron, one must specify its spin. The total basis set for spin
wave function consists of two orthonormal functions a(w) and B(w). The wave function of an
electron that can describe both its spatial distribution and spin is called a spin orbital, x(x),
where x represents both the space and spin coordinates. Each spatial orbital can have two

spin orbitals:
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Y(ra(w)
xx) = or (7)
Y(r)p(w)

Now that we know the appropriate wave function to describe a single electron, we attempt
to describe the complete N-electron wave function for the electronic Hamiltonian Hel.
However, before considering the fully interacting system, if we were to first consider a system

of N non-interacting electrons, the Hamiltonian would look something like this:

N
Hyon—int = Z h(i) (8)
i=1

Where h(i) is an operator describing the kinetic energy and potential energy of an individual
electron i. Here we have neglected the electron-electron repulsion completely and thus make
the eigen value equation solvable. Now if the solutions form a set of eigenfunctions of the
operator h(i), applying the non-interacting theorem, we can say that a product of the spin
orbitals must be an eigen function of Hnen-int. Therefore, the Hartree product wave function

@el? is an eigenfunction of Hnon-int:

HP

Per = X1(X)xX2(X2)x3(X3) - Xn(XN) (9)
¢e"? wave function however does not meet two indispensable requirements - it is neither
anti-symmetrised, nor does it respect the indistinguishability of electrons. These

requirements are, however, fulfilled by a Slater determinant:

Xx1(X1) - Xn (X1)>
: - : (10)

Pe1(X1X2 ---XN)=< : . :
X1(Xn) 0 Xn(Xn)

The Slater determinant is an exact solution for Hnon-int but certainly not so for the interacting
Hamiltonian (Hel). However, the Slater determinant represents a good starting point of the
solution of the multi-electronic Schrodinger equation as it answers the chemical problem —
“If | have N electrons and N orbitals, can | have one determinant that represents adequately

the chemistry of the molecule?”

2B.4. The Hartree-Fock Approximation

Central to all attempts at solving the electronic Schrédinger equation is the Hartree-Fock

approximation. It usually constitutes the first step towards more sophisticated

41



approximations (see Section 2B.5). However, solving the Hartree-Fock equations is beyond

the scope of this text. Therefore, we only showcase the most important results in this section.

As mentioned before, Hartree-Fock aims to find a set of spin orbitals {xa} such that the single

determinant of the form

|Pe1) = [X1X2.. XaXb. XN) (11)

is the best possible approximation to the ground state of the N-electron Hamiltonian Hel.
According to the variational principle, the best spin orbitals are the ones that minimise the

electronic energy given by:

1
EY” = (¢alHalga) = ) (alHla)+5 ) (abljab)

a a,b
1
= Z(a|H|a ) + 5 [Z(ablab ) — E(ablba )]
a a,b a,b

Here, |Xa) has been represented as |a) in a shorthand notation. By systematic variation of

(12)

{xa} under the constraints that they remain orthonormal, i.e., (alb ) = 6ab, one can obtain an
equation that defines the best spin orbitals. These are obtained as a solution of the eigen

value equation of the 1-electron Fock operator f.

f]x;) = &lx) (13)
fis expressed as:
(1) =h()+ ) Jo (D)= ) Ky (D (14)
b#a b#a

The first term h(1) denotes the kinetic energy and potential energy attraction to the nuclei

of an arbitrarily chosen electron 1:

1 Za
h(1) = _EV% — — (15)
1A
A
The next two terms are the coulomb and exchange integrals:
B = [ dan@6@rE, KO = [doe@e@ )

The coulomb term evaluates the ‘classical’ inter-electronic repulsion. It represents the
average repulsion experienced by an electron in xa due to the N-1 electrons in other spin

orbitals. The exchange term arises as a direct consequence of the anti-symmetry of Slater
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determinants, a condition required by the very nature of fermions, and has no simple classical

interpretation.

Note that equation (12) is expressed in the general spin orbital form. For a closed shell system,
the equation can be spin-integrated to produce a set of equations in spatial functions ().

These spatial functions can then be expressed in a basis set of atomic orbitals.

= 2 CiVj (17)
AO

This is nothing but the well acquainted LCAO-MO approach brought to life by the Roothaan

equations.®®°*More is discussed about the basis set of atomic orbitals in section 2B.7.

2B.5. Post Hartree-Fock

As mentioned in the previous section, the Hartree-Fock scheme is approximate by its very
definition in being a single determinant method.?>%> Although @« manages to capture a
significant portion of the physics of the system, it never corresponds to the exact wave
function. Eo"f is always necessarily larger (less negative) than the exact energy Eo due to the
variational principle. The difference between these two energies, following Léwdin®®, 1959, is

called the correlation energy.

ESF = E, — EfIF (18)
The correlation energy is a negative quantity and it constitutes the error that is introduced
through the Hartree-Fock scheme. Hartree-Fock approximation treats inter-electronic
interaction only in an average way. Electronic correlation is mainly caused by instantaneous
repulsion of electrons, which is not factored into the Hartree-Fock potential. Pictorially put,
the electrons can often get too close to each other in the Hartree-Fock scheme making the
electron-electron repulsion term too large. This is called dynamical electron correlation as it
is related to the actual movement of individual electrons. The second important contribution
comes from non-dynamical static correlation. This arises from the fact that in some systems,
the slater determinant is not a good approximation of the ground state wave function. Even
kinetic energy and nuclear-electronic attraction term can have significant, albeit indirect,
contributions to the correlation energy.”” For example, if the average distance between
electrons were to be too short at the Hartree-Fock level, it will lead to a kinetic energy that is

too large and a nuclear-electron attraction that is too strong.
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Within the purview of wave function-based techniques, a lot of work has been done and new
methods continue to be developed in order to achieve more and more precise determination
of the correlation energy. Some popular ones are briefly discussed in the following. The most
economically viable method is using the second order perturbation theory to estimate
correlation energy due to Mgller and Plesset.® This level is often abbreviated as MP2. Mgller—
Plesset correction to the fourth order (MP4) is also quite popular although it is a lot more
computationally expensive. Other methods are based on configuration interaction (Cl)®° and
couple cluster approaches (CC).1%° Of course, in principle these theories could give us the
exact wave functions, but in all cases some approximations have to be adopted. These include
CISD, QCISD and CCSD where ‘SD’ stands for single and double excitations. Even more
sophisticated methods include triple excitations to the last two methods mentions — QCISD(T)
and CCSD(T). However, there is nothing called a free lunch in computational chemistry. As the
accuracy of these methods go up, so does their computational cost and the ability to treat
larger systems decreases. It should be noted here that wavefunction based approaches such
as the ones mentioned above have not been employed for our thesis because the size of our
systems are too large for these methods. Instead we employ density functional theory, the

subject of the following section.

2B.6. Density Functional Theory

2B.6.1. Electron Density as the basic variable°!

Up to this point we have focussed on wave function-based approaches in quantum
mechanics. However, a serious difficulty of this approach is that the wave function, @, is a
4N dimensional quantity and it cannot be determined experimentally. Most systems that one
encounters in chemistry are too large to be treated by higher order wave-function based

methods.

On the other hand, the Hamiltonian has only 1-electron (T and Vne ) and at most 2-electron
(Vee) interactions in it. This encourages one to ask if a less complicated function can be used
as the primary variable and one can still get away with it. The electron density (p(r)), defined

as
p(ry) = NJ f | o1 (X1, X2 ... Xy) | 2ds1dx; ... dxy (19)
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is the probability of finding any of the N electrons within a volume element dri but with
arbitrary spin while the remaining N-1 electrons have arbitrary positions and spins in the state
represented by @el. p(r) is a three-dimensional quantity in physical space that can be used as

a means to solve the Schrédinger equation. This is validated by the following arguments:

i. [p(ry)dry = N,i.e.thedensity integrates to the total number of electrons in the system.
ii.  p(r) has maxima at the position (Ra) of the nuclei

iii.  The density at the position of the nuclei contains information about nuclear charge.

Thus, the density already provides all the necessary quantities to construct a system specific
Hamiltonian, as noted by E.B. Wilson.®® Thus we lay the foundation of the density functional
theory (DFT). Once again, an exhaustive discussion of DFT is far beyond the capacity of this

text. Therefore, only the most important aspects have been briefly outlined here.

2B.6.2. The Hohenberg-Kohn Theorems!%2

The foundations of DFT as we know it today were laid with a landmark paper in 1964103

expounding the two Hohenberg-Kohn theorems.

i.  The first theorem states that the nuclear-electronic potential Vne, referred to as Vex
(external potential) within the parlance of DFT, is a unique functional of density p(r);
and since Vext(r) fixes H, it implies that the full particle ground state is a unique
functional of p(r).
po(r) = Vexx=> H= o= Eo

ii.  The second theorem states that the functional that delivers the ground state energy
of the system delivers the lowest energy if and only if the input density is the true
ground state density, po.

Eo <E[p’]

Where p’ indicates a trial density.

Although the first theorem clearly states that the energy Eo can be expressed as a unique
functional of po, it says nothing about its analytical form. Eo can be decomposed into individual

components as:

4 Ve can include all kinds of potentials that the system is subjected to, like external electric or magnetic fields, in
addition to the coulombic nuclear-electron attraction potential. However, for our purposes Ve = Vext
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Eolpo]l = Tlpol + Veelpol + Vext[Po] (20)

The expression of Eo[po] has a system dependent part Vext[po] which can be expressed as

purely nuclear electronic attraction:

Vext[po] = Vielpo = f 0o (1) Ve dr (21)

The remaining two terms in equation (20) are system independent. The lion’s share of the
kinetic energy component of the energy, T[po], can be calculated from the wave function of a
fictitious, non-interacting reference system with the same density as the real one,

represented by the wave function s, using the Kohn-Sham approach: 104 105

1o ;
Ts = —EZ(@KSW | ks ) (22)
=1

The remaining term of equation (20), Vee, is not completely known. Part of it can be attributed
to the classical coulombic electron-electron repulsion, J[p(r)], while the rest of it is grouped
off, somewhat vaguely, as exchange correlation energy. The remainder of the kinetic energy
component that cannot be estimated by Ts formula (i.e., T[p] — Ts[p]) is also included in this

Vee term.

Vee = J[p()] + Exclp()] + T[p] - Ts[p] (23)

The coulombic term J[p(r)] can be expressed as,

1 1
Jlp(n)] = > E ff;p(ri)p(rj)dri dr; (24)
i) Y

An exact expression for Exc[p] does not exist. The quest of a suitable exchange correlation
functional is an elaborate chapter in the history of DFT. In this text, however, we adhere to
the discussion of the functionals that are most relevant to the calculations described in the

following chapters.

2B.6.3. Some Exchange Correlation Functionals?®

Exc[p] can be thought to be composed of two components —the exchange and the correlation

energy. This kind of formulation helps in designing accurate functionals.

Exclp]l = Ex[p]l + Ec¢[p] (25)
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Choosing a combination of basis set and functional, in other words, fixing the level of

calculation is important to the admissibility of the results of a theoretical calculation. Usually,

the results are benchmarked against reference data, which could be some experimental data

if it is available or theoretical data calculated at very high level. The following encompass the

functionals and basis sets (see next section) we use in our studies. The justification for these

choices is mentioned later.

B3LYP (Becke-3-Lee-Yang-Parr Functional)®’

This is a functional that considers the dependence of the gradient of electron density
in the formulation of the Exc[p], hence follows the generalised gradient approximation
(GGA). B3LYP is a hybrid functional, meaning that a part of the exchange term is
calculated using exact Hartree-Fock exchange. For B3LYP, this is 20%. B3LYP uses
empirically derived parameters in formulating the functional to yield results that
complement experimental data.

MO06 (Minnesota Functional, 2006)%®

The Minnesota functionals represent a family of metaGGA functionals. Meta-GGA
functionals model the exchange correlation energy by including the kinetic energy
density in addition to electron density and the gradient of electron density itself.
MetaGGA functionals in general perform better than classical hybrid functionals in
calculation of dispersion forces. M06 uses 27% exact Hartree-Fock exchange energy.
PBE1PBE (Perdew—Burke-Ernzerhof Functional)®

PBE1PBE is also a GGA functional that mixes Perdew—Burke-Ernzerhof exchange
energy with 25% Hartree-Fock exchange energy along with full PBE correlation energy.
Although PBE functionals do not use experimentally fitted parameters to include the
gradient correction, it is known for its general applicability and fairly reliable results.
The nomenclature of this functional actually refers to the fact that both exchange and
correlation parts are included in the functional. PBE1PBE indicates “1 parameter
hybrid” using PBE exchange and PBE correlation.

®B97XD functional

Designed by Head-Gordon, this is a range separated version of Becke 97 functional
with additional dispersion correction. The exchange energy constitutes 22% Hartree-

Fock exchange in the short range and it is 100% in the long range.
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2B.7. Basis Sets

A basis set is a set of mathematical functions from which the wave function is constructed.
Molecular orbitals can be expressed as a linear combination of atomic orbitals. For a basis set
to be truly complete, it must be infinite — however this is not practical. In reality a basis set is
chosen to be large enough to represent the system accurately but it must be finite or
sometimes small enough to have a manageable computational time. The original slater type
orbital (STO) (which is the typical forms of an atomic orbital obtained from the hydrogen atom
solution), as shown in equation (26), has a mathematical form the analytical solutions of the
integrals of which are not available. Therefore, evaluating integrals involving STOs are quite

expensive.

v3T0(x,y,2z) = Nx%ybzCe =T (26)

As a work around, an STO is often expressed as a linear combination of Gaussian Type Orbitals

(GTOs) thereby forming a contracted Gaussian function, which are much cheaper to compute.

veI0(x,y,z) = Nx%ybzce " (27)
Each orbital can be expressed by one (single zeta, minimal), two (double zeta), three (triple
zeta) and so on contracted Gaussian function while each such function is expressed as a linear
combination of individual GTOs (referred to as primitive Gaussian functions). Some of the

most popular basis sets that have also been used in the following work include:

Pople Basis't?

Pople introduced the concept of a split valence basis set. Here the core is represented by
a single contracted Gaussian function while the valence orbitals (where all the chemistry
takes place) is represented by linear combinations of multiple contracted Gaussian
functions. The basis set is written something like X-YZg. The X in the nomenclature stands
for the number of primitive Gaussians used to represent the core atomic orbital. Two or
three numbers following the hyphen (Y and Z) shows that the valence orbitals are
represented by two contracted gaussian functions each — the first one composed of a
linear combination of Y primitive Gaussian functions and the second one of Z primitive
Gaussian functions. Accordingly, such basis sets are called valence double zeta or triple
zeta basis sets. Sometimes additional polarisation functions and diffuse functions are

added to the basis set depending upon the requirement of the system.
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For example, we go on to use the 6-311G(d,p) basis set in chapters Il and V. 6-311G(d,p)
implies that the core is treated by 6 primitive Gaussians, the three numbers following the
hyphen indicates that it is a triple zeta basis set that describes the valence shell of the
atoms by 3 contracted Gaussians, each composed of 3, 1 and 1 primitive Gaussians
respectively. The (d,p) indicates that a set of 5 d polarisation functions have been added
for each 2" row elements and a set of 3 p polarisation functions have been added to each
hydrogen atom. This would mean, a carbon atom will be assigned 18 mathematical
functions to represent its atomic orbitals.

Karlsruhe Basis!1, 112

The TZVP basis set has been used in works performed in chapter Il, lll, IV and V. This is a
valence triple zeta basis set with added polarisation.

Dunning Basis Sets'*?

These were developed by Dunning and co-workers particularly in order to converge post-
Hartree-Fock calculation to complete basis set limit using empirical extrapolation
techniques. The aug-cc-pVTZ basis set has been used in chapter lll extensively. In this basis
set, the valence electrons are represented by three contracted gaussians, hence “valence
triple zeta”. “aug” refers to the presence of extra diffuse functions and “p” indicates the
presence of polarisation functions as well. These basis sets are correlation consistent
(hence, “cc”), i.e. sets which include all functions in a given group as well as all functions

in any higher groups.’? They include successively larger shells of polarisation functions.

2B.8. Choice of Level of Calculation

Choosing a level of calculation for a computational study is not any easy decision to make and
usually never has only one correct answer. As mentioned before, keeping the size of the
system in mind, DFT based approaches were ideally suited. Next, two choices must be made
— the functional and the basis set. The choice of functional and basis depends of a large
number of factors. Usually a benchmark calculation can be performed to compare with
experimentally obtained values, if it is available. Sometimes comparisons can also be made
with high levels of calculations. For the molecules in this study, in general optimisation is
performed initially using B3LYP functional and a triple zeta basis set (TZVP). However, the
B3LYP functional does not always give reliable results.'*° Therefore, at least for the initial part

of the study, the calculations were repeated using a different functional M06. No disparity is
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observed in the results, indicating that both levels of calculation are acceptable. There
remains the possibility of using a larger/better basis set to perform single point calculations.
This is generally the case for NMR calculations which are highly sensitive to basis sets and ADF
calculation which use slater type orbitals in their basis sets. For NMR calculation two types of
basis sets/functional have been used in two different cases (Chapter Ill and 1V) — B3LYP/aug-
cc-PVTZ for *H NMR and PBE1PBE/6-31+G(d) for 3P NMR calculation. The choice for NMR
basis set is generally dictated by the size of the system and the accuracy of the calculation in
reproducing experimental trends. For ETS-NOCV the corresponding triple zeta basis set
composed of slater type orbitals (STO) that is closest to the triple zeta basis set used for

optimisation is usually chosen.
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2B.9. Computational Chemistry — Some Basic Concepts and Tools

The following section is dedicated to some essential concepts in computational chemistry
which helps us understand the ground state wave function or density of molecular system as
chemists. As Eugene Wigner appropriately reminds us: “It is nice to know that the computer

understands the problem. But | would like to understand it too.”*>°

To that end, a plethora of tools designed to extract essential chemical information from the
mathematical solution of the Schrédinger equation are available to us today. Here we briefly

discuss a small selection of these techniques that have been used in the course of this work.

2B.9.1. Potential Energy Surfaces

The concept of a potential energy surface, abbreviated to PES, arises from a suggestion made
by French chemist René Marcelin by defining the state of a system by its distance and
momentum coordinates and that a reaction may be regarded as the journey of a point over
such a surface.''® The PES we deal with is a 3N-6 (where N is the number of atoms in the
molecule) dimensional hypersurface that is constructed by plotting the potential energy of a
collection of atoms over all possible atomic arrangements for a given chemical formula. Each

structure, a point on the PES, can be represented by the vector:

X = (X1:Y1; 21,X2,Y2,Z . Xy, ¥ir Zi "'XN'YNIZN) (28)

Where xi, yi and z; are the coordinates of the it" atom.

The complete PES of a polyatomic molecule can be hard to visualise because it involves a large
number of dimensions. Therefore, it is conventional to take slices through the PES involving a
single coordinate (e.g. a particular bond) or two coordinates (say, a bond and an angle) to

obtain the relevant reduced-dimensionality potential energy curve or surface respectively.

From a computational point of view, many chemical problems can be reduced to an
understanding of the PES.''> Understanding the PES of a molecule helps us determine the

relationship between potential energy and 3-D geometry of a molecule.1 117
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Figure 2-1: Model potential energy surface showing minima, transition state, second order
saddle point and reaction paths (reproduced from paper by Schlegel)!>

From figure 2-1, one can conceptualise a PES as a hilly landscape with peaks, valleys and
mountain passes. Most frequently the ‘structure of interest’ is located in a valley i.e. this is a
local minimum, or is a transition state between them. Such a point on a PES where the
potential energy reaches a maximum or a minimum with respect to the visualised coordinates
is called a stationary point. On the 3N-6 dimensional, fully explicit, PES a point that is a
minimum with respect to all coordinates is a true minimum, one that is a minimum with
respect to all but one coordinate is a 1t order saddle point and so on. Molecular
conformations that have a finite lifetime in reality are usually located in the minima whereas
those that are fleetingly short-lived, like a transition state are usually located at a 1% order
saddle point. A molecule is expected to follow the intrinsic reaction coordinate (IRC), which is
the lowest energy pathway, to travel from one minimum to the other (although this is rarely
the case as these potential energy surfaces do not account for the dynamical effects), if it
acquires enough potential energy to go over the transition state. For a transition state
structure, the potential energy is a minimum with respect to all other coordinates except the

IRC, with respect to which it is a maximum.

2B.9.2. Geometry Optimisation

The process of characterising a stationary point on the PES, i.e., ascertaining the said point is
mathematically well-defined on the surface and then calculating its geometry and energy is
called geometry optimisation.''® The process usually involves providing a starting ‘guess’

structure (the more accurate the guess, the more efficient is the optimisation) to an algorithm
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which then systematically changes the geometry until a stationary point has been found. The
curvature of the PES with respect to the geometric parameters around this point is then

examined to characterise the point as a minimum or some kind of saddle point.

The energy E of a molecular system under the Born-Oppenheimer approximation is a
parametric function of the nuclear coordinates denoted by the vector X = (x1,y1, Z1 ..., Xn, YN,
zn). If we move from E(X) to E(X1) on the PES, we can expand E(X1) as a Taylor series around

the point X as:

E(X,) = EX) + q*f(x)+%qTH(X)q + .. (29)

Where q = (X1 — X) and q'is the adjoint of the column vector q.

The components of the gradient f are

JE(X)
f. = 30
! aXi ( )
and the components of Hessian H are
9?E(X)
Hi: = 31
Y Oxi aX] ( )

Although the Taylor series has to be infinite to be exact, about the minima it can be
approximated to the second order. Further, the first derivative at the minima should be 0. So,

for X = Xe the equation takes the form:

EX1) = E(Xe) +%qTH(Xe)q (32)

In the same way

f(Xy) = £(X) + HX) q (33)
For the point X1 = Xe, f(Xe) = 0, therefore:

f(X) = —HX)q (34)
The solution of equation 34 is the starting point of the most efficient procedures to find

extrema on the PES. Equation 34 can be further modified to:

q=-H'X) fX) (35)
Putting g = (Xe — X):
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X. = X- H(X) f(X) (36)
If we start with a guess geometry indicated by X on the potential energy hypersurface, the
corresponding gradient f(X) can be easily estimated analytically while an approximate Hessian
is often calculated using molecular mechanics. If follows that using equation (36), one can
directly arrive at the minima Xe. However, recalling that the Taylor series was approximated
to the second order the first geometry we move to is usually not Xe but a different point X’.
X’ can be used as the new guess for equation (36) and this process is repeated iteratively until
we arrive at a point where the difference of energy between two consecutive points falls
below an arbitrary threshold and the geometry is said to be optimised. In some algorithms,

this threshold is given by a minimum value of force or displacement.

The conditions for locating a transition state (TS) are far more complicated as a TS is a
minimum with respect to all coordinates but one. Using the above algorithm, one usually
arrives at the closest stationary point, therefore with a reasonably good guess for a TS, the
algorithm will converge to the required TS geometry. Considering the importance of TS
geometries, a number of more sophisticated algorithms exist to locate them. Some of these
require the specification of the geometries of the two minima that the TS connects. Others
require specifying the particular coordinate along which the energy is to be maximised while
minimising with respect to all the rest. When this coordinate overlaps with one of the normal
modes of the molecule, it defines a TS. In the end, locating a TS comes down to providing a
good initial ‘guess’ and a reasonable Hessian matrix, since locating a TS is really concerned

with distinguishing the local curvatures on a PES.1Y”

2B.9.3. Frequency Calculation

Once a stationary point has been located on a PES, it must be characterised as a minimum, TS
or a higher order saddle point by calculating the curvature of the PES at the stationary point.
This leads to the calculation of the normal modes of vibration for the molecule. Normal modes
are the simplest, linearly independent modes of vibrations in a molecule. A non-linear

molecule has 3N-6 normal modes.

Considering the simple stretching in a diatomic molecule AB, the stretching frequency is given

by the following formula:
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1 |k
9 =— |- (37)
2mc |u

where U represents wavenumber, k is the force constant, p is the reduced mass of atoms A
and B and c is the speed of light. Indeed, most oscillatory motions can be represented by
analogous equations. This relation between frequency and force constant implies that it is
possible to calculate the normal modes of vibration from the force constant matrix i.e., the
Hessian (H). By diagonalizing the Hessian matrix, we decompose it into a product of 3

matrices:

H=PAP! (38)
Here P is a matrix whose columns are directions for the force constants k designated in the
diagonalized matrix A. The P matrix is the eigenvector matrix and the A matrix is the
eigenvalue matrix from the diagonalization of H. Mass weighting the force constants gives the
vibrational frequencies. Of course, it should be noted that the calculation of vibrational
frequencies has physical significance at only stationary points and at the level of calculation
at which the stationary point has been computed because (i) only near a stationary point the
curvature of the PES can be approximated to be quadratic and (ii) using a different level of
calculation would imply that the PES at two different levels of calculation are parallel, which

may not necessarily be true.

While for a minimum on the PES all the normal modes are positive, i.e., for each vibrational
mode, there is a restoring force making the motion oscillatory, for a TS, one of the vibrations,
the one along the reaction coordinate is quite different. The vibration along this mode takes
the TS towards the reactant or the product in an irreversible manner. The force constant, i.e.,
the derivative of the gradient at this point is negative, leading to an imaginary frequency along

the IRC.

2B.9.4. NBO Analysis

Natural Bond Orbital (NBO) analysis is one of the most powerful tools that helps in
‘translating’ complex computational solutions of the Schrodinger wave equation into the
simple language of chemical bonding by distilling information from delocalised molecular
orbitals to localised ‘natural’ orbitals.''8120 Natural orbitals are the eigen functions of the first

order reduced density matrix operator I. The first order reduced density matrix (1-RDM) is a
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close relative of the electron density (p(r)) but provides much more detailed information
about the 1-electron subsystems within the N electron system represented by the complete

wave function W. It is defined as:

vi(r{, 1) = Nf‘P*(ri,rz, e TN)W(ry, Ty, ... Ty) d3r; ... d3ry (39)

The matrix y1(r’, r) runs over two continuous indices. Its diagonal element (r’ = r) corresponds
to the electron density (yi(r, r) = p(r)). The first order reduced density operator (I) is simply

the matrix representation yi. It is represented as:

= [¥@) XY@ (40)

since,

(r{, 15,75 ..ty |Cl1y, 10, 13 o Ty)
= (ry, 113 Ty [V OXY (D)1, 72,73 07) (41)

= W*(ry, ry, ... rn)WP(ry, 1y, ... TY)

This is a 1-electron projection operator of the full N-electron probability distribution. As
shown by P.O. Lowdin,® the complete information presented by the 1-RDM can be obtained

from its eigenorbitals, the ‘natural’ orbitals (8i) and their corresponding eigenvalues n;.

I. Gi = 1. Gi (42)
It is evident that 6;, called natural orbitals, are defined completely by the wave function W,
and hence they are intrinsic and unique to the description of W. The eigenvalue njrepresents

the occupancy of the corresponding orbital 6i.

Natural Atomic Orbitals (NAO) are localised, 1-centered atomic orbitals that can effectively
be described as the natural orbital of an atom in a molecular environment. Natural bonding
orbitals (NBO) are an orthonormal set of localised, ‘maximum occupancy’ orbitals of which
leading N/2 orbitals (for closed-shell systems) give the most accurate-possible Lewis-like

description of the N-electron system.

The NBO program delivers a succession of Natural Atomic Orbitals (NAO), Hybrid Orbitals
(NHO) and Bonding Orbitals (NBO) from the initial Atomic Orbitals (AO). Each of these orbitals
form a complete orthonormal basis set and are related to each other by non-singular

transformations to the basis atomic orbitals (AO).
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(AO) > NAO = NHO = NBO

It is worthwhile to note that this ‘bottoms up’ approach singularly helps to preserve the
localisation of the starting NAOs to provide a chemically intuitive Lewis structure picture as

opposed to the ‘top down’ approach of conventional MO based methods.

The program also provides bond order analysis through the Wiberg Bond Index (WBI).21 WBI
is defined as the electron population overlap between two atoms. It roughly indicates the
number of electron pairs shared between two atoms in a molecule and it is known to have

good agreement with empirical bond order.'?2 WBI is given by:

Wap = z Z Py (43)

UEA VEB

Where the summation runs over atomic orbitals i of atom A and v of atom B and P, is the

corresponding density matrix element.

The NBO program also provides the occupancy, i.e., the total number of electrons present in
the orbitals for the ‘best’ Lewis structure chosen by the program. The electronic population
can be evaluated in two ways using equation (42) with either NAOs or NBOs. One can directly
note the occupancy of the NBOs or one can add the electronic occupancy of the NAOs that
combine to form that particular NBO. The result from these two approaches should be

identical.

The final noteworthy feature of NBO analysis is the perturbation theory energy analysis. This
interaction is estimated by examining all possible overlaps between filled ‘donor’ NBOs (i) and
empty ‘acceptor’ NBOs (j). The energy (E(2)) associated with this kind of localisation is given
by:

F(i, j)?
: (& - Sj)

Where q; is the occupancy of the donor orbital, € and ¢; are respective orbital energies and

F(i,j) is the off diagonal Fock matrix element between orbitals i and j.

2B.9.5. EDA-NOCV Analysis

EDA-NOCYV analysis provides a chemically intuitive method of analysing the components of a

chemical bond combining the extended transition state method for energy decomposition
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analysis and the natural orbitals for chemical valence theory to further categorise the bonding

orbital interaction into familiar components of o, m or § bonds.

Within the framework of Kohn-Sham MO methods, applying Morokuma’s bond energy
decomposition scheme,'?® the total bond energy between fragments of a molecule can be
decomposed into various components. The total bond energy (AE) is divided into two major
components. First we have the preparation energy of the two components (AErep), Which can
be further compartmentalised into the energy required for geometric deformation (AEprep,geo)
i.e., the energy required to deform the fragments from their equilibrium geometry to the
geometry they acquire in the molecule; and the energy required to promote the fragments
to their valence electronic state (AEprep,el). In second place we have the energy of interaction

between the two fragments (AEint).

AE = AEprep + AEjn = AEprepgeo + AEprepel + AEin: (45)
The AEint is further broken down into three components —the electrostatic interaction (AVeist),
Pauli repulsion (AEpaui) and orbital interaction (AEqi). AVeist corresponds to the classical
electrostatic interaction between the two fragments as they are brought together from
infinite separation while their densities remain frozen such that the final density is a simple
superposition of the density of the component fragments. The Pauli repulsion (AEpauii) is the
energy for the combined wave function of the fragments to be transformed by anti-
symmetrisation and renormalisation into an acceptable wave function for the complete
molecule Wo which is associated with the density po. It represents the repulsion between
occupied orbitals and is responsible for steric interaction. Finally, the wave function is allowed
to relax completely into a fully converged wave function, W, and the associated energy is
called the orbital interaction (AE.i). AEoi comprises of electron pair bonding, charge transfer

interaction and polarisation.

AEijnt = AVese + AEpauli + AE; (46)

The orbital interaction component (AEoi) can be expressed as:

AE,; = E[p] - E[po] (47)
i.e., as the energy difference between the states Wy and W. The difference between their

densities, Aporb = p — po is called the deformation density. In the NOCV approach,?41?7 the
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deformation density can be expressed in terms of a orthonormal fragment spin orbitals (A;, i

=1,.., N):128

Apory = z 2 AP2IP A2, (48)
nov

Where AP°®,, are the components of the deformation density matrix. The NOCVs are now
constructed by the diagonalization of the deformation density matrix expressed in the set of

orthogonalized fragment spin-orbitals. Thus, the NOCVs satisfy the following equation

Ap'C; = viC; (49)
Where, Ci is a vector containing the coefficients that expand the W; (NOCVs) as a linear
combination of A; (set of fragment orbitals). The deformation density Aporb in turn can be
expressed as sum of pair of complementary NOCVs (W, W) corresponding to eigenvalues

equal in magnitude but opposite in sign.

k

N
Bpors(®) = ) Bpy(r) = Y wlW ()2~ WL (7] k=12.5  (s50)
k

The complementary pairs of NOCV signify channels of electronic charge transfer between

fragments. Within the construct of the ETS-NOCV scheme it can be shown that

N
AE,; = ZAEﬁrh = zvk(FES -F%) k=12 e (51)
K K

Where F(™ and F. ™ are diagonal element of transition-state Kohn Sham matrix corresponding
to the eigenvalues of vk and v.«. The overarching advantage of combining this scheme of
energy decomposition with NOCV analysis is that not only can each Apk(r) be visualised, but

there is an energy contribution AE°™ associated with it.1°

2B.9.6. QTAIM Analysis*3% 131

The quantum theory of atoms in molecules is a theory that utilises electronic density (p) of
molecules as a means of studying the nature of bonding in molecular systems. The electron
density as mentioned in section 2B.6 is a quantum mechanical observable but may also be

derived experimentally.

It is well understood that the electron density distribution in a molecule is a function of the

forces acting within the molecule.’3133 Analysing the surface of electron density reveals the
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presence of maxima, minima and saddle points in the topology. The attractive forces of the
nuclei form the most distinctive features of the topology — the density exhibits local maxima
there. The points (r¢) at which the first derivative of electron density, p(rc), vanishes are called

critical points (CP).

_ % 0 g0
Vp(rc)—lax+]ay+kaz—0 (52)
Now, whether a CP is a maximum or a minimum is determined by the sign of the second

derivative at this point. In 3-dimensional space, 9 such derivatives are possible which are

represented in the format of a matrix called the Hessian of p(rc).

a%p 0%p 0%
/Oxz d0xdy Oxaz\
y= | 0%p 9%p 0%
dyox dy* 0yoz |
%p  9?%p 62,0/
0z0x 0z0y 0z?

(53)

The Hessian can be diagonalized by a unitary transformation to obtain the eigenvalues A1, A;,
A3 which are also the three principle axes of curvature of p(rc). The sum of A1, A2, Az is called

the Laplacian of p(r).

*’p(re) | 9%p(r) | 9%p(r)
axzc + ayzc + azzc = At A+ 45 (54)

Vzp(T‘C) =

The CPs are characterised by a pair of numbers — the rank and signature (w, o). The rank is
the number of non-zero eigenvalues and the signature is the algebraic sum of the sign of those

eigen values. Based on this, there are 4 possible CPs of rank 3:

(3, -3) All curvatures are negative, the CP is a local maximum and is called atomic critical
point. These indicate the location of the nuclei.

(3,-1) Two curvatures are negative and one is positive; p is maximum in a plane and
minimum perpendicular to this plane- the CP is called a bond critical point (BCP).

(3,+1) Two curvatures are positive and one is negative: p is minimum in a plane and
maximum perpendicular to this plane —the CP is called a ring critical point

(3,+3)  All the curvatures are positive, this is a local minimum of p — the CP is called a

cage critical point
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Information about the nature of a bond is usually obtained by measuring chemical indicators
at the BCP. QTAIM analysis affords several different kinds of descriptors, both local and global,
in the study of bonding patterns in molecules. Of these descriptors, those most pertinent to
this report include the value of electron density at the BCP (pscp), the ellipticity of electron

density at BCP (gscp) and the Delocalisation Index (Dl).

The electron density minimises at the BCP along the bond path while it is maximised in the
two directions perpendicular to it. The accumulation of electron density at BCP (pscp) is

inversely related to bond length and an approximate indicator of bond strength.134 135

The ellipticity at BCP, €acp, is @ measure of the anisotropy of the electron density around the
BCP. It measures the ratio of curvature of electron density (the two negative eigen values of

the Hessian) in the two directions perpendicular to the direction of the bond (Figure 2-2).

Figure 2-2: curvatures A1, A2, A3 along bond path connecting atoms A and B

egcp is formulated as:

A
Epcp = '/\_l_ 1,where |A;| = |A] (55)

Typically, the shape of electron density is highly sensitive to its nature. For example, the egcp
of ethane (ggcp = 0.00), to ethylene (esce = 0.332) and acetylene (esce = 0.000)*36 changes with
the anisotropy of the C-C linkage — the sigma bond in ethane is cylindrically symmetric, the mt-
bond in ethylene makes the electron density anisotropic, accumulating more electron in the
n-plane than in the one perpendicular to it; whereas the two mutually perpendicular m-bonds

in acetylene makes the electronic distribution isotropic once more. Naturally ellipticity has
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been closely associated with m-character of a bond and used as a measure of electronic

delocalisation in conjugated systems.>!

QTAIM theory also provides a decomposition of the electronic density into molecular basins.
Using this, we arrive at the delocalisation index (DI1).13” 138 DI is a measure of the number of
electrons that are shared between two atoms or basins. It is directly related to bond order3®

139 and is obtained from the integration of the Fermi hole density:

N
DI = 2F(Q, Q) = 2[F*(Q, Q) + FB(Q,0)] = -2 Z S;;(Q) S;;(Q) (56)
ij

Where S;j(Q) is the overlap integral of a spin orbitals ¢i and ¢; over the atomic basin Q and
F4Q,Q’) is the Fermi correlation for a electrons of atomic basin Q delocalised into another

atomic basin Q.

No
F(Q,Q) = — Z NS;; () S5(Q) (57)
ij

2B.9.7. ELF40,141

The electron localisation function (ELF) was originally introduced by Becke and Edgecombe4>
144 35 a competitive alternative to partitioning the molecular space in terms of electron
density (p(r)) as in Bader’s QTAIM and instead uses conditional pair electron density. ELF helps
in understanding the concept of pair electron localisation in the spirit of Lewis structures.'#!
The probability density of finding two electrons of the same spin, simultaneously at positions

1 and 2 in a multi electronic system is given by the same-spin pair electron density:

P(12) = p(Dp(2) — [p(1.2) |2 (58)
Where p(1,2) is the one body spin density matrix of the Hartree-Fock determinant. The
conditional probability density Pcond(1,2) is the probability of finding an electron at position 2
if an electron of the same spin is located with certainty at position 1. This is obtained simply

by dividing equation (58) by p(1).

[p(12) |2 (59)

Peonda(1,2) = p(2) — o)
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The short-ranged, spherical averaged conditional pair density can be approximated by the

leading quadratic term of the Taylor series expansion of Pcond(r,s)

(60)

1 1(Vp)?
Pcond(r, s) = § [T - Z s

Where r and s denote the origin and radius of the averaged shell and 1 is the positive kinetic
energy density. Becke and Edgecombe defined the bracketed quantity in equation (60) as D¢
which contains all the information regarding electron localisation. Dy is small where the
possibility of finding a second electron of the same spin is low, i.e., the electron density is
localised. However, the function Dg can attain arbitrarily high values for delocalised densities.
Therefore, the ELF was formulated where Ds is referenced against the value of Ds for a
homogenous electron gas Do°.

ELF = (61)

1+ (g—g)z
In this way 0 < ELF < 1 and the closer the value of ELF is to 1, the higher is the electron
localisation. For single determinantal wave functions, ELF can be treated in terms of excess
local kinetic energy density from Pauli Repulsion. Following this, regions of high/low ELF are

associated with low/high Pauli repulsion. ELF is larger in regions where orbitals are localised

and small at the borders of these regions.

In the spirit of Bader’s segregation of electron density into atomic basin within a molecule,
the ELF function can be treated in an analogous manner as electron density to create ELF
basins. The derivative of the ELF function with respect to the coordinates helps to identify the
maxima of this function — this corresponds to maximum probability of electron pair and are
called attractors. Basins are formed surrounding the attractors. Depending upon the nature
of attractor within the basin, the basin can be core (corresponding to nuclear positions),
valence or composite (containing both core and valence attractors). Depending upon the
number of core basins that have a common boundary with it, the valence basins can be
assigned a ‘synaptic order’. Accordingly, the valence basins can be asynaptic , monosynaptic,
disynaptic of polysynaptic. Asynaptic basins correspond to unusual chemical entities such as
F centres in surface chemistry, monosynaptic basins correspond to lone pairs, disynaptic

basins are signatures of two-centred bonds while polysynaptic basins represent multicentred
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bonds. The population of the basins correspond to the density of the cores, and strengths of

the bonds respectively.!4!

2B.9.8. NMR?Y/

Nuclear Magnetic resonance spectroscopy is one of the most widely used spectroscopic
techniques in chemistry today. However, initially theoretical prediction of the NMR spectrum
of a molecule lagged significantly compared to experimental work. The primary reason behind
this is that it is much more difficult to model the interaction between a wave function and a
magnetic field than it is with an electric field. Notwithstanding, commendable progress has

been made in this field particularly with DFT.

NMR measurements assess the energy difference between a system in the presence and
absence of an external magnetic field. There are two different NMR parameters that are
reported abundantly in characterising a molecule — the chemical shift (6) and the spin-spin
coupling constant (J). In the case of NMR there are two magnetic fields of interest — the
external magnetic field of the instrument and the internal magnetic field generated by the
nuclear spin. The chemical shift is measured as a 2" order derivative of energy with respect
to the external magnetic field and the nuclear magnetic moment whereas the spin-spin
coupling constant is measured as the 2"¢ order derivative of energy w.r.t. the nuclear
magnetic moments of the two nuclei in question. However, these integrals are much more
difficult to calculate because the magnetic field perturbs the kinetic energy term of the

Hamiltonian.

The properties of the perturbed kinetic energy operator are such that an origin must be
specified, defining the coordinate system for the calculation. This origin is called the ‘gauge
origin’. In order to avoid errors due to the gauge origin two methods have been extensively
used in the literature. The GIAO (Gauge Independent Atomic Orbitals) method incorporates
the gauge origin in the basis functions itself, thereby making it possible to make all matrix
elements composed of these basis functions independent of it. The other method is IGLO
(Independent Gauge for Localised Orbital), designed to minimise errors due to some MOs
being too far away from the gauge origin. The GIAO method has been implemented in all the

NMR calculations performed in the following chapters.
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Another complication with NMR calculations is that the results are highly sensitive to the size
of the basis sets used. However, increasing the size of the basis set arbitrarily also renders the
calculation more and more expensive. To strike a reasonable balance the use of locally dense
basis sets (LDBS) have gained more and more popularity.14>-147 Within the constraints of the
LDBS approximation, the nuclei for which the chemical shifts and coupling constant need to
be calculated are computed using a large basis set while the rest of the atoms are treated
with a smaller basis set without incurring a severe blow to the quality of the results obtained.
The NMR chemical shifts are also sensitive to the presence of solvents. Including a solvent

often results in better correlation with experimentally recorded values.

2.2. Conclusion

In this chapter we have mainly explored the chemical compounds — NHCs and carbones- that
are the entities of interest in this work as well as the various computational tools that have
been used extensively to explore the various properties of these divalent carbon borenium
adducts. The specific cases for the compounds discussed have not been dealt with in this
chapter and instead have been addressed as and when they come up. Specific details of

calculations have also similarly been discussed specifically where necessary.
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PART A — Measurement of Structural
Parameters of NHC-derived Borenium
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3. CHAPTERII
Computational Investigation of C—B w-bond
in NHC-derived Borenium Catalysts

Abstract

Our investigations start with the question of how to quantify the n-bond. Literature points out there
are numerous methods to achieve this goal, but are these methods equivalent? A family of
compounds, including a dihydrido borenium cation stabilized by various divalent C donor ligands, has
been designed for that purpose. Numerous approaches could indeed be achieved to estimate the
partial mt-bond that exists between the carbon and boron atoms in these species.

Quantum chemical calculations and NBO, ETS-NOCV, QTAIM and ELF interpretative approaches have
been carried out on these compounds. Numerous descriptors of the C-B n-bond strength obtained
from orbital localization, energy partitioning or topological methods as well as from structural and
chemical parameters have been calculated for 39 C-donor ligands including N-heterocyclic carbenes
and carbones. Comparison of the results allows the identification of relative and absolute descriptors
of the 7 interaction. Excellent correlations are obtained for both families of descriptors. This enables
the establishment of a m-donation capability scale and shows that the interpretative methods, despite
their conceptual differences, describe the same chemical properties. These results also reveal
noticeable shortcomings in these popular methods, and some precautions that need to be taken to
interpret their results adequately.

79



80



3.1. Introduction

Chemical bonds, among other “fuzzy” chemical concepts’ 2, are not univocally defined and
their quantification is not straightforward because they are not a quantum mechanical
observable. However, chemical bonding is a key concept in chemistry, a cornerstone of this
science.>*There is little doubt that the concept of a chemical bond is quite useful to chemists
and has led to the development of constructive ideas when appropriately used and defined.
After all, the justification of concepts lies in their successful application rather than in firm
proofs. Some may even claim that the success of chemistry is due to how flexible and fuzzy

the concept of a bond is.”

Numerous approaches have been developed in order to describe, classify and measure
chemical bonds. Various properties of a chemical bond can be evaluated experimentally or
theoretically. In this chapter, our work is focused on the study of the strength of n-interaction
in NHC-derived borenium adducts (vide infra). A large variety of methods are available to
guantify such interactions; however, these methods are not necessarily equivalent. Here, a
comparison of such methods is presented and the most reliable methods are established as

standard for measuring the strength of n-donation for the following stages of the thesis.

The work presented in this chapter has been published as “Comparison of Chemical and
Interpretative Methods: The Carbon-Boron m-bond as a Test Case” with similar text and

figures.® Additional data pertaining to this work is available as supporting information for this

paper.

3.1.1. Experimental Parameters

A significant amount of information pertaining to the chemical bond can be obtained from
experimental data, although it is quite difficult to quantify a chemical bond. The bond length,
which from the chemist's point of view should be approximately correlated to its strength,
can indeed be empirically related to a bond index’ or compared to the sum of the covalent
radii of the atoms involved.® The activation barrier associated to the rotation around the bond
allows to differentiate a single bond (free rotation) from a double bond (strong rotation
barrier). Thermochemical measurements and electronic spectroscopy also provide
information about bond strength. Bond order, a concept that pre-dates the quantum era, can

be a little more complicated to derive experimentally, but nevertheless, can be obtained from
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experimental quantities using approximate formulae.! For example,® the force constant
(calculated from IR stretching frequencies), bond equilibrium distance and the number of
valence electrons in the shell of the participating atoms have been fitted in a formula to
produce an expected bond order for a set of diatomic molecules and it is conceivable that the
same study can be applied to the whole periodic table and polyatomic molecules. Although it
is not possible to decompose bond energy into its physically meaningful components through
any experimental technique, an indirect way is to use experimental electronic densities into
theoretical decomposition schemes. The problem with this is that it is quite difficult to obtain

accurate experimental densities.!

3.1.2. Theoretical Parameters

The advent of theoretical and computational chemistry has made it possible to have
straightforward access to the above-mentioned parameters by calculation, and
simultaneously has led to the development of methods for bond analysis. To determine the
properties of a bond (e.g. bond order) within a molecule, one of the simplest methods is to
have an appropriate description of the atoms within the molecule. This can be achieved
mainly by two different methods?!? — the first is based upon using atom centered basis sets
i.e., via a partitioning of the Hilbert space that is composed of basis functions used to describe
the wave function. The bond order for t-bond in the Hiickel framework defined by Coulson,!?
the Wiberg Bond Index (WBI)'2 and the Mayer bond order!3 are prominent examples derived
from this approach.* Bonding analysis can also result from different procedures leading to
localized molecular orbitals'>” or natural orbitals,® leading to methods such as the Localized
orbital bonding analysis (LOBA) method®® 2° and the well-known natural bonding orbital
(NBO) method.?! The most serious drawback of the Hilbert space is that since the methods

are focused on atom-centered basis sets, the results produced can be strongly basis set

dependent.!

The second method to define atoms in molecules is by partitioning electron density (real
space), which albeit leads to reduced basis set sensitivity. Within such partitioning schemes
the atoms may have sharp (Bader’s QTAIM theory)?? or fuzzy, interpenetrating (Hirshfield)?3
boundaries. The real space partitioning of molecular space may also be achieved by using
functions of electronic density and/or its derivatives. The electron localization function

(ELF),?* 2> the localized orbital locator (LOL),%® non-covalent interaction (NCI)?’ index and the
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density overlap regions indicator (DORI)?® are prominent examples in this category. While ELF
and LOL depend upon kinetic energy of electrons, NCI partitions molecular space using
reduced density gradient while DORI uses the single-Exponential decay detector. Again, an
interesting picture of the chemical bond can also be obtained through the variations in
isotropic magnetic shielding around a molecule?® or with the charge displacement analysis

method.3°

The strength of a bond can be determined by calculating the bond dissociation energy (BDE).
While experimental determination of the BDE is notoriously difficult, theoretical methods are
well-suited for the purpose. Chemical bond analysis can also be performed using energy
decomposition approaches, such as the extended transition state (ETS)3*" 32 or the energy
decomposition analysis (EDA)33 methods, possibly combined with the natural orbitals for
chemical valence (NOCV) theory,?* and the symmetry-adapted perturbation theory (SAPT)
scheme.?> Another fundamentally different approach that quantifies the internal energy of a
bond (the energy between two fragments within the molecule) is obtained from the
interacting quantum fragments (IQF) approach.3® 37 In addition to methods mentioned above,
the somewhat random partitioning of Hamiltonian exchange and kinetic energy terms (which
do not have an intuitive physical meaning) results in numerous other competing

decomposition schemes.3®

Finally, although force constants are known not to properly match the bond strengths,*®
derived methods such as the concept of adiabatic internal vibrational modes,*° or the local
stretching force** and compliance constants*? also provide noteworthy chemical bond

descriptors.

3.1.3. Controversies in Literature - Do these parameters

complement each other?

These numerous interpretative methods are widely used in the literature to provide insights
into the nature of chemical bonds.* 43>° However, this plethora of methods, while of value in
providing complementary visions of the same subject,”*>3 is also troublesome, in the sense
that contradictory descriptions can result, leading to many controversies in the literature. For
instance, there are conflicting views in describing the bonding situation in carbonyl complexes

of alkaline earth metals'® >* 5> as well as in describing metal-ligand bonds as in the case of
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cAACs binding to coinage transition metals.”® > In the case of recognizing multiple bonds, like
in the cases of galium>® or boron>® 0 there are several conflicting views. Description of weak
bonds such as hydrogen bonding interactions,®2-%° or rotational barrier about a single bond as
in the case of ethane where the explanation for its preferred conformation be rationalized by
steric repulsion or hyperconjugation®’ %8 are also a few instances where no unified narrative
is available. In some cases, there is no significant discrepancy between two different
approaches, but the agreement is far from perfect. A noteworthy example is given in a recent
study in which the internal m-donation to the carbene center for 15 N-heterocyclic carbenes
(NHC) has been estimated through NBO and ETS-NOCV approaches.®® Despite the relevance
of the two selected descriptors, the coefficient of determination (R?) is no higher than 0.89.
If these computational approaches indeed represent powerful tools in studying the electronic

structure of molecules, one has to investigate the source of such discrepancies.

Depending on the theoretical model used, the numerical differences between several bond
descriptors may result from many factors, such as the comparison of descriptors which might
not be related to the same chemical concept, the misuse of methods, the misinterpretation
of the results or the existence of conceptual problems in the definition of the descriptors. It
is currently difficult to distinguish between these different assumptions and opinions may
differ,*® 70 even if numerous efforts have been made to compare various methods, to analyze

their differences and to propose unified approaches.”*7*

3.1.4. C-B t-bond as a Test Case

The ability to establish cross correlations (or a lack thereof) between these different
approaches would, however, provide a better knowledge of the nature of the calculated
descriptors and the chemical concept under investigation. This could even help in the
development of new interpretative methods. The focus of this chapter lies on the modeling
of the m-interaction between neutral divalent carbon-donor compounds and cationic
dihydrido borenium BH,* moiety through various theoretical approaches, and to examine if a
unified qualitative as well as quantitative description of this interaction can be provided.
Borenium cations R2BL* are well-known boron Lewis acids.”> These boron species have been
used in numerous catalytic processes.’®7° They are stabilized through electronic nt-donation
from the m-cloud of the boron substituents,°® and neutral divalent carbon-donor

compounds, such as normal NHC,%4% mesoionic NHC?® and carbones,’! have all been used for
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this purpose (Scheme 3-1). The donation takes place from the filled n-cloud to the vacant p
orbital localized on boron that lies parallel to it, denoted by p.® or pw.®. For dihydrido
borenium (R = H), only the two-electrons o-donor ligand L provides partial mitigation of their
electron deficiency and consequently their stabilization requires strong m-donors.?> % DFT
studies on [C-donor ligand-BR;]* borenium reveal a short CB bond reflecting a partial double-
bond character due to C—B m-electronic transfer.8% 88 9195 Beyond structural parameters,
various theoretical indicators have been used to analyze the electronic structure of these and
other related compounds,®®°® among them are the nature of the highest occupied and lowest
unoccupied molecular orbitals (HOMO/LUMO), the atomic charges, the energy associated to
the o- and m-donation through energy decomposition analysis of the B-C bond, and the
Wiberg bond index between these two atoms. However, only a handful of studies using such
indicators to compare the bonding situation in borenium complexes exist in chemical
literature. The comparison of the bonding in various complexes between carbones (PPh3),C
and EH,9 (E9 = Be, B*, C?*, N3*, 0*) has been performed with the ETS-NOCV approach.’*
Recently, a combination of energy decomposition analysis methods has been used to clarify
the theoretical measurement of the m-interactions strength within main group-NHC
complexes, including NHC-borenium complexes.®® Based on these previous studies, C-donor
ligand - dihydrido borenium complexes, in which the m-interaction between the two
fragments is limited to the C—B m-donation, appear as ideal models to assess the relevance
of m-bond descriptors. The strength of this minteraction has a direct consequence on the Lewis

acidity of the B center, which in turn, affects its efficiency as a catalyst.

divalent carbon- BH,"

donor ligand .. fragment
partial

n-bond —l@
v

o-bond H

C

A p,>

!

\

~
.- -

|
| S —
n-electronic
cloud
Y=N,0,S,C,P, ..

vacant p orbital

Scheme 3-1. Schematic description of the o- and m-interaction in carbene and related
compounds — BH;* complexes
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3.2. Geometric Structure

For this section of the study, 39 divalent carbon compounds, shown on page 13, have been
chosen. These include normal NHC (1-2, 4, 6, 8, 10, 12, 14, 16, 20-24, 26-28, 30-33), mesoionic
NHC (9, 11, 13, 15, 17-19, 25, 29), cyclic alkyl amino carbenes (cAAC 3, 5, 7),
carbodiphosphoranes (35-36) and carbodicarbenes (34, 37-39), which have been selected so
as to ensure a wide variety of geometrical structures and electronic properties.100-103
Optimisation has been performed using Gaussian09 package.'?” A more detailed description
of each of these categories of divalent carbon compounds has been provided in Sections 2A.2-
2A.3. All of them, with the exception of 5, 7, 17, 23-24, 26-28 and 32, are unsubstituted or
“parent” molecules, preventing steric interference in the electronic analysis of their BHy*

complexes, also shortening computation time simultaneously.

Scheme 3-1 illustrates the general electronic structure of these adducts. The divalent carbon
atom of 1-39 is linked to two atoms, denoted as Y, on either side. Y includes C, N, O, S etc.
Depending on if Y is the same on both side or not, the carbene may be symmetric (as is the
case for 1-2, 4, 6, 8, 22, 23, 24, 26-29, 32-39) or unsymmetrical, respectively. These divalent
carbon compounds are in their singlet state and therefore possess an sp? hybridised lone pair
located in the Y-C-Y plane. 1-39 bind to the BH;* moiety to form the borenium cations X-BH*
(X = 1-39) by dative donation of this lone pair to form a o-bond. Geometry optimization of X-
BH,* (X = 1-39) was carried out at the DFT B3LYP/TZVP without any symmetry constraints.
Each stationary point has been characterized with frequency analysis and shows the correct
number of negative eigenvalues (zero for a local minimum and one for a transition state).
Furthermore, in order to ensure that the results obtained are not dependent on the level of
calculation used, geometry optimizations were also carried out for all the divalent carbon-
borenium adducts with the M06 functional'®* and the 6-311G(d,p)'%> 1% basis set (Table 1).
The results obtained, concerning bond lengths, barrier of rotation (AEro) (vide infra) energy
barrier or NBO analysis, show an excellent agreement between B3LYP and MO06 data,
therefore only B3LYP data are presented in the text. Geometry optimisation leads to
minimum on the potential energy surface for which the BH; and Y,C moiety are coplanar or

almost coplanar (Scheme 3-2 left),® except for 3,5 and 7 (vide infra). This planar conformation

€ The largest deviation is observed for 8-BH2* with Y-C-B-H dihedral angle of 13.8 degrees, due to the non-
planarity of the NHC moiety.
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will be noted hereafter as X//-BH,*. In addition to the o-B-C bond formed by the donation of
the in-plane lone pair of the carbon atom to the vacant sp?-orbital of the boron atom (Scheme
3-2), this planarity supports the existence of a partial m-bond, the strength of which is
supposed to depend on the nature of the m-system of the divalent donor ligand. The average
B-C bond length of the optimized X/-BH,* is around 1.54 A. Comparison between
experimental and theoretical structures is only possible for 36//-BH,*, revealing a very nice
agreement between the 1.494 A calculated value for the C-B bond length and the 1.503 A

experimental value obtained from X-ray structure analysis.*3*

J

20-BH," 3-BH,"

Scheme 3-2: Ground state geometry of two representative carbenes —20-BH;* on the left and
3-BHy* (right); Carbon atoms have been represented in grey, Nitrogen atoms in blue, Boron
atoms in pink and Hydrogen atoms in white.

The X//-BH,* conformation of X-BHy* (X = 3, 5, 7) is a transition state for the rotation around
the C-B bond, whereas the BH; and Y,C moiety are mutually perpendicular (Y-C-B-H dihedral
angle around 90°) in the ground state. This conformation is noted as X'-BH,* in the following
(Scheme 3-2right). The bond lengths calculated for X//-BH,* in the case of 3, 5 and 7 is around
1.6 A, which is significantly higher than the average and amongst the longest C-B bond lengths
in the group. This result suggests weak m-donation capability for 3, 5 and 7. Furthermore, in
addition to o- and m-donations, it is likely that there are other weak electronic or steric

interactions between the BH; and the C-donor ligand in the X-BH,* complexes.
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Table 1. Rotational barrier and optimized geometrical data for X//-BH,*, X*-BH>* and X-BH3(X
=1-39) computed at the B3LYP/TZVP and M06/6-311G(d,p) levels.

B3LYP MO06
dcs (A) dcs (A) dcs (A) AErot dcs (A) dcs (A) AErot
X | inX”-BH;*  inX*BHy* inX-BHs  (kJ/mol) | inX/-BHy*  inX’-BH,*  (kJ/mol)
1 1.60582 1.59498 1.59633 10.63 1.60063 1.58697 10.43
2 1.60726 1.58851 1.56868 5.14 1.60329 1.58068 3.96
3 1.60236 1.55936 1.56761  -13.22 1.59826 1.55463 -13.39
4 1.59078 1.58528 1.58690 9.81 1.58761 1.57868 8.02
5 1.59730 1.56124 1.59723  -15.92 1.59325 1.55556 -16.04
6 1.58779 1.59168 1.59811 19.40 1.58467 1.58400 18.43
7 1.59982 1.56129 1.58701  -28.60 1.59746 1.55550 -29.59
8 1.58831 1.59599 1.60234 21.92 1.58618 1.58721 21.03
9 1.55962 1.57967 1.61876 30.31 1.55531 1.57414 29.17
10 | 1.56142 1.57734 1.58804 26.78 1.56010 1.57183 23.42
11| 1.55817 1.57968 1.61541 29.40 1.55522 1.57473 27.23
12| 1.56433 1.58886 1.58550 29.75 1.56389 1.58231 25.46
13| 1.55599 1.58392 1.59795 34.21 1.55416 1.57821 30.99
14| 1.56361 1.59158 1.57303 27.30 1.56317 1.58507 23.33
15| 1.55058 1.57499 1.61606 33.81 1.54774 1.57022 31.39
16 | 1.55656 1.58154 1.58388 33.97 1.55533 1.57635 30.98
17 | 1.54594 1.57814 1.60381 30.19 1.54502 1.57283 26.78
18 | 1.54269 1.58164 1.60002 45.95 1.54080 1.57646 42.78
19 | 1.54323 1.57729 1.59251 42.98 1.54153 1.57200 39.50
20| 1.54771 1.58778 1.58907 44.90 1.54645 1.58214 40.24
21| 1.54891 1.58536 1.58261 42.26 1.54895 1.57923 37.37
22| 1.53567 1.53978 1.58764 18.52 1.53964 1.53670 11.92
23| 1.54253 1.58545 1.59813 28.39 1.54228 1.58035 22.19
24| 1.53858 1.58489 1.59430 43.82 1.53855 1.57857 41.38
25| 1.52665 1.57917 1.59743 59.02 1.52491 1.57379 56.41
26 | 1.53780 1.58272 1.60404 39.29 1.53794 1.57605 36.12
27 | 1.53697 1.58691 1.59981 46.54 1.53662 1.58047 44.29
28 | 1.53172 1.58310 1.60162 50.08 1.53213 1.57705 46.56
29| 1.51190 1.57224 1.61110 76.85 1.50864 1.56736 78.04
30| 1.51982 1.58503 1.58801 69.21 1.52007 1.57912 63.79
31| 1.51812 1.56960 1.60551 59.45 1.51784 1.56683 49.84
32| 1.51239 1.57858 1.60156 66.14 1.51319 1.57328 60.43
33| 1.49786 1.58152 1.59206 91.18 1.49740 1.57620 87.25
34| 1.49813 1.57890 1.64144  114.19 1.49533 1.57233 112.86
35| 1.49091 1.57915 1.69041  121.30 1.49224 1.57275 114.99
36 | 1.49436 1.58923 1.69881 95.52 1.49563 1.58246 89.83
37| 1.48392 1.56351 1.63883  129.76 1.48052 1.55789 129.58
38| 1.47575 1.56739 1.60821  129.14 1.47574 1.56513 101.21
39| 1.47195 1.56144 1.64133  172.75 1.46841 1.55261 165.65
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3.3. n-bonding descriptors based on chemical insight

From a chemist’s point of view, there are several features that distinguish a double bond from
a single bond. The most important of these features include (a) the bond length — a double
bond is generally shorter than a single bond,” 197-111 glthough there also exist simultaneously
some arguments against this general empirical rule;'2114 and (b) a significant energy barrier
associated with the rotation around a bond.!'>17 To estimate these characteristics for our
system, we calculated the energy barrier AEo: associated with the rotation around the C-B

bond, i.e., the energy required to go from X//-BH,* to X*-BH,*, as illustrated in Scheme 3-3.
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Scheme 3-3: Rotation along the C-B bond

In all cases except 3, 5 and 7, X'-BH,* is a transition state for this rotation and AEt has a
positive value which range from 5 kJ/mol for 2 to 172 kJ/mol for 39. For 3, 5 and 7, a negative
value is obtained (between -29 and -13 kl/mol). This wide range of values confirms the
structural diversity of compounds 1-39 in terms of n-donation capability. At the same time,
the change from X//-BH,* to X:-BH," induces in most cases, a slight increase in the B-C bond
length (average increase for the positive values of B-C bond length being 0.046 A), in line with
the cancellation of the n-transfer to the vacant pvac® orbital, which is responsible for the partial
double bond character. A slight decrease is however observed for 1-5 and 7 (around average

values -0.025 A).
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In agreement with the chemical expectation, Figure 3-1A indicates that there is a rough match
between the C-B bond length (dc.s) in X//-BH,* and the energy barrier AE associated with
the rotation around the C-B bond. This correlation is only fairly good (R? = 0.86), indicating
that these descriptors do not measure exactly the same chemical property. This discrepancy
may be due to the fact that dcs includes both the m- and the o-interactions whereas AE ot
characterizes only the latter and measures an evolution from X//-BH,* to X'-BH,". In order to
resolve these differences, the C-B bond elongation Adc.s during the rotation of the BH, group
has been considered (Figure 3-1B). A correlation is again obtained, but it is not better than
the one observed previously (R? = 0.84). A similar correlation (R? = 0.82, Figure 3-1C) is
obtained by considering the C-B bond elongation when the H™ anion is added to X//-BH,* to
form the donor-acceptor X-BH3 complex. The larger C-B bond length in X-BH3 compared to
X1-BHy*, as well as the moderately good correlation between Adcs to reach these two
complexes from X//-BH,* (R? = 0.81, Figure 3-1D), indicate that these two ways of considering
a purely o-bond are not equivalent. It is likely that the interaction between X and the rotated
BH,* or BHs groups in these complexes is not only a o-interaction, but also includes other
component such as an electronic transfer from the X o-system to the vacant p-orbital of the
rotated BH>* group in X-BH,* (vide infra). This first approach therefore does not provide an

unbiased measure of the n-donation capability of X.
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Figure 3-1: Correlation plots for X-BH,* complexes computed at the B3LYP/TZVP level
between: the energy barrier AE:o: associated with the rotation around the C-B bond vs. the C-
B bond length (dcs) in X//-BH,* (A); AEtvs. the change in the C-B bond length (Adc.s) when
going from X//-BHy* to X*-BH,* (B) and X-BHs (C); Adc.s when going from X//-BH,* to X--BHy*vs.
to X-BHs (D). Linear regression equation, coefficients of determination (R?), maximum
absolute deviations (Max), mean absolute deviations (MAD), root mean square deviations
(RMSD) and normalized RMSD (NRMSD) are reported.f

3.4. n-bonding descriptors based on the NBO Approach

Electronic structures obtained at the B3LYP/TZVP level were explored by means of natural
bond orbital (NBO) analysis'?® using the NBO6 program.'?°130 The NBO method is a multistep
localization process which provides a quantitative description of the electronic structure in
terms of natural atomic orbitals (NAOs) and natural bond orbitals (NBOs). NBOs are localized
1- or 2-center orbitals which give the ‘best’ Lewis structure corresponding to the total electron
density (See Section 2B.9.4 for further details). In the framework of the NBO analysis, the

C—B n-donation in X//-BH,* complexes can be characterized through several indicators. In all

f A short account of the different statistical analysis method to determine the spread of values has been
provided in Appendix 1.
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X//-BHy* and X*+-BH* complexes, the boron atom is involved in 7 or 8 valence Lewis and non-
Lewis NBOs. This includes 2 osn bonding and 2 6*sn antibonding orbitals, 1 ocs bonding and 1
c*cg antibonding orbitals, and either 1 unfilled valence nonbonding orbital of ‘lone vacancy’
type (LV(B)) or 1 mcs bonding and 1 w*cg antibonding orbitals. The occupancy-weighted
symmetric orthogonalization method used to generate the NAOs allows to compute the

Wiberg bond index (WBI).

We compute the WBI which is known to have good agreement with empirical bond order.
Values of WBI between 0.83 (2//-BH,*) and 1.43 (39//-BH,*) have been obtained. Comparisons
between WBI and the C-B bond length show similar trend, but with moderate correlation (R?
=0.82 Figure 3-2).
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Figure 3-2: Correlation plots for X/-BH,* complexes computed at the B3LYP/TZVP level
between the C-B bond length (dc.s) and the C-B WBI in X//-BH,*.

A better correlation is observed between WBI (X//-BH,*) and AEot (R2 = 0.90, Figure 3-3 A). For
X'-BH2* complexes for which approximately a single C-B bond is expected, the WBI ranges as
anticipated from 0.84 to 0.92. A revised n-bond order can be estimated by calculating the
difference between the WBI obtained for X/-BH,* and X*-BH,* (AWBI).8 AWBI lies

between -0.06 and 0.50, which confirms the diverse nt-donation capability of 1-39.

& WBI values have also been calculated forX-BHs complexes, and the use of these values leads to similar
analyses to the ones obtained with X*-BH:".
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Table 2. C-B Bond descriptors computed with the NBO methods at the B3LYP/TZVP and

MO06/6-311G(d,p) levels for X//-BH,* (X = 1-39).

B3LYP MO6
X | C-BWBI  pop(”pwac) (€)  E/ger (kI/mol) | C-BWBI  pop(“puac?) (6)  E”ger (kI/mol)
1| 0.8451 0.02743 26.09142 0.8446 0.02336 23.30488
2 | 0.8339 0.02749 25.83620 0.8280 0.02254 23.07058
3 | 0.8494 0.03033 26.50982 0.8420 0.02561 23.22120
4 | 0.8487 0.03347 29.47628 0.8447 0.02792 27.03701
5 | 0.8624 0.03743 31.80677 0.8495 0.03334 29.48046
6 | 0.8578 0.04178 35.22510 0.8508 0.03539 31.25030
7 | 0.8674 0.04497 36.20834 0.8544 0.03966 33.49710
8 | 0.8637 0.04651 39.73963 0.8547 0.03951 34.48453
9 | 0.8846 0.07606 60.33328 0.8707 0.06766 56.10326
10 | 0.8920 0.07051 55.88569 0.8792 0.05917 48.63063
11| 0.8895 0.07114 58.19944 0.8781 0.06141 52.68493
12 | 0.8866 0.07188 54.91918 0.8796 0.05879 47.46748
13| 0.8992 0.07568 60.00274 0.8899 0.06413 53.51754
14| 0.8923 0.07781 56.27480 0.8920 0.06409 49.78123
15| 0.9114 0.08350 66.02770 0.8964 0.07223 59.65547
16 | 0.9112 0.08806 66.24109 0.9050 0.07617 60.17429
17 | 0.9297 0.09725 73.52125 0.9163 0.08429 66.55070
18| 0.9322 0.09875 75.10280 0.9207 0.08553 68.01929
19| 0.9323 0.10168 74.95218 0.9184 0.08760 67.39587
20| 0.9239 0.10410 74.49612 0.9136 0.08776 65.55910
21| 0.9239 0.10940 73.68442 0.9107 0.09121 63.94407
22| 0.9585 0.11928 80.29514 0.9302 0.09447 65.29550
23| 0.9472 0.12159 85.50841 0.9385 0.10793 77.98139
24| 0.9550 0.12453 87.28661 0.9420 0.10578 76.85590
25| 0.9831 0.13381 96.21108 0.9675 0.11728 87.60459
26 | 0.9656 0.13403 92.90154 0.9515 0.11628 83.41222
27 | 0.9663 0.14072 95.44541 0.9518 0.12209 84.88081
28 | 0.9842 0.15275 103.70462 0.9674 0.13141 91.30743
29 | 1.0338 0.16329 115.70015 1.0082 0.14561 106.49535
30| 1.0088 0.17409 116.59134 0.9916 0.15057 103.42430
31| 1.0242 0.18120 126.13505 1.0014 0.16464 115.39054
32| 1.0386 0.21058 145.56554 1.0182 0.18557 128.44462
33| 1.1040 0.23917 156.63222 1.0857 0.21283 142.32713
34| 1.1508 0.27298 182.67762 1.1096 0.24603 167.17590
35| 1.2536 0.28031 214.95718 1.2140 0.25748 200.62280
36 | 1.2414 0.28057 210.50122 1.2065 0.26801 209.39665
37| 1.2543 0.34780 230.07816 1.2202 0.32188 214.25009
38| 1.2959 0.40675 282.44510 1.2537 0.38307 284.04758
39| 1.4223 0.45728 326.67835 1.3903 0.44199 315.85853
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Table 3. C-B Bond descriptors computed with the NBO methods at the B3LYP/TZVP and
MO06/6-311G(d,p) levels for X--BH,* (X = 1-39).

B3LYP MO06
X | CBWBI  pop(‘puwct) ()  Eteer(ki/mol) | C-BWBI  pop(‘puct) (€)  Eleer (kI/mol)
1 0.8657 0.00762 11.01647 0.8724 0.00679 9.61483
2 0.8650 0.01712 13.86996 0.8674 0.01488 12.01226
3 0.9096 0.02398 26.01193 0.9040 0.01889 23.45132
4 0.8634 0.00993 11.80306 0.8676 0.00851 10.28846
5 0.9039 0.02939 33.41761 0.8947 0.02579 26.44706
6 0.8624 0.00936 11.91185 0.8642 0.00825 10.32193
7 0.9004 0.04207 43.85669 0.8914 0.03780 40.00741
8 0.8591 0.01554 16.90336 0.8596 0.01486 15.59377
9 0.8493 0.01107 13.86159 0.8405 0.00896 14.84065
10| 0.8715 0.01158 14.27162 0.8696 0.00916 14.12100
11| 0.8535 0.01126 14.01640 0.8482 0.00879 13.61055
12| 0.8617 0.01169 11.39722 0.8689 0.00968 11.82398
13| 0.8611 0.01054 12.38046 0.8623 0.00833 12.37209
14| 0.8672 0.00634 8.39310 0.8790 0.00563 7.43915
15| 0.8648 0.01206 15.71092 0.8570 0.00936 14.38878
16| 0.8770 0.01255 16.69416 0.8783 0.01216 17.43054
17 | 0.8689 0.02779 22.17938 0.8689 0.02569 20.30495
18| 0.8686 0.00905 11.79888 0.8682 0.00723 10.28427
19| 0.8736 0.00979 12.48087 0.8718 0.00781 13.32604
20| 0.8706 0.00763 9.73617 0.8743 0.00639 8.43076
21| 0.8729 0.00828 10.20896 0.8769 0.00679 8.72364
22 | 0.9225 0.04279 40.51367 0.9180 0.03814 38.40075
23| 0.8681 0.04906 33.49710 0.8713 0.05804 41.27098
24| 0.8731 0.01664 18.24224 0.8789 0.01503 16.38873
25| 0.8729 0.01092 13.62310 0.8727 0.00913 11.87838
26| 0.8745 0.03328 29.78590 0.8798 0.02761 24.75254
27 | 0.8698 0.02089 21.50158 0.8741 0.01855 18.87402
28 | 0.8767 0.02100 22.37185 0.8810 0.01877 19.85308
29| 0.8761 0.01492 18.48491 0.8653 0.01086 16.23810
30| 0.8742 0.00907 11.25914 0.8806 0.00802 10.02486
31| 0.8935 0.03215 26.63953 0.8855 0.04892 39.96975
32| 0.8766 0.02261 20.64804 0.8817 0.02423 21.46392
33| 0.8782 0.01160 13.82812 0.8862 0.00969 11.56039
34| 0.8687 0.02235 21.52668 0.8546 0.01804 20.14596
35| 0.8628 0.03368 40.03251 0.8522 0.03623 40.72706
36 | 0.8446 0.06873 70.07363 0.8326 0.06980 72.35391
37| 0.8928 0.01977 27.22110 0.8819 0.01505 23.27978
38| 0.8875 0.07144 68.72220 0.8722 0.07569 84.10677
39| 0.9210 0.03455 37.13718 0.9163 0.07091 66.24109
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Small negative values are obtained for 3, 5 and 7 for which the “perpendicular” conformer is
more stable than the planar one. The AWBI parameter, which accounts for both the

interaction in X/-BH,* and X1-BH,* complexes, as is the case with AEt, leads as expected to

an improved but still imperfect correlation (R? = 0.92, Figure 3-3 B).
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Figure 3-3: Correlation plots for X-BH," complexes computed at the B3LYP/TZVP level
between various descriptors obtained with the NBO method.

WBI was originally designed as a quantitative measure of the electronic population occupying
bonding molecular orbital.!? Similarly, the electronic population of the pv.® orbital,100 118
noted as pop(”/pvac®), is expected to measure the m-donation strength from X to BHy* in X//-
BH,* complexes. Indeed, by construction, the pvac® orbital is utterly empty for the BH2*
fragment alone, whereas in the X//-BH,* conformation, its population can only come from the
n-type orbitals of the X moiety. Pop(//pvac®) values range from 0.027 to 0.457 electron (Table
2) again illustrating the diversity of m-donation properties of ligands 1-39. The NBO6 program
includes a module (Sdel option) that allows to remove specific electronic interactions and to
measure their energy contribution. This allows to determine the energetic cost of deleting

some vacant NBOs. This “deletion” energy, noted E//4e, has been computed for the X//-BHy*
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conformer by removing the pv.® orbital, thus cancelling any possibility of m-electronic
donation from X to BH2*. In practice, this is done by deleting the Lewis vacant NBO orbital on
boron (LV(B)) as well as any Rydberg orbital on B having the same spatial direction as LV(B)
and subject to a significant increase in their electronic population when only LV(B) is deleted.
It is noteworthy that pop(”/pvac®) and E/4el correlate almost perfectly with each other (R? =
0.99, Figure 3-3 C, Table 2 and 3). These NBO electronic population and energetic parameters
therefore measure the same chemical property. By construction of these descriptor, we
assume that they measure the intrinsic strength of n-interaction. Even if they seem to reliably
guantify the m-donation capability of the divalent C-donor ligand, showing as expected, a
significantly higher m-donation for carbones compared to most NHCs, at this stage, it is not
possible to guarantee that these NBO-based indicators are reference data for intrinsic m-bond
strengths. This outstanding linear correlation is nevertheless expected to be restrained to
bonds between two defined atoms, here boron and carbon atoms, and probably cannot be
extended to all bonds. To a lesser extent, the WBI allows also a suitable quantification of the
intrinsic m-bond, as very good correlation between the C-B bond WBI and either pop(”/pvac®)

or E/4el is observed (R?> 0.975, Figure 3-4 A & B).
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Figure 3-4: Correlation plots for X/-BH,* complexes computed at the B3LYP/TZVP level
between C-B bond WBI, pop(”/pvac®), E”/deiand AErot.
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The above parameters calculated with the NBO method do not correlate satisfactorily with
the previously calculated descriptors based on chemical insight. Indeed, an R? value of 0.91 is
obtained when comparing AE.ot and pop(”pvac®) or E/4el (Figure 3-4 C & D). This reveals the
conceptual difference between the intrinsic and the relative strength of the m-interaction. The
latter, measured by AEot, results from the energy difference between the planar (X//-BH,*)
and the perpendicular (X*-BH,*) conformations. To confirm this assumption, the X'-BH,*
conformers have been used to compute the pop(*pvac®) and E'gel values (Table 3). In the X*-
BH,* conformation, the pvac® orbital is coplanar with the X moiety and perpendicular to the B-
C bond, inducing non-zero overlap between this p orbital and the o backbone of X. The
pop(+pvac®) values, which range between 0.006 and 0.071 electron, reveals weak in-plane mt-
type electronic donation from X to pvac®, in agreement with our previous assessment. The
deletion of this p orbital leads to E'4el which nicely correlate with pop(*pvac®) (R? = 0.94, Figure
3-5 A). Assuming that the interactions between the B-H bonds and the o-system of X in X//-
BH,*and those between the B-H bonds and the rt-system of X in X'-BH,* are weak (or similar),
and that the B-C o-bond strength is weakly affected by the rotation of the BH; group, AEct is
expected to be equivalent to the difference between E//4el and ELger. This is nicely confirmed
by the very good correlation obtained between AE o and (E//qel — ELgel) (RZ = 0.97, Figure 3-5
D). The descriptors AEdel = E/gel = Elger and Apop(pvac®) = pop(/pvac®) — pop(tpvact) are
therefore reliable measures of the relative strength of the m-interaction, whose reference is
AErot. So, it is no surprise that these parameters correlate well (R%> 0.95) with each other
(Figure 3-5 Band C). It should be noted that the absolute values of AE..t and AEgel are different,
the former being significantly lower than the latter. Features of the NBO approach, which
allows only bonding interactions to be calculated and does not cover antibonding

contributions,'*® explains the systematic overestimation of AEgel.
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Figure 3-5: Correlation plots for X//-BH,* and X'-BH,* complexes computed at the B3LYP/TZVP
level between Etgel and pop(*pvact), and between Apop(pvac®), AEgerand AEro.

3.5. m-bonding descriptors based on the ETS-NOCV approach

The ETS-NOCV method allows to calculate the energy and to identify the nature of the
different orbital interactions between two fragments in a molecule —in our case we split the
X-BH;* adduct into BH;* and the divalent carbon compound. Diagonalization of the
deformation density matrix due to bonding provides eigenvectors named natural orbitals for
chemical valence (NOCVs). Pairs of NOCV, having opposite eigenvalues uiand -u; and for which
an energy AE; is associated, are obtained. They enable to visualize the deformation of the
density associated with each interaction and to determine its nature. Therefore, the total
orbital interaction between fragments is partitioned into several chemically interpretable
interactions (NOCV;) for which energy (AEi) and charge transfer (ui) are quantified. NOCV
analysis coupled with energy decomposition has been discussed in greater detail in Section

2B.9.5. The calculations were performed using ADF2017.131-132
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NOCV, NOCV, NOCV,
o interaction 1 interaction minPlane jnteraction

20//-BH,*

9

38//-BH,*

39//-BH,*

Figure 3-6: Deformation densities associated with the orbital interactions in X//-BH* (X = 20,
38 and 39). The charge flow of the electronic density is green — red. For X=38 and 39, H
atoms, except BH;, have been omitted for clarity. Isosurface value: 0.003 a.u.

All X//-BHy* complexes showed similar features regarding the description of the bonding
between C-donor and borenium within X//-BH,*. Three main contributions accounting for
about 90% of the total orbital interaction can be identified in the deformation density (Figure
3-6, Table 4). The first pair of NOCV, NOCV1, is the strongest contribution. It corresponds to a

o-type interaction which can be described as the X—BH,* o-donation.
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Table 4. ETS-NOCYV results (energies in klJ/mol) for the C-B bond in X//-BH,* (X = 1-39)

calculated at the B3LYP/TZ2P level after geometry optimization at the B3LYP/TZVP level.

o—interaction m—interaction n"Plare interaction
X AEint  AEeistat  AEpaui AEorw L1 AE, L2 AE; L3 AE3
1| -668.2 -625.5 648.7 -691.4 | 0.79450 -577.4 0.27435 -55.2 0.09236 -12.9
2 | -598.3 -546.5 622.3 -674.1 | 0.75168 -534.3 0.33030 -66.9 0.10417 -16.0
3| -692.8 -647.1 654.0 -699.7 | 0.78106 -567.3 0.30547 -59.4 0.12817 -15.9
4 | -695.6 -652.3 658.9 -702.3 | 0.77608 -567.1 0.31741 -66.5 0.06509 -14.5
5| -726.4 -656.4 676.6 -746.6 | 0.79600 -583.0 0.34212 -69.5 0.14250 -13.3
6 | -732.2 -6945 685.2 -722.8 | 0.77549 -575.4 0.34469 -73.2 0.10907 -13.8
7 | -746.4 -671.3 686.2 -761.3 | 0.80120 -581.0 0.38734 -79.9 0.13696 -12.3
8 | -7429 -696.0 693.0 -739.9 | 0.78595 -585.3 0.34913 -74.8 0.11453 -13.8
9 | -775.1 -650.5 690.7 -815.3 | 0.84977 -636.6 0.40690 -108.3 0.09739 -11.3
10| -754.8 -701.0 701.4 -755.2 | 0.77357 -579.3 0.42731 -105.6 0.10011 -13.6
11| -761.9 -695.7 699.5 -765.6 | 0.79090 -593.6 0.40012 -102.9 0.10535 -12.2
12| -647.3 -610.4 669.7 -706.7 | 0.73413 -537.3 0.43111 -102.7 0.09533 -17.6
13| -720.0 -672.2 6953 -743.1 | 0.75655 -564.7 0.43214 -110.1 0.09806 -15.3
14| -652.5 -614.6 663.1 -701.1 | 0.72564 -527.5 0.46926 -108.6 0.08140 -19.1
15| -8284 -751.6 724.8 -801.5 | 0.81245 -617.6 0.42265 -111.7 0.10584 -11.2
16 | -685.7 -617.2 682.0 -750.6 | 0.74911 -551.5 0.50054 -127.9 0.10626 -18.4
17 | -788.5 -698.1 716.9 -807.3 | 0.76994 -579.2 0.49091 -127.5 0.12018 -15.5
18| -796.6 -741.0 730.4 -786.0 | 0.77049 -587.1 0.47829 -127.4 0.09899 -15.3
19| -813.6 -736.9 731.2 -807.9 | 0.76694 -584.1 0.54599 -143.5 0.10034 -14.2
20| -715.8 -676.2 709.4 -749.0 | 0.73779 -552.4 0.50977 -128.9 0.09003 -16.6
21| -717.7 -657.4 706.7 -766.9 | 0.73827 -550.9 0.57928 -142.0 0.08933 -15.6
22| -800.8 -675.5 698.4 -823.7 | 0.78756 -585.4 0.57196 -149.7 0.13357 -10.2
23| -770.5 -683.1 7199 -807.3 | 0.75105 -558.2 0.56586 -146.9 0.12576 -15.9
24| -759.6 -697.0 738.2 -800.9 | 0.75601 -573.2 0.55874 -147.1 0.09730 -15.7
25| -832.9 -750.2 757.1 -839.8 | 0.77219 -593.5 0.57896 -159.3 0.10162 -16.7
26| -786.3 -706.8 751.3 -830.8 | 0.76556 -582.6 0.56561 -151.7 0.09657 -17.7
27| -731.6 -636.0 726.2 -821.8 | 0.76189 -572.6 0.59789 -159.9 -0.09384 -18.1
28| -794.7 -719.1 757.8 -833.3 | 0.75639 -576.6 0.61251 -166.3 0.09478 -17.9
29| -902.5 -808.5 820.2 -914.3 | 0.82866 -657.2 0.57441 -170.1 0.11078 -15.7
30| -766.0 -683.4 749.2 -831.8 | 0.73668 -560.6 0.68750 -192.8 0.08362 -17.4
31| -946.9 -847.0 822.3 -922.2 | 0.79250 -625.6 0.64238 -184.9 0.13759 -14.2
32| -822.1 -716.1 7745 -880.5 | 0.75231 -578.0 0.70683 -207.7 0.09208 -15.8
33| -816.4 -691.0 784.0 -909.5 | 0.73833 -568.8 0.82096 -254.3 0.07799 -18.8
34| -963.7 -777.2 840.8 -1027.2 | 0.88225 -698.8 0.68723 -227.7 0.09413 -14.8
35| -959.5 -713.1 816.0 -1062.4 | 0.90648 -721.0 0.60790 -217.4 0.15754 -14.0
36| -968.2 -659.6 796.3 -1104.9 | 0.93721 -731.8 0.61061 -214.8 0.16247 -10.4
37| -1171.6 -961.5 912.8 -1122.9 | 0.91158 -743.1 0.78328 -275.5 0.09858 -17.5
38| -1167.7 -810.5 880.0 -1237.2 | 0.94150 -699.4 0.97701 -402.3 0.08164 -16.1
39| -1195.3 -913.1 947.4 -1229.6 | 0.96032 -780.4 0.85000 -334.2 0.20093 -20.6

100




Table 5. ETS-NOCV results (energies in kJ/mol) for the C-H bond in X-H* (X = 1-39) calculated
at the B3LYP/TZ2P level after geometry optimization at the B3LYP/TZVP level."

o—interaction n—interaction  m"Pa"interaction
X AEint  AEelstat AEorb L1 AE; L2 AE, L3 AE3
1 |-1093.1 -279.7 -813.4 |0.72348 -707.4 0.20381 -51.0 0.09766 -23.4
2 | -1020.3 -2149 -805.3 |0.68296 -661.9 0.26026 -66.1 0.11776 -21.4
3 |-11154 -306.0 -809.4 |0.70123 -680.6 0.22008 -53.2 0.13546 -35.0
4 |-1111.7 -305.6 -806.1 |0.70032 -680.7 0.22879 -59.1 0.11055 -26.6
5 |-1152.4 -308.7 -843.8 |0.71055 -691.1 0.23467 -58.0 0.13692 -35.0
6 |-1150.2 -335.2 -815.0 |0.69448 -680.5 0.23992 -61.5 0.11418 -26.3
7 |-1178.8 -318.3 -860.5 |0.71701 -694.7 0.25486 -63.1 0.13067 -33.1
8 |-1163.2 -329.6 -833.6 |0.70691 -694.4 0.23558 -60.6 0.11664 -26.5
9 |-1164.8 -276.0 -888.8 |0.78806 -761.0 0.23321 -67.4 0.09841 -23.9
10 | -1149.1 -329.9 -819.2 [0.69841 -680.0 0.27916 -76.8 0.10406 -25.7
11 | -1149.1 -323.4 -825.7 |0.71682 -696.2 0.24937 -70.8 0.10622 -26.6
12 | -1036.3 -253.0 -783.3 |0.66999 -647.5 0.27550 -74.7 0.10823 -24.8
13 | -1106.1 -303.1 -803.0 |0.68506 -664.9 0.27754 -78.7 0.10327 -25.7
14 | -1046.1 -264.6 -781.5 |0.66819 -645.0 0.30222 -78.5 0.10093 -22.2
15 | -1214.6 -368.0 -846.6 |0.73428 -714.3 0.25077 -72.1 0.10378 -26.4
16 | -1069.3 -251.9 -817.3 |0.68674 -663.1 0.31742 -87.8 0.12430 -31.6
17 | -11749 -315.8 -859.1 |0.69365 -674.3 0.30927 -86.4 0.11530 -24.5
18 | -1177.5 -356.2 -821.3 [0.69530 -677.7 0.29413 -83.9 0.10267 -25.3
19 | -1197.9 -353.1 -844.8 |0.68793 -670.7 0.36934 -101.9 0.10248 -26.2
20 | -1097.3 -301.4 -795.9 [0.67057 -651.3 0.30921 -84.7 0.10173 -23.9
21 | -1103.2 -285.5 -817.7 |0.66986 -649.6 0.37047 -98.1 0.10103 -24.9
22 | -1166.8 -311.9 -854.9 [0.72142 -683.6 0.32656 -91.1 0.13433 -36.1
23 | -1155.9 -298.5 -857.4 |0.68285 -662.2 0.33950 -94.1 0.12660 -16.2
24 | -1136.8 -306.5 -830.3 [0.68503 -667.2 0.31555 -88.6 0.09959 -23.6
25 | -1200.3 -351.8 -848.4 |0.69449 -676.3 0.34409 -96.8 0.10300 -25.8
26 | -1163.5 -312.7 -850.8 [0.69131 -674.2 0.31178 -88.2 0.10022 -22.8
27 | -1102.8 -252.5 -850.3 [0.69995 -678.1 0.32620 -90.8 0.10372 -23.8
28 | -1164.5 -322.8 -841.7 |0.68533 -667.3 0.33419 -93.4 0.10163 -24.0
29 | -1241.0 -372.8 -868.2 [0.73587 -716.7 0.28322 -85.3 0.10466 -26.3
30 | -1122.5 -289.5 -833.0 |0.67275 -652.3 0.39482 -110.8 0.09463 -22.7
31 | -1309.6 -417.3 -892.3 |0.70829 -692.0 0.35069 -97.8 0.12889 -20.0
32 | -1162.7 -305.6 -857.1 |0.68846 -667.0 0.36278 -102.7 0.09883 -23.0
33 | -1146.8 -282.4 -864.4 |0.67623 -654.7 0.45259 -134.8 0.08668 -21.4
34 | -1271.5 -345.5 -926.0 |0.78445 -759.5 0.28110 -84.6 0.08673 -21.7
35 | -1236.3 -266.4 -969.9 |0.84980 -810.9 0.21922 -65.8 0.12611 -33.4
36 | -1258.8 -220.4 -1038.5 |0.88505 -838.5 0.22515 -65.3 0.12793 -31.5
37 | -1455.2 -515.8 -939.4 |0.77139 -759.3 0.35766 -105.3 0.08752 -22.4
38 | -1435.7 -390.2 -1045.5 |0.83473 -811.8 0.39123 -99.8 0.07935 -18.9
39 | -1423.0 -425.1 -997.9 |0.83627 -806.6 0.41739 -117.8 0.07857 -19.5

PAEpaui = O for all complexes.
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Table 6. ETS-NOCV results (energies in klJ/mol) for the C-B bond in X*-BHx* (X = 1-39)
calculated at the B3LYP/TZ2P level after geometry optimization at the B3LYP/TZVP level.

c—interaction  m—interaction 7"P?"interaction
X AEint AEe|stat AEPauIi AEO.—b U1 AEl L2 AEz U3 AE3
1| -662.1 -618.2 660.8 -704.7 |0.80333 -594.5 0.26161 -39.7 0.13996 -26.3
2 | -592.1 -533,5 618.6 -677.2 |0.75915 -540.7 0.30451 -51.1 0.19909 -31.8
3 |-708.1 -672.5 707.8 -743.3 |0.78331 -591.7 0.31084 -49.6 0.23487 -49.0
4 | -686.8 -646.2 664.2 -704.8 |0.78301 -576.8 0.27288 -46.7 0.16851 -31.8
5|-738.1 -677.7 722.6 -783.0 |0.80009 -607.7 0.31032 -53.9 0.23605 -46.1
6 | -713.1 -675.5 6769 -714.5 |0.78598 -583.2 0.26834 -46.5 0.16440 -30.6
7 | -764.5 -693.5 735.8 -806.8 [{0.81110 -614.6 0.31239 -53.0 0.24395 -50.1
8 | -719.7 -669.1 678.2 -728.8 |0.79814 -592.8 0.25914 -44.5 0.17501 -31.3
9 | -745.3 -624.0 659.8 -781.1 |0.86257 -638.0 0.25361 -54.7 0.18273 -36.0
10| -728.8 -674.9 672.8 -726.7 |0.78580 -581.6 0.30170 -60.4 0.17702 -34.9
11| -731.6 -668.4 667.6 -730.8 [0.79997 -590.9 0.26461 -56.3 0.17853 -36.8
12| -617.8 -581.1 634.7 -671.4 |0.74881 -538.1 0.29893 -57.4 0.17555 -30.7
13| -686.4 -639.1 653.6 -700.9 |0.76905 -561.4 0.29295 -60.6 0.17095 -33.0
14| -630.6 -589.3 622.9 -664.1 |0.74787 -533.4 0.32528 -61.0 0.13981 -24.2
15| -795.9 -723.0 688.2 -761.1 |0.82273 -614.9 0.26500 -58.2 0.18290 -38.2
16| -650.9 -587.4 644.8 -708.3 |0.76567 -553.3 0.33110 -67.3 0.19866 -40.6
17| -759.3 -664.9 671.2 -765.7 |0.78412 -578.6 0.31263 -67.7 0.21702 -33.3
18| -754.0 -700.3 673.8 -727.5 |0.78655 -582.1 0.30199 -65.0 0.16630 -32.4
19| -775.1 -701.2 679.1 -753.0 |0.78423 -582.9 0.36631 -78.0 0.17185 -33.7
20| -672.9 -635.2 651.1 -688.8 |0.75763 -550.4 0.31748 -64.1 0.15395 -28.4
21| -6789 -621.6 651.2 -708.4 |0.75940 -552.2 0.36514 -73.7 0.15709 -29.3
22| -775.0 -661.2 680.2 -794.0 |0.79593 -591.5 0.34021 -76.4 0.27862 -65.6
23| -739.8 -634.9 659.4 -764.2 [0.77127 -561.7 0.33201 -69.4 0.25926 -36.6
24| -709.1 -648.6 673.5 -734.0 |{0.78039 -574.5 0.31860 -66.7 0.15822 -28.3
25| -774.2 -698.4 681.0 -756.8 |0.79174 -587.1 0.33993 -73.7 0.17077 -33.0
26| -736.4 -656.8 685.6 -765.1 [0.78909 -585.1 0.31023 -66.0 0.19303 -31.5
27| -674.8 -587.9 654.2 -741.1 [0.78740 -573.5 0.32413 -68.5 0.16569 -29.0
28| -735.2 -667.6 682.2 -749.8 |0.78371 -579.2 0.32987 -69.8 0.16608 -29.6
29| -817.5 -733.9 720.2 -803.9 |0.83875 -638.7 0.29775 -68.8 0.19052 -39.1
30| -695.4 -625.2 6529 -723.2 |0.76453 -555.5 0.38196 -81.8 0.15102 -27.6
31| -888.1 -789.9 738.0 -836.3 |0.81469 -620.8 0.36023 -76.8 0.23440 -40.6
32| -738.2 -647.3 673.4 -764.3 |0.78398 -577.0 0.35414 -77.2 0.17956 -30.2
33| -718.3 -620.4 658.1 -756.0 |{0.77269 -563.1 0.43203 -98.6 0.14625 -26.5
34| -837.2 -696.3 722.0 -862.9 |0.90296 -678.7 0.33362 -71.2 0.16688 -31.7
35| -819.8 -599.0 675.6 -896.4 |{0.92708 -683.8 0.34615 -61.5 0.25545 -61.9
36| -856.2 -563.6 656.5 -949.1 |0.94658 -683.4 0.34630 -55.4 0.30036 -67.9
37 |-1029.1 -908.0 815.0 -936.1 {0.91268 -723.2 0.43142 -92.4 0.18355 -38.3
38 (-1006.2 -743.6 766.1 -1028.7|0.98183 -738.5 0.52346 -108.9 0.28378 -43.3
39(-1024.4 -815.1 817.8 -1027.1|0.99851 -774.2 0.54924 -119.4 0.24908 -37.4
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The second deformation density NOCV; displays a nt-type interaction: the mt charge flow from
the C-donor ligand to the vacant p orbital of the boron atom, pvac®, suggests that it
corresponds to the m-donation. The third contribution NOCVs corresponds to a m-type

interaction located in the Y,C-BH; plane.

Surprisingly, neither the flow of electron density associated with the rnt-donation, Ag//x = u//5,
nor the energy associated with the m-donation interaction, AE// = AE//,, provide a very good
correlation with pop(//pvac®) or E” 4, respectively (Figures 3-7A and B). Do these non-perfect

correlations illustrate a disagreement between the NBO and ETS-NOCV methods?

AE, = AEY_(in ki/mol) Ag/ = v/,
_ 1.0 = 1.1978x0-3823
50 Yy a
“» A) B) R?=0.9262 “ s
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K= R?=0.9188 ‘ -
-150 > X = <
“ >
-200 , S . - 0.6 .’\$..° <+
-250 . o0 Max =0.129
* 0.4 B MAD = 0.034
-300 Max = 52.7 kJ/mol ’ ’,' ¥
350 MAD = 13.7 kJ/mol ° K RMSD = 0.0460
RMSD = 17.3 kJ/mol 0.2 NRMSD = 8.43%
-400 NRMSD = 6.29 % =
-450 0.0
0 50 100 150 200 250 300 350 0.0 0.1 0.2 0.3 0.4 0.5
E" 4 (in kJ/mol) pop(p,..2) (in electron)

Figure 3-7. Correlation plots for X//-BH,* complexes between various descriptors obtained
with the NBO and ETS-NOCV methods. The brown square corresponds to X = 38 and is not
included in the trendlines. Power function has been selected as it provides the largest R? value
for the pop(”/pvac®) vs. Ag//x correlation.

It should be noted that the m-type interaction corresponding to the second deformation
density has been shown to include not only the contribution of the m-donation but also the
ni-polarization of the C-donor fragment, i.e. the reorganization of m-electron density inside X
due to the formation of the o-bond.*® Thus, the previous non-satisfactory correlations could
also be explained by a misinterpretation of the ETS-NOCV results. To investigate this
hypothesis, the ETS-NOCV m-donation energy (AE//;) calculated for X/-BH,* complexes has
been adjusted. The corrected ETS-NOCV mn-donation energy (AE/nx cor) is obtained by
deduction of the m-contribution calculated by the same approach for X-H* complexes from

AE//y (Table 5 and Figure 3-8).%°
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NOCV, NOCV, NOCV,
o interaction T interaction min-plane jnteraction

20'-BH,*

20-H*

Figure 3-8. Deformation densities associated with the orbital interactions in 20--BH,* and 20-
H*. The charge flow of the electronic density is green — red. Isosurface value: 0.003 a.u.

Gratifyingly, a much better linear correlation is obtained between AE//x corr and E//gel. The only
outlier is the 38//-BH,* complex and by excluding this complex the correlation is excellent (R?
= 0.99, Figure 3-9A), which validates the hypothesis and demonstrates that the intrinsic
strength of the m-interaction can also be calculated by the ETS-NOCV method provided that
the polarization of the fragments has been taken into account. Similarly, a strong quadratic
correlation is obtained between pop(”/pvac®) and Aq//x corr = U2 - L2(X-H*) (R? = 0.99, Figure 3-
9B). However, the non-linearity of the correlation remains to be explained. From a chemical
point of view, these results confirm the m-donation capability scale of the divalent C-donor

ligands calculated with the NBO method.

AE//: corr ('n kJ/mo') Aq//n corr — UNZ - Uz(x'H‘)
0 0.6 o
e %o y =-0.7658x + 11.226 y =-2.3758x%+ 1.9813x + 0.0250
0 ., R?=0.9855 R? = 0.9907
-100 Ve S | oy -
A) e 0.4 B) e o
-150 * - ¥
L “”
-200 Max = 22.6 k)/mol S 9t Max = 0.0252
280 MAD = 4.2 kJ/mol ~ 0.2 ’( MAD = 0.0077
RMSD = 5.9 ki/mol 3 RMSD = 0.0097
-300 NRMSD = 2.79 % - P NRMSD = 2.79%
-350 0.0
0 50 100 150 200 250 300 350 0.0 0.1 0.2 0.3 0.4 0.5
E// 4, (in kJ/mol) pop(”/p,.?) (in electron)

Figure 3-9: Correlation plots for X-BH,* complexes between various descriptors obtained with
the NBO and ETS-NOCV methods after applying correction for polarisation. The brown square
corresponds to X = 38 and is not included in the trendlines. Quadratic function has been
selected as it provides the largest R? value for the pop(”/pvac®) vs. Ag//r corr cOrrelations
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Analysis of deformation densities enables to explain the discrepancy observed for complex
38//-BH,* with the ETS-NOCV method. With respect to the bisector plane of the X/-BHy*
complexes, which is perpendicular to the complex plane and goes through the B-C axis, the
deformation densities corresponding to the o- and m-interactions (Figure 3-6) are
symmetrical, in the sense that they involve both moieties of the C-donor ligand in an
equivalent manner. This characteristic is observed for all complexes, except 38/-BH,* for
which the charge depletion of one moiety of 38 is observed only for NOCV4, whereas the other
part is involved only in NOCV; (Figure 3-6). Moreover, with respect to the plane defined by
the C-BH, moiety, the inflow part of the deformation density in NOCV; for 38/”-BH,* is not
perfectly symmetrical, contrary to what is observed for all other complexes. These
visualizations suggest that NOCV: and NOCV; do not fit exactly with purely o- and -
interactions, respectively, but that o- and m-interactions are partly combined in these two
NOCVs. Thus, the o-interaction in 38//-BH,* would be underestimated, while the m-interaction

would be overestimated, explaining its outlier behavior.

The same polarization correction approach can be used to estimate the relative strength of
the r-interaction through the ETS-NOCV method. To that end, the ETS-NOCV rti"P2"e_donation
energy (AE rin-plane) has been calculated for X*-BH,* complexes. Without correction of the
polarization, E//gel — Edel and AE;ot correlates modestly with AE//x — AE1in-plane (RZ = 0.91 and
0.87 respectively, Figure 3-10A and C). The correlation is improved significantly by applying a

polarization correcting on both AE//; and AE"win-piane (R? = 0.97 and 0.94, Figure 3-10 B and D).
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Figure 3-10: Correlation plots for X-BH,* complexes between various descriptors obtained
with the DFT, NBO and ETS-NOCV methods, where the brown square corresponds to X = 38

and is not included in the trendlines.

3.6. m-bonding descriptors based on the QTAIM approach

As elaborated in Section 2B.9.6, the QTAIM method provides a partition of the molecular

space into atomic basins. To illustrate it, the molecular graph and the electronic density

contour map in the molecular plane of 33/-BH,* is depicted in Figure 3-11A. Calculations were

performed using Multiwfn.!33
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Figure 3-11: QTAIM molecular graph (blue points and bold black lines represent bond critical
points and bond paths, respectively. The bcp of the C-B bond path is highlighted) and contour
map of p in the molecular plan of 33//-BHy* (A); contour map of p of 33//-BH,* in a xz plane
containing the point a corresponding to the largest negative €corr value along the C-B bond
path (B), the carbon-boron bcp (C), the point b of the C-B bond path defined by gcorr(b) = 0 (D)
and the point c corresponding to the largest positive €corr Value along the C-B bond path (E)
(see Figure 3-15 for the variation of €corr along the C-B bond path for 33//-BH,*); isosurface
(0.80) ELF representation for 33/-BH,* (color code: magenta = core, green = disynaptic
valence, light blue = protonated disynaptic).

This method affords the possibility of estimating the m-bond strength using different
descriptors, which can be either local or global. Local chemical indices include the charge
density p and the ellipticity € derived from characteristics of the density at the bond critical
point (bcp), and the Delocalization Index (DI) corresponds to the global index. It is well known
that puep and DI can be used to estimate the bond order.12%-122 More precisely, a logarithmic

relationship was proposed between ppp and the bond order estimated by DI:*2! DI =
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exp[A(pbep — B)]. At the B3LYP/TZVP level of calculation, the data points for the C-B bond in
the 39 X//-BH,* complexes fit reasonably well to this equation with A = 10.4644, B = 0.1725
and R? = 0.92. A quadratic regression slightly improves the correlation with R? = 0.94 (Figure
3-12 Aand B. Comparison between indices p//bep or DI/ and those previously calculated clearly
shows that the delocalization index provides more valuable information. This is reflected in a
good linear correlation between DI’/ and E//4e(R? = 0.94, Figure 3-12 C). Other measures of
the intrinsic strength of the m-interaction, such as pop(//pvac®) and AE/x core give similar
correlation with respect to DI’/ (respectively R? = 0.95 and 0.94 excluding 38//-BH,*, Figure 3-
12 E and F). Conversely, other indicators, such as dcs, AE/; or AEqt for which a lower
performance for estimating the intrinsic strength of the n-interaction has been shown above,
give lower correlations (R? = 0.88, 0.92 and 0.92, respectively, not displayed). Similarly, ADI,
calculated as the difference between the delocalization indexes DI’/ and DI+ computed
respectively for X//-BH,* and X1-BH>*, turns out to be a good measure of the relative strength
of the m-interaction, as revealed by the good correlation between ADI and AEot (R? = 0.96,

Figure 3-12 D).
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Figure 3-12: Correlation plots for X-BH,* complexes between various descriptors obtained
with the DFT, NBO, QTAIM and ETS-NOCV methods.

The ellipticity of the electron density at the bond critical points, €, is a parameter computed
in the framework of the AIM analysis.'? This parameter provides a quantitative measurement
of the anisotropy of the electron density at the bcp. This measure of the deviation of the
charge distribution of the bond from axial symmetry is provided by the ratio between the two
negative curvatures A1 and A; of p at the bond critical point: €bcp = A1 /A2 — 1 (with |A1] > [A2]).
Therefore, the ellipticity has been logically associated with the mt character of bonds. For a
single bond, enp = 0 because A1 = A,. For double bonds, the decrease of the density in the
direction of the m-system should be smaller than that in the o-plane of the bond.

Consequently, the n-direction defines the A, curvature which leads to epcp> 0, €bp being at
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maximum for bonds of order 2. On this basis, it seems satisfactory to obtain a significant linear
correlation between epe, and Egel (RZ = 0.92, Figure 3-13). This trend is however highly
surprising because an ellipticity close to zero is obtained for molecules which possess a large

n-interaction whereas molecules with low E//4e values show large encp values.

E// 4 (in kJ/mol)

350
@
300 a y =-487.13x + 262.84
v B
250 X R*=0.9173
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L NRMSD = 6.76%
100 *$o
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50 ol .
0
0.00 0.10 0.20 0.30 0.40 0.50 0.60
e/ (ina.u.)

Figure 3-13: Correlation plots for X-BH,* complexes between E//ge and €pep

In order to explain this unexpected result, we focus our study on three representative cases:
1//-BHy*, 21/-BH,* and 37/-BH,*, which show small, medium and large m-interaction
respectively. The calculation for these complexes of the ellipticity g(d) = A1(d) / A2(d) — 1 (with
|A1(d)| > |A2(d)|) along the C-B bond, at the distance d from the C atom, reveals two maxima
around d = 0.4 and 1.1 A separated by a minimum value close to zero and located near the
middle of the C-B bond (Figure 3-14 A, B and C). A similar result is obtained for the planar
conformation of CH,-BH;* which possesses a pure 0-CB bond as its rt-system is empty (Figure
3-14 D). On the other hand, this result differs strongly from what is obtained for the CC double
bond in CH,=CH; or the CB double bond in CH,=BH,~, for which a single maximum is calculated

along the bond (Figure 3-14 E and F).

110



g(d) (inu.a) g(d) (in u.a)
0.6 x 1.0 x
X
05 A) 0os D) )
0.4 X
0.3 0.6 Ve X
0.2 X 0.4 X v
X X
0.1 0.2 X X 5 3¢ X x
o ] X
%01 L = & — 0.0 B% e
e o P 0.2 . nB%Fo =
-0.2 g 0O 0
0.3 & -0.4 = D@ o
0.4 { -0.6
00 02 04 06 0.8 l.Ct)) 12 14 16 1.8 00 0.2 04 06 08 10 1.2 14 16 1.8
cp ) : bep .
&(d) (in u.a) Distance d from C along C-B (in A) &(d) (in u.a) Distance d from C along C-B (in A)
0.5 0.4
X
04 B) E) L=my
03 Bo
0.3 X X b
0.2 0.2 X
0.1 = % ® x X
= B x X o o0 0.1
0.0 ==& = oUrEE o ®
- o
0.1 5 0.0 =X Sarat ot
-0-2 D D
03 O 0.1
00 02 04 06 08 1/0 1.2 14 16 18 00 02 04 06 08 1.0 12 14 16 1.8

hcp .
Distance d from C along C-B (in A)

bcp .
Distance d from C along C-B (in A)

g(d) (inu.a) g(d) (inu.a)
0.4 - 0.4
F
Q) "% ) abg
03 g = 0.3 B =
= = ®
®
0.2 - 0.2 d b
0.1 B
=
0.0 @28
0.1 oo 0.1 !
0.0 02 04 0.6 08 éO 1.2 14 16 1.8 0.0 02 04 O.g 0.8 10 12 14 16 1.8
cp cp

Distance d from C along C-B (in A)

Distance d from C along C-C (in A)

Figure 3-14:Variation of ellipticity indices €(d) = A1(d) / A2(d) — 1 (with [Ax(d)| > |A2(d)]) (red
cross) and €corr(d) = Artin-plane(d) / An(d) — 1 (blue square), calculated at the distance d from the
C atom along the C-B or C-C bond for A) 1//-BH,*, B) 21//-BH,*, C) 37//-BH,*, D) CH2//-BH>*, E)
CH2=BH;~ and F) CH,=CH,.

These findings are explained by a thorough examination of the negative eigenvalues A1(d) and
A2(d) (JAx(d)| > |A2(d)]) of Ap(d) along the bond. For the sake of clarity, the curvature of p(d)
along the mt direction is named Ax(d), while the curvature in the plane of the molecule along
the axis perpendicular to the bond is noted Ay in-plane(d). We also define €corr(d) = Artin-plane(d) /
A(d) — 1. For CH,=CH; and CH;=BH,", as expected, Az(d)= Ax(d) at the bcp and its

neighbourhood, which means that €(d) = €corr(d) (Figure 3-14). However, this is not the case
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close to the bond ends where Ai(d)= Ax(d) and g(d) # €corr(d). More precisely, €corr(d) turns
negative, which is an indication that the decrease of the density is faster in the n-direction
than in the plane of the molecule. We assume that this is due to the proximity of the C-H and
B-H o-bond. Similarly, differences between €(d) and ecor(d) are observed for X/-BH,*
complexes. This is also illustrated by the contour map of p at various planes perpendicular to
the B-C bond (Figure 3-11 B-E). This assumption enables us to explain the 2 maxima of g(d)
obtained for CH;-BH>*, which do not reflect any it system of the molecule but the presence of
the C-H and B-H bonds at both bond ends. As the C-B bond is polarized, due to the low boron
electronegativity, the bcp is located approximately at 2/3 of the CB bond, on the boron side,
i.e. in the region of greatest influence of the B-H bonds. encp is thus large even if the C-B bond
in CH2-BH>*is not a double bond. The influence of the rising m-donation from 1//-BH,* to 21//-
BH>* and 37//-BH," is thus clearly visible when calculating gcorr(d) along the B-C axis, with an
increasing maximum located on the C atom side (Figures 3-14 A-C). The local character of €ncp
does not allow this feature to be distinguished, and, on the contrary, this descriptor can be
misleading because it does not distinguish the direction of the curvatures A1 and A;. Attempts
to use ecor(d) as a m-bond descriptor were unsuccessful. With respect to E/4e, the best

correlation, using the maximum of ecorr(d), gives only a poor correlation with R? = 0.79 (Figure

3-15B).
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Figure 3-15: A) Evolution of €corr(d) along C-B bond for 33//-BH,*; B) Correlation between

maximum of €corr(d) and E// el

3.7. n-bonding descriptors based on the ELF approach

The topological analysis of the electron localization function (ELF) provides a partition of the

molecular space into core and valence basins (Figure 3-11 E) (discussed in Section 2B.9.7).
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This method allows the study of chemical bonds as a one-to-one correspondence between
the valence basins, and lone pairs or Lewis-type bonds has been achieved.?> The ELF method
was previously used to study the interaction between NHC and main group fragments.124-126
Integration of the electronic density over the basin corresponding to the C-B bond, V(C,B), is
used to calculate the population of the C-B bond in X//-BH,*, pop//[V(C,B)]. As expected, this
population reflects the intrinsic m character of the bond, as shown by the correlation with
E//4er. The best fit is obtained with a logarithmic relationship (R? = 0.94, Figure 3-16 A).
Calculation of the difference in the population of the C-B bond in X//-BH,* and X‘-BH,*, Apop
= pop’/[V(C,B)] — pop*[V(C,B)], gives a much weaker correlation with respect to AEqot (R? =
0.81, Figure 3-16 B), showing that Apop is not a good descriptor for measuring the relative

strength of the m-interaction.
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Figure 3-16: Correlation plots for X-BH,* complexes between various descriptors obtained
with the DFT, NBO and ELF methods.
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3.8. Chemical Interpretation of the n-donation Scale

The different modelling methods enable the calculation of m-bond descriptors which correlate
very well with each other (R? between 0.94 and 0.99) and therefore appear to describe the
same chemical property. They thus give a quantitative scale of increasing m-donation ability
of X ligands from 1 to 39 (Figure 3-17). This scale indicates that carbodiphosphoranes and
carbodicarbenes are the strongest m-donors whereas saturated NHC, NHCs with -
withdrawing substituents and cAAC ligands are weaker nt-donors and the unsaturated ones
lie in between. While the carbones form a separate group, showing that using them, one can
achieve a m-donating ability that is normally not available by simple modification of carbenes,
it is evident that the classical NHCs, cAACs or mesoionic carbenes are located in a shared
chemical space and no hard lines can be drawn between them at least with respect to their
n-donating ability. Carbenes derived from related structures form clusters, located relatively
closer together on the scale of n-donation, showing that substitutions with alkyl or aryl groups
have low impact, certainly less than that of structural modifications. E.g. carbenes 20, 23, 24,
26 are all imidazole-2-ylidenes that lie within the short range of 0.104 to 0.134, varied by the
N substitution. On the t-donation scale, they are arranged in increasing order of m-donation,

going from H to Ph, Me, iPr (isopropyl group), in congruence with chemical intuition.

3.9. Conclusions

In the course of this work, the comparison between five modeling approaches based on DFT
calculations (Optimized structure, NBO, ETS-NOCV, QTAIM and ELF) for estimating the
magnitude of the m-donation has been achieved. Chemical systems, combining various
divalent C-donor ligands with a BH;" borenium group, have been designed. They include a
partial CB m-bond resulting from a m-donation that is not biased by any other m-interaction
between the two fragments and toward the boron atom. The intensity of the n-bond has been
estimated from a wide selection of indicators and compared with each other. In some cases
the correlations are already quite good. However, sometimes they require adjustments from
the standard calculations commonly used in the literature, in particular for ETS-NOCV and
QTAIM approaches. The use of these methods without these corrections leads to lower
correlations (R?’< 0.92), or even to disagreements that may suggest that these methods

diverge, which is not the case. In detail, the conclusions are as follows:
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A m-bond is characterized by 2 families of indicators: intrinsic and relative m-bond
strength descriptors. Correlations between these two families are moderate (R?
around 0.90).

Intrinsic indicators describe the intensity of the m-bond in the molecule under study,
whereas relative indicators measure the difference between the molecule with the mt-
interaction and the same molecule in a conformation which prevents this interaction.
The reference relative indicator is the rotational barrier around the nt-bond AEot. The
bond lengths give at best an approximate indication of the strength of the n-bond.
The NBO method provides three descriptors with moderately good (Wiberg Bond
Index WBI) to very good (atomic t-population and NBO energetic analysis through the
deletion of selected NBOs) performance to measure the n-bond strength. However,
the absolute value of the m-bond energy is systematically overestimated by this
approach.

The m-donation-type NOCV eigenvalue and energy failed to give reliable measure of
the n-bond strength. A significantly enhanced accuracy is obtained by correcting the
previous values from the polarization of the m-system associated with the n-
interaction, showing that NOCV chemical interpretation should be made with caution.
Although the ETS-NOCV approach does not usually require symmetrical molecules to
dissociate o- and m-contributions, a case has been identified where this method fails
and mixes o- and n-interactions.

The Delocalization Index (DI) provided by the QTAIM approach reproduces accurately
the m-bond strength, contrary to the density value at the bond critical point puep, Which
gives less relevant correlations. The ellipticity €ncp fails drastically for these dative m-
bonds, due to the influence of the neighboring o-bonds which reverse the role of the
eigenvalues of the density curvature.

The bond population given by the ELF method gives a reasonable correlation, but only

for the intrinsic m-bond strength.

At the end of this study we have quantified the C->B dative m-bond through various

computational parameters and additionally identified the parameters that are most ‘reliable’

in quantifying this interaction. We have constructed a scale for m-acidity of these divalent

carbon compounds. The first question we may ask at this point is that can a similar study be
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conducted with respect to o-donating ability of the divalent carbon compounds? This is the
subject of the following chapter. After that we may further ask what are the exact
contributions of ¢ and m-donating strengths of the divalent carbon compounds towards the
total acidity of the NHC-derived borenium adducts and can these factors be related to the

reactivity of these molecules?
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4. CHAPTERIII
Computational Investigation of o-donating

Ability of Carbenic Compounds

Abstract

In the previous chapter the C—B dative m-bond strength was measured using various computational
methods and the tools best suited to evaluate this interaction were identified. This chapter similarly
concerns itself with the o-donating ability of divalent carbon compounds. The C-H bond of 81 different
azolium cations have been examined, the significant expansion in the examined set of molecules
arising from inclusion of a large number of molecules for which the value of some experimental
descriptor of 6-donation has been recorded. Although a large variety of experimental parameters are
regularly used to quantify the o-donation or total electron donation of carbenes and carbones, we
focus on two NMR based descriptors — ey coupling constant and Huynh's electronic parameter (HEP)
as these are plentiful in literature and can also be calculated computationally. Other than this, several
theoretically calculated parameters like proton affinity, energy of the sp? hybridised lone pair, energy
associated with o donation from ETS-NOCV analysis have been computed and compared with the
above-mentioned experimental descriptors.
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4.1. Introduction

Divalent carbon compound, like N-Heterocyclic carbenes (NHC) and carbones have been
prized for their electron donating ability in chemistry for a very long time. Initially NHCs were
believed to be purely o-donors.}* However, subsequent studies have established that they
have non-negligible mt-acceptor properties,>® and when the situation is conducive, they even
have the ability to act as m-donors.? 1° The latter has been extensively illustrated in Chapter Il
of the thesis for divalent carbon compound-borenium adducts. The inherent symmetry and
relative simplicity of the system chosen for the study, makes it easier to separate and
understand the o and tinteractions from one another. However, this is not a general case. In
most cases the stereo electronic properties measured are a cumulative effect of multiple
interactions in the molecule, including orbital relaxations (o-donation/back-donation, -

donation/back-donation, etc.), steric repulsion or dispersion.

Measure of total electronic
. Measure of purely o-
impact .
, . donation
* TEP (Tolmann’s Electronic , .
* HEP (Huynh'’s Electronic
Parameter) e
* LEP (Ligand Electrochemical « 1 coupling constant
Parameter) ch coUpling

Measurement of stereo-
electronic properties of
divalent carbon
compounds

Measure of n-backdonation
* Chemical shiftof P in
carbene-phosphinidenes
* Chemical shift of Se in
selenoureas

Measure of Steric Impact

* Percentage buried volume
(%Vbur)

Figure 4-1: Classification of various experimental methods of measuring stereo-electronic
properties of divalent carbon compounds

The vastly varying electronic properties of divalent carbon compounds need to be ordered as
different electronic environments are suitable for different applications.' 12 Over the years
various experimental techniques as well as theoretical approaches have been developed to
guantify these electronic properties (Figure 4-1). These techniques can be roughly classified

based on the property they quantify, although as mentioned before, it is not always possible
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to completely segregate the various interaction in a molecule. Some descriptors quantify only

the steric impact of the divalent carbon compound, some quantify the ‘net’ electron donation

including both o and mt effects while some other parameters are supposed to classify only the

o donation or n-backdonation (Figure 4-1). In the following segment we take a brief look at

these various descriptors.

4.1.1. Experimental Methods

Percent buried volume (%Vpur)

Developed by Nolan, Cavallo and co-workers, the ‘percent buried volume’
parameter is used as a measure of the steric impact of NHCs and carbones.'3-1>
Contrary to phosphines, the other class of very popular ligands used in
organometallic complexes, the NHCs do not coordinate in a ‘cone-shaped’
manner. Instead, the substituents point towards the metal centre, creating a
greater steric impact. Therefore, the Tolman cone angle, commonly used to
measure the steric impact of phosphines, is not reliable to characterize NHC and
has been replaced by %Vuu which is defined as the percentage of a sphere
occupied, or, ‘buried’ by the ligand on coordination to a metal located at the
centre of the sphere. This value can be obtained from X-Ray crystallographic data
or theoretical calculation on the free carbene, an organometallic complex of the
carbene or from its azolium salt (i.e. its protonated form). However, care must be
taken to compare results only from similar sources.

Tolman Electronic Parameter (TEP)

The Tolman electronic parameter had also been originally designed to measure
the electron donating ability of phosphine ligands but it is equally applicable in the
cases of divalent carbon compounds like NHCs and carbones.® This approach is
based on the change in the stretching frequency of the carbonyl ligand (CO) in

[Ni(CO)sL] tetrahedral complex due to change in the electronic properties of L.
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OC/ \CCO
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Figure 4-2: Complex studied to measure Tolman electronic parameter
The CO group, which is a very strong m-acceptor, is quite sensitive to the total

electron density on the metal centre which engages in metal to carbonyl back-
bonding. Naturally, the stronger the ligand L is as an electron donor, the greater
the weakening of the C=0O triple bond, lowering its stretching frequency. In
addition to the sensitivity of the CO group another advantage of this method is the
ease of preparing [Ni(CO)sL] complexes (L = phosphine or NHC). The drawback of
this method is the high toxicity of Ni(CO)s, from which the [Ni(CO)sL] is
synthesised. Therefore, alternative approaches using cis-[MX(CO)(L)] (X = halide)
where M = Rhodium(l) or Iridium(l) have been suggested.'”-?° Disparity in recorded
values using any of these complexes may arise due to resolution of spectrometer
used and solvent.2% 22

Huynh’s Electronic Parameter (HEP)

Huynh’s method 23-2° of quantifying electronic properties of NHCs (as well as other
ligands) utilises another spectroscopic method — nuclear magnetic resonance
(NMR) spectroscopy. This method is based on the 3C NMR chemical shift analysis
of trans-[Pd(Br)2('Pr2-Bimy)L] complex. The chemical shift of the carbene carbon of
the 'Pro-Bimy reporter ligand is influenced by the nature of the trans-standing
ligand of interest, L, in the complex. Therefore, by recording the chemical shift of
the carbene carbon on the reporter carbene, the electron donating ability of the
ligand L can be measured. It has been found that a stronger donating ligand
induces a downfield shift of the probe nucleus while a weak donor results in an

upfield shift.
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Figure 4-3: Typical HEP complex

This behaviour can be rationalised by considering the following, rather technical,
point:?* The carbene atoms of free NHCs generally exhibit downfield signals > 200
ppm. The magnitude of the downfield shift is approximately inversely proportional
to the singlet-triplet (S-T) energy gap, i.e. the likeliness for an S-T transition by
promoting an electron from the o (NHC-lone pair) to the initially vacant pr orbital
of the NHC.%® This process has the strongest contribution to the paramagnetic
shielding term, which in turn leads to the downfield shift. Thus, an NHC with large
S-T separation (e.g. unsaturated imidazolin-2-ylidenes) would exhibit smaller
chemical shift compared to those with a smaller S-T gap (e.g. saturated
imidazolidin-2-ylidene). Now, the metal coordination of NHCs occur via donation
of their carbene lone pair, therefore removing the possibility of the S-T transition
completely. This is why a significant upfield shift of the carbene atom is observed
upon complexation. In light of this knowledge, let us consider the complex trans-
[Pd(Br)2(Pr2-Bimy)L] (Figure 4-3). A stronger trans donor L would weaken the Pd-
iPr,-Bimy bond more effectively, leading to a larger contribution of “free” 'Pr,-Bimy

character, which leads to a downfield shift.

downfield shift field shi
free NHC >200 ppm ownfield shi upfield shift
NMR NAA Pd_CNHC bond NAA
R/‘/ o R/f Br elongation N/ Br
)p _______ } Pd_L (—— ©: )p_lpd_l_ —— )p—lpd—L
N Br N g Pd-Cnpc bond N gy
)\ weakening
Limit: NHC dissociation if stronger donor L weaker donor L
L is 'super-strong'
T | T T T T T T T T T T T T T T T T T T
200.0 190.0 180.0 170.0 ppm
freé NHCS =massmmmmmmnian stronger donors  <----------o-oooooooooooo- ~ weaker donors

Figure 4-4: Mechanism of determination of Huynh’s electronic parameter, the
figure has been taken from Huynh’s review?*
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This scaling method is relatively young and to ensure the validity of comparisons
all complex probes have been measured in CDCls while also making sure the CDCl3
solvent signal appears at 77.7 ppm in all cases. This makes the HEP scale quite
uniform and thus easy to compare with other measures of donating ability of
ligands. In cases where the Pd(ll) complexes cannot be synthesised, alternative
gold(l) probe [Au(Pr2-Bimy)L] can be synthesised and a simple equation exists that
allows the conversion between the two scales.?” Another important feature of HEP
is that because it utilises Pd(ll) metal centre, which is a strong Lewis acid, metal to
ligand back-donation is virtually insignificant. Therefore, it has been claimed that
the HEP essentially measures the o-donating ability of the ligands.?®

1)c.n Heteronuclear Coupling Constants of Azolium Salts

The most recent method to evaluate electronic properties of NHCs also utilises *3C
NMR spectroscopy. Ganter proposed that the lJc.y coupling constant of azolium
salts, which is the complex of the NHC with a proton (H*), could indicate the o-
donating ability of the respective NHCs.® The magnitude of the Jc.y coupling
constants which is related to the s-character of the C-H bond is inversely
proportional to the o-donor strength of the NHC.2% 2% 2° This means that a weak o-
donor has a large coupling constant and a strong o-donor has a small coupling
constant. Only a few instances of recorded data exist in this regard.® 303> The
simplicity of forming a complex with a proton offers the further advantage of
avoiding any additional interactions like m-donations or back-donations which are
almost always present in transition metal complexes of NHCs. This means that the
only orbital interaction present is a o-donation from the NHC to the H*.

However, the data reveals that the azolium salts investigated differ in
counteranion and the analyses were done in different deuterated solvents. Both
of these factors can possibly affect the C-H coupling constants of the azolium
salts.3® Nevertheless, this method holds promise for the ease of access to the
azolium salts.

Lever Electronic Parameter (LEP)

Introduced by Alfred Beverley Philip Lever in 1990, this method uses

electrochemistry to determine the electronic properties of ligands.?” This is called
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vi.

the ligand electrochemical parameter, E,. The thermodynamics of the
oxidation/reduction undergone by the metal centre while coordinated to the
ligand determines the magnitude of E.. It is determined by measuring the redox
potential of Ru?*/3* metal complexes containing the ligand of interest, although
other metals have also been tried.3® The E. values do not exactly measure the
ligand’s donor strength, but reflect the ability of different ligands to stabilise
different oxidation states of a metal. A ligand with small E. value stabilises more
strongly the high oxidation state of the metal (Ru3*) than one with a larger E_ value.
Therefore, the E, value is somewhat indirectly related to ligand donor strength.3?
This method has generally been applied to classical Werner type ligands e.g. H,0,
NHs, CI, CN- while there are relatively few examples involving NHCs. The redox
potentials for NHC-ruthenium complexes*®*? are too few to have a detailed
comparison of the various NHCs. However, significantly more data is available for
rhodium and iridium complexes. Comparing this data allows the determination of
remote substituent effects on the donating ability of N,N’-diaryl substituted
imidazolin and imidazolidin-2-ylidenes and also corroborates that saturated
imidazolidin-2-ylidenes are stronger donor than unsaturated imidazolin-2-
ylidenes.

This method too has its shortcomings — it can be applied only to reversible or quasi-
reversible redox processes and it cannot be applied to redox non-innocent ligands.
This limits its application to NHCs and other divalent carbon compounds.

NMR Spectroscopy of Carbene-Phosphinidene Adducts and Selenourea

The use of 3'P chemical shift in carbene-phosphinidene adducts to measure the -
accepting ability of a carbene was suggested by Bertrand and co-workers in 2013.7
Inspired by Bertrand, Ganter suggested the use of 7’Se NMR chemical shift of much
easily synthesizable selenourea for the same purpose the same year.® The idea
behind using these complexes is that they can be represented by two extreme

resonance forms — A and C.
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Figure 4-5: Resonance forms of carbene-phosphinidene adducts and selenoureas

The resonance form A shows primarily o-donation and the form C has both
significant o-donation and m-backdonation. A strong m-acceptor is expected to
have a greater contribution of resonance form C than a weaker m-acceptor.
Therefore, for a strong m-acceptor, the P or Se nucleus is expected to be more

deshielded leading to a downfield shift of the respective signals.

4.1.2. Theoretical Methods

There are various theoretical methods that can be used to quantify the sigma donor ability of
divalent carbon compounds which are only briefly touched upon in this section. The most
common parameter to measure C-H bond strength is proton affinity, which is calculated as
the difference of electronic energy between the protonated and free divalent carbon
compound. The formulation of proton affinity implies that this energy term includes the
energy of geometric distortion. Geometric parameters like bond length and bond index give
some notion of the strength of C-H bond that is formed. Methods to measure the o-donor
strength is to evaluate the energy of the o lone pair. These factors have been discussed in

greater detail with respect to the molecules we have studied in section 4.4.

In the previous chapter we computed the strength of the C-B nt bond using a variety of
theoretical methods only. In this chapter our objective is to achieve something similar with
respect to the o-donating ability of carbenes and carbones i.e.,, we calculate the sigma

donating ability of divalent carbon compounds using various parameters and compare them
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to see if they quantify the same chemical entity or not. Moreover, this time we focused on
theoretical calculation of experimentally measured parameters with respect to o-donation of
these compounds. The sigma donating ability for these molecules is measured with respect
to the simplest Lewis acid, H* because other than being easy to calculate, carbene-H* adducts,
also referred to as azolium cations, have been investigated extensively in chemistry and a lot
of experimental data recording their characteristics are available in chemical literature (vide
infra). In addition, the corresponding Huynh’s complexes have also been investigated to
characterise the carbene-Pd bond and the 5-donating ability with respect to these complexes.
Large number of experimental data means there will be larger number of molecules for our

case study.

Of the various experimental methods described above, two methods based on NMR
spectroscopy, have been included in our comparisons — the Jcy coupling constant and
Huynh’s electronic parameter (HEP). This is because the NMR chemical shifts of Huynh'’s
complexes and coupling constants of C-H bonds of azolium salts both claim to quantify o-
donating ability of carbenes. These experimental descriptors have been compared with each
other and the various theoretical descriptors as well in an attempt to arrive at a unified

description of the o-donating ability of carbenes/carbones.

4.2. Geometry Optimisation and NMR Calculation

For this chapter the results pertaining to a total of 81 different protonated divalent carbon
compounds (X-H*) have been presented (Scheme 4-2, Page 140-142). The list of divalent
carbon compounds selected for this study include molecules 1-39 studied previously in (X =
38 was not included because X-H* could not be optimised) and molecules for which
experimental parameters are available. 20 molecules originate from Ganter’s paper (X = 40-
59),° 16 molecules from Huynh'’s papers (X = 60-75)%% 27 434> and 7 molecules from other
publications that have reported experimental results for azolium salts (X = 76-81).5 3035 The
additional molecules explored in this study have been included as experimental data
measuring their o-donation capacity (i.e., YJcn coupling constant and HEP) are available for
these molecules while such data is present only for 3 instances in our previous set. The
molecules and their protonated forms have been optimised, as in the previous chapter, at

B3LYP/TZVP level of theory using Gaussian09% and population analysis has been conducted

138



using NBO6 program at the same level.*” 8 The energy decomposition analysis for the C-H

bond has been conducted using the ADF2017 package*® >° at B3LYP/TZ2P level.

The o-donating ability of the divalent carbon compounds is expected to be related to the
nature (more specifically the electronegativity) of the neighbouring atoms (Y) as well the Y-C-
Y bond angles as well as the total charge of the molecules. Keeping these factors in mind, we
have introduced a nomenclature for the set of azolium cations explored in this chapter that
help to highlight the most important features of the molecules, based on which they have
been classified into different categories. Based on other differences in the molecules put in
the same category following the previous scheme, they have been further divided into

subcategories. Some examples of this nomenclature have been shown in Scheme 4-1.

H H
| H H H |
Mes @ _C.. .M H
es.\|-Cxy-Mes @/é7 o & c o L Mes\?\l//C\N,Mes
HNT S HN’J < “NH 2 —
\ \ PhsP” “PPh \—{
%O N—NH HN—/ 3 s N
/\
54 13 10 3 36 81
NN6 NC5a NC5b NC5c LLO NN5a+

Scheme 4-1: Some exemplary X-H* studied in this chapter and the classes they belong to

The nomenclature consists of 3 to 4 characters — the first two are capitalised letters, the third
is a number and the fourth character, when present, is a small letter (a, b or c). The first two
letters indicated the atoms a to the carbene carbon in the case of carbenes and for carbones
these are indicated specifically by the uppercase L, and the number indicates the size of ring
containing the carbene carbon (a 0 is used for acyclic molecule), the fourth lowercase
alphabet indicates different subcategories of carbenes belonging to the same group according
to the first three characters. Sometimes an additional charge is present indicating that the
molecule actually has +2 charge instead of the usual +1 of azolium salts of neutral carbenes.
For example, the code ‘NN6’ indicates a carbene with two a-nitrogen atoms in a 6-member
ring, such as X = 54. Similarly ‘NC5a’ indicates a 5-member carbene with the carbene carbon
flanked by one nitrogen and one carbon on either side and a indicates that the carbene is a
1,2,3-triazolin-5-ylidene derivative whereas ‘NC5b’ indicates a carbene derived from 1,2-
diethylindazolin-3-ylidene, such as X = 10. In all, there are a total of 16 categories and 20

subcategories among the molecules studied in this chapter.

139



6 & A ; ; o4
lﬂ HN=""NH C\\® H(a/’C\NH Me C\\S),Me HN~*""NH
N o v L
H,N” “NH, OMO -/
1 2 3 4 5 6
NNO - 202.73 NN6 -211.87 NC5c-196.75 NN5c-212.75 NCb5c-189.82 NN6 - 203.77
; 0 & ] ; : !
C.OM = ®C @ C.
BN SN AR R R O
HN-S ) HN-0O Vo
Me @ HN ® N
7 8 9 10 1 12
NC6 - 18582  NN7-196.83  CC5-200.35 NC5b -213.66 CC5-211.90 NN5a -239.35
H H H H H
H ® C C ® C ® C ®
¢ HN”"0 Y HNZs  PReNTS HN S
I \ X 7
HN \y — HN—NH — N—N \\_NH
N1_3NH 14 15 16 17 PP 18
NOS5 - 263.07 - 205. - - NC5a - 220.29
NC5a - 225.18 CC5-205.93 NS5-230.17 NC5a-217.62 a
H H
|
Hﬁ’ N @2 ° L. H ® 2 ® E
\ N HN” “NH HN™ NH @9 Ph-N~""N-Ph Me-~">\-Me
\ — Me,N~  “NMe, — —
20 - 23 24
19 NN5a - 236.32 21 CC3 . 25450 NN5a - 232.85 NN5a - 229.06
NC5a - 213.16 NN5b - 229.83
H H H
! i ® C Y HN—C_NH
f N H C\ 7N /CH
Me\%’/C\N/Me IPr\% /C N/Pr Me\N/ N/Me 3 N N 3 2 \< \V/ 2
_ _ \—{ = HN-NH
Cl Cl H;C CH;3 ®
29
25 26 27 28
NN5a - 229.06 NN5a - 226.08 NN5a - 233.92 NN5a - 22715 CC5-194.03
;i i " o & 1
! Me Me C.
/C\® @ Me C'D/C\ M < \
= 31 o o
30 32 33
NN5a - 237.35 NCS5c - 200.08 NN5a - 233.05 NN5a - 237.95 LLO - 171 72
A A on /k ST NH
/C\® //C\G') /C\ @ @
MesP” “PMe;  PhsP” “PPh, Hﬁ/\j Cl/\,E?H C/<
35 36 NH HN;(N N)H\N
LLO - 173.61 LLO - 168.57 37 39 2
LLO - 168.62 LLO - 170.45

Scheme 4-2: X-H* molecules included in this work with given nomenclature and calculated
e coupling constant in ppm at the B3LYP/(aug)-cc-pVTZ//B3LYP/TZVP level (X = 1 -39)

(continued on next page)

140



H
H I H H H
| iPr\®//C\ JPr I | . ! .
Mes\%oC\N,Mes N N Dipp\%oC\N/Dipp Mes\ﬁoc\N,Mes Dlpp\%oC\N,Dlpp
" a - - -
40 42 43 Cl Cl
NN5a - 230.53 41 NN5a - 231.93 NN5c- 208.97 44
NN5b - 220.09 NN5a - 237.15
H
H
H ! H
A( é wl/ Bn\(’*\?//C\N,Bn H.C @/é\ CH ® |
H H2C\<3/, *N-CH> 26~-N7 " N-ChH2 Mes.§.C. -Mes
Dion-2 .C..._Di k )
PPN N-EIPP /N N 7 “N— K)
\_/ N Bn —/®
= 49
NN 452100 46 4 48 NN6 - 201.87
5¢-210.05 _ - 201.
¢ NN5b - 224.25 NNG6 - 197.16 NN5b+ - 236.32
H H H
H H ' H.C. _C.®CH Mes.® C._Mes
o Pr® _c.  Pr Dipp\%//c\s SYSNTTINTT B SN N7
Mes PN Mes N~= N
N7 o P
\_< o N %O
o O v/
50 ) HsC 54
5 53
NN5c - 216.47 51 NN6 - 206.07
NN6 - 201.14 NS5 - 227.41 NN6 - 210.32
; ! " ]
® I
H3C\%//C\N,CH3 H3C\N’C\‘N’CH3 . 'ﬂ 4 Mes\ﬁ,/C\N,Mes Mes\%oC\N,Mes
Pr.®.c.  JPr
— Pz CH NZ" N H
0 N-CHs y 0 o)
H3C-N 0 Nt/ ® Pr Pr o o0
Oy HC 57 59
CH, o6 NNO - 186.04 58 NN5c - 220.43
55 NN6 - 209.75
NN5a+ - 239.49 NN6+ - 219.58
H " H H
| H H B @ C. B I |
® _C. | | NSN“N-PN g, ® Co @ C... _Di
HN” O Bn /C\@ Bn IBU\®’/C\ »D|pp BU\N/ NJBU Ph\N/ \N’Dlpp
~N SN- N N
N=/ _/ — —
61 62 64 65
NN5c - 204.71 NN5c- 210.34
60 NN5a-237.12  NN5c - 207.38 NN5b6_3221 %6
NO5 - 256.19 :
Pr
Mes— = —C\i — . Dipp— = </ \C— : Ph— = </ \C— Cy— = ( CH-
ipr
H3C CeHs H,C
iPr— = \C— . Bn— = \C— . tBu— = \C—
H\\‘/ ) H\\‘/ ) Hsc\\‘/
HsC H H,C

Scheme 4-2: X-H* molecules included in this work with given nomenclature and calculated
Yen coupling constant in ppm at the B3LYP/(aug)-cc-pVTZ//B3LYP/TZVP level (X = 40 -65)

(continued on next page)

141



H

H ! H
H H H | i ® C i |
| | | @® C PI'\N// \N/PI' ®
® . - L.
H3C\N//C\N,D|pp Bn\ﬁ)//C\N/Bn Bn\ﬁ)/,C\N,Bn Ph N \v/Ph Cy\N’ N’Cy
\/ \__/ \ N-N_ —
o¢ o7 68 69 o 70 NN 7122 12
NN5a - 232.02 NN5a - 225.98 ) 5a - 225.
NNSc-20447  \csa-21625  NN5b - 219.98
H H H H H
Hy g ¢ Yo A Hag | ' |
C p ! 2 Hy ¢ LC.®
c-R7 p /C‘N - Ph\ﬁ//c C\(EIOC c’ Bu\N\ ~N-CHs Mes\cﬁ/p\N,Mes
£ N N \ (\ NI) N={ \—(
C H,C , c’ C NH N—
H2 \ H3C CH3 H2 H2 tBu/ /
72 73 74 75 76 77
NC5b - 204.81 NC5b -204.42 NC5b-207.97 \cop-20139  NNsa. 20800 N5 -230.14
H
H ! H H H
| CcC.® ! N | |
Ph—y-~n-Ph
Ph\N/C\\,E?/Ph N AZ‘ \N/C\\ ®/</ | Mes\%oC\N,Mes Dipp\%OC\N/Dipp
v N= — N _ _
N=( NH \_<N =(o =
Ph bt/ ¥ N— Cl ®p-CgHs
" 79 80 ~ a HaC CoHs
NN5a - 233.14 81
NN5a - 232.60 NN5a - 241.40 NN5a+ - 239 65 82

NN5a+ - 238.26

Scheme 4-2: X-H* molecules included in this work with given nomenclature and calculated
Ycn coupling constant in ppm at the B3LYP/(aug)-cc-pVTZ//B3LYP/TZVP level (X = 66-82)

NMR calculation have been performed using Gaussian 09 suit of programs. Large basis sets
such as aug-CC-pVTZ>! are required for accurate NMR calculations. However, NMR
calculations can be quite computationally demanding and often for experimentally realistic
molecules which have very large substituents the SCF convergence is difficult to reach,
rendering the complete calculation intractable. Consequently, the difficulty of carrying out all
NMR calculations with the aug-cc-pVTZ basis, as envisaged, led us to adapt the size of the
basis set used. Most often, the substituents fulfil a steric role and their contribution to the
electronic environment of the centre at which electron density is being calculated is minimal.
With this in mind, it is therefore conceivable to approximate the electronic behaviour of the
large substituents by modelling them at an accuracy lesser than that used for the centre at
which the isotropic shielding or coupling constant is being measured. This corresponds to the
locally dense basis set (LDBS) approximation.>?>#In our study, for the azolium cations without
substituents corresponding to 39 cases (X = 1-30, 32-39, 60, 80), all the atoms have been
treated with a full basis set, i.e., their NMR isotropic shielding and coupling constants have
been calculated at B3LYP/aug-CC-pVTZ level. For the rest of the molecules the LDBS

approximation has been made, where all atoms of substituents of the carbene ring, except
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the linkage atom, have been treated with the cc-pVTZ basis set while the rest of the atoms
have been treated using aug-cc-pVTZ. The atoms treated with complete aug-cc-pVTZ basis set
are shown in black and red and those treated with the cc-pVTZ basis set have been shown in
blue in schemes 4-2 and 4-3. This level of calculation will be noted B3LYP/(aug)-cc-pVTZ
hereafter. For a moderately sized X-H* molecule where X = 26, this LDBS approximation
reduces the number of atomic orbitals from 1390 (full aug-cc-pVTZ basis set) to 963 ((aug)-

cc-pVTZ basis set), making the calculation for all molecules feasible.

H CHs . HsC
® ¢ e~/ T TN
7 ~ C
I\/Ies\N, N,Mes _ — c\ﬁ¢ SN-Ca /
H H CHs g e

Scheme 4-3: An example of applying locally dense basis set (LDBS) in X-H* (X = 40), the atoms
in black and red are calculated with the aug-cc-pVTZ basis set and those in blue are calculated
with cc-pVTZ.

The effects of this approximation have been quantified. For 9 X-H* molecules (X =5, 7, 17, 23,
26-28, 32, 35) which are neither too large nor too small (number of atoms in the set ranging
from 28 to 68 and number of atomic orbitals ranging between 963 and 2,212 after applying
the LDBS approximation), the *H NMR isotropic shielding of the proton attached to the
carbene carbon (H in red in Scheme 4-2) and the Jc.n coupling constant of the corresponding
C-H bond has been calculated using the full aug-cc-pVTZ basis set as well as applying the LDBS
approximation (Scheme 4-4). The root mean square deviation (RMSD) of the isotropic
shielding calculated by the two methods is found to be 0.0026 ppm while that for the Ycn
coupling constant has been found to be 0.014 Hz — showing that the LDBS approximation

induces negligible errors in the calculation. This is demonstrated in the following scheme 4-4.

143



Molecules 13C Isotropic shielding ., coupling constant
X-H* B3LYP/aug-cc-pVTZ B3LYP/(aug)-cc-pVTZ B3LYP/aug-cc-pVTZ B3LYP/(aug)-cc-pVTZ

X (ppm) (ppm) (Hz) (Hz)

17 23.21 23.21 217.62 217.64

26 23.73 23.72 226.08 226.09

35 31.16 31.17 173.61 173.65

28 23.87 23.87 227.15 227.15

27 23.85 23.85 233.92 233.92

23 23.37 23.37 232.85 232.87

32 24.50 2451 233.05 233.08
22.82 22.82 185.82 185.82
23,51 23,51 189.82 189.81

Isotropic Shielding at B3LYP/aug-cc-pVTZ (in ppm) ¢ 4 at B3LYP/aug-cc-pVTZ (in Hz)
32 240

230
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Isotropic Shielding at B3LYP/(aug)-cc-pVTZ (in ppm) ey at B3LYP/(aug)-cc-pVTZ (in Hz)
Scheme 4-4 Theoretically calculated values of 3C chemical shift and Jc.n coupling constants
using LDBS approximation (B3LYP/(aug)-cc-pVTZ) and complete basis set (B3LYP/aug-cc-pVTZ).
The second step was to ensure that the results that are obtained through theoretical
calculation is corroborated by experimental results. This has been performed for all azolium
cations, corresponding to X-H* (X = 33, 40 — 44, 47, 49, 52 — 56, 76 — 82), for which both
experimental chemical shift of the carbene carbon and *Jc. coupling constant are available
from literature.® Two sets of calculations were made at the B3LYP/(aug)-cc-pVTZ level,
including solvent effect or without it. Solvent effect has been introduced with the polarizable
continuum model PCM for DMSO or CHCIl3 depending on the solvent used experimentally for
each cation. The theoretical values were correlated with the experimental results. The quality
of correlation is quite good for the estimation of both the isotropic shielding (R? = 0.97-0.98;
Figure 4-6) and coupling constant (R? = 0.93-0.96), being slightly better in the presence of
solvent effect in each case. The larger discrepancy is observed for Jc.n values of 4 molecules
(X =41, 52, 53, 56) for which the same experimental value has been provided (YJc.1 =218 ppm).

All attempts to reproduce this result have failed. In fact, it has been noted that 4 molecules
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with very different chemical environment having the same Jc coupling constants seems

unlikely.?

These results validate our approach to compute chemical shift and coupling constant in
azolium salts and give confidence to the reliability of our results from DFT based theoretical
predictions. The reliable prediction of YJc.n by DFT is the basis to further comparing this

property with other experimental and theoretical properties presented in this chapter.
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Figure 4-6: Correlation between experimental and theoretical NMR parameters — 13C
chemical shift of carbene carbon in X-H* and Ycx coupling constant of the Cearbene-H bond in
gas phase and condensed phase for X = 33, 40 — 44, 47, 49, 52 — 56, 76 — 82
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4.3. lcyvs. Huynh Electronic Parameter (HEP)

Like the Jc.n coupling constant of the previous section, Huynh's electronic Parameter (HEP)
is another experimental measure of the o-donating ability. However, only in very few case
both the C-H coupling constant and the HEP have been recorded, which makes comparing the
experimental data from these two parameters almost impossible. For the set of molecules
considered in this study, only in three cases (X = 40, 42, 43) both HEP and experimentally
recorded YJcn coupling constants are available. While computing Jcn coupling constant is
quite straight forward and reliable, computing the HEP values pertaining to a molecule is
rather complicated because of the involvement of the metal centre (Pd?*) as well as the larger
size of the system. Therefore, we propose to theoretically calculate the Jcy values for the
molecules for which experimental HEP values have been documented and compare the two
parameters that claim to describe the same property. Thus, the coupling constants for 21 X-
H* molecules (X = 26, 40, 42 — 43, 45, 60 — 75) have been calculated in condensed phase
(PCM(CHCI3)), applying LDBS approximation where necessary. The correlation between
theoretical YJcn coupling constant and the reported experimental HEP values unfortunately
shows very poor correlation (R? = 0.304). Clearly, the Huynh electronic parameter and C-H
coupling constant do not correlate with each other and do not actually indicate the same

chemical property.

In order to understand the differences between C-H and C-Pd bond, ETS-NOCV calculations
were performed for both azolium cations and Pd-complexes. It was seen that the o donation
measured by ETS-NOCV analysis of the Ccarbene-H bond in azolium cations does not correlate
with the o-donation of the Ccarbene-Pd bond of the corresponding HEP complexes (R? =0.1191
Figure 4-7 A). Similarly, no correlation exists between the energy of interaction (Eint),
calculated from EDA analysis using ADF software, for the Ccarbene-H bond and Ccarbene-Pd bond
(R? = 0.0048, Figure 4-7). This indicates that the C-H bond and the C-Pd bond are
fundamentally different in character (R? = 0.0048). However, one cannot conclude if one or
either of these parameters unequivocally denote o-donating ability of X without further

investigation.
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Figure 4-7: Correlation of different descriptors of o-bond strength involving the Ccarbene atom
in azolium salt and Pd complexes

A closer inspection of the correlation between Jc.nand HEP reveals some more insight about
the Ycn coupling constant and its dependence on the s-character of the C-H o-bond and has
been discussed later. Identifying the individual carbenes in Figure 4-8 A, to analyse the
correlation between the C-H coupling constant and HEP further, reveals that carbenes
belonging to the same category as defined in Section 4.2 cluster together. The combination
of a-atoms to the carbene carbon (Ccarbene), denoted by the letter ‘Y’, shows that the least
electronegative combination, (N and C) are found at the top left corner of the graph, while
the most electronegative combination, (N and O) is at the diametrically opposite bottom right
corner. The more electronegative combination of atoms forces more s-character into the C-H

bond, thus leading to stronger C-H bond and higher Jc.4 value.

Further, the unsaturated carbenes (green) are at the bottom left corner while the ones with
aromatic stabilisation are located more to the right. As a result of the different levels of
aromaticity of the carbenic ring, the C-C bond opposite to Ccarbene has different bond orders
and therefore bond lengths, leading to a change in the Y-C-Y bond angle (Y = a-atom to Ccarbene
like N, O, C) as well. This is one of the important factors that can change the hybridisation of
Cearbene and consequently, the s-character of the carbene lone pair. Indeed, in each individual
subcategory (NN5a, NN5b and NN5c; NC5a and NC5b) of graph A a decreasing trend Y-C-Y
bond angle has been observed (Figure 4-8 B) in line with an increase of the Ycu coupling
constant. Therefore, one may say that cu coupling constant is influenced by the
electronegativity of the atom a to Cearbene, i.€., Y and the Y-C-Y bond angle — both of which are
cumulatively reflected in the s character of the carbene lone pair. However, the correlations

in the various subcategories are not perfect, possibly due to the existence of other factors
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(eg. steric bulk of the substituents on Y etc.). Understanding the HEP on the other hand proves

to be more complicated and it has been discussed further in the next section.

A combination of the two experimental methods of quantifying o-bond strength,Jc.nand HEP,
while not correlated with each other, successfully categorise the 21 molecules that have been
separated into non-overlapping categories in the chemical space defined by these two
parameters. The lJc.u coupling constant shows a very narrow range of variation for each
category while their HEP values are widely spaced out. This perhaps reflects a greater
sensitivity of the HEP scale towards ring substituents than the lJc.y scale. The same
characteristic is revealed in the comparison between the C-H and C-Pd o-bonds, where C-Pd
bonds show greater variation in value compared to C-H bonds. Further investigation is

necessary to understand these aspects of YJc.n and HEP scales.
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Figure4-8: Correlation between (A) two indicators of o-donation — experimental Huynh’s
electron parameter (HEP) and calculated Jc.n coupling constant and (B) Y-C-Y bond angle
with Jc.n coupling constant.

148



4.4. Understanding Huynh’s Electronic Parameter using ETS-

NOCV Analysis

We use ETS-NOCV analysis to understand HEP by studying the various energetic components
of the X-Pd bond and Probe-Pd bond (Figure 4-3) for the same 21 molecules as in the previous
section. Geometries optimization of all Pd complexes have been performed at the
®»B97XD/def2-SVP level. This level has been selected as it gives the best results, compared to
several levels of calculation tested out. The root mean square deviation of various geometric
parameters calculated for a test set of 5 molecules (X = 64, 67, 70, 71, 74) has been calculated
at these various levels (Figure 4-9). ®B97XD/def2-SVP gives reasonably low RMSD for the

parameters tested.
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Figure 4-9: Bar graph comparing the RMSD of geometric parameters (x-axis) from
experimental values, according to various levels of computation

The ETS-NOCV single point calculations have been performed at both B3LYP/TZ2P level as well
as M06/TZ2P level to account for potential errors due to dispersion effects. The first two
NOCVs arising from the orbital interaction component of the X-Pd bond have been illustrated
in the figure below. The first component, denoted by E°nocv(X-Pd), clearly indicates the o-
donation from X to Pd?* (average = 49.2 kcal/mol) while the second component, denoted by
Epol, represents a combination of m-back-donation and polarisation interaction and remains
almost constant (average = 6.6 kcal/mol) for all the molecules. A similar ETS-NOCV analysis is
conducted with the NHC-Probe bond as well (Figure 4-10 C and D). It should be noted that the
strength of polarisation is not altogether insignificant in this case, however the o donation is
the primary interaction. The energy of o-donation from X to Pd?* correlates well with the

energy of o-donation from Pd?* to the probe, denoted by E°\ocv(Pd-Probe) (Figure 4-10 E).
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This correctly reflects the HEP hypothesis —the stronger the donation for the NHC, the weaker
the donation for the probe. At least for these EqNOY interactions, either functional — B3LYP
and MO06 no significant differences. The results presented here are from the B3LYP/TZ2P level
of calculation. As HEP claims to measure purely the o-donation of X to Pd, we expected to
find a correlation between E°nocv(X—>Pd) and the HEP values. However, only a moderate
correlation was obtained with an R? value of 0.72 (Figure 4-10 F). Particularly significant
deviations are observed for X = 66 and 75, although the reason for this is not quite clear to us
yet. Excluding these points leads to a large improvement in R? value, which rises to 0.88. At
the same time, it should be noted that the R? coefficient is a parameter that is highly sensitive
to the range of values included in the correlation. It is notoriously difficult to obtain high R?

values for a small range of values as is the case for HEP.
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Figure 4-10: A) and B) represent deformation density associated with orbital interaction in HEP
complexes for X-Pd bond (X = 30). C) and D) represent the same with respect to the Pd-probe bond.
The charge flow of electron density is green - red. Isosurface value = 0.003; E) and F) represent
correlations between various elements of ETS-NOCV analysis of the HEP complexes and HEP values.
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4.5. 1Jcyvs. Other Theoretical Descriptors of o-donation

We have shown above that Jc.n and HEP do not correspond to the same chemical property

and find that HEP approximately describes the o-donation as measured by NOCV analysis. To

better understand what 'Jc. describe, in this section, we tried to identify which theoretically

calculated property can be related to them. We therefore decide to compare them with other

computed parameters describing in one way or another the strength of the sigma donation.

This has been done for all the 81 molecules indicated in scheme 4-2.

Various theoretical parameters can be related to the o-donating ability of divalent carbon

compounds studied. The selected ones are presented below:

The strength of the C-H bond resulting from the protonation of a divalent carbon
compound X is expected to be linked to the o-donation ability of X, through its carbon
lone pair, with respect to the simplest Lewis acid, H*. The electronic energy of the C-H
bond has been calculated by two approaches; (i) the interaction energy (Eint), or
vertical deprotonation energy, has been obtained using both ADF (at B3LYP/TZ2P
level) and Gaussian 09 (electronic energies of optimised geometries of X-H* and
associated single point calculations of X at B3LYP/TZVP level). Both levels give very
similar values and only B3LYP/TZVP values will be discussed; (ii) the proton affinity (Epa
= E(X-H*) — E(X)), or relaxed protonation energy, also calculated at the B3LYP/TZVP
level. The geometric distortion to form a proton adduct being small (average value
24.8 kl/mol) compared to the C-H bond strength, as expected, the proton affinity and
interaction energy are very strongly correlated (R? = 0.9965, Figure 4-11A).

ETS-NOCV analysis allows to extract the o-donation component, E°\ocy, from the
orbital interaction energy. This amounts to remove from the interaction energy
between X and the Lewis acid the electrostatic interaction term, the Pauli repulsion
term and the other orbital interaction terms. When the Lewis acid is the proton, the
Pauli repulsion term is zero and the other orbital interaction terms are much smaller
compared to the o-interaction and almost invariant. The correlation between the
NOCV energy of o-donation for the Cearbene-H bond in X-H* shows poor correlation with
the proton affinity (R? = 0.24), illustrating that the studied compounds present very

different values for the electrostatic interaction (Figure 4-11C).
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Figure 4-11: Correlations between different theoretical descriptors of o-donation

Another descriptor of the o-donation ability is the energy of the o-lone pair of X, which
most often constitutes the largest component of the highest occupied molecular
orbital (HOMO) or HOMO-1 orbital of X. Therefore, we used the HOMO/HOMO-1
energy (Enomo), as applicable, calculated at the B3LYP/TZVP level as a descriptor of the
sigma donation capability. To consider the molecular (i.e. possibly delocalized)
character of the HOMO, we also use the NBO approach to obtain the energy of the
localized o lone pair of the Ccarbene atom. These two methods are not equivalent as
demonstrated by the less than perfect correlation (R = 0.88, Figure 4-11 B) between
these two methods. The greatest deviations are observed for X = 22, 34, 35, 36, 39
and deleting them, the R? value rises to 0.96. Of these X = 34, 35, 36 and 39 are
carbones where the a-atom to Cearbene is P or C, which are less electronegative than
N/O found in the other cases. According to Bent’s rule, the lower electronegativity of
the a-atoms, increases the p-character of the carbene lone pair, thus increasing its
energy and making it more reactive. Note that in the graphs the energy of the lone
pair as calculated from MO and NBO have both been expressed as positive values for

the sake of clarity — this means higher energy indicates greater stability. For X = 22,
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the Ccarbene is part of a highly strained 3-membered ring. Again, following Bent’s rule,
the smaller ring size forces the lone pair to have higher s-character this time, making
it more stable. Although it is not clear why, these effects are possibly not similarly
accounted for according to the two methods of calculating the energy of the o lone
pair, which leads to the deviation observed.

e Finally, we also measured with the NBO approach the hybridization of the C-H bond
of X-H* as well as the hybridization of the sigma lone pair of X. The percentage of s
character of the C-H bond (%sc+) and those of the sigma lone-pair (%s.p) show the

expected trend but the correlation is unsatisfactory (R> = 0.62, not shown).

Comparing these different parameters shows that they describe different characteristics of
the divalent carbon compounds with respect to o-bonding. This is illustrated by the
comparison between the proton affinity and the energy of lone pair from MO analysis. The
correlation is fairly good (R? = 0.92) in this case while no other significant correlation with
E°nocv and these parameters are observed. From these correlations we can identify two
different categories among the various theoretically calculated sigma bond descriptors
studied — there is E°nocv, which is the measure of o-donation purely from an orbital point of
view and there is the C-H bond strength which correlates with the energy of carbene lone pair

and gives an idea of the total ¢ interaction, including the electrostatic component.
Can any of these parameters be linked to Yc.u?

The C-H coupling constant, Jcu, has been compared with these various theoretical
descriptors. The c. for the 81 molecules has been calculated in gas phase, as in the case of
all the other quantities. In each case the correlations are quite poor (R? =0.32 — 0.56). (Figure
4-12) This indicates that the C-H coupling constant does not correlate with any of the

indicators of o-donating ability of X.
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Figure 4-12: Correlation of Jc.n with various other computed parameters

In Figure 4-12, graphs B and C, some clear deviants exist, which lie far away from the common
trend. For graph B, deleting these deviating points (represented by red squares) which
correspond to X =9, 22, 34, 35 and 36 improves correlation up to R?=0.74, however a rational
explanation for such deletion is yet to be offered. For graph C, the outliers are represented
by X = 48, 55, 56, 81 and 82, which are all dipositive azolium cations. Deleting these points
increases R? to 0.67. Such analysis was not done for Graph A which presents too many
deviating points. In spite of significant improvement for graphs B and C, the final result is not
good enough to conclude that either pair of parameters compared correspond to a common
chemical entity. The coupling constant is known to be dependent on the s-character of the C-
H bond due to high dependence on Fermi contact term on s-character.® The % s character of
the C-H bond was computed from NBO analysis and indeed Jc.4 correlates with it (RZ = 0.84).
We proceed to take a closer look at the correlation between Jc.qand %s character of the C-H
bond. On identifying the individual carbenes, smaller groups of carbenes with related
structures can again be identified. These groups show a stronger correlation (higher R? value)

between ey and %s character of C-H bond. The identified groups, most of which have been
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defined in Chapter |, are listed below along with the symbols used in Figure 4-13 to identify

them:

i.  Carbones (orange solid squares)

ii.  CcAACs (grey solid triangles)
iii.  Saturated NHC with 5 member ring backbone (yellow cross)
iv.  Saturated NHCs with 6-member ring backbone (blue asterix)

v. Arduengo carbenes (green solid dots)

vi.  Abnormal/Mesoionic carbenes (red crosses)
vii.  Remote carbenes (pink hollow squares)
viii.  Dipositive X-H?* (yellow solid squares)

ix.  Unassigned (grey dots)

ey (gas phase) (in Hz)

270 - carbenes with N,5/0 a-atom It
] L
o L
250 - dipositive azolium cation ——\ e
Arduengo carbenes $ ® o
230 7 saturated NHC (c5) s
&%
s 2 _
2_ x < Dg— R*=0.9717
210 - R* = 0.9376>I< P2 /’,@ o remote NHC
saturated NHC (c6) X St
190 - ’,x" +abnormal NHC
R? = 0.9689
Pt - cAACs
70 4 g R y = 7.7569x - 47.541
R? = 0.8447
carbones
150 T T T T T T T
27 29 31 33 35 37 39 a1

% s character of C-H bond

Figure 4-13: Correlation between Jc.yand %s character

Some simple yet rewarding chemical observation can be made from this analysis about the
factors that influence Jcn coupling constant which are congruous with our previous
observations with a smaller subset of these molecules. We see that as the ring size decreases,
the %s character of the C-H bond increases following Bent’s rule. Again saturated NHCs, such

as cAACs, saturated 5 and 6 member NHCs have lower s character of C-H bonds and smaller
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e coupling constants. The electronegativity of the a-atom also plays a role — when the a-
atom pair is a less electronegative combination, e.g., in the case of cAACs as well as remote
NHCs (combination of C and N in each), the 'Jc.h coupling constant is lower due to lower s-
character of the C-H bond compared to NHCs with a more electronegative combination of
atoms (like N,O or N,S), indicated by purple dots. Finally, charge also plays a crucial role as we
see higher charge makes the C-H bond stronger and the Jc.n coupling constant automatically
registers a higher value than the average. It must be noted, in each individual subgroup, the
correlations are quite good with higher R? values (R? = 0.75 — 0.97) than the overall R? for the
81 molecules. The individual groups also form lines almost parallel to the overall correlation,
showing that the nature of variation of lJc.y and %s character in each of the cases are not
drastically different. Due to the large variety of compounds chosen for the study, there are
some molecule that cannot really be included in any of the subgroups and have been

indicated as such by grey dots.

4.6. Conclusion

This chapter arises as a natural consequence of the previous one — if T-donation of carbenic
compounds can be evaluated and compared using computational tools, can c-donation be
evaluated as well? And also, can we comment on the efficiency of computational tools in
calculating experimentally recorded descriptors? A myriad of parameters are available to
measure the stereo-electronic effects of ligands, however, it is not clear which of them
indicate only the o-donor strength and if all these methods are equivalent. Two such
experimental descriptors include HEP and YJcu coupling constant. A handful of theoretical
methods are also available to evaluate o-donor strength, like, proton affinity, energy of o-

lone pair, energy of o-transfer etc.

e The C-H coupling constant, Jc.n, as well as 3C chemical shift have been calculated and
found to correlate with experimentally recorded values. This proves the reliability of
theoretically calculated NMR parameters.

e A comparison of cn and HEP reveals that although both these experimental
parameters claim to measure the same chemical entity — o-donation — they do not
correlate with each other. Jc.n shows variation with respect to the electronegativity

of the atoms a to carbenes as well as the angle they form with Ccarbene. The
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dependence of HEP on structural parameters is more nuanced and correlates with the
orbital component of the bond.

e Finally, YJcnis compared with the theoretical measures of o-bond but it is found to
have significant correlation only with the %s character of the C-H bond for the set of
81 molecules. The molecules of similar structural features form subsets where the

correlation is stronger

The content of this chapter, which does not pertain directly to the carbene-borenium story
successfully highlights the disparity between various experimental and theoretical 6-bond
descriptors as each of them represent some different aspect of the bond and cannot be used

interchangeably.
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PART B — Interaction of NHC-derived
Boreniums with External Bases
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5. CHAPTER IV
Computational Investigation of Scales of
Lewis Acidity

Abstract

The primary objective of this chapter is finding a satisfactory answer to the question: How to define
and quantify Lewis acidity? Like the entities explored in the earlier chapters, i.e., o and m-interaction,
Lewis acidity, although well-known in the chemical community, is still a somewhat ‘fuzzy’ and flexible
concept. Once again, there are several parameters that are commonly recognised as measures of
Lewis acidity. In this thesis we focus on two of them —the hydride ion affinity (HIA) and the Gutmann-
Beckett parameter. In each case the interaction of NHC-derived borenium adduct with external bases
like hydride (H") and phosphine oxides like triethylphosphine oxide (POEts) has been investigated and
their relationship with previously defined o and m-donating ability has been analysed. This chapter
aims to bridge the gap between structural features like o and m bonds in boreniums with their
interaction with external Lewis bases.
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5.1. Introduction

Lewis acidity is the most chemically relevant property of the carbene/carbone borenium
adducts. The vacant p orbital on the trivalent cationic boron is mainly credited for it. Sivaev
mentions in his review that “Borane derivatives represent Lewis acids par excellence owing
to the electron deficiency of the central boron atom with a vacant p-orbital”.! Therefore it is
tempting to draw parallel between the strength of m-donation in carbene/carbone borenium
adducts, measure previously in chapter Il and their Lewis acidity. To judge the validity of this
hypothesis, first Lewis acidity needs to be defined and reliably quantified. There are several
theoretical and experimental scales that are regularly used in chemical literature to quantify
Lewis acidity. We choose to work with two of them — hydride ion affinity and the Gutmann-
Becket parameter. Once again, the qualitative and quantitative significance of these scales
needs some clarity and has been explored. In this chapter we try to correlate the chemical
entities related to the carbene-borenium adduct quantified in the previous chapters (o and
n-donating ability of carbenes/carbones) with descriptors (Lewis acidity) relevant to the

chemical reactivity of these molecules using computational tools.

5.1.1. Definition of Lewis Acidity

Like the m-bonds and o-bonds mentioned in the first two chapters of this thesis, the concepts
of acidity and basicity are also fundamental to the chemical sciences. Unsurprisingly,
therefore, there coexist several different definitions of acids and bases, having emerged in
the past century —including Arrhenius', Brensted and Lowry! and G. N. Lewis’ definitions.?® In
1923, Lewis introduced a generalizable concept, in that it subsumes the definitions of an
Arrhenius acid and a Brgnsted acid, that defines Lewis acids as electron pair acceptors and
Lewis bases as electron pair donors.” Lewis acidity is defined as the thermodynamic tendency
of a substance to act as a Lewis acid.? Increased Lewis acidity shifts the equilibrium towards

the formation of a Lewis adduct with a given Lewis base. (Scheme 5-1)

"The first molecular definition of acidity/basicity was provided by Arrhenius in 1884 where he defined an acid as
a proton (H*) donor (E.g. HCI, H2SO4, HNOs, CH3COOH etc) and a base as a hydroxide (OH") donor (E.g. NaOH,
KOH). Clearly this definition was suitable only for the aqueous medium.

JIn 1923, Brgnsted and Lowry independently proposed that an acid can be defined as the proton donor while a
base is defined as a proton acceptor.
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LA+ LB LA=—:LB

Lewis Acid Lewis Base Lewis Acid-Base Adduct

Scheme 5-1: A typical Lewis acid-base reaction leading to the formation of adduct

The Lewis acid-base theory has propelled to the forefront of chemistry particularly in the 21
century® with rapidly emerging applications® in material science,®!3 anion recognition,*
organic synthesis!® and organometallic pre-catalysts.!’”1 The recent development of
frustrated Lewis pair (FLP) catalysis and other organo-main group catalyst-driven reactions

have spiked the curiosity of chemists further in this field.?%-2

With this in mind, the need for a reliable measure of the acceptor ability of a Lewis acid has
certainly become exigent as this property provides the basis for the chemical utility of this
species.” 26 Choosing the right Lewis acid to achieve the desired result is the key to success in
most cases.?”” 22 And, frequently, the strength of the Lewis acid is correlated with its
efficiency.> 2° Naturally, it may seem pertinent to test a reaction with the strongest Lewis acid
first to get the best results (although this may not always be the case) hence, the need for a

suitable scale for Lewis acidity.

5.1.2. Measurement of Lewis Acidity

For Brgnsted acids an equilibrium very similar to the Lewis acid-base equilibrium shown
above, can be quantified by the pH or pK, of the system, although even minor environmental
changes can shift this equilibrium and change the different orders of acidities because of the
nature of the reference itself (H*).! In fact, only recently, a unified description of Brgnsted
acidity in various media was also introduced3® 3! where the chemical potential of a proton
donor in a particular medium was referenced against the ideal proton gas. However, no such
universal scaling is available for Lewis Acids even now. According to Drago’s ECW scheme,3*
33 (Figure 5-1B) the Lewis acidity can be measured in terms of the enthalpy (AH) of adduct
formation. The enthalpy depends on three contributing terms — covalent (C), electrostatic (E)
and steric effect (W). The Lewis acid is characterised by Eia and Cia values and the Lewis base
is likewise characterised by Eig and Cig the combination of which give the electrostatic and

covalent contribution to the bond strength. W represents a constant steric term (Figure 5-1).

K More than 10,000 papers have been published regarding Lewis acids in the past decade alone, figures obtained
from Web of Science
'This is essentially the same as changing the reference in Lewis acid-base system.
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In addition, in the absence of a standardised Lewis base and seeing that a particular Lewis
acid behaves differently when allowed to interact with different Lewis bases, the electronic
structure of the ‘free’ Lewis acid may not be sufficient to determine the Lewis acidity a priori.
To illustrate this point, we take the example of a well-known family of Lewis acids, the boron
trihalides (BXs). For strong bases such as NHs, BCls is a stronger Lewis acid than BFs but for
weak bases such as CO, BFs turns out to be the stronger acid.3* BF; also forms more stable

adduct with ethers than BH3, but the opposite is true for thioethers.3>

__________________________________________________________________________________________

k{ @ @ Covalent Interaction (soft)

Qﬁ LA«<——=:LB ———O @ Electrostatic Interaction (hard)
~— @ London dispersive attraction !
@ or Pauli Repulsion

__________________________________________________________________________________________

E : Electrostatic contribution

AH = EppEip+ CppuCrp+ W C: Covalent contribution
W : Steric constant

Figure 5-1: (A) Various attractive and repulsive forces within a Lewis acid — Lewis base adduct;
(B) Drago’s ECW scheme, diagram adapted from Lutz Greb’s review?®

These exceptional experimental trends have been explained using Pearson’s concept of hard
soft acids and bases (HSAB).3¢ The HSAB principle classifies molecules as hard or soft acids or
bases and states that soft acids form stronger and more stable bonds with soft bases and hard
acids form stronger and more stable bonds with hard bases. To understand which term makes
the most significant contribution to the enthalpy of formation of such acid-base adducts we
go back to Drago’s ECW scheme (Figure 5-1 B). To have a larger enthalpy, either the first term
(E) has to be large, i.e., there must be a large electrostatic attraction between the Lewis acid
and the Lewis base, or the second term, i.e., the covalent contribution (C) should be high
enough. This falls in line with the HSAB principle as the first term corresponds to a hard-hard
ionic interaction whereas the second corresponds to a soft-soft covalent interaction. For a
mismatch hard-soft pair neither of the two terms in Drago’s equation is large enough, making
the adduct thermodynamically unstable. Mulliken and Klopman provided the theoretical basis

for the electrostatic and covalent contributions through perturbational MO theory.3”*! There
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also are theoretical, statistical and empirical indications that Lewis acidity depends on a
manageable number of factors and the compounds may indeed be classified as strong or

weak within the limitations of these definition.*?

5.1.3. Lewis Acidity Scales

Over the years several different scales of Lewis acidity have come to exist side by side in
chemical literature.*® Some of these scales are of experimentally determined parameters
while others are predominantly theoretically defined. Among experimental scales, the
Gutmann-Beckett method uses phosphine oxides (triethyl phosphine oxide, EtsP=0, or
triphenyl phosphine oxide, PhsP=0) as 3P probes to coordinate with a given Lewis acid and
the chemical shift of phosphorus measures the Lewis acidity of the compound.**¢ There are
several other methods that use NMR spectroscopy on a Lewis acid-probe complex to establish
a relative scale of Lewis acidity. These include Child’s method, which measures the chemical
shift of the H3-proton in trans-crotonaldehyde upon binding to a Lewis acid,*” Pier’s method
which uses ethyl benzoate*® and Hilt’s method that used deuterated pyridine as probes, to
name a few.*® Other spectroscopic methods include measurement of C-N stretching
frequency in acetonitrile adducts.”®>2 Gaffen et al. have also proposed the use of fluorescent
phosphole oxides that generate fluorescent Lewis acid-base adducts with distinctly different
fluorescence and colouration properties as a naked-eye litmus test to determine relative

Lewis acidity.’

Further methods of scaling Lewis acidity include thermochemistry>3>> and chemical
reactivity.”®>® Many gas phase adduct dissociation enthalpies have also been obtained by
tensimetry or mass spectrometry.>® 8 The correlation of X-ray diffraction bond lengths with

bond strengths does not do well as illustrated by several examples.616°

Among computational methods, affinities towards several different kinds of bases, measured
by their complexation enthalpies with the Lewis acid, have been studied. Fluoride ion affinity
uses the enthalpy of complexation with the F ion as a measure of Lewis acidity.®® Fluoride
ions have high basicity, are small in size and coordinate with all Lewis acids. Moreover, early
computational assessments of FIA revealed the reliability of these numbers.” Therefore, FIA
has morphed into a popular theoretically calculated scale of Lewis acidity. However, FIA faces

the criticism of being a measure of fluoridophilicity rather than Lewis acidity.®® Similarly,

170



Ingleson and Krossing have attempted to measure Lewis acidity in terms of Hydride and
Methyl ion affinity.®® ©° Chloride ion affinity, ammonia and water affinities have also been
studied to have multilateral scaling in order to achieve a less-biased picture of Lewis acidity.”®
L The Global Electrophilicity Index (GEl) has been recently proposed as an ‘intrinsic’
theoretical scale to measure Lewis acidity where Lewis acidity is determined in the absence
of a Lewis base.”? The computational measurement of the affinity of a compound towards an
electron pair as Lewis base has been proposed but the theoretical description of an unbound

dianionic state is complicated.”?

With so many scales all measuring Lewis acidity at our disposal, we must again ask the
guestion of whether they measure the same chemical entity and if not, what each scale
represents. Thankfully, this question has already been partly answered by Lutz Greb in his

recent review.?® The following section classifying Lewis acidity scales is based on the same.

5.1.4. Classification of scaling methods

According to Lutz Greb,?® the various Lewis acid scales discussed above can be put into three
classes — global, effective and intrinsic — depending upon the nature of the observable that is

used to quantify the Lewis acidity (Figure 5-2).

The first class of global scales considers the complete process of adduct formation and yields
thermodynamic values (like AH or AG). These include FIA, HIA, calorimetric measurements,
ICR-MS (ion cyclotron resonance mass spectrometry) etc. Here, the free, undisturbed Lewis
acid is the reference state and enthalpy or free energy change with respect to the relaxed
state of the adduct is measured. The descriptor includes factors like intramolecular
coordination in the initial Lewis acid and deformation energies of the Lewis acid and base
(geometry distortions, internal rotations etc.) which can all be bracketed under
preorganisation energy (Eprep) in addition to the immediate interaction energy (Einter). These
global methods are ideally suited for the quantification of strength of a Lewis acid but are
influenced by HSAB effects. They may even correlate quantitatively with experimentally
obtained data like Mayr’s electrophilicity.”* 7> A point to note in this regard is that
electrophilicity and Lewis acidity are not strictly equivalent, although they are frequently used

interchangeably — while electrophilicity is related to the rate of formation of a new bond and
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therefore indicates a kinetic behaviour, Lewis acidity is more concerned with the equilibrium

of adduct formation and is a thermodynamic property.

The second class of descriptors, the effective descriptors, measures the interaction of a Lewis
acid with a probe molecule by evaluating the change in some spectroscopic output of the
probe due to coordination with the Lewis acid. Representative examples of this category
include Gutmann-Beckett and Child’s method (both measuring NMR outputs of the probe),
coordination to acetonitrile (to measure IR peak shifts) or Gaffen’s method of measuring
change in fluorescence output. In this case, the geometry of the Lewis acid in the adduct is
the reference state and the immediate interaction between the Lewis acid and base is
expressed in the output of the probe molecule. These scales therefore necessarily
characterise the adduct rather than the Lewis acid itself. Such scaling methods are useful for
evaluating the effectiveness of a Lewis acid for a particular process (e.g. increase in

polarisation of carbonyl group upon binding) but they too are influenced by HSAB effects.

The third category of intrinsic scales examines the free Lewis acids “non-invasively” through
guantum mechanical calculations or spectroscopy. These include factors like energy of the
LUMO (Lower LUMO energy generally indicates higher affinities, although quantitative
predictions are not always successful®®) and Global Electrophilicity Index.”> Experimental
estimates can be obtained ?° by Si-NMR chemical shifts or through electrochemical
potentials.”® 77 The intrinsic class of methods is rather promising as it does not depend on a
reference Lewis base and is best suited for preliminary evaluations. However, these scales
cannot evaluate the strength or effectiveness of the Lewis acid when it interacts with a base.
Furthermore, these scales do not account for interactions arising from immediate interaction

with a Lewis base (e.g. deformation energy, steric repulsion etc.)’®

It is crucial to remember that there is no necessity for these three classes to correlate with
each other, however, the deviations are often sufficiently small to allow for qualitative® % 72

79 and sometimes even quantitative agreement.8% 8!
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Figure 5-2: Classification of Lewis acidity scaling methods (AEprep = preparation energy, AEinter
= intermolecular interaction energy, AEtotal = obtained output energy, D represents
intramolecular donor and D’ represents an external donor). Diagram adapted from Lutz
Greb’s review.?®

In the next part we take a closer look at two of the most popular, experimentally determined
Lewis acidity scales — the Gutmann-Beckett scale of acceptor numbers and hydride ion

affinity.

5.1.4.1. Gutmann-Beckett Acceptor Number

In 1975, Viktor Gutmann published a paper that formulated a new parameter called the
‘Acceptor Number’ to be able to quantify the Lewis acidity of a solvent.** From the viewpoint
of coordination chemistry, the solvation of a polar substrate in a solvent can be explained by
the simultaneous electrophilic and nucleophilic attack of solvent molecules on the two poles

of the solute molecule,®? as illustrated in scheme 5-2.

o+ o-

S A B S
Nucleophilic Electrophilic
action (as action (as
electron pair  electron pair
donor) acceptor)

o5+ o-

(m + n)S + A—&@8B =—™ [ASH]+ + [Bsm]

Scheme 5-2: Solvation of polar molecule A-B in a solvent S, scheme adapted from Gutmann’s
1975 paper*

The extent of this reaction depends upon the nucleophilicity and electrophilicity of the

solvent. The scale used to measure the nucleophilic character of a solvent molecule is given
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by the enthalpy of complexation of the solvent with SbCls in a dilute solution of 1,2
dichloroethane and it is called the donor number (DN).2% 8 However a similar scale to
measure the electrophilicity/Lewis acidity of the solvent had not been designed as this value
varies largely even within the group of donor solvents.®> Some investigators even showed the
utility of NMR spectroscopy as an alternative method in measuring the nucleophilic properties

of solvents.86 87

Inspired by this line of thought, Gutmann and co-workers designed a scale of ‘acceptor
number’ (AN) to measure the electrophilicity of the solvent. They chose triethylphosphine
oxide as an NMR probe that forms a complex with the given solvent molecule. The chemical
shift of the phosphorus center in the complex should then correlate with the Lewis acidity/
electrophilicity of the solvent. This is because the coordination of the solvent to the phosphine
oxide weakens the P-O n-bond and simultaneously polarises the o-bond as well. This leads to
a reduction in electron density at the phosphorus atom, thus explaining the downfield shift

compared to hexane, a non-coordinating solvent, as shown below (Scheme 5-3).

Scheme 5-3: Phosphine oxide forming adduct with Lewis acid, A

In view of the definition of donor number, the acceptor number for the SbCls.POEts complex
dissolved in dichloromethane (DCM) is arbitrarily set to 100 on the AN scale. The acceptor
number, a dimensionless quantity, for a solvent can then be obtained from the chemical shift

(6corr) according to formula (1).

6607"7’
AN = x 100 = 8., X 2,348 1
Scorr(SbCls .POEt; in DCM) corr (1)

The choice of the probe to be triethyl phosphine oxide is justified by the following arguments:

e The 3P nucleus is easily accessible for NMR measurements. 3'P nucleus is 100%
naturally abundant, has good sensitivity and a very large chemical shift range.

e The probe nucleus (P) is away from the actual point of interaction, i.e., the oxygen
atom. This eliminates theoretically ill-defined ‘contact’ contribution to the chemical

shift values.
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e Triethylphosphine oxide is a very strong base (DN = 40). This together with the P=0
double bond makes P very sensitive to changes in the solvent.

e The donor-acceptor interaction always happens at a well-defined site — the oxygen
atom. The remaining coordination sites of phosphorus are blocked by inert alkyl
groups. The ethyl groups ensure electronic shielding without steric hindrance.

e Dueto the ethyl groups, triethylphosphine oxide is also soluble in all kinds of solvents.

e Triethylphosphine oxide is also extraordinarily stable.

Beckett used the same AN scale to order boron-containing Lewis acids used in the
polymerisation of epoxides according to their Lewis acidity.*® Since then the Lewis acidity of
many Lewis acids have been recorded by measuring their corresponding AN using the
Gutmann-Beckett method. An extensive list of borane-based Lewis acids and other cationic
boron species (like borenium and borinium) have been recorded in an excellent review by

Sivaev et al.1

The Gutmann-Beckett method also has some shortcomings. The various data recorded over
the years throughout chemical literature lacks uniformity. This is because the method is not
explicit about the nature of solvents used or their concentrations or conditions of
temperature and pressure during conducting the experiment, all of which could influence the
chemical shift of the phosphorus nucleus. This results in multiple values corresponding to the
same Lewis acid.! Therefore, it is advisable to compare values that have been recorded in the
same environment. In spite of these problems, the Gutmann-Beckett method remains the
most documented method to compare the Lewis acidity of compounds due to its ease and
simplicity. However, no theoretical study regarding the Gutmann-Beckett parameter exists to

the best of our knowledge.

5.1.4.2. Hydride lon Affinity

Hydride lon Affinity (HIA) is defined as the enthalpy change associated with the heterolytic
dissociation of a complex between a hydride ion and a Lewis acid. Drawing inspiration from
the definition of Brgnsted acidity, Bartlett et al. realised it is only possible to determine the
absolute strength of a Lewis acid with respect to a well-defined Lewis base and introduced
the concept of Fluoride ion affinity (FIA).8° However, the fluoride is a hard base according to

HSAB principles and therefore it may be misleading in the case of soft Lewis acids. Hence,
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comparing scales by using different Lewis bases is generally advisable. Therefore, analogous
to FIA, the affinities of Lewis acids towards many Lewis bases of varying hardness (H", ClI;, Me

, NHs etc.) have been analysed.%% 9091

AH = HIA

LA-H" LA DY 4 -

Scheme 5-4: Hydride lon affinity

Of all of them, the H ion is the simplest Lewis base. HIA is an important thermodynamic
guantity that can be used to characterise Lewis acids. The ease of calculating HIA makes it
ubiquitous in both theoretical and experimental chemistry for comparing Lewis acidities.®® ©°
88,92-34 However compared to proton affinity, fewer research has been performed with respect
to the trends of HIA in different Lewis acids. Parker and co-workers published the
experimental HIA of a set of quinone, organic radicals and cations in 1993,°>% Maksi¢ and co-
workers calculated the acidity of boranes and alkenes in 2007 using the triadic formula,™°%

98,99 Bshrer et al. augmented the HIA scale of group 13 acids based on isodesmic reactions.%8°°

Up until this point in this chapter we have looked at various experimental and theoretical
scales of Lewis acidity and classified them on the basis of what kind of information is available
from each scale. Although there are several interesting parameters, we choose to focus on
the theoretical investigation of two scales — the Hydride ion affinity (HIA) and the Gutmann-
Beckett parameter. The choice of these two scales is dictated by their conceptual simplicity
and a simultaneous and baffling lack of any computational investigation, particularly in the
case of the Gutmann-Beckett scale. These two scales provide interesting contrast in two

respects —

(i) These scales belong to two different categories according to Greb’s classification.
While HIA belongs to the first category of global descriptors, the Gutmann-Beckett

parameter belongs to the second category of effective descriptors.

™ The hydride ion affinity is expressed as a combination of three terms (hence, triadic) — the electron affinity
calculated according to Koopmans’ formulation, bond dissociation energy and reorganisation energy.
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(ii) Since both these categories of descriptors are influenced by HSAB principles, it is
important to note that POEts is classically described as a ‘hard’ base due to the

electronegative oxygen while hydride ion is categorised as a ‘soft’ base.

Therefore, noting these differences, we must first ask if these two scales correlate. If they do,
then perhaps they represent what we call Lewis acidity, but if they do not, then what does

each scale signify?

The Lewis acidity of boron compounds, as has been noted before, is attributed to the vacant
p orbital of the boron centre. This w-population is related to the m-donating ability of the
carbene/carbone. The m-population should be the main factor influencing Lewis acidity and
the m-population represents an intrinsic scale of Lewis acidity according to Greb’s
classification. If this hypothesis is correct, then a linear correlation between the strength of
n-donation from the carbene/carbone to the borenium adduct and the HIA and/or the
Gutmann-Beckett parameter should exist. If it does not — then perhaps we need to take a
critical look at this hypothesis as there may have been some oversimplification. Even without
performing any calculation, if one were to imagine a hypothetical NHC-Borenium adduct
where no nt-donation exists — would changing the backbone of the carbene have no influence
whatsoever on the borenium’s strength of binding an external base such as hydride or POEt3?
Logically, this should not be the case, as although the m-acidity now no longer exists, the o-
donation of NHC->BH: should still influence the electronic demand of the boron centre. Then
o-donation should also influence the Lewis acidity scales. But what is the relative importance

of o and m-donation on the Lewis acidity scales then?

Finally, we also take a brief look at an example of intrinsic scale of Lewis acidity — 1B NMR
spectroscopic investigation of carbene/carbone-BH," adducts, trying to identify the difference
of this scale compared to the others. However, the chemical shift of B in carbene-borenium

compound has not been used as a measure of Lewis acidity.

Therefore, in this chapter we essentially take a step from structure (o and it bonds) toward
reactivity (Lewis acidity) for the NHC-borenium adducts. We would like to explore if any of
their intrinsic characteristics correlate directly with the nature of their interaction with an

external Lewis base.
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In order to achieve these goals, the structures of the POEt3 adducts and H- adducts of X-BH>
molecules have been investigated. Further, their energetic and structural features have been
explored using the various computational tools encountered before. These include geometry
optimisation, NBO analysis, ETS-NOCV analysis as well as NMR chemical shift calculation. The

technical details of the computations have been discussed in the following section.

5.2. Computational Details

All geometries have been optimized at the B3LYP/TZVP level with G09 suit of programs.%® For
the transition states, the geometry has been characterized by the presence of a single
imaginary vibrational frequency, connecting the two minima, at the same level of calculation.
Wiberg bond index and atomic charges have been calculated using the natural bond orbital
analysis with the NBO6 software.’®! Electron density at the bond critical point and
Delocalisation Indices for P-O and B-O bonds have been calculated using multiwfn%? from
B3LYP/TZVP density. The interaction energy (AEinter) due to the TEPO-adduct (TEPO = triethyl
phosphine oxide) formation has been calculated at the B3LYP/TZ2P//B3LYP/TZVP level with
ADF2018.103-195 The theoretical basis of these methods have been discussed in Section 2B.9

of Chapter I.

The energy of interaction (AEinter) is an important term calculated in this chapter. AEinter is
essentially the total energy of bond formation or complexation energy minus the energy for
geometric distortion. Therefore, AEinter is specific to particular conformation of the complex.
AEinter for a particular conformation of the adduct formed between X-BH;*" and POEts; has been
calculated by two different approaches. This energy can be obtained directly from bond
energy decomposition analysis or it can be calculated from the electronic energies of the two
fragments (X//-BH,* and POEts) in their optimized geometry and their corresponding
deformation energies. The deformation energies can in turn be calculated as the difference
between the energy of the optimized geometry and that of the conformations that the
fragments attain in the final complex. As expected, there is near perfect correlation between
these two sets of numbers and the root mean square deviation is 1.75 kJ/mol, which could be

attributed to the difference in the nature of basis sets used in gaussian and ADF.
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Figure 5-3: Correlation between energy of interaction calculated at the B3LYP/TZ2P (ADF) and
B3LYP/TZVP (G09) levels, based on B3LYP/TZVP optimized geometries

The literature for computational calculation of isotropic shielding for phosphorus nucleus is
quite extensive.1%19° The recommendations made in most cases are system specific and
generally advise the use of extensively large basis set, although even in such cases deviations
and exceptions are found.2% 1% However, Latypov et al. find that contrary to common belief,
reasonably accurate results can be obtained, at least in some cases, by using relatively smaller
basis sets in combination with the GIAO method.'% They show that using PBE1PBE/6-31+G(d)
level of calculation to determine the NMR chemical shifts for molecules optimized at
PBE1PBE/6-311G(2d,2p) level provide reasonably satisfactory parity with chemical shifts
recorded experimentally. They also show that using the B3LYP functional for optimizing the
geometry only slightly affects the correlation. Therefore, we decided to test how well
PBE1PBE/6-31+G(d) performs in combination with B3LYP/TZVP optimized structures in
predicting the chemical shift of phosphorus. For this, we took a set of 7 Lewis acids (RY, Y =
1-7, Scheme 5-5), for which the experimental 3P chemical shift of the TEPO adducts (RY-
POEt3) have been determined experimentally.®® 11114 The molecules chosen are boronic
Lewis acids and one silicon Lewis acid and are outside the set of molecules we study. This
benchmark is limited to 7 structures because not too many instances of recorded
experimental data for Lewis acidic molecules are available. Both cationic and neutral

molecules were chosen.
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Scheme 5-5: The standardisation set of Lewis acids for phosphorus chemical shift calculations.
The calculated values, with and without using a solvent model, have been recorded in table

5-1.

Table 5-1: Chemical shifts and isotropic shielding of 31P nucleus for the standardization set
of molecules

Experimental Calculated Isotropic Shielding 3'P
6 31p PBE1PBE/6-31G+(d)//B3LYP/TZVP
with solvent
Molecules Solvent without solvent
(pcm)
ppm ppm ppm
R1-POEts CsDe 106.9 275.60 277.99
R2-POEts CsDe 85.4 298.48 301.45
R3-POEts CeDe 91.2 294.65 296.27
R4-POEts DCM 88.3 289.90 291.94
R5-POEts CsDe 76.6 300.26
303.04
R5-POEts DCM 77 297.90
R6-POEts CsDe 71.2 309.33
312.11
R6-POEts DCM 72.7 306.69
R7-POEts DCM 79.2 296.37 298.65

The correlation with experimentally recorded values is fairly satisfactory (R? = 0.89). The
correlation is in fact slightly better without including solvent effect. Therefore, gas phase NMR

calculations at the PBE1PBE/6-31+G(d) level have been used for (X-BH;)-POEts* adducts.
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Figure 5-4: Correlation between theoretically calculated isotropic shielding values and
experimental chemical shifts of 3!P nucleus for RX-POEts molecules

The isotropic shielding for the boron nucleus in X//-BH,* was also calculated. These molecules
being considerably smaller in size, it was possible to calculate the chemical shift at B3LYP/aug-
cc-pVTZ level of theory. The computations were successfully carried out for all X except 23,
36 and 38 which were too large for this level of theory. The LDBS approximation (see Chapter
1l, section 4.2) was employed for 23, whereas 36 and 38 have been excluded from this specific

part (section 5.3.6).

5.3. Results and Discussion

5.3.1. Geometric Structure

In Chapter Il we have identified methods suitable to quantify m-donation of carbenic
compounds in their dihydrido borenium adducts. Here, our objective is to relate this mt-
donation with the Gutmann-Beckett acceptor number (AN) and hydride ion affinity (HIA),
both of which are descriptors of Lewis acidity. These two descriptors are normally measured
experimentally, however, data is scarce and non-uniform. Furthermore, the exact chemical
meaning, i.e., the relationship between structural features like 6 and 1t bonds of the molecule
with these parameters related to thermodynamic properties (Lewis acidity) are not clear.
Therefore, the 3P isotropic shielding (this is related to chemical shift inversely) of the POEt3
adduct and the HIA have been calculated theoretically for X-BH,* complexes. Parameters
pertaining to 36 X-BH,* complexes (X = all molecules on page 13 except 31, 38 and 39 all of
which were too large for reliable NMR calculations on POEt; adducts) were computed. As
mentioned before (see Chapter I, 3.2), the X-BHj3, i.e., the borenium hydride complexes, show

an average C-B bond length of 1.603 A, which is significantly longer than the average X//-BH,*
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bond length (1.544 A), indicating the (near-)absence of C-B m-interaction. (Figure 5-5 A) For
the adducts with triethyl phosphine oxide (POEts), denoted by X-BH,-POEts*, geometry
optimisation shows various behaviour depending on the X moiety. In most cases (X = 1-23,
25-27 and 29-30), X-BH,-POEts* adopts in its ground state a geometry where the Y-C-B-O
dihedral angle is close to 0 degrees, that is the P=0 chemical group is located in the plane of
X (Figure 5-5 C and D). Starting from the conformational arrangement observed for X//-BH,*,
this conformation is obtained through rotation around the C-B bond due to the presence of
the phosphine oxide. This conformation is noted as (X-BH,)”/-POEts*. Naturally this indicated
that in unsymmetrical NHCs, there are two possible minima. The global minimum, where the
Y-C-B-O dihedral angle is approximately 0°, is indicated by (X-BH,)/-POEts*, whereas the
second, local minimum, where the dihedral angle is approximately 180°, is indicated by (X’-
BH,)//-POEts* (Figure 5-5 C and D). The energy difference between these two minima varies
between 1-9 kl/mol. In the other eight cases (X = 24, 28 and 32-37) the Y-C-B-O angle
observed for the global minimum is close to 90°. This conformation is indicated by (X-BH3)*-
POEts* (Figure 5-5 B). The (X-BH2)//-POEts* conformation for X = 24, and 32-35, 37, as well as
the (X-BH>)*-POEts* conformation for X = 1-23, 25-27 and 29-30, have also been calculated
and correspond in all cases to a transition state. The (X-BH,)//-POEts* conformation for X = 32

and 36 could not be obtained as stationary point possibly due to steric bulk.

(A)
"\,Y/'C B':H\O=P; 5
(X-BHZ)//-POEt3+ X=14 (X'-BHZ)//-POEt3*X =14

(C) (D)

Figure 5-5: Geometric structure of X-BHs3 (A)and X-BH,-POEts* (B), (C), (D) in its various
conformations with specific example cited for X = 14

The preference of the triethylphosphine oxide adduct to adopt one geometry over the other

is possibly dictated by both steric and electronic effects. The energy difference between the
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(X-BH2)1-POEts* and (X-BH.)"/-POEts* conformations illustrate nicely the electronic effect
(Figure 5-6).

5
o ik ‘|M|I|I‘ II‘ |I‘|||‘|| |I|I||‘| o LI I||I||| ‘

X= 1 2 3 4 5 5 '.r 8 9 10 11 12 13 14 1516 17 18 19 20 21 372 23 24 25 527 32930
-5

B AE(electronic energy) = (X-BH,)--POEt;* - (X-BH,)//-POEt,*
B A3'Pisotropicshielding = (X-BH,)~-POEt;* - (X-BH,) /-POEt;*

Figure 5-6: Bar graphs illustrating difference in energy and difference in 3!P isotropic shielding
between two isomers - (X-BH2)-POEts* and (X-BH,)//-POEts*

(X-BH2)-POEts* geometry is the preferable geometry for the stronger ni-donors among X (i.e.
the larger X values). In this conformation, the C to B m-electronic donation is indeed still
possible, albeit weakened by the competitive coordination of POEts which is associated by an
electronic transfer from the phosphine oxide to the vacant p, orbital of the boron centre
(Figure 5-7). In (X-BH2)/-POEts* geometry, the loss of any possible C-B m-interaction is
compensated by the possibility of stronger interaction between the B Lewis acid site and the
POEt; Lewis base. Thus, the higher X has a donation capability (from 1 to 37), the more stable
(X-BH2):-POEts* should be relative to structure (X-BH,)//-POEts*. Small deviations from this
trend are likely related to other electronic (hyperconjugative interactions between B-H and

n-system of X) and steric effects (steric repulsion between N-substituents of NHC and POEt3).
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Figure 5-7: Competing electron-donating effects in (X-BH,) --POEts*

At this point, it is important to reiterate that methods of measuring Lewis acidity using probes,
like the Gutmann-Beckett method, necessarily characterise the complex as a whole in a
particular conformation. This is affirmed by the fact that in the various conformations
obtained for each particular X case, the chemical shift at the phosphorus centre changes
(Figure 5-6). The 31P isotropic shielding of (X-BH,)*-POEts"is always larger than those for (X-
BH,)//-POEts*, except for X = 3, 5 and 7, in agreement with our previous results showing that
the electronic population of the “vacant” p orbital at the boron center, is lower in X*-BH,*than
in X//-BH,*conformation. The difference between the two chemical shift appears to be small
(less than 10 ppm), but the calculated gas-phase isotropic shielding of phosphorus in (X-BH;)*-
POEts* covers a range only slightly larger than 20 ppm (see below in Section 5.3.3), showing
the strong influence of the conformation. These results confirm our previous statement about
the influence of electronic effects between the 2 conformations of the Lewis acid — Lewis base

(LA-LB) adducts. These results also clarify two aspect of the Gutmann-Beckett method:

e Experimentally, the conformation of the LA-LB adduct is never determined when
measuring the 3'P chemical shift. Thus, if Lewis acids can change conformation upon
coordination of the phosphine oxide, then the interpretation of the experimental data
for several Lewis acids must consider this possible rearrangement.

e Conversely, if one wishes to obtain information on the intrinsic Lewis acidity of a family

of compounds with this method, then the same conformation must be used.

In this chapter, we want in particular to know if the measured 3P chemical shift in LA-OPEts3
complexes is directly related to the electronic structure of Lewis acids. In other words, is there
a strong link between the m donation capability of X, the Lewis acidity of B in X/-BH,*, and the

31p chemical shift in X*-BH,-POEts* adduct. Therefore, one necessarily deems X*-BH,-POEts*
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geometry as the interesting conformation to be studied. Therefore, unless mentioned

otherwise, the investigations in this chapter have been done with respect to X*-BH,-POEts*.

5.3.2. P-O, B-O and C-B Bonds

In the simplest interpretation, the stronger the m-donation capability of X is, the shorter is the
C-B bond, the weaker is the interaction between X-BH;* and POEts, the longer is the B-O
distance and the shorter is the P=0 bond. Considering bond length to be an approximate
measure of bond strength, the P-O bond length (dp-0) increases with the decrease in (ds-o)
bond length. Indeed, such a trend is observed (Figure 5-8 A) although the correlation is far
from perfect (R? = 0.81) for X1-BH»-POEts*. The correlation between dp.o and dc.s is quite poor
(R? = 0.4) (Figure 5-8 B) but shows a slight increasing trend, in accordance with our
expectations. But it also simultaneously indicates that C-B bond length is affected by other
parameters (o bond strength, electronic delocalisation between X and B-H bonds) and is not
a reliable parameter to indicate the strength of the interaction with the Lewis acid. Further
discussion about bond lengths and their correlations with other parameters and held in the

following section.
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Figure 5-8: Correlation plots for the various bond lengths of (X-BH:)//-POEts* complexes
5.3.3. 31P Isotropic Shielding, Interaction Energy and HIA

The calculated gas-phase isotropic shielding of phosphorus in (X-BH2)*-POEts* covers a range
slightly larger than 20 ppm, which is quite a short range compared to the scale of phosphorus
chemical shifts. This can be attributed to the fact that they all belong to a particular ‘class’ of
Lewis acids. The greatest isotropic shielding is recorded for X = 37 where the isotropic

shielding is 315.41 ppm which is due to the greater electron density on phosphorus atom,
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leading to more shielding of the nucleus. The smallest isotropic shielding on the other hand
is recorded for X = 2 at 294.48 ppm, due to a deshielded phosphorus nucleus. This sits well
with our chemical intuition as X = 37 is a carbone and has one of the highest donating abilities
according to the scale in Chapter Il while X = 2 has poor n-donating ability due the electron

withdrawing carbonyl (C=0) groups in its backbone.

AEinter, calculated by two different methods as mentioned before, covers a range of around
290 kJ/mol with X = 2 showing the highest value at 409 kJ/mol and X = 37 is the minimum
value of 120 kJ/mol, once again in conformity with our chemical understanding. AEinter is
higher for a stronger interaction and naturally corresponds to the weaker mt-donor among X
and therefore the strongest Lewis acid among X//-BH,*. There is a good correlation between

the isotropic shielding of phosphorus and AEinter (R? = 0.92). (Figure: 5-9 A)
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Figure 5-9: Correlation plots for (X-BH,)'-POEts* complexes optimised at B3LYP/TZVP:
between calculated 3'P isotropic shielding and (A) AEinter; (B) P-O bond length (dpr-0) and (C) B-
O bond length (ds-0).

The phosphorus centre is highly sensitive to any electronic changes to the P-O bond and this
is nicely demonstrated by the fairly good correlation (R? = 0.96) between the P-O bond length

and the isotropic shielding (Figure: 5-9 B). A reasonable correlation is also obtained for the B-
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O bond (R? = 0.84), the obvious reduction in the quality of correlation being a consequence of
the P centre being further away and being less sensitive to the B-O electronic environment

(Figure: 5-9 C).

Itis interesting to note that the correlations between P-O bond length, AEinerand the isotropic
shielding of P are ‘global’, in the sense that the correlation exists for all the conformations of

the molecule - (X/X’)//-BH,-POEts* and X'-BH,-POEts* (Figure 5-10 A and B).
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Figure 5-10: Correlation plots for (X-BH,):-POEts* and (X-BH,)//-POEts* complexes between
31P isotropic shielding and (A) AEinter and (B) P-O bond length (dp-o).

The hydride ion affinity (HIA), which is essentially the measure of energy of complexation with
another external Lewis base, the hydride (H") ion, has also been calculated from the electronic
energy of the optimized geometries of X/-BH,*, X-BH3 and the H™ ion. The greatest HIA is
demonstrated by 2//-BH,*, a strong Lewis acid, having a value of 983.5 kJ/mol and the least is
for 37//-BH,*, a weak Lewis acid, with a value of 547.8 kJ/mol, with an average of 817 kJ/mol
over the 37 compounds under study. It covers a range of 436 kJ/mol again showing the large
range of Lewis acidities demonstrated by the examined set of molecules. HIA correlates well
with 3!P isotropic shielding (R? = 0.95) (Figure 5-11 B) as well as the interaction energy of the
TEPO complexes, AEinter (RZ = 0.98) (Figure 5-11 A). This is quite a pleasant surprise as we are
now able to establish good correlations between the properties of two different adducts of
X//-BH,* with two very different Lewis bases (H" and POEts) and at least one of those
properties (HIA) can be easily estimated experimentally (although the Gutmann-Beckett
parameter can also be determined experimentally, it has ambiguity regarding the

conformation).

187



GO9(AEj,) (in ki/mol) 31P Isotropic shielding (in ppm)

450 320
w  A) B) vy =-0.0412x + 335.37
y =0.6435x - 215.97 315 . 2_
R?=0.9451
350 R2=0.9794
300 310 *
250
305 L
200 Max = 16.0 kJ/mol Max = 2.61 ppm
150 $ MAD = 6.70 ki/mol 3% MAD = 0.7 ppm
100 RMSD = 8.28 kJ/mol yos RMSD = 0.88 ppm
50 NRMSD = 2.84 % NRMSD=4.2 %
0 290
0 200 400 600 800 1000 1200 0 200 400 600 800 1000 1200
HIA (in kJ/mol) HIA (in k)/mol)

Figure 5-11: Correlation plots for (X-BH2)'-POEts* complexes between hydride ion affinity
(HIA) and (A) AEinter and (B) calculated 31P isotropic shielding

The B-O bond that is formed as a result of complexation with POEts, can be characterized by
several descriptors. In this study, three of them have been used — the Wiberg Bond Index
(WBI), electron density at bond critical point (psce) and the delocalization index (DI). The
energy of interaction for the formation of the complex (AEinter) correlates well with these
properties as they all measure the effectiveness of the Lewis Acid (X//-BH;*) towards the Lewis
base, POEt; (Figure 5-12 A, B and C). The HIA also correlates well with each of these properties
(R? = 0.92) (Figure 5-12 D, E and F), and therefore can be used to measure the strength of

Lewis acidity at the boron centre.
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Figure 5-12: Correlation plots for (X-BH2)*-POEts* complexes between AEinter and (A) WBI of
B-O bond (WBIB0); (B) electron density at the bond critical point of the B-O bond (pscr®©) and
(C) delocalization index of the B-O bond (DI®°) and also hydride ion affinity (HIA) and the same
three quantities (D, E and F)

In the complex (X-BH2)-POEts*, the Lewis acidity of the boron centre is assuaged by electron
donation from two sources — the X backbone that donates m-electrons and the lone pair on
the oxygen atom of POEts (Figure 5-7). It is expected that greater the strength of m-donation
from X, weaker is the B-O bond. Therefore, the properties of the B-O bond or the energy of
interaction during formation of such a complex should in principle measure the n-donating

ability of X, and by extension, the intrinsic Lewis acidity of X//-BH,".

189



5.3.4. Correlation between HIA and ¢ and it donating ability

In Chapter Il we encountered several methods of estimating this m-donation — one of the most
reliable descriptors being the electronic occupancy of the vacant p orbital of B in X//-BH," -
(pop(pvac®)). As HIA can be used as a measure of Lewis acidity, it is expected to correlate with
pop(pvac®), and so should be the case for the 3P isotropic shielding. However, this is not what
we obtain. The quality of correlation between either HIA or 31P isotropic shielding against
pop(pvac®)) is very poor (R? = 0.65 -0.67) although the trends observed are as expected — the
greater the m-donating ability of X, smaller is the HIA and more shielded is the phosphorus

nucleus. (Figure 5-13)
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Figure 5-13: Correlation plots for (X-BH2):-POEts* complexes between hydride ion affinity
(HIA) and (A) occupancy of the vacant orbital of B in X//-BH.*, (pop(pvac®)) and (B) energy of
the C->B m-interaction as calculated by the EDA-NOCV analysis (AE/).

The lack of a correlation between HIA and occupancy of the vacant orbital on boron in the
‘free’ Lewis acid indicates a fundamental flaw in our formulation of Lewis acidity. The electron
deficiency of the boron center in X/-BH," is compensated by donation from its three
substituents. For our series of dihydrido borenium cations, the variation in Lewis acidity of
the B centre is brought about by changing the electronic properties of the substituent X. X
can donate to the boron centre via two channels - ¢ and 1t donation. Now, while we have
accounted for the m-donation from X, the ‘total’ Lewis acidity of the boron, measured
effectively by the HIA or the 3!P isotropic shielding, should actually be a combination of both
o and m-interactions at the boron centre, as this centre in X-BHs and (X-BH;)'-POEts* and X-
BH3 are not planar but pyramidal. If this assumption is correct HIA should be represented by

a linear combination of o-donation and m-donation. In graphs A and B AE//y is used in the
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linear combination whereas in graph C AE//r corr has been used. Using AE/; corr lowers the R2

value slightly.
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Figure 5-14: Correlation plot for (X-BH2)-POEts* complexes between HIA and AE//;and AE/;
energy computed using ETS-NOCV analysis (A and B); Correlation plot for (X-BH;)-POEts*
complexes between HIA and AE/cand AE/z cor (C)

Our hypothesis is proved correct by the excellent correlation between the energy of o-
donation and the energy of the rt-donation of X to -BH,* calculated by ETS-NOCV and HIA (R?
= 0.94). HIA can be expressed as a*E//;+ b*E//x+ c where |a| = 1.10185 + 0.08399 and |b| =
0.66546 + 0.07152 which makes |a| : |b]| range between 1.38 and 2. This means that the o-
effect plays a more dominant role in formulating the HIA than the m-effect, constituting
between 58 - 66 % of the total (o+mn) effect. However, the influence of m-interaction is in no

way insignificant.

One can arrive at the exact same conclusion by modifying the equation, appropriating it for

a 2D graph as well.
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As HIA = a*Eo// + b*E// + c,
HIA = a*(Eo// + A*E//) + c where A = b/a

Now, when A is varied to obtain a coefficient of determination as close to 1 as possible, we
end up with R2=0.955189, a =1.1019 and A = 0.61 — i.e., the exact same equation as the

one obtained from the 3-D graph.

5.3.5. Charge Analysis

The charge associated with each atom in (X-BH2)-POEts* and X//-BH,* can be obtained from
NBO analysis (Table 2). In X//-BH,* the BH, unit has an average positive charge of 0.3 and the
X unit has an average positive charge of 0.7. In (X-BH2)--POEts* molecule, there is a small
negative charge on the BH; unit, X has a smaller average positive charge of 0.6 and POEts has
an average positive charge of 0.4. This indicates that there is a flow of electrons from POEt3

to the X//-BH,* unit as a result of the adduct formation with the Lewis base POEts.

The net electron flow can be measured by the charge that appears on POEts in the adduct as
compared to its ‘free’ state, where it is neutral. This outflow of charge is found to be quite
well correlated to the total hydride ion affinity (R2=0.94, Figure 5-15 A). This is again expected
as both parameters represent overall effectiveness of X/-BH,* as a Lewis acid by measuring

properties of its adducts.
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Table 2: Charge distribution analysis in X//-BH,* and (X-BH)*-POEts*. Geometry optimization
carried out at B3LYP/TZVP level.

(X-BH,)'-POEts* X//-BH,* Charge Flow
X X BH, POEt; BH, X A CBh::ge AcChargex ng:;fe
1 | 0.60773 -0.03697 0.42923 | 0.37992 0.62006 | 0.41689 0.01233 -0.42923
2 | 057464 -0.01691 0.44226 | 0.39995 0.60005 | 0.41686 0.02541 -0.44226
3 | 0.60064 -0.02720 0.42655 | 0.38331 0.61670 | 0.41051 0.01606 -0.42655
4 | 0.60020 -0.02715 0.42693 | 0.38650 0.61350 | 0.41365 0.01330 -0.42693
5 | 0.61273 -0.03276 0.41999 | 0.36397 0.63603 | 0.39673 0.02330 -0.41999
6 | 0.60807 -0.03014 0.42205 | 0.36989  0.63011 | 0.40003 0.02204 -0.42205
7 | 0.61634 -0.03330 0.41700 | 0.35267 0.64732 | 0.38597 0.03098 -0.41700
8 | 0.61341 -0.03352 0.42012 | 0.35920 0.64078 | 0.39272 0.02737 -0.42012
9 | 0.59112 -0.00101 0.40987 | 0.36529 0.63470 | 0.36630 0.04358 -0.40987
10 | 0.60055 -0.01632 0.41578 | 0.36071 0.63930 | 0.37703 0.03875 -0.41578
11 | 0.59057 -0.00429 0.41369 | 0.37321 0.62679 | 0.37750 0.03622 -0.41369
12 | 0.58975 -0.02254 0.43279 | 0.36643  0.63357 | 0.38897 0.04382 -0.43279
13 | 0.59419 -0.01525 0.42104 | 0.36558  0.63443 | 0.38083 0.04024 -0.42104
14 | 0.58868 -0.02119 0.43253 | 0.35511 0.64490 | 0.37630 0.05622 -0.43253
15 | 0.60757 -0.01086 0.40328 | 0.35109 0.64892 | 0.36195 0.04135 -0.40328
16 | 0.57988 -0.00758 0.42768 | 0.35830 0.64170 | 0.36588 0.06182 -0.42768
17 | 0.60487 -0.01514 0.41027 | 0.33361 0.66638 | 0.34875 0.06151 -0.41027
18 | 0.61089 -0.02459 0.41370 | 0.33444  0.66556 | 0.35903 0.05467 -0.41370
19 | 0.61415 -0.02529 0.41116 | 0.32543  0.67455 | 0.35072 0.06040 -0.41116
20 | 0.60798 -0.03132 0.42336 | 0.32620 0.67379 | 0.35752 0.06581 -0.42338
21| 0.60700 -0.03094 0.42393 | 0.31591 0.68408 | 0.34685 0.07708 -0.42393
22 | 0.63327 -0.04234 0.40906 | 0.28845 0.71154 | 0.33079 0.07827 -0.40906
23| 0.61121 -0.02518 0.41401 | 0.30122 0.69878 | 0.32640 0.08757 -0.41401
24 | 0.61603 -0.03140 0.41538 | 0.29281 0.70722 | 0.32421 0.09119 -0.41538
25 | 0.61738 -0.02500 0.40759 | 0.29372 0.70627 | 0.31872 0.08889 -0.40759
26 | 0.62770 -0.03832 0.41063 | 0.28004 0.71994 | 0.31836 0.09224 -0.41063
27 | 0.61299 -0.03203 0.41904 | 0.28258 0.71742 | 0.31461 0.10443 -0.41904
28 | 0.62687 -0.03762 0.41075 | 0.26180 0.73820 | 0.29942 0.11133 -0.41075
29 | 0.63566 -0.02970 0.39404 | 0.25339 0.74661 | 0.28309 0.11095 -0.39404
30 | 0.61508 -0.03157 0.41651 | 0.25063 0.74936 | 0.28220 0.13428 -0.41651
32| 0.62738 -0.03320 0.40581 | 0.20756  0.79240 | 0.24076 0.16502 -0.40581
33| 0.63186 -0.04040 0.40851 | 0.18172 0.81829 | 0.22212 0.18643 -0.40851
34 | 0.65273 -0.02028 0.36754 | 0.14970 0.85031 | 0.16998 0.19758 -0.36754
35| 0.64258 -0.00204 0.35946 | 0.15734 0.84270 | 0.15938 0.20012 -0.35946
36 | 0.62385 0.01739  0.35874 | 0.16110 0.83888 | 0.14371 0.21503 -0.35874
37 | 0.70818 -0.03479 0.32669 | 0.06198 0.93802 | 0.09677 0.22984 -0.32669
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The electron density lost from POEts is redistributed in the (X-BH;)%* unit. The charge gained
at the BH unit and the X unit can be calculated by a simple subtraction of the charges

possessed by these units in X/-BH,* and (X-BH;)-POEts*.

A Charge POEt3 = Charge (POEts in (X-BH2)*-POEts*) — Charge (free POEts)
A Charge BH2 = Charge (BH; in (X-BH,)*-POEts*) — Charge (BH; in X//-BH,")
A Charge X = Charge (X in (X-BH2)1-POEts*) — Charge (X in X//-BHy*)

This goes to show an average gain of 0.32 electrons on the BH; unit and that of 0.08 electrons
on the X fragment. It is interesting to note that there is a very strong correlation between the
charge gained at BH; and the original occupancy of the vacant B orbital in the free Lewis acid,
X//-BH,*(Figure 5-15 B). This goes to indicate that the charge distribution within (X-BH2)-
POEts* adduct is dictated by the Lewis acidity of the free acid (X//-BH,*). Another interesting
consequence of such a correlation is that the B vacant orbital seems to have an upper limit to

the total number of electrons that can occupy it in the (X-BH2)-POEts* complex.

HIA (in kJ/mol) Pop(//py, )
1000 * 0.4
y =3772.6x- 730.63 _
‘ y =-0.9864x + 0.4437
A) R? = 0.9405 °*  B)

900 R?=0.9895

03

300 025

0.2

Max = 45.94 ki/mol 045 Max = 0.02
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Figure 5-15: Correlation plots for (X-BH,)*-POEts* complexes between (A) HIA and A Charge
POEt3 and (B) pop(//pvac®) and A Charge BH>
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5.3.6. 11B NMR Analysis

In principle, measuring the Lewis acidity of the free X//-BH,* using NMR spectroscopy can
probably be done by measuring the chemical shift of the B centre in X//-BH,*. This method is
non-intrusive — i.e. no probe molecule is required and it should measure the electron
donation from X to BH>* unit. This was indeed the logic behind measuring the chemical shift
of phosphorus in carbene-phospinidene adducts as a measure of m-accepting ability of
carbenes.'® 1B chemical shifts have been recently calculated using DFT in combination with
GIAO and compared with experimental values for a range of boron containing compound.!1®
The correlation with experimental value has been found to be reasonably good. However,
there are no experimental accounts that use the chemical shift of 1B nucleus as a scale for

measuring Lewis acidity.

The isotropic shielding of the boron centre in X//-BH,* was measured and it was found to
correlate quite well with the m-donating ability of X, represented by E//; corr. The calculations
were performed for all X//-BH,* on page 13 except 36 and 38. The correlation clearly shows
that the carbones (34, 35, 37 and 39) stand apart from the other carbenes as a separate class.
It is difficult to say why the carbones show such a distinctive feature consistent with the

weaker shielding of the boron nucleus and demands further investigation.

1B shielding
80
70 y
60 y=03321x+19.612 ////'/
2 =
50 " 0'9%1/,./ ,’;= 0.2282x + 19.31

R? = 09981
40 K d
30 /
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10 RMSD =2.12 ppm RMSD =0.28 ppm
NRMSD = 6.7% NRMSD = 1.7%
0
0 50 100 150 200 250
EJ'UT[ corr

Figure 5-16: Correlation between 1B isotropic shielding and E//z corr
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5.4. Conclusion

In this chapter our primary objective was to bring clarity to Lewis acidity descriptors like
hydride ion affinity and Gutmann-Beckett parameter and also establish a quantitative

relationship between structural feature like the ¢ and n-bonds with Lewis acidity descriptors.

e With this in mind, at first the method for calculating 3P isotropic shielding has been
standardised. After that the HIA, chemical shift of P (related to the AN) and interaction
energy associated with the formation of POEts; adduct (AEinter) were evaluated. It was
found that these three quantities correlate surprisingly well with each other in spite
of being in different categories with respect to Greb’s classification. These three
parameters were therefore believed to quantify the same chemical entity — Lewis
acidity of X-BH,*. HIA was then adopted as the main Lewis acidity descriptor, as it does
not suffer any limitation compared to the chemical shift of P which required the
adapted conformation to be selected.

e The correlation between descriptor of Ccarbene—B @-bond and HIA is found to be
unexpectedly low, casting doubt on the hypothesis that the vacant p-orbital on B is
the main source of Lewis acidity in these molecules. In fact, a combination of c and ©t
C—B bond correlates very well with HIA, indicating that both these factors play an
important role.

e Finally, a third intrinsic measure of Lewis acidity has been investigated — the isotropic

shielding of 1'B boron. This parameter correlates exclusively with the C—B n-donation.

Therefore, at the end of this chapter we are equipped with a measure for Lewis acidity and
we also know how the structural features of X-BH,* molecules quantitatively influence the
Lewis acidity. In the next chapter we will explore how this Lewis acidity scale can be used in

predicting the reactivity of these molecules in activating H..
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6. CHAPTER V
Interaction of Borenium Catalysts with H;
and its Activation

Abstract

In this final part of the thesis, our main objective is to quantify the interaction of the X-BH," with
molecular H,. This chapter has two main parts — the first deals with the interaction between X-BH*
and H; while the second deals with the heterolytic cleavage of H, by the FLP pair — X-BPh,*and P('Bu)s.
The theoretical indicator of structure (C-B 6 and m bond strength) and Lewis acidity (HIA) have been
compared with activation barrier for the reaction as well as experimental yield to demonstrate the
utility of computational tools in building a bridge between structure and reactivity.
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6.1. Introduction

In the previous chapters, we first looked at the electronic structure of divalent carbon
borenium adducts (X-BH,*). We have thus identified features that reliably describe the
electronic interactions between the divalent carbon part and the BH,* borenium part, as
described in chapters Il and Ill. The next step of our work, described in chapter IV, was to
study if these same features, specific to X-BH,* adducts, can explain their interactions with
external Lewis bases like H and POEts. In other words, can the characterization of a divalent
carbon ligand X or its complex with the BH," moiety determine the Lewis acidity of the boron
atom in the X-BH;" adducts. We were thus able to show that the thermodynamic properties
of these adducts, such as the strength of their interaction with H-, is well correlated with a
linear combination of - and n-donating abilities of X. The objective of this chapter is to go
one step further by studying the reactivity of the borenium adducts. Can the above-
mentioned properties established for ligand X explain the kinetic properties of the X-BH,*
adducts? The example chosen to answer this question is the activation of dihydrogen. We will
proceed in 2 steps. We will first examine the interaction between X-BH,* and molecular Ha.
Then we will model the activation of hydrogen by Frustrated Lewis Pair (FLP) catalysts

combining borenium ion Lewis acid and phosphine as Lewis base.

6.1.1. Hydrogen Activation

Hydrogen (H3) is the simplest known molecule. Despite this, H; sits poised at the very centre
of today’s economy and promises to become even more significant in the future. The addition
of hydrogen across unsaturated bonds is undoubtedly the most used transformation in the
chemical industry.}® The catalytic activation of hydrogen is used in hydrogenation,’
dehydrogenation,® hydrodesulfurization,® hydrodenitrogenation'® and many other processes.
Hydrogen also has the potential to be a clean, renewable source of energy.!! It has high
energy content per mass compared to petroleum (120 MJ/kg for hydrogen vs. 44 MJ/kg for
petroleum), although it has poor energy content per volume (0.01 kJ/L at standard
temperature and pressure and 8.4 MJ/L for liquid hydrogen vs. 32 MJ/L for petroleum).?

Catalytic hydrogen activation is a significant application in the field of energy storage as well.3

The activation of hydrogen is a challenging problem because of the very strong H-H c-bond.%

18The energy of the H-H bond is 436 klJ/mol. However, it is possible to cleave this linkage in
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more ways than one. The best known of these are of course solids — metals (mostly transition
metals, some oxides (Al203, Cr203, ZnO etc.) and certain salts.!® This explains that the
hydrogenation of ethylene has an activation barrier of 50 kJ/mol in the gas phase whereas it
is only 10 kJ/mol on the surface of a transition metal such as nickel or palladium. Furthermore,
such hydrogenation reactions are occurring in nature around us all the time, at standard
temperature and pressure (298 K, 1 atm). This is due to biological catalysts, better known as
enzymes. This particular class of enzymes are called hydrogenases.?° More recently, the role
of metal ions and complexes have been recognised in catalysing hydrogenations

homogenously.?! 22

In considering the function of the hydrogenation catalyst, three types of reactions may be

noted:
(i) Exchange with deuterium or protolytic substances:
H, + D,— 2HD
(ii) Reduction of substances which are also reduced readily by reversible electron

donors or at electrodes:
2Ag* + Hy— 2Ag (s) + 2H*

(iii) Reduction of ‘inert’ molecules, particularly reactions that lead to the formation of
new carbon-hydrogen bonds:

R,C=CR; + H,— R,CH-CHR3

By a general rule of thumb, the cataysts that are effective in the reaction of the last type are
also effective in the reactions of the first two types, but the reverse is not necessarily true as
the successive reactions impose more stringent requirement from the catalyst.'® There are
however instances of all three types of hydrogenation catalysts — homogeneous,
heterogeneous and enzymatic — being useful in all three types of reactions. The fact that a
catalyst is often handy in a wide variety of reactions suggests that the catalyst operates by
activating the hydrogen molecule, in the sense of forming a reactive complex with it, which
then participates in reactions with a variety of substrates.?? This hypothesis holds true at least
for the first two types of reactions described, the third one usually involves the need for
activating the ‘inert’ substrate as well and naturally exhibits a more complicated pattern of

catalytic effect.
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In our present exploration, we are concerned only with homogenous activation of hydrogen
by borenium ions. Therefore, we present only a brief overview of the other modes of
activation of hydrogen before proceeding with our objective. For a detailed insight into these,

the reader is directed to the excellent review by Halpern.*®

6.1.2. Enzymatic Activation of Hydrogen

Hydrogenase enzymes constitute a special family of organometallic biomolecules that are
capable of both producing hydrogen from water as well as the reverse reaction. The
hydrogenases were first discovered in the 1930s and have captured the attention of the
chemical audience since, with their high turnover numbers (1500 to 20000 molecules of H; per
second at pH 7 and 37 °C in water), almost no overpotential and cheap raw materials.?* 2> The
success of hydrogenases is, of course, to be attributed to the metal centre present in the
enzyme that weakens the H-H o-bond by donating electrons to the o* orbital from its filled d-

orbitals. This is the common theme of H; activation by the involvement of any metal centre.

While hydrogen is often referred to as the post-oil fuel, most technological advancements
made so far, such as petrochemical cells or proton-exchange-membrane fuel cells and
electrolysers, all depend heavily on the catalytic abilities of the expensive platinum metal.
Hydrogenase enzymes on the other hand have shown catalytic efficiency as high as the Pt-
based catalysts, whilst only employing earth-abundant 3d-transition-metals (iron or nickel)
based structures.?® This remarkable ability motivated chemists to study the active site (the
metal centre) and its ligand environment in an effort to mimic their coveted efficiency in
cleaving the H-H bond.?’-32 The mimics have then been improved by methodically controlling
their immediate environment by supramolecular chemistry.33-3> Then, of course are the bio-
hybrid systems arising from biosynthetic approaches which consist of synthetic mimics of the

hydrogenase active site enclosed within peptides or protein cavities.3¢-38

Extensive theoretical and experimental studies have been performed in the last decades to
understand the catalytic ability of the hydrogenases.3** These enzymes can be put in three
classes — Fe-Fe hydrogenase, Ni-Fe hydrogenase and Fe-only hydrogenases (Scheme 6-1).

Established understanding of hydrogenases include the following points:%
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(i) [NiFe] and [FeFe] bimetallic hydrogenases are able to decompose dihydrogen
molecule into proton and electron whereas [Fe]-hydrogenases merely activate H;
in the presence of a substrate;

(ii) [FeFe] hydrogenases show greater turnover frequency than the [NiFe] ones;

(iii) [NiFe] hydrogenases show better oxygen tolerance.

GMP -
Cys “C 1 HN<\ Cys CHs
\s \s I HyC 7
Oc \S, S-Cys 287, S—([FesSyl OH
N )S( / / \F / ‘\\\N\ c
ncpFe M ocFe<.- - en ocFe L.
. i
,\p S-Cys ’\F o) CO OC/ \g/ 2
[NiFe] Hydrogenase [FeFe] Hydrogenase Fe Hydrogenase

Scheme 6-1: Three kinds of hydrogenase enzymes

Experimentally a large number of biomimetic enzymes have been designed but so far none
surpass the original model. This makes the detailed study of the metal centre and their ligand
environment indispensable. Another shortcoming of these enzymes is their oxygen-
sensitivity, i.e., the enzymes are deactivated in an oxygen-rich environment.*” 48 A lot of
research is presently being dedicated to understanding the mechanism of oxygen mediated
deactivation of the enzymes and to the characterisation of the few oxygen tolerant

hydrogenases.3? 40, 46,49

6.1.3. Heterogeneous Hydrogenation Catalysts

Heterogeneous catalysis is catalysis where the phase of the catalyst differs from the phase of
the reactant and/or the product.>®>2 Usually, the metal catalyst is present as a finely divided
solid (eg. Raney Ni) in the liquid solution to be reduced and H; gas is bubbled through it.
Alternatively, the metal can be deposited on an inert solid support such as carbon, barium
sulphate, alumina or calcium carbonate. The reaction takes place at the surface of the metal

catalyst (Pt or Pd supported on charcoal).

For maximum catalytic activity, the surface area of the catalyst has to be maximised, and
therefore the metal is usually in a finely divided state. For Pt or Pd this is achieved by reducing
their respective oxides prior to hydrogenation. A particularly active form of Nickel (‘Raney

Nickel’) is prepared by dissolving Ni-Al alloy with sodium hydroxide:
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2Ni-Al + 20H" + 2H,0 - 2Ni + 2Al02 + 3H>

Itis difficult to determine the exact mechanisms of heterogeneous hydrogenation. It is at least
known that the reaction takes place on the metal surface, at the interface of solid and solution
phases. Most of the metals used in heterogeneous catalysis are packed in face centered cubic
(FCC) fashion, with each member having 12 nearest neighbouring atoms, except the ones at

the surface. These atoms present vacancies where the substrate can bind.
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ﬁ i B
hydrogenation hydrogenation

Scheme 6-2: Heterolytic activation of hydrogen for the hydrogenation of ethylene, scheme
adapted from article by John D Roberts and Marjorie Caserio™°

It has been shown that ethylene combines with the metal surface exothermically and
reversibly. The process of adsorption occurs in two stages — physisorption, characterised by
weak (van der Waals’) interactions followed by chemisorption characterised by the formation
of strong chemical bonds. The hydrogenation is believed to proceed in several, reversible
steps. At first, the H, molecules as well as the alkene (say ethylene) are adsorbed onto the
surface of the metal catalyst (say Ni). The energies of the metal-C and metal-H bonds are such
that in the next step, one hydrogen is transferred to the carbon to give an ethyl physisorbed
to the nickel. This is followed by the breaking of the other Ni-C bond and formation of another
C-H bond. Ethane (in general, alkanes) are much more weakly adsorbed to the metal surface,
therefore readily vacates the spot for more H; and alkenes. The reaction continues until one
of the reagents is consumed or, until the catalyst is ‘poisoned’, rendering it incapable of

further catalysis.

As is evident from the proposed mechanism, the spacing of the metal atoms on the crystal

lattice is a crucial factor in determining the rate of the reaction. Also, H; is added in a

213



suprafacial manner, i.e. both the H atoms are added to the same face of the alkene. It must
also be pointed out that not all alkenes are hydrogenated with equal ease and therefore some

amount of selectivity can be exercised in the hydrogenation process.

6.1.4. Homogenous Hydrogenation Catalysis

The earliest example of homogenous catalysis involved the activation of H, by metal ions such
as Ag*, Cu?*, Hg?* ions in aqueous solution.'® >3 >* The coordination of H, to metals was not
well understood until the metal hydrides were first characterised in 1955 while the exact
mechanism by which H; binds to these metal centres was not discovered until even later.
Before this date, there were only a handful of reports regarding homogenous hydrogenation
—the first one being in 1938 from Calvin>® who reported that Cu(l) salts catalyse the reduction
of quinone in the presence of H; acting as the reducing agent. As is often the case, the
reactivity of H, with the metal centres was established far ahead of any structural
characterisation or mechanistic studies. Both homogenous and heterogeneous activation of
hydrogen were in fact established long before the simplest metal hydride complexes were

even characterised.

Since the late 1950s, considerable debate existed as to how H; bonded to the metal centres.
While some researchers claimed that H, acted as a Lewis base and interacted with the metal
by donating the electron pair from its o-bond to the vacant d-orbitals in the metal, others
believed it to be a Lewis acid that accepted electrons from filled metal d-orbitals into the
vacant o*. It was eventually proved that the interaction is actually a combination of both c-
donation and m-backdonation. The following scheme (Scheme 6-3) demonstrates the two

bonding modes of H, with a transition metal (M), discussed above.

metal Empty H,
d orbital antibonding

Empty metal

H, bondi
d orbital 2 ONdINg

Scheme 6-3: H; acting as a Lewis acid and Lewis base in transition metal-H, complexes
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Regardless of structure, the M-H, were considered a transient species rather than
intermediates and were considered far too unstable to be isolated. This assumption was
proven to be entirely faulty with the isolation of the first H,-metal complex,

W(CO)3(P'Pr3)2(H2), where the dihydrogen molecule was almost intact (Scheme 6-4).>7

There are two primary mechanisms for homogenous hydrogen activation which involve
homolytic cleavage or heterolytic cleavage of the H, molecule (Scheme 6-5). In homolytic
cleavage both the H atoms are incorporated into the complex as hydride ligands while the
metal centre undergoes an oxidation. The intermediate, which was initially unknown, has now
been characterised as a ‘c-complex’. This is most commonly observed for nucleophilic metal
centre in their lower oxidation states, which after the addition of Hy, is raised by +2. Hence
the name oxidative addition. Vaska’s Ir(I) complex (Ir(CO)CI(PPhs);) that binds H; reversibly,>®
Wilkinson’s catalyst RhCI(PPhs),>® and hydroformylation catalyst Coz(CO)s®> 61 are all

noteworthy examples of this category (Scheme 6-4).

FI)(iPr)3 Cly, WPPhg
OC/,,' ‘\\\CO ,’ r;~
W PhsP co
oc” | ! :
P(Pr);
Kubas’ Complex Vaska’s Complex
T\
(o] coO
PhsP;,  \PPh, AN P /
‘Rh* oc——Col——=cg—co
v w
Ph,P o o / ﬁ \CO
(o]
Wilkinson’s Catalyst Hydroformylation Catalyst

Scheme 6-4: Some important compounds in the history of organometallic hydrogenation
catalysts

The second activation process is the heterolytic cleavage of H,. It involves the polarisation of
the H-H bond until a H is produced which binds to the metal centre and the H* is coordinated
either to an external base, an ancillary ligand or an anion. This process is generally more facile

than homolytic cleavage and also more prevalent.
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Scheme 6-5: Homolytic cleavage of dihydrogen

/

The presence of these two pathways actually shows the amphoteric nature of H; as a ligand.
It can act as a Lewis base by donating electron from its -bond during homolytic cleavage also
accepts electrons, acting as Lewis acid, in its * orbital at the same time. During heterocylic
cleavage H; primarily as an electron donor and binds to the metal as hydride. Virtually any

coordinatively unsaturated transition metal can bind H,.

While organometallic complexes are the most popular choice for activation of hydrogen, the
metals are often expensive, toxic and difficult to dispose. Therefore, the chemical community
is increasingly gravitating towards metal-free, ‘green’ alternatives like using frustrated Lewis

pair chemistry. This is elaborated in the next section.

6.1.5. H, Activation by Frustrated Lewis Pair®?

Under ordinary circumstances, a Lewis acid and a Lewis base react with each other to form a
classical Lewis acid-base complex. This, of course, takes place by an overlap between the
lowest unoccupied molecular orbital (LUMO) of the Lewis acid and the highest occupied
molecular orbital (HOMO) of the Lewis base. The first example of an exception to this general
axiom was noted by Brown and co-workers while studying the reactions between pyridines
and various boranes.®3 They found that a mixture of a,a’-lutidine with trimethylboron resulted
in no reaction at all®* (Scheme 6-6). The lack of a reaction was attributed to the ortho methyl
groups which caused a steric hindrance to the formation of the adduct. Similar exceptions
were reported by Wittig and Benz® and then again by Tochtermann, who called this

phenomenon “antagonistisches Paar”.%®
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(1) 72 | HiGg OHy  ——— X
— CHs
CHs
2) PPh, + BPh, —— X
©
BPh; @

(3) PhsCNa 4+ -~~~ + BPhy, — CPh3N Na

Scheme 6-6: Examples of frustrated Lewis pair chemistry — reaction 1 reported by Brown,®?
reaction 2 reported by Wittig and Benz® and reaction 3 reported by Tochtermann®®

The term “frustrated Lewis pair” was first proposed by Stephan et al. in 2006.%7 In this seminal
paper they studied a phosphino-borane Mes;PH(CesF4)BH(CsFs)2 (Mes = Mesityl = MesCgH2)
which can reversibly activate H, molecule (see also Section 2A.6).The aryl group between P
and B atoms prevents any B-P intramolecular interaction. Furthermore, this molecule exits as
a monomer as the dimerization is prevented by the large substituents on B and P (Scheme 6-
7). At the same time, this phosphino-borane compound contains both a Lewis acid (LA; B
centre) and a Lewis base (LB; P centre). Each centre not only retains their typical reactivity,
but also exhibits a cooperative action of Lewis acidic and Lewis basic sites. Therefore, these
systems present themselves as ‘metal-free’ catalytic agents with applications in reactions
typically catalysed by transition metal-based catalysts e.g. activation of Hy,%” ®8 capture of
greenhouse gases like C0O2,% 7% N2O,’* SO,,7% reduction of CO2,’> 7* imines’>”’’ and other
unsaturated compounds.

(CoFoB——y—P(CebMe),

CFF
2 (MesCeHa)P B(CoFs) —p&— R p |
E F (Me3C6H2)2P‘—QB(CSF5);}

FF
Scheme 6-7: Stephan’s phosphine-borane frustrated Lewis acid
Based on the structure of the resulting Lewis acid-base complex, there are two types of FLPs
—one where the LA and LB centre are in the same molecule called intramolecular FLP and the
other where LA and LB centres are on different molecules, called intermolecular FLP. For
intermolecular FLP it is assumed that when the LA and LB containing molecules are brought
into contact in solution, they form a loosely bound complex, referred to as an ‘encounter

complex’, through secondary interactions, consisting mainly of London dispersion forces.’”® 7°
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80-82 there were no experimental

In spite of several investigations using various techniques
proofs expounding the existence of such a complex and the molecular level details of the
association remain foggy. The electronic structure of these loosely bound FLPs could only be
probed using DFT calculations.”® 7% 8386 |t was found that the loosely bound complexes are
slightly energetically stable although the process not being entropically favourable, renders
AG slightly endergonic or 0.7 Molecular dynamics (MD) simulations show that the association

happens spontaneously, although the probability of finding such an FLP complex is

excruciatingly low (2%).%”

Thankfully, Hz2 can be activated by FLPs even at micromolar (10°® moles/L) concentrations. A
constrained potential energy surface (PES) scan also goes to show that an optimum distance
between the LA (B) and LB (P) of 3 — 5 A is favourable for an ‘active’ FLP that successfully
cleaves H,.2> Excessively bulky groups makes this distance too large whereas small
substituents favour the formation of the classical Lewis acid-base adduct — making the
combination of LA and LB inimical for activation of H; in either case. For intramolecular FLPs
the LA and LB centres are covalently linked by C-C linkage. To make this molecule useful for
H, activation, the closed ring structure must be opened (Scheme 6-8). Although this makes
the process slightly more entropically favourable, there is also an additional energy

requirement for the ring opening (AE1).

LA

e (O
. AE, AE, H

LB LB LB

Scheme 6-8: Steps involve in H; activation by an intramolecular FLP

Once the encounter complex is formed, the FLP can interact with small molecules like Hz, CO»,
SO; etc. There are two DFT based models that can be used to describe the polarisation of H»
(Scheme 6-8). The first one, proposed by Papai et al.,® called the electron transfer (ET) model,
says that the encounter complex interacts with H, and polarises it in a concerted manner.
Molecular orbital analysis reveals a simultaneous electron transfer from the lone pair on P to
the 6*4.4 orbital and from the ow.4 orbital to the vacant p orbital on the Lewis acidic B during
the activation of Ha by P('Bu)s and B(CeFs)s.88 This leads to weakening and subsequent

cleavage of the bond. The transition state (TS) is characterised by slightly lengthened H-H
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bond length with P-H-H-B arranged in an almost linear fashion and the imaginary stretching

frequency corresponds to stretching of the H-H bond and formation of the P-H and B-H bonds.

Electron Transfer (ET) Model Electric Field (EF) Model

Scheme 6-9: Schematic representation of DFT based H; activation models — electron transfer
(ET) model proposed by Pépai et al® and Electric field (EF) model proposed by Grimme et al.?*

The other, simpler mechanistic picture was provided by Grimme and co-workers who
proposed the so-called electric field (EF) model.®* This alternative model was proposed in view
of gross oversimplification in the treatment of non-covalent interactions between large
substituents for each specific FLP pair in Papai’s model. Here also an encounter complex is
formed. The incoming H, molecule is polarised by the electric field created by the FLP. In that
case, the computed imaginary frequency corresponds to the entrance of the H, molecule into
the FLP pocket. According to this model, the most uphill step is the entrance of the H;

molecule into the FLP pocket and afterwards the reaction is practically barrier-less.

There is some debate over these two models.? Several DFT and full Cl based methods show
that the activation barrier is strongly dependent on the electric field created by the FLP.%°
However, Camaioni et al. also indicated in their study that the polarisation of H, by Lewis pairs
NHs3 and BX3 (X = H, F, Cl) is too weak to cleave the H, molecule.® A further investigation of a
set of H; activation reaction showed that EF model had more short-comings while ET model
provides more insight into the specific features of Hs activation.*® Interestingly, a recent MD
study reveals that the two models may be complementary to each other.?® A further study by
Liu and co-workers shows that the EF model is effective at larger distances, where the
elongation of the H-H bond is mainly due to polarisation, whereas at shorter distance the ET
model can be applied because clear indications of charge transfer from P to H* and from H™ to

B can be identified.??
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There can be several factors affecting the reactivity of these FLPs. It has been shown that
intramolecular FLPs show greater reactivity than intermolecular FLPs®? as they have an
entropic advantage. In either case, the reaction thermodynamics is strongly dependent on
the cumulative strength of the LA and LB which can be measured from their hydride affinity
and proton affinity, respectively.®> The cumulative strength not only affects the
thermodynamics of the H; activation reaction but has systematic effect on kinetics as well.
According to DFT calculations, increase of strength of LA/LB pair decreases the activation
barrier.* Also, the individual roles of the LA and LB in the activation process have been
explored using DFT based metadynamic simulations.®! The authors find that the rate limiting
kinetics is determined by the Lewis acid while the exergonic thermodynamics is determined

by the Lewis base.

From the various aspects of activation reactions discussed above, it is evident that the kinetics
of such a reaction depends on several different factors, one of which is presumably the
effective Lewis acidity of the LA partner towards the molecule being activated. Such
hypotheses have been made after various experimental studies that claim that higher the
Lewis acidity of the catalyst, greater is its efficiency. However, no quantitative proof of this
statement exists yet. As mentioned in the introduction, hydride ion affinity has been found to
be an effective measure of Lewis acidity, and this has indeed been found to be true in the
case of our X-BHx* boreniums as well, as seen from the results of Chapter IV. The utility of this
HIA scale in predicting the activation energy for the activation of H; has been examined in the
following sections. The beginning of this study deals with the interaction of X-BH," with Hy, in
the absence of an external base." In the latter part, the activation of H; in the presence of a

related Lewis acid (X-BPh;*) and a Lewis base (phosphine) has been investigated.

6.2. Computational Details

All the molecules in Section 6.3 and 6.4 were optimised and characterised through frequency
calculation at M06/6-311G(d,p) level of theory using Gaussian09 program.®> The WBI and
population analysis was done using NBO6 program at the same level of theory. The ETS-NOCV
analysis has been carried out using ADF2017 at B3LYP/TZ2P level.’® 97 All single point

" Part of the calculations described in this chapter have been performed by Jacob S Hirschi, a master student
from UC San Diego (USA) who performed an internship in the LCM lab from mid-June to mid-September 2019
under the supervision of Gilles Frison. | have participated in his supervision.
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calculations to determine electronic energy and Gibbs free energy in the gas phase were also
carried out at M06/6-311G(d,p) level. For energy calculation in the solvent phase the PCM
model was used with toluene as solvent. The choice of solvent was inspired by a study by

Ferndndez.?®

The molecules in section 6.5 were optimised and characterised at B3LYP/ TZVP level.

6.3. Interaction of X-BH,* with H,

In this section, the interaction between X-BH,* and H; has been examined, where X-BH," acts
as a Lewis acid and H; acts as the Lewis base. This is the preliminary study to see to what
extent our range of X-BH>* molecules can activate H,. There are two possible pathways for
hydrogen cleavage — homolytic and heterolytic. Heterolytic cleavage is preferred in the
presence of an external base which proceeds via the polarisation of the H-H bond. Homolytic
cleavage is the preferred pathway in the absence of an external base.?® 1%°This computational
study of the interaction between a Lewis acid, X-BH,* and molecular hydrogen gives insight
into the variance in chemical behaviour due to change in Lewis acidity by changing the
electronic environment. Many of the adducts in our study display a double-minima in their
1D potential energy surface. This feature has been previously noted in some studies for Lewis
acid-base adducts!? 192 hut has not been discussed in the context of the interaction between

H, and Lewis acid before.

6.3.1. Geometry Optimisation and Electronic Structure

The structure of the global minimum of the H adduct with X-BH,* (X =1 —38) were optimised
at M06/6-311G(d,p) level of theory. An examination of the optimised geometries clearly
reveals two different kinds of structures. In most cases (26 out of 38 correspondingto X=1—
24, 27, 28) the H, molecule approaches the X-BH,* unit in a side on fashion, indicative of its
role as a Lewis base in these complexes,'%® the BH unit undergoes some distortion, with the
B-H bonds bending out of plane to accommodate the incoming H,, accompanied by a
simultaneous B-C bond rotation in some cases (Figure 6-1 A). Furthermore, the H-H bond
length is slightly higher than 0.8 A. For 12 molecules (X = 25-26, 29, 31, 33-38) the global
minima show no significant distortions of the BH, unit is noted and the H; molecule is

stationed significantly further away from the X-BH>* moiety, conserving a short H-H bond
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length around 0.75 A. The structure of an example from each of these categories of complexes

has been provided in the figure 6-1.

(n%-H,)16-BH,* n? adduct 29-BH,—H,*van der Waals’ complex
(A) (B)

Figure 6-1: Optimised geometry of (A) n?-adduct of 16-BH,* and H; and (B) van der Waals’
complex formed between 29-BH;* and Hzpihydrogen COMplex

It is interesting to note here that we specifically speak in terms of the ‘global minima’ in these
cases because in the case of 11 of the adducts (18-19, 22-27, 30, 32) considered, there are
two minima on the potential energy surface. This has been discussed in further detail in

section 6.3.2.

The n? adducts and van der waals’ complexes were further analysed using several
computational tools. Using NBO analysis the 1?2 complexes can be described using two Lewis

structures (scheme 6-10) -

(i) 3c-2e bond - The weakening of the H-H o-bond in this adduct can be attributed to
two simultaneous interactions — the donation of electrons from the H-H c-orbital
to the vacant p-orbital on B and the backbonding interaction via electron donation
from the B-H o-bonds to the 3c antibonding orbital. This is represented as Lewis
structure 1 in the scheme below (Scheme 6-10).

(ii) 2c-2e H2-HP bond and a vacant orbital on B while the bonding and backbonding
interactions are described by H2-H? (6) > B (p) and B-HY2-> H2-HP (o*) respectively.
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Scheme 6-10: The possible Lewis structures for (n2-H2)X-BH,*

These two Lewis structures can be considered equivalent both donation and backdonation
are similar. Indeed, a very strong correlations exist between the percentage contribution of B
to the 3c-2e bond computed from the first Lewis structure and AE°~P®) calculated from 2
order perturbative analysis of the second Lewis structure, which both evaluate o-donation
interaction (Figure 6-2 A). Furthermore, similar correlation is obtained between the strength
of back-donation, calculated by 2" order perturbation energy analysis in either case, between
the two Lewis structures (Figure 6-2 B). The second structure, of course, offers the advantage
of making a direct energetic correlation between donation and back-donation hence we find
that the magnitude of H2-H® (6) > B (p) donation is significantly much larger than B-H2 >

H2-HP (6*) back-donation and can be considered the primary interaction of interest.

o-donation in Lewis Structure 2 (in kJ/mol) Back-donation in Lewis Structure 1 (in kJ/mol)

2000 110
100 A) y=129.39x-1719.7 105 B) y = 0.9897x+ 1.0317
R? = 0.9958 R 0.9999
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1700 95

1600 90

1500 85

1400 80
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1000 60
20 ”n - - 2 - . - 2% 29 60 6 70 75 80 8 9 95 100 105 110

o-donation in Lewis Structure 1 (%B in 3¢c-2e bond) Back-donation in Lewis Structure 2 (in kl/mol)

Figure 6-2: Correlations between the measures of c-donation and back-donation belonging
to the two Lewis structures of (n2-Hz)X-BHy*

The n? complexes have been further analysed using the ETS-NOCV analysis. The first NOCV
indicates the donation of electrons from H-H c-bond and the second NOCV indicates a n-type
accumulation of electron density. This indicates the n-backdonation from the B-H bond to the

o* H-H bond. This has been represented in Figure 6-3 A and B for (n?-H2)14-BH,*. There is a
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reasonably good correlation between c-donation measured by NBO analysis and NOCV

analysis and the same is true of m-backdonation. (Figures 6-3 C and D)

NOCV1

E°yocv @nalysis (kcal/mol)

70

(C) y =3.4037x- 28.163
65 R?=0.9764
60
55
50
5
40
20 21 py) 23 2 25 26 27 28 29

o-donation from NBO analysis (%B in 3c-2e bond)

NOCV 2

E%yocy analysis (kcal/mol)

(D)

12
y =0.1015x + 0.3351

R?=0.9455

115

11
10.5
10
9.5
9
85
8
75
7
70 75 80 85 90 95 100 105 110

Backdonation from NBO analysis (kJ/mol)

Figure 6-3: NOCV1 and NOCV2 of (n?-Hz) X-BH2* where X = 14 Isosurface value = 0.003;
correlation between different donation and back-donation components measured by NBO
and ETS-NOCV analysis. The charge flow of the electronic density is green — red. Isosurface

value: 0.003 a.u.
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6.3.2. Results and Discussion

As we have seen before two different categories of complexes exist —in the first set, H, binds
X-BH,* coordinatively, forming a much stronger n? adduct (Figure 6-1 A); the second set
clearly indicates the formation of a weaker van der Waals’ complexes (Figure 6-1B).
Dihydrogen complexes with the substantial retention of H-H o-bond are no longer a rarity and
there are 3 structural types that are currently recognised!®® — Kubas dihydrogen, stretched
dihydrogen and compressed dihydride, each category representing progressively longer H-H

bonds and diminishing H-H 6-bond character.

nonclassical
- T

- Tl Pt -
H-H 2 B 5 H~H

Kubas  Stretched  Com-
pressed
dihydride

09 11 13 _
dgg(A)

Figure 6-4: Various dihydrogen complexes, image taken from Crabtree’s review.1%*

In our case, for the n2 adducts, the average H-H bond length of 0.836 A places the complexes
squarely in Kubas region (0.8 — 1.0 A).294 Unlike the stretched dihydrogen (1.0 — 1.25 A) and
the compressed dihydride (1.25 — 1.6 A), complexes in Kubas region are still characterised by
substantial retention of the H-H o-bond. However, the bond is much weaker than in the van
der Waals’ complex, where the Ha-Hp bond length is slightly longer (the average bond length
being 0.752 A) than that of free molecular H, (0.747 A).

The H-H bond length can be considered as a marker of the strength of the interaction between
X-BH;* and H; molecule — the greater the length of the H-H bond, the stronger is the o-
donation from H; to X-BH;", indicating its higher Lewis acidity. Measuring H-H bond length
against our known scale of Lewis acidity reaffirms the previously obtained results, which can
now be expressed in the form of an intuitive graph. There are two distinct categories of
complexes formed by the different X-BH,* boreniums with H, molecule — the n? adducts and

the van der Waals’ complexes, identified clearly in Figure: 6-5.
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Figure 6-5: Correlation between H-H bond length (dw-) in H2-X-BH,* complexes and HIA of X-
BH,* showing the formation of van der Waals’ complexes (orange) and n?-adducts (blue).

It was interesting to consider the possibility if the ability of X-BH>* to form an n? adduct or a
van der Waals’ complex was mutually exclusive, that is to say, could the molecules that form
n? adducts also form van der Waals’ complexes and vice versa? To answer this, the relaxed
1D potential energy surface (PES) with respect to the B-H** bond length was scanned (M06/6-
311G(d,p) level). The PES scans revealed that 8 X-BH,* molecules of low HIA and therefore,
low Lewis acidity form exclusively van der Waals’ complexes (X = 29, 31, 33-38) (red points in
the graph in Figure 6-6); 19 X-BH,* molecules of very high HIA and consequently high Lewis
acidity form exclusively n? adducts (X = 1-10, 12-17, 20-21, 28) (blue points) and 11 X-BH,*
molecules of intermediate Lewis acidity and, naturally, intermediate values of HIA can form

both n? adduct and van der Waals’ complex(X = 11, 18-19, 22-27, 30, 32) (green points).

dyri (in A)
o 38 X-BH,* Lewis Acid
‘ * -BH," Lewis Acids
084 . % .‘:
L/ H,
0.82
078 )
19 exclusive 8 exclusive
o8 2 der Waals’
e o o o o ¥ n? adducts van der Waals
074 (X=1-10, 12- complexes
20 600 700 800 900 1000 17,20-21, 28) (X =29,31, 33-38)
HIA (in kl/mol)

Figure 6-6: The classification of complexes formed by X-BH,*" (X =1 — 38) with H;
These 11 X-BH,* molecules exhibit two distinct minima on their PES, the one at smaller B-H¥/®

distance signifying the formation of an n? adduct and another minima at a longer B-H¥"®
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distance corresponding to the van der Waals complex. This is illustrated with the example of
11-BH,*, in Figure 6-7. The PES shows these two minima, one where dg.a is 1.4 A and the
corresponding dua-tp is 0.83A (n? adduct) and the other where dg.ta is 2.07A and the
corresponding duab is 0.76 A (van der Waals’ complex) (Figure 6-6). The relative depth of
each minima depends upon the relative stability of the n? adduct vs. the van der Waals
complex. Among the 11 molecules that show the dual minima the van der Waals’ complex is
the global minima for 4 cases (X = 25, 26, 30, 32) and the )2 complex is the minima for 7 cases

(X =11, 18-19, 22-24, 27).

Relative Potential Energy (in kJ/mol)
18

16
14
12

10

3 35 _ 4

dp.1a (iN A)

Figure 6-7: The 1D potential energy surface for interaction between 11-BH,* and H;

The interaction of molecular H, with X-BH;* clearly indicates the difference in the cumulative
Lewis acid strengths of X-BH,* which gives rise to different chemical behaviour. The behaviour
also turns out to be consistent with HIA calculated for the X-BH>* molecules to a reasonable
extent. However, in none of the cases, not even the strongest Lewis acid examined in our set
of molecules, molecular hydrogen can be homolytically cleaved by X-BH," alone although
there is a weakening of the H-H c-bond. The absence of external base also prevents any
heterolytic cleavage to form X-BH3 and H*. Such heterolytic cleavage, as mentioned before,

can be achieved in the presence of a base (like phosphine).
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6.4. Activation of H, with FLP pair - X-BR,* and P'Bus

Up until this point, the behaviour of the dihydrido borenium X-BH;* with molecular H; has
been explored and we find that in none of the cases does H, molecule undergo a complete
cleavage. Naturally, the next logical step would be to introduce a Lewis base into the system,
thus completing the Lewis acid-base pair to rip the H; into H* and H". The choice of a base can
in itself become the subject of another thesis. To speak about it briefly, in most cases the base
is not just responsible for the cleavage of H, but is the compound that undergoes reduction
by accepting H in a following step. A large variety of ‘Lewis bases’ can undergo such
reductions — imines,¥ °? amides, % nitriles,'% aziridines’ and alkynes.”® That said, however,
the most popular FLP pair is that formed by a boron Lewis acid and a phosphine Lewis base.
We have chosen this kind of a pair with a borenium Lewis acid and phosphine Lewis base
constituting an FLP pair to heterolytically cleave H,. The theoretical studies conducted in this
chapter is inspired in part by the investigations conducted in the paper by Cabrera-Trujillo
and Fernandez where the influence of Lewis bases on the reactivity of various FLP have been

explored.”®

6.4.1. Moving from X-BH,* to X-BPh,*

We start our study by modelling the activity of the X-BH,* and P('Bu)s FLP with respect to
hydrogen splitting. Quickly, we faced two problems: undesirable interactions between the
fragments where obtained in many cases and, when the expected orientation and interaction
of the partners were obtained, the excessively high acidity of X-BH," makes the reaction
proceed without an energy barrier. Therefore, we decided to replace the H atoms on
dihydrido boreniums by phenyl groups (Ph). Such substituents, which are used
experimentally, solve the above problems when carrying on theoretical investigations.
Compared to X-BH;* Lewis acid, X-BPhy* includes phenyl groups, which have electron
withdrawing inductive effect (-1) and electron donating mesomeric (+M) effect with respect
to H. However, this change should be uniform and the electronic properties of X in these

complexes could be expected to still bear some parallelism to their X-BH,* counterparts.

6.4.2. Geometry Optimisation and Electronic Structure

The geometry of 33 X-BPh," (X = 1-26, 28-30, 32-34, 37, see the list provided on page 13) have

been optimised at M06/6-311G(d,p) level to study their activity as the Lewis acid counterpart
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of a frustrated Lewis pair with P(*Bu)s in the activation of Ha. For the other molecules of the
initial set (X = 27, 31, 35-36, 38-39) the transition state for this activation could not be
obtained and therefore had to be left out of the discussion. The chosen set of 33 molecules
still present a diverse range of molecules including normal NHC (1-2, 4, 6, 8, 10, 12, 14, 16,
20-24, 26, 28, 30, 32, 33), mesoionic NHC (9, 11, 13, 15, 17-19, 25, 29), cyclic alkyl amino
carbenes (cAAC 3, 5, 7), and carbodicarbenes (34, 37).

The optimised geometry of X-BPh," shows certain key differences with respect to the
optimised geometry of X-BH,*. One of the X-BPh;* molecules has been shown in Figure 6-8. X
and BPh; units are not coplanar, i.e., Y-C-B-Cpn, dihedral angle is non-zero in all cases as
opposed to the Y-C-B-H bond angle which is zero in most cases. The phenyl groups are also
not coplanar. This could be attributed to a combination of steric and electronic factors. As
mentioned before, the boron in X-BPhy* experienced vastly different o and m electronic
environments compared to X-BH*. Here, the vacant boron p orbital receives n-electrons from
both the phenyl groups and the X moiety, and the o- electrons in the sp? hybridised orbital of
B experience an electron withdrawing effect due to the higher electronegativity of the sp?
hybridised C of the Ph groups. It is also important to appreciate that due to the non-
coplanarity of the X-BPh,* molecule, it becomes considerably difficult to segregate the various
o and mt interactions from each other, rendering it impossible to evaluate each interaction
individually. Herein lies the value of a scale such as HIA, which can assign a number to the
total Lewis acidity of the molecule, even if its individual o-acidity and m-acidity cannot be

determined.

Figure 6-8: Optimised geometry of 20-BPh;*
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In figure 6-9, a comparison of two chemical characteristics of the B-C bond in X-BH;* and X-
BPhy* — bond length (ds-c) and Wiberg bond index (WBls-c) have been presented. We see that
the correlation between bond lengths are quite poor, but it is better with bond indices
although still far from perfect. The correlation between the occupancies of the p; orbital on B
in X-BH>* and X-BPh,* is also very poor, due to smaller variation of this population in X-BPh,*
compared to X-BH*. This indicates that the n-donation in the two cases is not similar, a low
n-donation of X can be compensated by n-donation of the Ph substituents. However, the
hydride ion affinity of X-BH,* and X-BPh,* show very good correlation (Figure 6-9 D). This

shows that the overall Lewis acidity that arises as a combination of ¢ and & effects at the

boron centre are actually quite similar for X-BH,* and X-BPh;".
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Figure 6-9: Correlation between different parameters of X-BH,* and X-BPhy*

6.4.3. Calculating Energy of Activation

The activation of H, by the Lewis acid-base FLP proceeds via the formation of a reactant
complex (RC) followed by a transition state (TS) and finally, the product complex (PC) which
then dissociates into products. The structures of each of these stages has been illustrated

with the example of 20-BPh,* and P('Bu)s acting on H3 in Figure 6-10. The RC is characterised
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by the H2 molecule poised between the X-BPhy* and P(*Bu)s in a roughly triangular fashion.
The molecular axis of H; runs parallel to the B-Cx bond and lies relatively far away from the
P(*Bu)z unit. This conformation is similar to the one obtained by Fernandez for reactant
complex formed between B(CeFs)s and P('Bu)s with H; positioned between them.%8 As the two
hydrogen atoms of H, are no longer equivalent in the complex, for the sake of clarity, they
have been indicated as Ha and Hy, in figure 6-10. In each case (RC, TS, PC), the hydrogen atom
closer to P('Bu)s unit is indicated as Ha and the other one, closer to the borenium X-BPhy* is
indicated by He. In the case of the RC formed for X = 20, the distance between H, and B / P
atoms is 2.80 / 3.11 A, respectively. The P-H,-B bond angle is 111.2°. The overlap is side-on
with B and end-on with P. The Ha-Hp bond is 0.77 A, which is slightly longer than free H, (0.74
R). The RC proceeds along the intrinsic reaction coordinate (IRC), reaching the top of the hill,
which is the transition state (TS). The TS has a single imaginary frequency which, for all X
except the two carbones, i.e. X =34 and 37, is a combination of the H, molecule entering into
the FLP pocket and a tetragonal distortion of B. For X = 34 and 37, the imaginary frequency
corresponds to the stretching of the H-H bond, in agreement with a later transition state due
to a lower reactivity induced by a lower Lewis acidity. In the TS, the H, molecule is shared
more equally between the Lewis acidic B and Lewis basic P, each interacting with one end of
the molecule. For the TS of X = 20, the P-H, distance is 2.16 A and B-Hy, distance is 1.77 A. The
B-Hp-Ha bond angle is 125.5° while the Ha-Hp bond is considerably elongated to 0.82 A. The TS
is converted into the product complex (PC), where the H, molecule has been heterolytically

split into H* and H™ to form neutral X-BHPh; and cationic P(*Bu)sH".
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Transition State

Product Complex

Figure 6-10: Optimised geometry of reactant complex (RC), transition state (TS) and product
complex (PC) of the activation of H, by 20-BPh,* and P(!Bu)s.

The computed reaction profiles for the activation of H, with respect to the electronic energy,
E and the sum of electronic and thermal free energy i.e. Gibbs free energy, denoted by G, for
X =20 has been presented in Figure 6-11. The energies associated with the RC, TS and PC for
all the 33 cases of X-BPh,* have been calculated in gas phase as well as with the PCM model
using toluene as solvent. The difference of electronic energy between RC and TS denoted by
AE; is highest for X = 37 and least for X = 2 in either case. This is in line with our expectations
as X = 37 is a carbodicarbone and X-BPh,* consequently has low Lewis acidity, and so, the
activation barrier for 37-BPh;* should be high. At the same time for X =2, the NHC has electron
withdrawing carbonyl substituents in its backbone, making 2-BH,* strongly Lewis acidic. This

makes the activation barrier low.
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Figure 6-11: Computed reaction profiles for the H, activation reaction by 20-BPh;* and
P(tBu)s: (A) relative energies (B) free energies at 298 K given in kJ/mol. All data was calculated
at M06/6-311G(d,p) level in the gas phase with energy for solvated systems provided in
parenthesis

Despite this qualitative agreement for X =2 and 37, AE, shows only a modest correlation with

the HIA as calculated for X-BH,* molecules in the previous chapter (Figure 6-12). The greatest
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deviation is observed in the cases of X = 3, 5 and 7. This could possibly be attributed to the
fact that in each of these cases, in the optimised geometry of X-BPh,* the Y-C-B-C dihedral
angle is close to 90°, whereas the HIA has been calculated for X/-BH,*. Removing these three
points improves the correlations significantly. Notwithstanding this problem, clearly the trend

of the correlation denotes that this HIA is roughly inversely proportional to AE;.
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Figure 6-12: Correlations between HIA and A% calculated in (A) gas phase and (B) with
toluene (PCM), the red squares represent X = 3, 5, 7 which have not been included in the
correlation.

Including entropic effect induces the RC complexes to be located above the separated
reactants X-BPh,*, H, and P(!Bu)s, in free energy. The activation free energy (AG*) therefore
correspond to AG: + AG3 (Figure 6-11). HIA, which reflect the cumulative ¢ and & acidities of
X-BH>*, as well as of X-BPh;*, has been shown previously (chapter Ill) to be lower for poor
Lewis acids and such Lewis acids have been shown (6.2) to be weak activators of H,, owing to
the higher activation energy. AG* does as such correlate quite well with HIA (Figures 6-13 A
and B). This demonstrates the utility of HIA as a predictive tool in measuring the relative

efficiency of the borenium catalysts.

AG* has also been compared to a linear combination of the 6 and n donation energies (noted
as 0 + A*r, where A is a linear coefficient to be optimised) of X-BH;* as noted in chapter Il
Once again discluding the cAACs (which have already been excluded), the correlation is
optimised to the maximum possible value of R (0.87) for A = 0.32 (Figure 6-13 C). This shows

that properties of X can be connected to reactivity of the X-BPh,* molecules in a tangible way.

234



HIA (in kl/mol) HIA (in kJ/mol)

1000 Y 1000 .
A) y=-41483x+10744 0 g y=-3.8282x + 1114.9
R?=0.8958 900 » R2=0.8436

900

850
800 800
750

700 700

Max = 59.6 klJ/mol
MAD = 21.84 kl/mol
RMSD = 25.07 kJ/mol RMSD =31.63 kJ/mol
NRMSD =5.75 %

NRMSD = 8.6 %
500 500

o 20 0 60 80 00 120 140 160 0 20 40 60 8 100 120 140 160 180
AG* in toluene/PMC (in kJ/mol)

Max = 61.2 kl/mol
MAD = 26.00 kJ/mol

650

600 600

AG* gas phase (in ki/mol)

AG*(in ki/mol) HIA of X-BPh," (in ki/mol)
900 900
850 C) y =2.9444x + 402.32 * D) * y =-2.4735x+ 884.78
200 R?=0.8661 800 R?=0.8602
750
700 700
e Max = 53.76 kJ/mol Max = 38.71 kJ/mol

. MAD = 15.73 kJ/mol wo  MAD =14.84 ki/mol
4 RMSD = 20.5 kJ/mol RMSD = 17.63 kJ/mol
550 ¢ NRMSD = 7.45 % NRMSD =6.22 %
500 500
0 20 40 60 80 100 120 140 160 180 o] 20 40 60 80 100 120 140 160
otW*r A =0.32 (in kJ/mol) AG* gas phase (in kJ/mol)

Figure 6-13: Correlations between HIA of X-BH,* and AG* calculated in (A) gas phase and (B)
in toluene (PCM); correlations between HIA of X-BPH,* and (A) X-BH>* and (D) AG* calculated
in gas phase. The red dots represent cAACs which have not been included in the correlation.

6.5. Calculating HIA for some Experimental Cases

As the catalysts chosen in our study have been selected from a theoretical perspective,
keeping in mind the limitations of size, most of the X-BH,* and X-BPh,* cations have not been
tested for their catalytic efficiency through experimental work. For this reason, we chose
some molecules from a seminal publication in this field from Stephan’s group,®” whose
catalytic efficiency has been thoroughly studied. For these molecules, we calculate their HIA
and compare it with the yields of the catalytic reactions obtained experimentally with these

molecules.

Stephan’s catalysts catalyse the hydrogenation of an imine (Figure 6-14). From this
experimental study, we have selected 7 catalysts, noted Cat.X (X = 1-7), for which the yields
of the final product have been reported for similar experimental condition, that is a given
mol% of the catalyst. The details of the catalyst with their yields and mol% concentration are
reported in Table 6-1. The HIA of Cat.X-9BBN (9BBN = 9-borabicyclononane) have been
calculated at B3LYP/TZVP level of theory.
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Table 6-1: catalyst loading, HIA and yield for Cat. XX=1-7

Cat.X HIA yield
X mol% kJ/mol
1 5 704.2 0
2 1 705.4 0
3 1 712.7 0
4 0.5 732.1 35
5 0.5 747.1 67
6 0.5 727.2 21
7 0.5 763.6 100

As the comparison between experiment and theoretical results can only be made for the
same catalyst loading, this means that, strictly speaking, only 4 cases can be used ((Cat.X for
X =4-7), those for which the catalyst loading is 0.5%. For X = 1-3, as the yield of the reaction
is O for a higher catalyst loading (1 to 5%), therefore it is expected that with a smaller catalyst
loading their yield would have remained at 0. Hence, they have been included in the
comparison between experiment and calculation. Our results are depicted in Figure 6-14 and

can be rationalized as follow:

(1) We obtain near perfect correlation for Cat.X where X = 4-7 between HIA and yield
(blue points). This significant result confirms our previous result about the reliability
of HIA as a confident parameter to estimate the reactivity of Lewis acid. In that case,
the correlation has been established between a theoretically calculated HIA and an
experimentally reported yield, strengthened our conclusion.

(2) According to this correlation, there is a cut-off value of HIA (given by the x-intercept)
below which the yield is always 0. This is true for X = 1-3 (orange points). This limiting
value of HIA, HIAo, turns out to be 1534.3 / 2.1415 = 716 kl/mol. Below this value of
HIA, catalytic ability of the NHC-borenium catalyst is expected to be too poor to

catalyse any reaction at all.
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Figure 6-14: Correlation between HIA and % yield associated with the catalysts from Stephan’s
publication

6.6 Conclusion

Through Chapters II-1V, we have discussed theoretical methods to evaluate the Lewis acidity
of divalent carbon compound-borenium adducts, X-BH,*. Due to the simplicity of the system
chosen, it is possible to unentangle the ¢ and m-interactions and characterise them
individually. The total Lewis acidity at the boron centre is clearly a combination of the two
effects. An efficient method to evaluate this combined effect is through the use of hydride

ion affinity (HIA).

e In this chapter we present one example of how evaluating the HIA of X-BH," may be
beneficial in designing efficient Lewis acids for the activation of H;, one of the most
interesting areas of FLP-catalysis. At the same time, it also demonstrates the ability of
theoretical approaches to relate structure and reactivity. Of course, the design of ideal
catalysts for the activation of dihydrogen and/or other small molecules involves the
optimisation of several different criteria, like, modification of the strength of Lewis
acid and base, effect of solvents, steric interactions etc. In this thesis, we deal with
Lewis acid strengths and therefore we address only one of the several factors that may

contribute to make this activation reaction more efficient.
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We started by taking a look at the interaction of molecular H, with X-BH,* alone.
Although we find that H; cannot be cleaved (either homolytically or heterolytically)
even with the strongest Lewis acid, we gained indispensable insight regarding the
varying nature of the adducts formed with gradual change of the strength of the Lewis
acid, measured using HIA. The strongest Lewis acids form exclusively n?-adducts, the
weakest on the other hand form exclusively van der Waals’ complexes which those of
intermediate Lewis acidity form both.

Next, we study the efficiency of the X-BPh,* molecules (the more ‘realistic
counterparts of X-BH,'), as a part of a frustrated Lewis pair with P('Bu)s, in
heterolytically cleaving H, molecule. It was shown that the activation energy for the
dissociation of H, by the X-BPh," and P('Bu)s FLP is nicely correlated to the HIA of X-
BH;* molecules or in other words the Lewis acidity of X-BH,* (or X-BPhy*), which in
turn, is controlled by the nature of the divalent carbon compound, X. Indeed, the
activation energy could also be correlated to the individual structural components of
the X-BH;* molecule —the C-B 6 and & bonds.

We have further been able to establish that HIA has a good correlation with the
experimentally determined yields, based on catalysts selected from Stephan’s paper.
Stephan and Crudden have hypothesised a correlation between strength of Lewis
acidity and yield.? 1% Qur correlation clearly establishes that increased Lewis acidity,

measured in terms of HIA increases the yield of the catalyst for a given catalyst load.
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General Conclusion and Perspectives

From the study conducted in this thesis, we can derive the following conclusions:

e Density functional theory can be successfully used in modelling NHC-derived
borenium compounds and measure ¢ and 1t interactions within these molecules. We
find that while some descriptors of 6 and i donation correlate with each other, a lot
of them do not. To establish a correlation some modifications may be necessary (like
for ETS-NOCV analysis). Sometimes the lack of correlation also indicates a conceptual
difference in the descriptors. Nevertheless, unambiguous descriptors of ¢ and nt
donations have been identified.

e A linear combination of o and m donation energy, which are properties of the NHC-
derived compound-borenium adduct, can be correlated to their Hydride ion affinities
(HIA), a well-recognised parameter of measuring Lewis acidity.

e The HIA can in turn be correlated with the activation energy associated with the
activation of H; by X-BPh;" and P('Bu)s. A linear combination of o and i interaction

also correlates with the energy of activation.

We set out with the objective of building a bridge between structure and activity in the
particular case of borenium adducts of carbenic compounds using computational tools. This
goal has been fulfilled to a large extent. And yet, as has been pointed out at different stages

of the investigation — there are several aspects that demand further investigation.

Looking to the future, the results obtained from this thesis can stimulate research in several
new directions. One could pursue the investigation with the parameters for c-donation whose
theoretical origin is still not completely understood. More investigation needs to be
conducted to understand how NMR based parameters could become useful in obtaining
structural information. Finally, it could be interesting to see if the same techniques used here
can be extended to quantify other bonds, with particular emphasis on the NBO approach.
Systems under investigation could include adducts of borenium with other divalent donors

(N, O, S etc.) and perhaps some transition metal-based catalysts as well.
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Statistical Parameters for the Estimation of Errors

In the course of our investigation we often correlate similar or related quantities in order to
understand the relationship between them. How closely these quantities are related can be
understood by some statistical parameters, which will then help us to conclude if the
correlation between them is good, moderate or poor. Below we discuss five such parameters

that have been calculated for most correlations presented in this thesis.

i. Coefficient of Determination(R?)!

The coefficient of determination, R?, is used to analyse how differences in one
variable can be explained by the difference in a second variable. R? gives the
percentage of variation in y explained by the variation in x. R? ranges between 0
to 1. This means that 0% to 100% variation in y can be explained by the variation
in x respectively.

The utility of R? lies in its ability to find the likelihood of future events falling within
the predicted outcome. That is, if more samples were added to the set, the
coefficient would show the probability of the new point falling on the line. For a

set of n (xn, yn) points, R? is defined as -

[ nXxy - Q&) |

J nEx? - @07 [nEy? - E)°]

ii. Maximum Error (Max)

R? =

The absolute deviation of a given point (xi,yi) from a line y = Ax +B is given by
abs(ycalc — y) where yalc is the expected value of the variable y for x = x;, i.e. Axi + B.
The maximum deviation calculated in this way calculated for a set of point (xn, yn)
is defined as the maximum error.
Max = max|ycqc — yil = max|Ax; + B — yil

iii. Mean Absolute Deviation (MAD)
The mean of the deviations calculated as explained above is called the mean
average deviation (MAD). It is given by:

YilAx; + B — y;l
n

MAD =
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iv. Root Mean Square Deviation (RMSD)?
The root mean square deviation is frequently used to measure the difference
between values predicted by a model (represented by a line y = Ax +B) and the
values observed. The RMSD serves to aggregate the magnitudes of the errors in
prediction of various data points into a single measure of predictive power. The
RMSD is a means of measuring errors for different models for a particular dataset
and not between different datasets, as RMSD is scale dependent. It is given, for a

set of n points by:

(Ax; + B — y;)?
I jzl( +B=y)
n
V. Normalised Root Mean Square Deviation (NRMSD)3
The Normalised RMSD facilitates the comparison between models with different

scales. NRMSD relates the RMSD to the observed range of the variable.
RMSD

NRMSD = ,
[max(y;) — min(y;)]
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Titre : Un cheminement computationnel entre structure électronique et réactivité : Les catalyseurs de type NHC-

borénium comme exemple
Mots clés : DFT, catalyse, carbéne N-hétérocyclique

Résumé: La chimie computationnelle est
omniprésente dans [I'évaluation numérique des
propriétés physiques et chimiques des molécules. I
s'agit d'un outil de prédiction pour les chimistes
théoriciens et d'un outil complémentaire en chimie
organique et inorganique pour éviter de réaliser des
expériences et des synthéses ardues en laboratoire. La
chimie computationnelle s'intéresse a la fois a la
mesure des propriétés physiques et a I'évaluation de
I'efficacité des méthodes théoriques a prédire ces
valeurs.

Au cours de cette these, nous explorons ces deux
facettes dans le contexte des adduits borénium-
dérivés de carbenes N-hétérocycliques (NHC). Ces
adduits sont des acides de Lewis reconnus en chimie,
comme illustré par leur role de catalyseurs pour
I'activation de petites molécules comme H,. De plus,
ces composés présentent des caractéristiques
chimiques qui permettent de décomposer finement les
transferts  électroniques entre ses constituants
borénium et carbone divalent (ligands NHC ou
carbone(0)).

L’objectif de cette these a donc été 1’établissement
d’une relation structure-activité pour ces composés,
ouvrant la voie vers la conception rationnelle in silico
de nouveaux catalyseurs plus performants.

La déficience en électrons de l'atome de bore est
atténuée par la donation d'électrons du ligand carbone
divalent. La force de ces interactions ¢ et ® a été
évaluée par calculs en utilisant de nombreuses
approches théoriques, permettant d'identifier les
descripteurs les plus efficaces pour ces interactions.
La pertinence de nos résultats théoriques a été
renforcée par la comparaison avec les valeurs
expérimentales disponibles. Dans I'étape suivante,
une relation quantitative entre les interactions ¢ et ©
et l'acidité de Lewis, évaluée par l'affinité aux ions
hydrures, a été établie. Enfin, il a été démontré que
cette acidité de Lewis est corrélée avec I'énergie
d'activation de H,, établissant ainsi une relation
directe entre les caractéristiques structurelles de ces
catalyseurs au borénium et leur réactivité.

Title : A computational journey from electronic structure to reactivity: NHC-derived borenium catalysts as test

case
Keywords : DFT, catalysis, N-heterocyclic carbene

Computational chemistry is ubiquitous in the
numerical evaluation of physical and chemical
properties of molecules. It is a predictive tool for
theoretical chemists and a complementary tool in
organic and inorganic chemistry to avoid arduous
laboratory experiments and syntheses.
Computational chemistry is concerned with both
measuring physical properties and evaluating how
efficiently theoretical methods can predict these
values.

In this work we explore both these facets in the
context of N-Heterocyclic carbene (NHC) derived
borenium adducts. These compounds are recognised
for their role as Lewis acids in chemistry, as
illustrated for their catalytic role for activating small
molecules like H,. Moreover, these compounds
present chemical characteristics that allow to finely
decompose the electronic transfers between its
borenium and divalent carbon (NHC or carbone
ligands) constituents. The objective of this research

was to computationally establish a structure-activity
relationship for these adducts, paving the way to the
rational in silico design of new and better
catalysts.The electron deficiency of the boron atom
is mitigated by electron donation from the divalent
carbon ligand. The strength of these ¢ and =
interactions have been evaluated computationally
through numerous theoretical approaches, allowing
to identify the most efficient descriptors for these
interactions. The reliability of our computational
results has been strengthened by comparison with
available experimentally recorded values. In the next
stage a quantitative relationship between the ¢ and ©
interaction and the overall Lewis acidity, evaluated
through hydride ion affinity, has been established.
Finally, this overall Lewis acidity is shown to
correlate with the energy of H; activation, thereby
establishing a direct relationship between the
structural features of these borenium catalysts and
their reactivity.
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