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Titre : Gradiométrie atomique pour les futurs détecteurs d’ondes gravitationnelles

Rssumé : Les ondes gravitationnelles nous permettent d’élargir notre connaissance de
l’univers en transportant sur de très grandes distances les informations reliées aux varia-
tions de masses. La détection de ces ondes est de première importante non seulement pour
la physique fondamentale mais également pour les aspects technologiques des mesures de
haute précision. Différents observatoires d’ondes gravitationnelles sont en opération ou en
construction à travers le monde, avec des bandes de détection allant de 10−9 Hz to 104 Hz.
L’expérience MIGA (Matter Wave Interferometer Gravitational Antenna) a pour but de con-
struire un réseau de gradiomètres atomiques en cavité sur une longueur de base de 150 m
au laboratoire Souterrain Bas Bruit (LSBB). En comparaison avec les détecteurs optiques de
type Michelson en cavité, les gradiomètre atomiques ouvrent la voie vers une détection en
dessous du Hz, et peuvent permettre une détection dans une gamme de fréquence 0.1 Hz
- 10 Hz complémentaire par rapport aux instruments existants ou en construction. Dans ce
cadre, le LP2N réalise une expérience de démonstration consistant en un gradiomètre atom-
ique en cavité basé sur deux sources d’atomes froids de Rb. Nous discutons dans cette thèse
les progrès réalisés sur cette expérience. En particulier, la réalisation et le commissioning du
système à vide ainsi que la caractérisation complète d’une des sources atomiques. Dans ce
manuscrit, nous rapportons également les travaux théoriques réalisés dans un second volet
de cette thèse et consistant à l’étude du couplage optimal entre un interféromètre atomique et
une cavité optique pour la détection des ondes gravitationnelles. Nous présentons ainsi une
géométrie originale de détection permettant d’obtenir une amplification du signal d’onde
gravitationnel détecté par un interféromètre atomique.
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Title : Atom gradiometry for future Gravitational Wave Detectors

Abstract : Gravitational waves expand our observation scope of the universe, carrying infor-
mation through time and space undisturbed due to their inability to be scattered or absorbed.
The detection of gravitational waves is of great significance to the progress of fundamental
physics research and associated experimental technology. Gravitational-wave observatories
are in operation or under construction worldwide, with detection frequencies ranging from
10−9 Hz to 104 Hz. The Matter Wave Interferometer Gravitational Antenna (MIGA) experi-
ment aims to build an atomic gradiometer consisting of one 150 m long optical cavities on
the LSBB platform based on the increasingly mature atomic interference technology. Com-
pared with optical interferometers, atom gradiometers can reduce noise in the low-frequency
range, filling a gap in gravitational wave detection in the band 0.1 Hz - 10 Hz. At LP2N, as a
demonstration experiment for gravitational wave antennas, an atom interferometer based on
quasi-Bragg scattering and marginally-stable cavity has been built. We are currently build-
ing a 6.35 m atom gradiometer composed of two atom sources and made the first attempt
to observe an interference signal. We discuss the implementation of this atom gradiometer,
focusing on our achieved vacuum of 1.4× 10−9 mbar in an large vacuum chamber as well as
the completed tuning of the first atomic source. This thesis elucidates the difference between
an atom gradiometer and an optical interferometer for gravitational wave detection. We pro-
pose a nested three-cavity system through two orthogonal optical cavities - a structure that
can improve the strain sensitivity of atom interferometry, allowing it to exceed the standard
quantum limit of optical gravitational wave detectors.
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Introduction

Background

Gravitational waves (GWs), the ripples in the curvature of time and space caused by the

dynamics of stellar objects with a mass greater than 0, radiate outward from the source in the

form of space-time waves. These waves transmit energy in the form of gravitational radiation.

In 1916, Albert Einstein predicted the existence of GW based on general relativity [1].

In his theory, Einstein connects space-time with the matter directly. Space-time affects the

movement of matter, and matter, in turn, determines the distribution of space-time. The

"curvature" of this distribution is the source of gravity, and the gravitational "ripples" produced

by an object moving at a variable speed are called gravitational waves.

The observation of GWs is verification of Einstein’s general theory of relativity. However,

since the propagation of GWs does not require a medium and its coupling with matter is

extremely weak, they are not absorbed or scattered, which allows us to learn about the early

universe by observing the gravitational waves generated from very distant places.

Nowadays, various GW detectors are in operation or being built, such as the Advanced

Laser Interferometer Gravitational-Wave Observatory (aLIGO), which has been in operation

since September 2015. In addition, other projects are proposed or in preparation, such as ET,

eLISA, AEDGE, and TianQin, whose detection range covers different GW frequency bands.

On February 11, 2016, the LIGO Scientific Cooperation Organization and the Virgo team

announced that they had used advanced LIGO detectors to detect gravitational wave signals

from the merger of two black holes for the first time [2].
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Motivation

Gravitational waves opened a new window for observing the universe. Outside this win-

dow, different GWs frequency bands correspond to different "views" of the universe, which

require different detection technologies. Currently, there are several detectors in the pipeline

with different detection frequencies from LIGO/Virgo (10 Hz-10 kHz), and the MIGA is one

of them.

The MIGA project aims to build a large-scale laser-based atom interferometer gravitational

wave antenna. This project is a beautiful combination of cosmology and particle physics,

the two ends of the "Ouroboros" in physics. It uses the differential signal of multiple atom

interferometers (AI) in the same optical cavity to study the realization of a new method

to detect GW signals in a frequency window ranging from one hundred millihertz to one

hertz[3], which is not covered by any detection device currently in operation.

Before the official launch of MIGA Rustrel, there are two pre-projects in the Laboratoire

Photonique, Numérique et Nanosciences (LP2N). The first is an experiment consisting of one

atom head and a vacuum chamber about 1 meter long. In this project, some cavity tests can

be done to improve the contrast of the interference signal of AI.

The second one comprises two atomic sources and a 6.35-meter-long vacuum chamber.

Here we gain experience with large vacuum physics and initially observe differential signals

between two AI.

When the first two projects started running in a laboratory environment, the third step,

the Rustrel project, is to complete the 150 m gradiometer at LSBB, a tunnel at a depth up to

500 m below a karstic massif. The temperature and humidity underground are also a great

challenge for this project.

The main work of this thesis is to complete the construction of the atom gradiometer at

LP2N and accumulate experience for MIGA at Rustrel.

Thesis organization

The structure of this thesis is as follows:
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Chapter 1 introduces the history of the interferometer and cold atom development, some

basic knowledge of gravitational waves and the MIGA project.

In Chapter 2, we analyze how to convert the target signal into an observable optical

signal. First, the difference between atom interferometers and optical interferometers is

discussed. After, we study how the optical resonant cavity affects the signal-to-noise ratio

of these two detection methods. Finally, an experimental configuration that enhances the

sensitivity of the atom interferometer through the optical resonant cavity is proposed.

Chapter 3 describes the construction journey of the atom gradiometer at LP2N, including

the laser system, the vacuum generation, optical system, control systems, and atom head. All

of which are examples of subsystems for the Rustrel project.

Chapter 4 gives the preliminary results of the atom source test.

We conclude with Chapter 5, for the prospects of the MIGA project, discuss how to im-

prove the accuracy of large-scale atom gradiometers further, and imagine more application

directions.
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Chapter 1

MIGA project

According to Issac Newton, "If I have seen further, it is by standing on the shoulders of

giants." [4]Whether or not the original meaning of this sentence is ironic, it at least shows

one thing: any scientific progress benefits from its previous technology. The realization of the

MIGA project is also inseparable from the development of various theories and technologies,

including the theoretical understanding of GW, the improvement of atom interferometers

used to detect gravitational waves[5], and the corresponding atom cooling technology. In

this chapter, we will talk about the history of these technologies and the planning of the

MIGA project.
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1.1. GRAVITATIONAL WAVE

ℎ×

ℎ+

𝑡𝑡

Figure 1.1: The Lorentz gauge and the TT gauge jointly determine that the gravitational wave
tensor is only independent in two directions, which are denoted as h+ and h×

1.1 Gravitational Wave

In 1916, Einstein published his famous paper about General Relativity, and in that paper,

the gravitational field equation is established [1, 6]:

Rµν −
1

2
gµνR =

8πG

c4
Tµν (1.1)

where Tµν is the energy momentum tensor of matter, describing the energy and mass distribu-

tion of the gravitational field source; Rµν is the Ricci curvature tensor, R is scalar curvature

and gµν represent the space-time metric tensor and the unknown of the gravitational field

equation. The left side of the gravitational field equation is Einstein’s gravitational tensor,

which describes the curved space-time structure; on the right is the energy tensor, which

describes the distribution of matter.

Einstein’s equation associate the curvature of space-time and the energy-momentum ten-

sor of matter. It shows that the existence of matter induces space-time to curve. In general

relativity, the distance between two 4-dimensional points ds = (gµνdx
µdxν)

1
2 is an important

scalar, ds2 > 0 is called the Space-like interval, ds2 < 0 is called the Time-like interval, for

light, ds2 = 0, therefore ds2 = 0 is called the light-like interval.

Under the weak field approximation, the space-time metric tensor gµν can be written as

the Minkowski metric ηµν plus a small perturbation term hµν ,

gµν = ηµν + hµν with
∣∣∣∣hµν

ηµν

∣∣∣∣≪ 1, (1.2)
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within the Lorenz gauge condition and the TT gauge. Taking the propagation direction of the

gravitational wave as z, the four-dimensional Einstein wave equation is transformed into the

three-dimensional wave equation (
∇2 − 1

c2
∂

∂t2

)
hµν = 0, (1.3)

where a solution of this equation is:

hµν =


0 0 0 0

0 h+ h× 0

0 h× −h+ 0

0 0 0 0

 e−iω(t− z
c
). (1.4)

These two gauges limit the variation of h such that it can only be composed of two compo-

nents h× and h+, as shown in 1.1.

For light, ds2 = 0, we have [7]

c2dt2 − dx2 − dy2 − dz2 + 2h×dxdy + h+(dx
2 − dy2) = 0, (1.5)

and we assume a light path along x direction,

c2dt2 − dx2 + h+dx
2 = 0. (1.6)

Expand h+ to first order:

dx = ±c dt

(
1 +

h+(t)

2

)
(1.7)

This formula is the influence of gravitational waves on light propagation. Therefore, by

measuring the change of light propagation, we can measure gravitational waves. Generally

speaking, only the accelerated motion of supermassive objects can generate GW signal that

are strong enough to be detected by existing technology. Therefore, current gravitational

wave observation is mainly aimed at the motion of celestial bodies, like the GW150914 bi-

nary black hole system detected by LIGO [9] and Virgo [10]. As shown in Fig. 1.2(a), two

celestial bodies orbit each other, and as the system loses energy, the orbiting speed increases,

they gradually approach and become a single object. The second derivative of the mass

quadrupole moment is very large. Therefore, gravitational waves radiate with high power. A

binary system that is several kilometers away from each other will lose all of their potential

energy within minutes or even seconds. As time increases, the amplitude and frequency of

6



1.1. GRAVITATIONAL WAVE

Figure 1.2: (a) A simulation diagram of two celestial bodies orbiting each other and pro-
gressing (from left to right) to merger with resulting gravitational waves.(b) An
example signal from an inspiral gravitational wave source [8], GW signal’s am-
plitude and frequency increases as two celestial bodies approach each other and
orbit speed increases

7



CHAPTER 1. MIGA PROJECT

gravitational waves will increase until the two celestial bodies are close enough to merge

(Fig.1.2(b)).

1.2 Interference

When two waves of the same frequency are superimposed, the amplitude increases when

the phase is the same, and decreases when the phase is opposite. According to this property,

Thomas Young verified the wave nature of light through the double-slit experiments.

Many physical quantities can change the phase of the wave. Through the phenomenon

of interference, we can observe the changes of phase to measure these physical quantities,

which is the principle of the interferometer. After Albert A. Michelson developed the first

interferometer in 1880, many interferometers have been developed and are widely used as

precision measurement tools. After the invention of the laser, the accuracy of optical inter-

ferometers has been greatly improved, occupying the dominant position of interferometry.

The interferomety is also applied to the measurement of gravitational waves. The Michel-

son interferometer with an optical resonator used by LIGO/Virgo has successfully detected

the GW signal; meanwhile, the atom interferometer, as another measuring tool, also demon-

strated its potential with the development of cold atom technology. In the following chapters,

We’ll detail how gravitational waves are measured by these two interferometers.

1.3 Laser Cooling and Cold Atoms

In 1873, Maxwell concluded that "the electromagnetic field has radiation pressure" from

his famous formula. This conclusion was confirmed by the experiment of Russian scientist

Pyotr Nikolaevich Lebedev in 1900 [11], but this light pressure effect was too weak to be ap-

plied in practice; that was the case until 1960, when Theodore Harold Maiman built the first

laser based on the theoretical work of Charles Hard Townes and Arthur Leonard Schawlow

[12]. Humankind obtained the first monochromatic high-brightness light source and the

feasibility of using light to manipulate and cool down the atoms.

8



1.4. THE MIGA PROJECT

Only 25 years later in 1985, Steven Chu’s group [13] used six beams of mutually perpen-

dicular light to irradiate sodium atom vapor to obtain "optical molasses" with a temperature

as low as 240 µk. In 1995, JILA’s Carl Edwin Wieman and Eric Allin Cornell [14], and MIT’s

Wolfgang Ketterle [15] respectively realized Bose-Einstein condensation (BEC), winning the

2001 Nobel Prize in Physics.

Cold atoms are now a powerful technique for scientific research on atoms and molecules

but also provide a platform for precision measurement. In 1924, the De Broglie formula made

people realize that matter has wave-particle duality, and objects with greater momentum have

smaller wavelengths. Therefore, when we use atoms as detection tools, the precision that can

be obtained is much higher than that of light waves. However, the motion of atoms, or from a

macro perspective, the temperature, is accompanied by the Doppler effect. This effect causes

a widening of the frequency and dramatically reduces the accuracy of the measurement. A

atomic cooling technology is precisely the antidote to this problem.

1.4 The MIGA project

At present, LIGO and Virgo have successfully detected gravitational waves; there are also

other gravitational wave detection projects (Fig.1.3) under construction or proposed.

Among them, KAGRA [16], INDIGO [17], ET [18], cosmic explorer [19] are all trying to

obtain higher sensitivity in a frequency range similar to that of LIGO/Virgo, the correspond-

ing astronomical phenomenon is compact binary inspirals(white dwarfs, neutron stars, and

black holes); Both eLISA [20], TianQin [21] and Taiji [22] are space projects, aiming at low

frequencies of less than 0.1 Hz. Gravitational wave signals in this range are mainly generated

by massive binaries and extreme mass ratio inspirals. The plan of AEDGE [23], and DECIGO

[24] consist in filling the gap between 0.1 Hz-10 Hz. Gravitational waves in this frequency

range can begenerated by Type IA supernovae, two intermediate-mass black holes system,

etc.

The MIGA project aims to explore a new field, namely large-scale atomic interferometry,

which will bring groundbreaking applications to the detection of gravity and basic research.

Using a new method that utilizes a set of atom interferometers simultaneously manipulated
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Figure 1.3: Gravitational wave detectors in operation or planned, along with warious astro-
nomical phenomena corresponding to different frequency ranges[25, 26].

10



1.4. THE MIGA PROJECT

Figure 1.4: A photo of accelerometer with one atom source and a one-meter cavity

by the resonant light field of a 150 m cavity, MIGA will allow a better understanding of the

evolution of gravitational fields and new tools for gravitational wave detection.

On the basis of MIGA, we propose the establishment of the European Laboratory for Grav-

itational and Atomic Interference Research (ELGAR) [27], an underground infrastructure

based on the latest advances in atomic physics for the study of space-time and gravity, with

the main goal of detecting GW. ELGAR will measure GW in the infrasonic band with peak

strain sensitivity of 3.3× 1022/
√

Hz at 1.7 Hz. It will be used in various fields of fundamental

and applied research beyond GW astronomy, including gravity, general relativity, and geology.

1.4.1 Stages of preparation

For the project to proceed reasonably and orderly, MIGA applied a three-step strategy.

First, build an atom accelerometer, which consists of one atom interferometer and an optical

resonator about 1 meter long, and based on this, tests can be perfomed to improve the

contrast of the interference signal of AI, as well as studying the influence of different modes

of the resonant cavity on an atom interferometer [28].

The second stage is to build an atom gradiometer composed of two atom sources and a
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Control system

Laser Box

Vacuum monitoring

Atom source

Bragg beam optics

Figure 1.5: A top view of the atom gradiometer experiment

6.35-meter-long vacuum chamber. In this project we test how to obtain a vacuum of 10−10

mbar in a relatively large chamber, study the synchronization of signals between different

atom interferometers, and initially observe the gradiometeric signal.

While the first two steps were carried out in the laboratory as preparation projects, we

also started construction [29] of the 150-meter-long atom gradiometer (see Fig. 1.7) on the

LSBB experiment platform [30]. The LSBB platform is a dismissed military facility located

500 m underground, this effectively isolates environmental noise, but this kind of humid

underground environment also presents new and different challenges to atomic physics.

1.4.2 Design

The working principle of MIGA [3] is utilize two ultra-long resonant cavities and place

multiple π − π
2
− π pulsed atom interferometers in this cavity along the direction of the laser.

The output of the atom interferometer depends on the phase difference accumulated by the

light fields in the two directions. This phase difference depends on the laser frequency, strain

changes caused by gravitational waves, inertial effect, and the position of the mirrors that
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Figure 1.6: Schematic diagram of the MIGA Ruetrel experiment setup. Enlarged in the bubble
is the location where we installed the atom head, control equipment, and vacuum
equipment.

form the resonant cavity. In the next chapter, all these factors are explained and calculated

in detail.

In short, MIGA is a hybrid atom-laser interferometer that uses an array of atom sensors

to simultaneously measure inertial effects and strain variation inside the optical cavity. In

the case of preliminary completion, we will use a vacuum chambers with length of 150 m.

When the pulse interval is set to T = 250 ms, the corresponding measurement sensitivity has

a peak value of 2.2 × 10−13/
√

Hz at ΩGW = 1
2(T+tr)

= 2 Hz, this sensitivity allows us to study

local gravitational field fluctuations [31]. Higher sensitivity can be obtained by upgrading

the instrument’s performance, like applying large-momentum transfer atom optics (LMT),

and other technologies.

1.4.3 Location

MIGA is installed at the low-noise underground laboratory of Rustrel - Pays d’Apt

(LSBB)(see Fig.1.7(a) for MIGA position), a research laboratory founded in 1997 at Rustrel

in Vaucluse. It reuses the old decommissioned underground facilities of the land component
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of the Albion Plateau Nuclear Strike Force, taking advantage of an exceptional environment

in terms of noise, sheltered from any electromagnetic exposure [32]. Furthermore, LSBB has

characteristics similar to oil and water reservoirs found in the Middle East as a carbonate

platform. The site is above the Fontaine de Vaucluse aquifer and can be accessed from the

surface or underground. The length of the site is about 3.7 km, and the area is about 14,000

m2. Considering the topography of the surface, the thickness of the rock cover varies from 30

m to 519 m.

As an underground scientific platform, it takes advantage of an exceptional environment

in terms of seismic noise [31], sheltered from any electromagnetic exposure, as a result of

the distance of the site from heavy industrial and human activities. All this makes it an ideal

on-site research facility for next-generation GW detectors.

At present, there are more than 30 European and international research teams conducting

interdisciplinary research collaborations at LSBB. Research topics include but are not limited

to, environmental deformation at different time and space scales, reflection of nanostruc-

tures, and analysis of changes in magnetic fields facing seismic frequencies.
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(a)

(b)

(c)

(d)

Figure 1.7: (a) The map of the LSBB underground facility. The installation location of MIGA is
highlighted with a blue dotted rectangle. (B) MIGA galleries, two perpendicular
tunnels of about 150 meters are connected to the main tunnel through access
1 and access 2, and there is also a safety exit. The main laser equipment and
control equipment are placed in the cavity C1, C3 and C5. (C) The first vacuum
tube installed in MIGA tunnel [29].
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Chapter 2

Atom interferometry enhanced by optical

resonant cavity

To talk about GW observation, one must bow to the inevitable in that one need discuss the

virtues of LIGO/Virgo. This chapter will discuss the difference between MIGA and LIGO/Virgo

from a principle point-of-view, explain why atom gradiomety has higher sensitivity in the low-

frequency range, and propose a method to further improve this sensitivity

An interferometer is a general type of technology, and its idea is to use the interference

of waves to obtain its phase information. It is widely used in many fields that require precise

measurement.

Considering the need to observe interference fringes to obtain information, early inter-

ferometers used light waves as interference sources. Later, with people’s understanding of

matter waves, atomic interferometers were gradually experimented and applied. This sec-

tion will introduce these two types of interferometry and compare their differences in GW

measurement.
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2.1 Optical Interferomety

People’s understanding of interference originates from light, and the phenomenon of light

interference can be seen everywhere in life, such as the color of the oil slick on soup [33].

Compared with most waves in our daily lives, the wavelength of light is very short, and a

small phase difference can bring about noticeable interference fringe changes, which is one

of the reasons why optical interference is chosen as a precision measurement tool. With

the continuous development of technology, especially the invention of the laser, hundreds of
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optical interferometers have been developed for different measurement purposes, and the

accuracy of these interferometers have also been greatly improved.

The design of the interferometer used by LIGO/Virgo comes from the earliest interferom-

eter - the Michelson interferometer, the principle of which is to detect the phase difference

of two perpendicular optical paths caused by GW. [34, 35, 36, 37]. To better understand the

difference between atom interferometers and optical interferometers, let us first introduce

the principle of the Michelson interferometer.

2.1.1 Transfer function of Michelson Interferometer

From 1881 to 1884, Albert Michelson and Edward Morley conducted the famous

Michelson-Morley experiment to measure the relative velocities of the earth and the ether.

Although neither experimenter admitted it, this experiment objectively verified that ether

does not exist [38, 39, 40]. Since then, this ingenious experimental design has been widely

applied in precision measurement.

The structure of the Michelson interferometer is shown in the Fig. 2.1. Before the beam

splitter, the light field is E0; then the light is split and passes through two perpendicular light

paths; the two reflected light fields are respectively:

E1 = E0(S + δS1)e
iθ1 e−iωt−2ikL1 and

E2 = E0(S + δS2)e
iθ2 e−iωt−2ikL2

where S represents the carrier amplitude, δS and θ are the amplitude and phase change

caused by the signal (in our case, a GW), and Ln are the optical paths of two arms. The

resulting transmitted field of the splitter is the sum of these two fields:

Etrans = E0e
−iωt−2ikL1

(
(S + δS1)e

iθ1 + (S + δS2)e
iθ2−2ik∆L

)
, (2.1)

with ∆L = L2 − L1. The detected power is

Ptrans = |Etrans|2

= 2|E0|2
[
S(S + δS1 + δS2)

(
1 + cos(∆θ + 2k∆L)

)]
= 2|E0|2

(
S2(1 + cos 2k∆L) + S(δS1 + δS2)(1 + cos 2k∆L)− S2∆θ sin 2k∆L

)
,

(2.2)

here ∆θ = θ1 − θ2, and in the equation only the first order of ∆S and θ is kept, considering
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𝐸𝐸0

𝐸𝐸trans

𝐸𝐸1

𝐸𝐸2

Figure 2.1: Schematic diagram of a Michelson interferometer. The interferometer’s arms can
be free space or optical resonators, which does not change the operating principle.
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that the amplitude and phase changes caused by the signal are quite small. In this result, the

DC component is 2|E0|2S2
(
1 + cos 2k∆L

)
, and the signal part is

2|E0|2
(
S(δS1 + δS2)(1 + cos 2k∆L)

)
− S2∆θ sin 2k∆L

)
. (2.3)

2.1.2 Standard Quantum Limit

The detection sensitivity of optical interferometers has a fundamental limitation - the stan-

dard quantum limit (SQL), which is composed of quantum shot noise (QSN) and quantum

radiation pressure noise (QRPN). Both of these two noises are related to light intensity.

Quantum shot noise in optical detection is related to photon counting statistics, the dis-

crete nature of electrons, and the inherent noise generation in electronics [41, 42]. The

quantum mechanical uncertainty principle sets a lower limit for measurements. When de-

tecting with an optical interferometer, this noise is mainly affected by statistical fluctuations

in the number of photons. According to the quantum statistical picture, assuming that the

number of photons detected per unit time is N , the fluctuation is proportional to
√
N .

Therefore the signal to shot noise ratio of the Michelson interferometer is proportional to

SNR ∝ |E0|
(δS1 + δS2)(1 + cos 2k∆L)− S∆θ sin 2k∆L

cos(k∆L)
(2.4)

When k∆L = 2nπ+ π
2
, there is no DC component, and SNR ∝ 2S∆θ, which is the dark fringe.

Quantum radiation pressure noise is the noise caused by the laser’s radiation pressure on

the test mass [43]; although our light intensity is stabilized via closed feedback, due to the

same quantum fluctuations as shot noise, the radiation force felt by the test mass will still

vary with time. The fluctuation of radiation force is

FQRPN =
2δP

c
, (2.5)

where δP are the power fluctuations of Pinside impinging upon the test mass. Pinside and the

input light intensity P0 are not necessarily equal. For the convenience of discussion, we

choose a Michelson interferometer without optical cavity, and detect the reflected light field

at the dark fringe, then we have Pinside = P0,

FQRPN =
2δP

c
=

2

c

√
P0ℏω. (2.6)
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The phase noise generated by this force is

δθQRPN(Ω) =
2
√
P0ℏω

cMΩ2λ
, (2.7)

where M is the test mass and λ is the light wavelength. The strain sensitivity refers to the

change in measurement value caused by noise or signal, where the combined strain sensitivity

of the two kinds of noise here is:

Sh = Sh
shot + Sh

QRPN , (2.8)

where Sh
shot =

4ℏc2
ωL2P0ℏ according to Eq. 2.4, and Sh

QRPN = 4P0ℏω
L2c2M2Ω4 , here we define K = P0ω

c2Ω2M

and hsql =
√

8ℏ
MΩ2L2 , and substitute into Eq. 2.8

Sh =

(
K+

1

K

)
h2
sql

2
. (2.9)

When K = 1/K, Sh reaches the minimum value h2
sql, this value is called the standard quantum

limit. So far, we have calculated the case of a Michelson interferometer without a cavity.. In

the presence of a resonant cavity, the SQL will be the same, while[44, 45]

K =
2I0 γ

2

ISQLΩ2
(
1 + Ω2

γ2

) (2.10)

where γ = Tc
4FL

is the half bandwidth of the cavity, and ISQL = mL2γ4

4ω0
is the required intensity

to reach the standard quantum limit.

2.2 Atom interferomety

An atom interferometer is an interferometer that utilizes the properties of atomic waves.

Coherent atomic waves pass through different paths and interfere, and one can obtain in-

formation of atoms by observing the interference pattern [46]. In addition, compared to

photons, atomic waves have shorter wavelengths and, therefore, higher theoretical precision.

Experiments of atom interference can be traced back to 1930 when Estermann and stern

[47] obtained diffraction patterns from LiF crystals reflecting helium atoms. In 1991, O.

Carnal and J. Mlynek [48] used the metastable helium atom to carry out the atom Young’s

double-slit experiment, which is the first interference pattern formed by atomic waves trav-

eling through two different paths. Since then, more different types of atomic interferome-
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𝜋 pulse beam

𝜋

2
pulse beam

ۧ|g𝑛

ۧ|g𝑛ۧ|g−𝑛

X1 X2X0

Figure 2.2: The process in which an atom undergoes π
2
−π− π

2
pulses to produce interference

of different momentum states. Different colors represent different momentum
states, the solid line represents the ascending route, and the dashed line repre-
sents the falling route

ters have been developed[49], among which, we use a matter-wave analog of the 3-grating

Mach-Zehnder interferometer in our experiment to measure the phase change of the light

field. First, the atoms are thrown upwards pass through an optical lattice formed by standing

wave light, with π/2 and π Bragg scattering pulse (Fig. 2.2) act as the splitter and reverse of

the atomic wave; then the atoms pass through the π/2 Bragg pulse mixing again. The output

of such an interferometer is a measurement of atomic population in different momentum

states.

Next, we analyze in detail how to measure the phase change of the light field during this

process.

22



2.2. ATOM INTERFEROMETY

2.2.1 The interaction between atoms and light

To explain the principle of the our light-pulse atom interferometer, let us start with a two-

state atom interacting with a standing wave formed by light [50]; the Hamiltonian can be

described as

H =
p2

2M
+ ℏωe|e⟩⟨e|+ ℏωg|g⟩⟨g|+ V̂ (2.11)

where p is the momentum of the atom, M is the mass of the atom, ωe and ωg are the energy

difference between the two energy states to the intermediate state, respectively,

V̂ = −d⃗ ·
(
E⃗1e

i(kẑ−ωt+θ1) + E⃗2e
i(−kẑ+ωt+θ2)

)
(2.12)

is the potential energy of the standing wave field, |E⃗2| ≈ |E⃗1| are the field strengths of the

light fields in the two directions that form the standing wave, d⃗ is the atomic dipole moment

and ω+ δ0 = ωe − ωg, where δ0 is the detuning between the frequency of the light field ω and

the two energy level differences ωe − ωg.

We assume that the atom is initially in its ground state |g⟩, and the detuning δ is large

enough that the upper state |e⟩ can be adiabatically eliminated. The atom’s state vector can

be written as: |Ψ⟩ = e(z, t)|e⟩ + g(z, t)|g⟩. Substituting Eq. 2.12 and state vector into the

Schrödinger equation iℏ∂Ψ
∂t

= ĤΨ, we lead ourselves to:

iℏġ(z, t) =
ℏ2

2M

∂2g(z, t)

∂z2
+

ℏΩ2
Rabi

2δ0

(
ei(2kz+θ1−θ2) + ei(−2kz−θ1+θ2)

)
g(z, t), (2.13)

M is the mass of the atom and the Rabi frequency

ΩRabi =
1

ℏ
⟨e|d⃗ · E⃗|g⟩. (2.14)

Fourier expand g(z, t) based on the vector kz:

g(z, t) =
∑
n

gn(t)e
inkz and (2.15)

iℏ
∑
n

gne
inkz = ℏ

∑
n

[
(n2ωr + Ωtwo)gn +

Ωtwo

2
(gn+2e

i(θ1−θ2) + gn−2e
i(θ2−θ1)

]
einkz (2.16)

where Ωtwo =
Ω2

Rabi
2δ

is two-photon Rabi frequency, gn is the parameter of momentum

states|g, nℏk⟩, this can only hold if for all n

iℏġn = ℏn2ωrgn + Ωtwo(gn +
1

2
gn+2e

−i∆θ +
1

2
gn−2e

i∆θ), (2.17)

with ∆θ = θ2 − θ1 is the phase difference of light in the two directions forming the standing
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wave field, and ωr =
ℏk2
2M

is recoil frequency.

2.2.2 Raman-Nath and Bragg Regime

For Eq.2.17, different action times and light intensities will result in different momentum

state distributions. Long-interaction and different light intensities correspond to the Bragg

regime and channeling regime, and the short-interaction time correspond to Raman-Nath

regime [51, 52]. The initial study of these two different scattering figures came from the

scattering of light by the acousto-optic modulation crystal. The Raman-Nath diffraction con-

dition is that the incident light is approximately perpendicular to the phonon direction, the

interaction time between the two is relatively short, and the phonon frequency is relatively

low. The diffraction pattern contains many diffraction orders of the symmetrically distributed

light intensity given by Bessel functions. When Light interacts with phonons long enough, the

light incident at a certain angle will only be scattered in the first order. The other diffracted

orders are compressed.

The optical grating has the similar principle for the scattering of atoms, as shown in

Fig. 2.3. The width of grating is determined by the interaction time tint between the atoms

and the optical lattice [53]. The expression potential energy is given in Eq. 2.12, which can

be simplified to

V = Vmax cos
2(kz), (2.18)

here Vmax is called the "lattice depth" of the optical lattice, according to Eq. 2.14, Vmax =
ℏΩ2

0

δ
,

in order to facilitate the following discussion, we write both Vmax and tint in dimensionless

form:

q =
Vmax

4ℏ ωr

and τint = ωrtint. (2.19)

2.2.2.1 Raman-Nath Regime

When the interaction time between atoms and light is short enough to satisfy the Raman-

Nath approximation τint <
1

2
√
2q

, the term ωr in Eq. 2.17 can be ignored, assuming that all the

initial atoms are distributed in the g0 state, the distributions of different momentum states
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after scattering will be

g2m = (−i)m Jm(2q τint) (2.20)

After scattering, the atoms are mainly distributed in the g0 state, since

|Jm(2q τint)|2 = |J−m(2q τint)|2, the population of the diffraction orders is symmetric

with respect to the g0.

2.2.2.2 Bragg Regime

When q < 1,τint > 1
2
√
2q

, the scattering satisfies the Bragg condition, the atoms will dis-

tributed in p⃗in and p⃗in − 2p⃗k momentum states after scattering [54]. Assuming that the

initial state atoms are all at pin = nℏk. Due to the conservation of energy, except for ±nℏk,

the atomic numbers of other states are essentially unchanged, ġk ≈ 0(k ̸= ±n). Hence

gk ≈ 0(k ̸= ±n),

iġn =
1

2
Ωeffe

−in∆θg−n (2.21)

iġ−n =
1

2
Ωeffe

in∆θgn (2.22)

A rough estimate of the effective Rabi frequency for nth diffraction is given by the first

nonzero term of the perturbation expansion [55]

Ωeff ≈
Ωn

two

(8ωr)n−1

1

[(n− 1)!]2
. (2.23)

As Ω
ωr

increases, this approximation is no longer accurate, and the distribution of atoms on

higher-order momentum states cannot be ignored. We use ΩR to denote a time-invariant Ωeff

so the transfer matrix [56] from the initial state g−n(t0), gn(t0) to g−n(t), gn(t) is

M(t, t0) =

 e−iω(t−t0) cos(ΩR(t− t0)) −ie−iω(t−t0)ein∆θ sin(ΩR(t− t0))

−ie−iω(t−t0)e−in∆θ sin(ΩR(t− t0)) e−iω(t−t0) cos(ΩR(t− t0))

 , (2.24)

here we define a light pulse with t − t0 = π
2ΩR

as π
2

pulse, and t − t0 = π
ΩR

as π pulse. The

light-pulse atom interferometer consists of a π
2
− π − π

2
pulse sequence.

In actual experiments, the infinite 3D-lattice conditions of Bragg scattering cannot be

satisfied. The regime is in the transition range between Raman-Nath (short-interaction),

Bragg (weak potential) and channeling (strong potential), and there will be distribution of
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0ℏ𝑘

-4ℏ𝑘

-2ℏ𝑘 +2ℏ𝑘

+4ℏ𝑘

+2ℏ𝑘-2ℏ𝑘

Raman-Nath regime Bragg  regime

~5μm
~5mm

Figure 2.3: Kapitza-Dirac scattering versus Bragg scattering[57],The beam waist of Kapitza-
Dirac scattering is smaller, thus allowing energy conservation of more momen-
tum states.Bragg scattering requires a larger waist for light with photons that are
highly collimated, in this case, There are only two scattering states that satisfy
the conservation of energy and momentum.

atoms in other momentum states, which is called quasi-Bragg diffraction [55].

2.2.3 Transfer function of atom interferometer

Now that we have a theoretical foundation of how atoms and light interact, we can discuss

the principles of atomic interferometers.

Atom interferometers are designed differently depending on the physical quantity being

measured, but the principle is the same - measuring the phase change during the process

through the interaction between light and atoms. The structure of the interferometer used

in our experiment is shown in Fig. 2.2. Two laser beams are reflected to form two standing

wave optical lattices, the cooled atoms are thrown up and then fall, during which three Bragg

scatterings are generated with two light pulses; here, we call it a π
2
− π− π

2
process according

to the duration of the pulse and the Rabi frequency. In addition to the light’s own phase,

it will pick up a measurable phase ∆θ(t) from a passing gravitational wave characterized

by h(t) = h cos(ΩGWt+ΘGW), here ΩGW is the frequency of gravitational waves, and ΘGW is

the phase of gravitational waves. This optical phase can be imprinted onto the atomic wave

function, implying an atomic phase ∆ΦAT measurable via atom interferometry.
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In the previous section, the transfer matrix of the interaction between the atom and the

light field was obtained, then we can get the transfer matrix of π
2

pulse, π pulse and a free

evolution[58] respectively:

M(τR, ϕ) =

 0 e−iωτR+ϕ

e−iωτR+ϕ 0

 (2.25)

M(2τR, ϕ) =
1√
2

 e−iωτR e−iωτR+ϕ

e−iωτR+ϕ e−iωτR

 (2.26)

M
′
(∆t) =

 e−iω∆t 0

0 e−iω∆t

 (2.27)

where τR = π
2
/ΩR is the duration of the π

2
pulse. ϕ is the phase of light field, which remains

constant within a pulse.

Assuming that all atoms are initially prepared at |g,+nℏk⟩, we obtain the matrix equation

of a π
2
− π − π

2
pulse process [58]: g−n(t0 + 2T + 4τR)

gn(t0 + 2T + 4τR)

 = M(τR, ϕ1)M
′
(T )M(2τR, ϕ2)M

′
(T )M(τR, ϕ3)

0

1

 . (2.28)

The resulting transition possibility to state |g,−nℏk⟩ is

g−n =
1

2
(e−i∆ΦAT + 1). (2.29)

Note that the atomic wave function is split at position X0 at the first diffraction, then interact

with second optical lattice at X1,X2 respectively and go back to X0, the final phase of atoms

is [50]:

∆ΦAT = ϕ1(X0)− ϕ2(X1)− ϕ2(X2) + ϕ3(X0), (2.30)

Considering X0 = (X1+X2)/2 and assuming that the phase ϕ changes linearly with position,

we have

∆ΦAT = ϕ1 − 2ϕ2 + ϕ3. (2.31)

According to Eq. 2.30, the transfer function from ∆θ to ∆ΦAT is defined as [56]

g(t) = lim
∆θ→0

∆ΦAT

∆θ
. (2.32)

For the sake of conciseness, we set t0 = −T − 2τR. To obtain the relationship between
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∆ΦAT and ∆θ, we only need to make a small change to the matrix in Eq.2.28, here we

assume that the phase change ∆θ occurs within the π pulses at tθ, then the original matrix

M(τR, ϕ1)M
′
(T )M(2τR, ϕ2)M

′
(T )M(τR, ϕ3) becomes:

M(τR, ϕ1)M
′
(T )M(τR + tθ, ϕ2)M(τR − tθ, ϕ2 +∆θ)M

′
(T )M(τR, ϕ3 +∆θ) (2.33)

Then the change of ∆ΦAT can be obtained, so that g(t) becomes:

g(t) =


sin(ΩRt), 0 < t < τR

1, τR < t < T + τR

− sin(ΩR(T − t)). T + τR < t < T + 2τR

(2.34)

Assuming the phase change of the light field ∆θ = h
2
|β| cos(ΩGWt+ΘGW) with β the conver-

sion parameter from GW to light field phase. The corresponding atomic phase is:

∆Φ =

∫ +∞

−∞
g(t)d∆θ =

∫ +∞

−∞
g(t)

d∆θ

dt
dt

=
h|β|
2

∫ +∞

−∞
g(t) sin(ΩGWt+ΘGW)dt

=
hΩ|β|
2

cos(ΘGW)

∫ +∞

−∞
g(t) sin(ΩGWt)dt

=
h|β|
2

cos(ΘGW)ΩIm(G(Ω))

(2.35)

where G(Ω) is the Fourier transform of g(t). Therefore the transfer function is given by

H(Ω) = ΩG(Ω). (2.36)

This atom phase is then converted into the population of the atom by interference

PA =
N

2
(1−∆ΦAT)

=
N

2

(
1− h|β|

2
cos(ΘGW)Im(H(Ω))

)
,

(2.37)

where N represents the total number of atoms in the interference process. Averaging over a

random distribution of the GW phase Θh, the rms value of signal is

P rms
A (Ω) =

N

2

h|β||H(Ω)|
2
√
2

, (2.38)

leading to a signal-to-shot-noise ratio:

SNR(Ω) = h

√
N

2

|H(Ω)|
2

|β|. (2.39)
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2.2.4 Effect of Light Intensity Fluctuation

When discussing the use of an atom interferometer to measure the phase of light field,

the change of the light field intensity caused by a passing GW is not considered. We explain

why this term is negligible here.

Take the situation inside resonator as an example. If the interferometer is formed by light

field Af and Ab, a GW with an amplitude of h cos(ΩGWt0) is detected. Assume that the gravita-

tional wave amplitude remains unchanged during one interference time of the interferometer

and the reflectivity of the second mirror r = 1. Then the Rabi frequencies of the interaction

between atoms and light in both directions are Ωb = Ωf = ΩR

(
1 + hα

2
cos(ΩGWt0)

)
, where α

is the coefficient of the amplitude change of the light field caused by a GW. Changes caused

by other effects can be calculated similarly. For computational convenience, we assume that

it is a Bragg transition (pA = pB), and the two beams’ frequencies are the same. The time

evolution of the atomic wave function [59] is simply |Φ(t)⟩ = gn(t)|g, nℏk⟩+ g−n(t)|g,−nℏk⟩,

its changes over time satisfing the equations:
dgn
dt

= i
|Ωb|2

∆
gn + i

ΩbΩ
∗
f

∆
g−ne

iϕ (2.40)

dg−n

dt
= i

|Ωf|2

∆
g−n + i

Ω∗
bΩf

∆
gne

−iϕ (2.41)

and the solution to these equations are

gn(t0 + t) = eiω
t
2

[(
cos

ωt

2
+

i

ω

(
|Ωb|2 − |Ωf|2

∆

)
sin

ωt

2

)
gn(t0) +

i

ω
ΩE sin

ωt

2
g−n(t0)e

iϕ

]
,

(2.42)

and

g−n(t0 + t) = eiω
t
2

[(
cos

ωt

2
− i

ω

(
|Ωb|2 − |Ωf|2

∆

)
sin

ωt

2

)
g−n(t0) +

i

ω
Ω∗

E sin
ωt

2
gn(t0)e

−iϕ

]
(2.43)

where ∆ is the detuning of laser frequency from transition |g⟩ → |e⟩, and |e⟩ is the intermedi-

ate excited state, ω = |Ωb|2+|Ωf|2
∆

, ΩE =
2ΩbΩ

∗
f

∆
. After a π

2
−π− π

2
pulses, we obtain the sensitivity

function

g(t) =


sin(ΩRt1) + 2αh cos(ΩRt1)(π + ΩRt1),

1,

cos(ΩRt2) + 2αh sin(ΩRt2)(π + ΩRt2),

(2.44)
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where t1 = t, t2 = t − T − tr and 0 < t1 < tr, 0 < t2 < tr. According to the Eq. 2.35,

∆ΦAT =
∫ +∞
−∞ g(t)dθ(t) and dθ(t) ∝ h is the phase change caused by the signal, and the

amplitude change contained in g(t) will become the quadratic term of h in ∆ΦAT and will be

omitted. Therefore, when using the interferometer to detect the phase change caused by the

gravitational wave, it is unnecessary to consider its influence on the laser amplitude.

2.3 Optical Resonator

According to Eq. 1.7, the phase difference caused by GWs between the optical fields is

proportional to the length of the light path in one arm of the interferometer. So let us take

gravitational waves in the frequency range of 1 Hz to 100 Hz as an example. In order to

obtain sufficient detection sensitivity to measure gravitational waves, the arm length of the

interferometer is required to reach tens or even hundreds of kilometers. It is impossible to

build such a device on the Earth’s surface.

To solve this problem, we need the help of optical resonators. Using an optical resonator

with a fineness of F , we can amplify the optical path by a factor of F
π

, which of course, does

not mean that our signal will also increase accordingly. It is necessary to understand how

the optical field in the optical resonator responds to GWs, so in the following content we will

use matrix calculations to explain the influence of optical resonators on gravitational wave

measurements.

2.3.1 Transmission matrices

In an optical resonator, both the intensity and phase of the optical field vary with the

optical path length. There have been in-depth studies about this process [3, 50, 54, 56];

here, we provide a brief introduction to allow for a more complete description.

Assume an optical resonator and an input light field Ein = E0e
−iωt such that a passing

gravitational wave h(t) = h cos(Ωt+Θh) will produce two sidebands on the carrier frequency

circulating in the resonator, after a round trip [37]. The light fields circulating inside the
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cavity are Ef and Eb, forward and backward going, respectively,

Ef (t) = (Sf0 +
h

2
Sf−e

−iΩt +
h

2
Sf+e

iΩt)e−iωt and (2.45)

Eb(t) = (Sb0 +
h

2
Sb−e

−iΩt +
h

2
Sb+e

iΩt)e−iωt (2.46)

Here Ω is the frequency of a incident gravitational wave, and S0, S+, and S− represent the

coefficients of the carrier and the sidebands. We define two rank three vectors composed of

these amplitude coefficients

Af = (Sf0, Sf−, Sf+) and (2.47)

Ab = (Sb0, Sb−, Sb+) . (2.48)

The evolution of the light field in the cavity can then be expressed as a matrix transformation.

Ab = i rTAf (2.49)

where T is the linear round trip operator

T = e2iu


1, 0, 0

−i u sinc(ν)eiν , e2iν , 0

−i u sinc(ν)e−iν , 0, e−2iν

 (2.50)

with u ≡ ωL
c

and ν ≡ ΩL
c

. As shown in Fig. 2.4, we define a set of vectors representing the

light field at each position of the resonant cavity,

Ab = irTAf, (2.51)

Af = tA0 + irAb, (2.52)

Aref = irA0 + tAb, and (2.53)

Atrans = tAf
√
T; (2.54)

where r and t are the resonator mirrors’ reflection coefficient and transmission coefficient.
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𝐴trans

−Ωgw +Ωgw0

Figure 2.4: The light field and phase at each position in a resonator. The input, transmitted,
and reflected light, as well as the light in two directions inside of the resonator are
defined as A0, Atrans, Aref, Af, Ab respectively. We show the qualitative relationship
between the side-bands and carriers in the bubbles.

32



2.3. OPTICAL RESONATOR

Rearrange these conditions such that

Af =
t1A0

1 + r2T
,

Ab

A
= irT,

Aref

A0

=
i(r + rT)

1 + r2T
, and

Atrans

A0

=
(1− r2)

√
T

1 + r2T
.

(2.55)

We can use these matrices, thus rearranged, to calculate the field’s expression at any point in

the resonator. All fields calculated will be of the form

EX = E0

[
S0 +

h

2
S−e

−iΩt +
h

2
S+e

iΩt

]
, (2.56)

Considering h ≪ 1, we have ex ≈ 1 + x,whenx ≪ 1. In calculations here and later, this

approximation will be used multiple times to simplify the form of the fields,

EX = E0S0 exp
(h
2

|S−|
|S0|

e−i(Ωt−∆ϑ−) +
h

2

|S+|
|S0|

ei(Ωt+∆ϑ+)
)

= E0S0 exp

(
h

2

|S−|
|S0|

cos(Ωt−∆ϑ−) +
h

2

|S+|
|S0|

cos(Ωt+∆ϑ+)

)
× exp

(
i
(
− h

2

|S−|
|S0|

sin(Ωt−∆ϑ−) +
h

2

|S+|
|S0|

sin(Ωt+∆ϑ+)
))

,

(2.57)

where ϑ0, ϑ+, and ϑ− are the complex angles of S0, S+, and S− respectively; note,

∆ϑ+ = ϑ+ − ϑ0 and ∆ϑ− = ϑ− − ϑ0. See Fig. 2.5 for their change near the resonance.

In this equation, the first exponential function represents the change in amplitude, and its

index is

|S0|+
h

2

(
|S−| cos(Ωt−∆ϑ−) + |S+| cos(Ωt+∆ϑ+)

)
=|S0|+

h|α|
2

cos(Ωt+Θα)

(2.58)

where α = |α|eiΘα = |S−|ei∆ϑ− + |S+|e−i∆ϑ+. The second exponential function is the phase

change, and the index number is

i

(
−h

2

|S−|
|S0|

sin(Ωt−∆ϑ−) +
h

2

|S+|
|S0|

sin(Ωt+∆ϑ+)

)
=i

h|β|
2

sin(Ωt)

(2.59)
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Figure 2.5: The amplitudes and phases of the sidebands near to resonance inside the res-
onator. The orange line and the blue line respectively represent two sidebands.
At the resonance point, the amplitudes of the two are equal, the phase to the
carrier is symmetrical with π

2
at the center, which means cos(∆ϑ+) = − cos(∆ϑ−)

and sin(∆ϑ+) = sin(∆ϑ−). This explains why |α| = 0 at the resonant point in
Fig. 2.6

where β = |β|eiΘβ = |S+|
|S0| e

i∆ϑ+ − |S−|
|S0| e

−i∆ϑ−. The total field is expressed as,

EX = E0

(
|S0|+

h

2
|α| cos(Ωt+Θα)

)
e−iω0t × exp

(
i
h

2
|β| sin(Ωt+Θβ)

)
= E0e

−iω0t(|S0|+∆S)× ei∆θ

(2.60)

where ∆S = h
2
|α| cos(Ωt+Θα) is the change of the amplitude caused by GW,

∆θ = h
2
|β| sin(Ωt+Θβ) is the phase fluctuation caused by GW. Here we use the GW signal as

the example; other signals and noises are calculated similarly.

2.3.2 Optical field in and out of the resonator

According to Eq. 2.39, The SNR using atom detection is proportional to the coefficients

|β|. Likewise, if we detect the light field with a photodetector, its SNR should be proportional

to |α|1. Combining Eq. 2.45 and Eq. 2.55, one can calculate the sideband of the light field at

different positions, thus |α| and |β|.

1Here is to directly detect a beam of light with a photodetector, and its SNR is not the same as the SNR of
the interference of the two beams in Eq. ??.
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Figure 2.6: The change of the scale factors |α| and |β| for Ω = 1 Hz near the resonant
point with parameters for MIGA [60]: a length of 150 m, a finesse of 100, and
ωp = π · 104.

2.3.2.1 Field inside the resonator

Inside the resonator, the expressions of the two light fields propagating forward and back-

ward are:

Ef (t) = E0

√
1− r2

(
1

1 + e2iur2
+

iu hr2 e2iuei(Ωt−ν)

2(1 + e2iur2)(1 + r2e2i(u−ν))

+
iu hr2 e2iuei(−Ωt+ν)

2(1 + e2iur2)(1 + r2e2i(u+ν))

)
eiωt and

(2.61)

Eb(t) = ir
√
1− r2E0

(
1

1 + e2iur2
− iu h e2iuei(Ωt−ν)

2(1 + e2iur2)(1 + r2e2i(u−ν))

− iu h e2iuei(−Ωt+ν)

2(1 + e2iur2)(1 + r2e2i(u+ν))

)
eiωt.

(2.62)

When the cavity is at the resonance point, |α| of the fields are

|α|f = |α|b = 0. (2.63)

The |β| of these two fields are

|β|f =
u r2√

1 + r4 − 2r2 cos(2ν)
and (2.64)

|β|b =
u√

1 + r4 − 2r2 cos(2ν)
. (2.65)

For an atom interferometer, the phase changes of the two light fields in the resonator are

∆θb =
h
2
|β|b sin(Ωt+Θβb) and ∆θf = h

2
|β|f sin(Ωt+Θβf ), while what is detected by the atom
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is the phase difference ∆θin = ∆θb −∆θf . The factor of this ∆θin is

|β|in =
√

|β|2b + |β|2f − 2|β|b|β|f cos (Θβf
−Θβb

)

=
u(1− r2)√

1 + r4 − 2r2 cos(2ν)
.

(2.66)

Since ν = ΩL
c

≪ 1, expand the equation to second order of ν, we have

|β|in = 2u cos(θp). (2.67)

where cos(θp) =
√

1

1+ Ω2

2ω2
p

, ωp =
πc
2LF

is the frequency of the cavity pole, and r2+1
r2−1

≈ 2F
π

with F

being the finesse of the cavity.

We can also extend the result to a position x ̸= 0 in the resonator by modification of

previously established formulae,

Af = tA0T(x) + irAbT(2x) and (2.68)

Ab = irAfT(2L− 2x), (2.69)

with

T(x) = e2iu(x)


1 0 0

−iu(x)eiν(x) e2iν(x) 0

−iu(x)e−iν(x) 0 e−2iν(x)

 (2.70)

where u(x) = ωx
2c

and ν(x) = Ωx
2c

. At the resonance, we still have |α| = 0. The phase difference

is

∆θAB(x) = uh cos(θp)(1−
x

L
) cos(Ωt+ θp), (2.71)

leading to

|β|in = 2u cos(θp)(1−
x

L
). (2.72)

2.3.2.2 Reflected field

With the same steps, we get the reflection field

Eref (t) = irE0
1 + κ

1 + r2κ
×(

1− k h t2κ(κr2 cos(Ωt+ ν) + cos(Ωt− ν))

(1 + κ)(κ2r4 + 2κr2 cos(2ν) + 1)

) (2.73)
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with κ = e2iu. At resonance,

Eref (t) = −rE0hu

(
0 +

r2 cos(Ωt+ ν)− cos(Ωt− ν)

r4 − 2r2 cos(2ν) + 1

)
. (2.74)

Note that there is no imaginary part in this result, that is to say, |S0| = 0. So

β = |β|eiΘβ = |S+|
|S0| e

i∆ϑ+ − |S−|
|S0| e

−i∆ϑ− is divergent, and

|α|ref = Re(S+) + Re(S−) =
F

π
2u cos(θp). (2.75)

Although the value of |β| at the resonance point cannot be obtained, it is possible to study

the changes of it near the resonant point, with u = 2nπ + π
2
+ δ and κ = −1− 2iδ, taking the

fist order of δ, we have

|β|ref = 2u
F

π
cos(θp). (2.76)

In order to make the |β| curve complete in Fig. 2.6(a), we also use the value of this expression

at the resonance point.

2.3.2.3 Transmitted field

The expression of the transmitted field is

Etrans(t) = irE0
1 + κ

1 + r2κ

×
(
1− iu h κ e−iν+iΩtrt2

2(1 + r2κ)(1 + e−2iνr2κ)
− iu h κ eiν−iΩtrt2

2(1 + r2κ)(1 + e2iνr2κ)

)
.

(2.77)

According to the same method as the previous two subsections, at the resonant point κ = −1,

we still have

|α|trans = 0, and (2.78)

|β|trans = −2u
F

π
cos(θp). (2.79)

The variation of these quantities near the resonant point are shown in Fig. 2.6(a), where |α|

has a maximum near 1
2
arccos

(√
1+14r2+r8−r4−1

2r2

)
.

With all these results above, we can draw the curve of |α| and |β| near the resonance point

at different positions (Fig. 2.6).
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2.3.3 Noise Analysis

Rolf Landauer once said "The noise is the signal" [61, 62]. This idea points out the essence

of measurement is raising the "noise" you want to measure while suppressing other noises.

For our experiment, this is the case that there are several effects that affect the final result.

In order to improve the SNR, we must first clarify the response of the experimental results to

different noises. The main noise sources in the experiment include: the position noise δx1,2 of

the two mirrors forming the resonator, the laser frequency noise δf , and the atomic position

noise ∆X caused by the local acceleration.

In the previous section, we pointed out that gravitational waves change the travel time

of the light field and thus cause phase differences; similarly, these noises can also cause time

differences:

∆tGW
r =

2(L−X)

c
− h

L−X

c
sinc

(
ΩGW

L−X

c

)
cos

(
ΩGW

(
t− L−X

c

))
(2.80)

∆tmirror
r =

2(L−X)

c
+

2δx

c
cos

(
Ωδx

(
t− L−X

c

))
(2.81)

∆tfr =
2(L−X)

c
, (2.82)

and the motion of atom can be seen as the the simultaneous movement of two mirrors. The

corresponding field changes A′
= TA are

TGW = eiω0
2(L−X)

c eih
ω0(L−X)

c
sinc(ΩGW

L−X
c ) cos(ΩGW(t−L−X

c ))

= e2iuX
(
1− h i uXsinc(νGW )

(
eiΩGWte−iνGW + e−iΩGWteiνGW

)) (2.83)

Tδx = eiω0
2(L−X)

c eiω0
2δx
c

cos(Ωδx(t−L−X
c

))

= e2iuX

(
1 +

δx

L
i uL(e

iΩδxte−iνδx + e−iΩδxteiνδx)

) (2.84)

T∆X = eiω0
2(L−X)

c e−iω0
2∆X

c
cos(Ω∆XX)

= e2iuX

(
1 +

∆X

L
i uL(e

iΩδxt + e−iΩδxt)

) (2.85)

where uX = ω0(L−X)
c

, uL = ω0(L)
c

, and ν = ΩL
c

.

The noise from the laser is composed of both frequency noise and phase noise. Phase

noise, in our case, is the variation in the offset of the phase of our applied laser field compared

to the system reference. This offset depends only on the distance between the light fields but
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will not increase with the light propagation, while the frequency noise will accumulate as the

light field propagates.

Tθ = ei(ω0+δωθ cos(Ωϕ(t− 2(L−X)
c

))) 2(L−X)
c

= e2iuX

(
1 +

δωθ

ω0

i uX

(
eiΩθte−2iνθ + e−iΩθte2iνθ

)) (2.86)

and the phase difference comes from the frequency is

∆θ = ω0

(
1 +

δf

f0
cos(Ωδf t)

)
t− ω0

(
1 +

δf

f0
cos
(
Ωδf (t−

2(L−X)

c
)
))

(t− 2(L−X)

c
)

= ω0
δf

f0

(
cos(Ωδf t)− cos(Ωδf t− 2νδf )

)
t+ 2uX

(
1 +

δf

f0
cos
(
Ωδf t− 2νδf

))
.

(2.87)

By keeping only the zero and first order of νδf we have:

∆θ = 2uX + 2uX
δf

f0
cos
(
Ωδf t− 2νδf

)
− 2

δf

f0
sin(Ωδf t)νδfω0t. (2.88)

Here t is the propagation time of the light field from the light source. We have three phase

difference terms here. The first term is the phase difference between two light fields 2L− 2X

apart without noise, the second term is caused by phase noise at 2L − 2X distance, and the

third term is determined by the propagation time of the field; this item is very troublesome

for our calculation. However, the maximum value of this term can be estimated. For the case

of no resonant cavity, t < 2L
c

, and for a resonant cavity, according to the definition of resonant

cavity fineness, t < 2LF
πc

, here we consider the case of a resonant cavity,

νδfω0t <
Ωδf (L−X)

c
ω0

2LF

πc
= uX

Ωδf

ωp

, (2.89)

the target frequency range is Ωδf

ωp
≪ 1, so this item can be ignored

∆θ ≈ 2uX + 2uX
δf

f0
cos
(
Ωδf t− 2νδf

)
= 2uX + 2uX

δf

f0

(
eiΩδf te−2νδf + e−iΩδf te2νδf

)
.

(2.90)

So the transfor matrices of the optical cavity to different noises are

TGW = e2iuX


1 0 0

−iuXsinc(νGW )eiνGW e2iνGW 0

−iuXsinc(νGW )e−iνGW 0 e−2iνGW ,

 , (2.91)
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Tδx = e2iuX


1 0 0

iuLe
iνδx e2iνδx 0

iuLe
−iνδx 0 e−2iνδx ,

 , (2.92)

T∆X = e2iuX


1 0 0

iuL e2iν∆X 0

iuL 0 e−2iν∆X ,

 , (2.93)

Tθ = e2iuX


1 0 0

iuXe
2iνθ e2iνθ 0

iuXe
−2iνθ 0 e−2iνθ , and

 , and (2.94)

Tδf = e2iuX


1 0 0

iuXe
2iνδf e2iνδf 0

iuXe
−2iνδf 0 e−2iνδf

 . (2.95)

After the transmission matrices are obtained, the phase response of each noise can be ob-

tained in the same way as the calculation of the phase change caused by gravitational waves.

2.4 Atom Gradiometry

When measuring gravitational waves through the phase change of the laser, the use of

mirrors cannot be avoided. The mirror will bring a series of noises, including its position

noise and direction noise, especially in the low-frequency range. An effective way to sup-

press the mirror noise is to use the mirror suspension system[63], compared to fixing the

mirror on the optical table throughly, using the suspension system can effectively reduce

noise. Assuming that the distance between the mirror and the suspension point is l, and the

additional damping coefficient is k when it deviates from the lowest point distance x, the

force it receives is:

F =

(
k − Mg

l

)
x (2.96)
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x
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T = 50%
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Figure 2.7: The diagram of the structure of the atom gradiometer [27], the length of two
mutually perpendicular arms is Ltot, 2N+1 atom interferometers are plased in
each arm, and the distance between the AI is δ.

The resonance frequency is

f0 =
1

2π

√
k

M
− g

l
. (2.97)

By adjusting the suspension length and the spring coefficient k, the resonance frequency can

appear outside the target frequency range.

According to the calculation, the phase of the GW signal is proportional to the position

L −X of the AI, while the mirror position noise is not. Based on this, an atom gradiometer

[64] scheme was proposed as Fig. 2.7. In a single cavity, the phase response of the AI to the

GW signal and other noises is:

∆ΦAT (X, t) =
2ωL

c

(
L−X

L

h(t)

2
+

∆X(t)

L
+

L−X

L

δf(t)

f0
+

δx2(t)

L

+
1

ωp

[
L−X

L

h
′
(t)

2
+

∆X
′
(t)

L
+

L−X

L

δf
′
(t)

f0
+

L−X

L

δx
′
2(t)

L
− L−X

L

δx
′
1(t)

L

]
+

1

ω2
p

[
L−X

L

h
′′
(t)

2
+

∆X
′′
(t)

L
+

L−X

L

δf
′′
(t)

f0
+

(L−X)2

L2

δx
′′
2(t)

L
− (L−X)2

L2

δx
′′
1(t)

L

])
⊗ g(t) + ϵ(X, t).

(2.98)

Where h(t) represents gravitational waves, ∆X(t) is the displacement noise of atoms along
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the detection direction, δf(t) is the frequency noise of the laser, δx1, and δx2 is the noise of the

two mirrors of the resonator, ϵ(X, t) is the detection error, ⊗ represents convolution, prime

(′) and double-prime (′′) represent the first and second order derivatives of time respectively,

and higher-order noise is ignored here.

The differential signal between two atom interferometers placed inside the cavity at posi-

tions X1 and X2 is, therefore:

∆ΦAT (X1, t)−∆ΦAT (X2, t) =
2ωL

c

(
X1 −X2

L

h(t)

2
+

X1 −X2

L

δf(t)

f0
+

∆X1(t)−∆X2(t)

L

+
1

ωp

[
X1 −X2

L

h
′
(t)

2
+

X1 −X2

L

δf
′
(t)

f0
+

X1 −X2

L

δx
′
2(t)− δx

′
1(t)

L
+

∆X
′
1(t)−∆X

′
2(t)

L

]
+

1

ω2
p

[
X1 −X2

L

h
′′
(t)

2
+

X1 −X2

L

δf
′′
(t)

f0
+

X2
1 −X2

2 − 2X1 + 2X2

L2

(δx′′
2(t)

L
− δx

′′
1(t)

L

)
+

∆X
′′
1 (t)−∆X

′′
2 (t)

L

])
⊗ g(t) + ϵ(X1, t) + ϵ(X2, t).

(2.99)

Compared with the optical interferometer, the gradiometer has the advantage of removing

the first-order term of the mirror position noise, making it an effective method for measuring

gravitational waves in the low-frequency range. The disadvantage is that the existence of an

optical resonator can only provide power amplification, but cannot amplify the phase signal like

an optical interferometer.

2.5 Three-cavity system

Compared with the intra-cavity phase, both the reflected and transmitted phase have an

amplification factor F
π

(see the |β| curve in Fig. 2.6). This difference presents an opportunity

to use the transmitted light fields to form an AI outside the cavity, which would take advan-

tage of this amplification effect. A schematic of our idea is shown in Fig. 2.8(a). The light

passes through the beam splitter and is divided into two perpendicular beams of the same

intensity. The two beams were injected into two optical cavities with the same parameters.

A standing wave field interacting with atoms is formed by the transmitted light of these two

optical cavities. In addition to the two optical cavities, the output mirror of one optical cavity

will reflect the transmitted light of the other cavity, thus forming a third optical resonant
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cavity (Fig. ??).

To analyze the response of such a system to a signal, we take a GW with a h+ polarization

as an example, the transfer matrix equations for this system are:

E+
1 = irX1lE

−
1 + t

√
X1lEin (2.100)

E−
1 = irX1rE

+
1 + t

√
X1r

√
X2lE

−
2 (2.101)

E+
2 = irX2lE

−
2 + t

√
X2l

√
X1rE

+
1 (2.102)

E−
2 = irX2rE

+
2 + t

√
X2r

√
X3lE

−
3 (2.103)

E+
3 = irX3lE

−
3 + t

√
X3l

√
X2rE

+
2 (2.104)

E−
3 = irX3rE

+
3 + t

√
X3rE

′

in. (2.105)

The light field represented by each E is shown in Fig. 2.8(b), and

Xn = e2iun


1, 0, 0

−i kn une
iνn , e2iνn , 0

−i kn une
−iνn , 0, e−2iνn

 , (2.106)

The kn and νn in the formula can be adjusted according to the length of the three cavities

and the position of the atom source to obtain the results at different positions. From these

formulas it can be deduced

E+
3 = irX3l(irX3rE

+
3 + t

√
X3rE

′

in) + t
√

X3l

√
X2rE

+
2

⇒ (1 + r2X3lX3r)E
+
3 = t(irX3l

√
X3rE

′

in +
√
X3l

√
X2rE

+
2 )

⇒ E+
3 =

t(irX3l

√
X3rE

′
in +

√
X3l

√
X2rE

+
2 )

1 + r2X3lX3r

, and

(2.107)

E−
3 = irX3r

t(irX3l
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Here we take an approximation X3lX3r −X3rX3l = 0 as ν ≪ 1.

Similarly,
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(2.109)
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Figure 2.8: (a) Interferometry using two resonant cavities. Ll and Lr are the lengths of
the two cavities respectively, and Lm is the equivalent length of the third cav-
ity, Lm = 2Lm = 2Ll = 2L. This structure is equivalent to a three-cavity system
shown in the bottom figure. (b) X1,X2 and X3 respectively represent the propa-
gation matrix of light in the resonator left, from the resonant cavity to the atom
and in resonator right.
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Therefore, the light fields at atom position are

E+
2 =

Xt1 +Xr1Xt2

1−Xr1Xr2

Ein and

E−
2 =

Xt2 +Xr2Xt1

1−Xr1Xr2

Ein,

(2.111)

with
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√
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,
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√
X2Xr

1 + r2Xr

,

Xr1 =
irX1(1 +Xl)

1 + r2Xl

, and
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irX2(1 +Xr)

1 + r2Xr

.

(2.112)

The phase response parameters of the three-cavity system to gravitational waves can be ob-

tained by substituting Eq. 2.111 into Eq. 2.60,

|β| = 2u
F

π

(
4 +

Ω2
h

ω2
p

)
. (2.113)

Still according to the same calculation process, the phase response of the AI in Ll arm

of the three-cavity system to the signal and noise can be obtained by substituting different

transmission matrices into Eq. 2.109

∆θarmleft(X, t) =
2ω

c

(
X
h(t)

2
+ ∆X(t) + (L−X)

δf(t)
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+
1

2
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)

+
1
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p

(
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δf
′′
(t)

f0

))
,

(2.114)

where δxr = δxr2 − δxr1, δxl = δxl2 − δxl1 are the position noise of right and left resonator

mirrors, and δxm is the mid-cavity mirror position noise. The results for the right arm are
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symmetric. The phase response of the AI in Lm is
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The corresponding atom phase changes are
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(2.116)

Compared with a single cavity, the three-cavity system simultaneously amplifies the mirror

position noise and signal but does not amplify the atom position noise and frequency noise.

Because the phase caused by the GW signal does not change with position, we cannot use a

gradiometer to eliminate the position noise of the mirrors. This makes this result closer to an

optical interferometer.

So what is the difference between our structure and the OI? In fact, from the calculation

of SNR in the first section and the analysis of light intensity, note that the atom interferometer

only measures the phase of light, and its signal to shot noise ratio is not determined by light

intensity. The SNR of the OI is proportional to
√
Pin. Meanwhile the signal to radiation

pressure noise ratio of both interferometer are proportional to 1√
Pin

.

For optical interferometers, these two signal-to-noise ratios are simultaneously affected

by light intensity. They have opposite effects, resulting in an optimal Pin to maximize the

sensitivity, this optimal sensitivity Sh(ω) =
8ℏ

Mω2L2 is called the standard quantum limit of an

optical interferometer.

As for atom interferometers, although shot noise is affected by many factors, such as the

atom number and the intensity of the probe light, the intensity of the laser beam in the
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cavity is not one of them. So one can decrease the radiation pressure noise by reducing

the light intensity in the cavity while keeping the signal to shot noise ratio. This opens a

modest window to break through the standard quantum noise limit. As shown in Fig. 2.9,

the sensitivities of both AIs and OIs are limited by the QRPN in the low-frequency range. In

contrast, in the high-frequency range, they are mainly determined by atom and optical shot

noise, respectively. For optical interferometers, shot noise and quantum Radiation noise are

both affected by light intensity, which leads to the QSL. Therefore, it can be found that the

strain sensitivity of AIs outside the resonator is higher than AIs without a resonator or OI

with the resonator.

2.6 Conclusion

We have calculated the optical phase difference inside and outside of an optical resonator;

due to a factor F
π

, the phase difference outside the resonator nets a higher strain sensitivity

to GW signals. To this end, we propose an atom interferometry experiment utilizing the

output light of a resonant cavity as the interrogation frequency. Compared with the atom

interferometer in free space or inside the resonant cavity, this structure improves the signal

to shot noise ratio, lower the atom position noise, but increases the trouble of mirror position

noise.

With atom interferometer, we can lower the radiation pressure noise by reducing the

light intensity in the low-frequency range while maintaining the signal to shot noise ratio

to break through the standard shot noise limit compared to an optical interferometer with

the same parameters. This new design philosophy could function as an addition to existing

atom/optical interferometrys [27, 65].
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Figure 2.9: The sensitivity functions of optical interferometer and atom interferometer, equiv-
alent strain to the quantum shot noise and quantum radiation noise, with param-
eters L = 3000 m, F = 100, and Pin = 100 mW, atomic flow n = 1× 1012/s, and
N = 1000 LMT beam splitters. Due to the inclusion of Eq. 2.36 in the atom in-
terferometer’s strain sensitivity, there will be periodic peaks, so the average value
over the period for AI stain is shown above 12 Hz.
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Chapter 3

Experimental apparatus

One of the main tasks of my thesis was to construct of the 6.35 m atomic gradiometer. In

this chapter, we will describe the composition of the entire experiment in terms of different

subsystems.

First, in Sec. 3.1, we show the design of the experiment and vibration isolation platform

where all the experimental equipment is located. Precision measurement experiments require

an equally precise control system, and how to achieve synchronization between systems is the

question we answer from both software and hardware aspect in Sec. 3.2. Ultra high vacuum

(UHV) is critical for this experiment, due to long flight time. In Sec. 3.3, we introduce how

we obtained 10−10 mbar vacuum. Sec. 3.4 describes the integrated laser system provided by

µQuan, which is used to provide all of the cooling, repump, and Raman optical sources re-

quired by the atom source. In addition to the laser system, we use a separate Bragg laser that

forms the standing wave optical lattice for diffraction inside the vacuum chamber. Sec. 3.5 in-

troduces the optical path of the Bragg light and how to obtain a wider light diameter through

a stable cavity.
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3.1 Design

3.1.1 Experiment design

The experimental design of the prototype atom gradiometer is shown in Figure 3.1. There

are two optical chambers on both sides of the main vacuum chamber. We label the optical

chamber closer to the north as "right" and the other one closer to south as "left", and each

optical chamber has two CF 200 flanges and four CF100 flanges (See appendix for design

drawing). Both ends of the entire vacuum chamber are sealed by two CF500 blank flanges

with spring energized metal seal (Technetics HELICOFLEX HNV200 aluminum A5).

The "right" optical chamber is connected to a residual gas analyzer, vacuum gauges, vent-

ing valve, ion/getter pump, and a RS232 feed-through port for controlling a UHV mirror

mount with piezoelectric adjusters. The left one is connected to the turbopump, ion/getter

pump, an optical window for injection of the Bragg beam, and a similar RS232 port.
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Figure 3.1: Design of atom gradiometer experiment

Inside the optical chamber, there is a UHV compatible optical breadboard for placing the

mirrors that form the optical lattice. Each mirror mount has two piezoelectric adjusters and

connects to a controller (New Focus, Motion Controller, Open-Loop, 4 Channel) outside the

vacuum through the vacuum safe RS232 connection, allowing the optical path’s alignment.

The controller is controlled via PC software or a handheld joystick.

In the center is the central vacuum chamber supported by three supporting structures; the

middle one is fixed support. Such a long vacuum chamber will thermally expand during bak-

ing, so there are bellows at both ends of the vacuum chamber, and the supports on both sides

are connected to the vacuum chamber by rollers instead of screws. These designs ensure a

specific space along the axial direction to prevent the deformation from damaging the vacuum

chamber or the connected components. The two atom sources are provided by our collab-

orative research unit, Systèmes de Référence Temps-Espace, Observatoire de Paris (SYRTE),

and they have carried out some tests to ensure the performance of the atomic source[66],

the Laser systems for these two atom sources are provided by Muquans[67]. The distance

between atom sources is 1.5m. They are both connect to the central vacuum chamber via
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Figure 3.2: First step protocol for atom gradiometer, the three Bragg scattering pulses are
realized by a single light beam

a gate valve (PFEIFFER GVMP-S11542), which allows the atom head to be transported and

attached while maintaining an internal vacuum.

The main vacuum chamber and the atom head will both be wrapped in a magnetic shield

to avoid the influence of the surrounding magnetic field. In the MIGA project introduced

earlier, two beams of lattice light are used to diffract atoms. While in this prototype, we use

one beam with a larger diameter instead of two beams to form the three light pulses. Doing

so will limit our pulse interval T , but reduce the optical components, we do not need to use

two mirrors to get two Bragg beams as [3]. According to the analysis of Sec. 2.3.3, although

the gradiometer can remove the effects of first-order mirror position noise, using two mirrors

will lead to a more significant second-order position and angle noise than one mirror.

Due to the limitation of the mirror size, the maximum available beam width is w = 50

mm, and the corresponding interval between pulses is

T <

√
2w

g
= 0.1 s. (3.1)

This interval may be smaller considering the radial intensity distribution of the laser beam,

so we have a peak sensitivity at f = 20 Hz.
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3.1.2 Vibration isolation platform

There is a complicated and multifaceted source of noise in our experimental environment:

seismic noise, which arises from the vibration of the ground by various factors, such as geo-

logical activity or nearby traffic. According to the analysis of noise in Sec. 2.4, seismic noise

will affect the position noise of the mirror and gravitational gradient along the laser beam

direction, which in turn affects the measurement results. Therefore, the whole gradiometer

experiment is placed on a multi-ton concrete vibration isolation platform supported by mul-

tiple active vibration isolation supports (filled with air at a pressure of 7 bar). We hope to

use this platform to reduce vibration noise in the detection frequency range. However, the

vibration isolation platform does not just "erase" the vibration power but transfers the noise

power in one frequency range to other frequencies. Therefore, only by confirming that the

noise in the frequency range measured by the experiment is compressed can the vibration

isolation platform be proved effective.

A test of the vibration was taken (Fig. 3.3) by TMC Corporation when no experimental

equipment was placed on the platform. The test tool is Wilcoxon Research 731A accelerome-

ters with external Amplifiers P31, FFT Spectrum analysis performed with Data Physics Quat-

tro DP240 with SignalCalc 240V, 2-Channel 32 bit floating-point DSPs with up to 204.8 kHz

sample rate. Inputs are coupled to dedicated 24 bit sigma-delta ADCs while both outputs

have 24 bit DACs. Integral anti-aliasing filters protect the inputs and outputs. 120 dB dy-

namic range with up to 94 kHz real-time. the result shows a large 10-times resonance am-

plification of the air system at 2.5 Hz. For frequencies of around 10 Hz and higher the air

isolation performs as expected.

After installing the experimental equipment, we carried out the second test. The mea-

surement locations were: the center of the vibration isolation platform without inflation, the

center of the inflated vibration isolation platform, and the optical table after the vibration

isolation platform was inflated. The acceleration is measured along the axial direction of the

vacuum chamber. The test tool is Wilcoxon Research 731A accelerometers with external Am-

plifiers P31, Signal acquisition with redpitaya, 16bit DAC, sampling frequency 500 Hz. The

total weight of the vacuum chamber, optical table, atom head and other instruments is about
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Figure 3.3: The vibration frequency test report provided by TMC.

Figure 3.4: The vibration test with all equipments settled on the vibration isolation platform.
The narrow peaks in the frequency range above 20 Hz mainly come from elec-
tronic noise of the measurement circuit.
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5000 kg. This test is consistent with the first test. The vibration isolation platform effectively

reduces the vibration acceleration noise above 4 Hz, and resonance occurs at 2.6 Hz; the

inflated vibration isolation platform has a resonance peak at 3.8 Hz; For the marble optical

platform, it resonant frequency appears at 8.4 Hz, due to the passive legs, hard surface and

the vacuum tube.

According to Eq. 2.35, the sensitivity function of the atomic interferometer with T = 0.1s

can be calculated, combined with this test result Sv(ω), the phase noise in both cases is:

∆Φ = n∆ϕ(t)⊗ s
′
(t)

⇒ S∆Φ(ω) = |β|2v |H(ω)|2Sv(ω)
(3.2)

The power density of inflated and non-inflated vibration isolation platforms ratio at 20 Hz is

Sinflated
∆Φ (20× 2π)

Snon
∆Φ (20× 2π)

= 0.0045 = −23.4679 dB (3.3)

The total power ratio from 0.1 Hz to 20 Hz is∫ 40π

0.2π
Sinflated
∆Φ (ω)dω∫ 40π

0.2π
Snon
∆Φ (ω)dω

= 0.2626 = −5.80705 dB (3.4)

3.2 Control system

Fig. 3.5 is the diagram of our experimental control process. A PC generates control se-

quences [68] for instruments (laser system [69], magnetic coils circuits, power supplies) and

collects detection data through the control box. All hardware and software code described in

this section can be found in the linked file at [68].

3.2.1 Software

The software flow of the control program is shown in the Fig. 3.6 We call each control

command "instruction" and a series of instructions a "program." We write each program as a

control sequence file in the format of ".mot", which is loaded and executed by the program

"gmot."

gmot is the experimental control main program written in C, including the test mode of

sending an instruction separately and the running mode of executing the program. Con-
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Figure 3.5: Schematic diagram of experimental control flow. The blue line in the figure is
the control signal output, the yellow line represent the collected detection signal,
and the red line is the laser output.

MASTER
CONTROL

BOARD

.mot file mainprog cmdlist

Lex & yacc compile FTDI

LOAD RUN

Figure 3.6: The gmot program converts the .mot file into a control sequence and writes it to
the master control module for running.

56



3.2. CONTROL SYSTEM

trol addresses and command parameter reads for each port are placed in Function.c and

Function.h.

In order to make the sequence file concise and easy to understand, we use the combination

of lex+yacc [70, 71]. First, the control program will be written to the .mot file in the form of

"time + control command + control port," and indicate the number of loop execution times

of the program. Lex generates a "lexer," a function that takes a character stream as an input

parameter and matches a keyword (key) when it sees a set of characters. The lexical analyzer

function will translate the .mot file into a keyword stream according to the pre-specified rules

and input it to YACC. YACC can parse the identifier (token) in the input stream, convert all

commands into the structure prog we defined (the conversion rule is in the parser.y file, and

the structure is defined in TY PE.h), and store it in the mainprog, during the running process

Then convert it into cmdlist, and write it into RAM through ftdi_write and execute it.

3.2.2 Hardware

As the core of the control system, the control box consists of a power supply, a bus back

panel and various boards.

The boards include:

1. Master Control Module (MCM);

2. Digital Output boards (DO);

3. Digital to Analog Converter boards (DAC);

4. Direct Digital Synthesizer boards (DDS);

5. Signal acquisition boards (redpitaya).

3.2.2.1 Master board

The master control board (MC) is for receiving instructions from PC (EZ-USB to FPGA)

and sent out through the write-only parallel bus in the control rack. The bus line has 64

pins, of which 4 pins are ± 15 V power supply, 2 pins are +5 V for conversion +3.3 V TTL

reference power supply 14 pins are grounded; currently, we use 8-pin as the address bit and

16-pin as the data bit.
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Master
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2x 4-channel 
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Figure 3.7: A picture of the control rack, the power supply module in the back converts
240VAC into the ± 15 V power required by the boards and +7 V used to gen-
erate the reference level [68]. Each slot can be inserted into a board, and the
upper board is in turn: master board, 16-channel digital output board, 2-channel
DDS board, 2× 4-channel DDS board, 3× 8-channel boards, the lower empty slot
is for the data acquisition board redpitaya. The 100 MHz-500 MHz multiplier at
the bottom left is used to generate the synchronization clock for the master board

The master board consists of FPGA, 64M DDR RAM, and EEPROM. The EEPROM contains

the FPGA structure code, and RAM stores the instruction sequence of the experiment, the

maximum capacity of which is 8M.

Each board is identified by a GFIB address, which can be set by an 8-digit DIP switch.

The GFIB address corresponds to the 8-pin address bit on the bus. The board will accept

the instruction only when the address of the command issued on the bus matches its GFIB

address. The master control can use the onboard 24 MHz quartz or external clock signal. It

will obtain the operating frequency of 10 MHz after frequency division, so the equivalent step

length is 100 ns.

There are also two trigger modes for MC, internal or external. For the test of a single

atom interferometer, internal clock and internal trigger are sufficient. When multiple atomic

sources are used to obtain the gradiometer signal, an external trigger is required to synchro-

nize the signals of each atomic interferometer. Using two different PCs to connect the two

control systems with the same sequence, we find a time difference of 700 ns/ms at the control

output signal. This time difference comes from the the internal clock frequencies of the two
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Figure 3.8: Histogram of signal synchronization of two control systems over 3000 measure-
ments. The measurement tool is an oscilloscope with a resolution of 5ns, and the
two control boxes use the same trigger signal and sequence.

MCMs. After calibrating the time difference of 700 ns/ms in the program, we measured the

synchronization of the two control systems. The measurement results are shown in Fig. 3.8,

the number of measurements is 3000 times and δ = 65.7 ns for Gaussian distribution fitting

3.2.2.2 DO and DAC

The digital-analog board (DAC) has eight 16-bit analog output channels, providing an

output range of 3 × Vr, where Vr is the external reference voltage. We take Vr = 5 V in

our experiment, and the corresponding output range is ±15 V. When inputting the control

command, it use hexadecimal complement to represent the voltage value, that is to say,

0x0000-0x8000 represents 0−+3Vr, 0x8001-0xffff represents −3Vr − 0, and its resolution is

30/(216) ≈ 0.0005 V.

Each output of the 8-channel DAC board occupies a GFIB address, and the 8-digit DIP

switch on the board indicates the address of its channel-0, and the other port addresses

increase by one. Because of the need for calculation time, each A minimum of 100ns interval
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Figure 3.9: The frequency spectrum of the DDS board’s 160 MHz signal output with different
clock frequencies. There is an sideband at 240 MHz for output with 400 MHz
clock.

is required between DAC control commands.

3.2.2.3 DDS

The DDS module is used to output frequency signals for laser frequency locking and AOM

control. There are two types of DDS modules, the 2-channel one based on the AD9958 eval-

uation board and the 4-channel one based on the AD9959 evaluation board. Both modules

have multiple functions, including signal amplitude, frequency, phase control and ramp. At

present, we have only developed the corresponding hardware and ramp control function for

AD9958, while the AD9959 uses commercial supporting hardware and cannot use the ramp

function.

The output state of the DDS module is written through USB and stored in RAM. This

process is too slow during the experiment considering the transmission speed of the USB

connection, so it is necessary to use "writetable" to write the DDS table containing all output

states into the RAM before the experiment. The DDS table contains up to 512 output states.

The information of each output state is composed of frequency, amplitude, phase, ramp sta-
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tus. Then control commands can be sent through the bus to specify which state the DDS

board should output. When there is a problem with the module, such as no output or the

output state cannot be changed, one can use "resettable" to reset the USB connection to the

board.

It is worth noting that there is a set clock frequency both for the CPLD firmware and

microcontroller firmware of the DDS board, which can be set to multiples of 50 MHz, but it

must be consistent; otherwise, the output frequency and specified frequency will mismatch.

Also, different clock frequencies may have different output effects (see Fig. 3.9).

3.2.2.4 Redpitaya

For data collection, a commercial version of the open-source platform called "redpitaya"

is used as a data acquisition board [72].

The module photo and structure diagram of redpitaya in the control system are shown in

Fig. 3.10; As a commercial module, redpitaya can be used alone, but in order to integrate

it into our control box, we designed the base-board as in Fig. 3.10(a), using the 64-pin

bus line to power redpitaya. In addition, there is an SMA input on the base-board which is

connected to the 16 single-ended digital I/O (E1 in Fig. 3.10(b)), providing triggers for signal

acquisition.

There are four SMA interfaces on the redpitaya board, two of which are for analog signal

input, and the other two are for analog signal output. Both are equipped with a 50 Mhz

low-pass filter. There are two ranges for input channels: ± 1 V and ± 20 V, the sample rate

of which is 125 Mbps.The board converts the input analog signal into a 14 bit digital signal,

meaning that different input ranges correspond to different resolutions (1.22×10−4 V for ± 1

V and 24.4×10−4 V for ± 20 V). In order to get a better resolution, we designed a circuit that

can adjust the bias and amplification factor of the signal so that the peak-to-peak value of the

signal is close to the input range of the redpitaya (see AppendixB for the circuit diagram).

Communication with the redpitaya is performed over Ethernet connection. The Linux sys-

tem is embedded in redpitaya, which can be accessed using ssh to upload programs. During

experimental data acquisition, the waveforms of the two input channels will be recorded for

each trigger and transmitted to the PC through HTTP server for data analysis. In addition
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Figure 3.10: The redpitaya with baseboard to fit in the control rack, the upper layer is the
commercial redpitaya, the lower layer is the baseboard which provides the
power supply and trigger interface of the redpitaya.

to SSH, it can also be accessed through LAN, and a web program is provided in redpitaya,

which allows us to use redpitaya for multiple purposes.

3.3 Vacuum

In the definition of physics, a vacuum is a state of space without any matter. However, in

practice, this state cannot be obtained in absolute. So in engineering, we define a vacuum as

the pressure of a gas in a given space. In precision measurement experiments, because the

movement of gas molecules in the air will affect the measurement result, so in the following

part will the vacuum level required to achieve the sensitivity we need.

3.3.1 Calculation

Obtaining a vacuum in an experiment starts with knowing what degree of vacuum is

required and how to generate it. This section is about the computation of these problems.

The effects of residual gas [73] on the AI experiment are:

(1) It directly interacts with the laser to affect the phase of the laser [74]; the PSD of the
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optical length change caused by the residual gas is

S∆L(f) =
4ρ(2πα)2

v0

∫ L0

0

e−2πfω(z)/v0

ω(z)
dz (3.5)

where L0 is the arm length, ρ is the gas density, α polarizability, ω(z) the beam’s Gaussian

radius parameter, v0 is the most probable speed of the gas. On the basis of kinetic theory of

gases, the most probable speed of the gas is

v0 =

√
3kBT

m
, (3.6)

where m is the average mass of residual gas.

(2) It collides with the atoms, which will reduce the number of atoms and hence the SNR;

(3) Molecules attached to the mirror surface reduce the local reflectivity of the mirror surface,

causing the mirror surface to absorb more laser energy, thereby damaging the mirror surface;

(4) Impact of gas molecules on mirror surface will generate mirror position noise [75]:

SF = S∞
F +∆SF (f), (3.7)

S∞
F is the noise spectrum of mirror in a infinite volume, and ∆SF (f) comes from the collision

of residual gas between the mirror and the surrounding environment.

S∞
F = p

√
128πmkBTR

2

(
1 +

h

2R
+

π

4

)
(3.8)

where p is the pressure, kB is the Boltzmann constant, h,R are the thickness and radius of the

mirror. According to the equation of ideal gas state

p · V = NkBT (3.9)

with N the atom number. In the frequency range we detect, ∆SF (f) basically does not change

with frequency, so

∆SF ≈ 4

π
p
√
8πmkBTπR

R

d2 ln
[
1 + (R

d
)2
] (3.10)

where d is the distance between mirror and the surrounding objects.

According to the above conditions, in order to get a strain sensitivity of 10−22, the pressure

in the vacuum chamber should reach 10−9 mbar, which is generally called ultra-high vacuum

(UHV). The next step is to consider how to obtain such a vacuum [76].

Obtaining vacuum at any qualify requires the vacuum pump, which is mainly divided into
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two types according to the principle: gas tranfer pump and gas adsorption/capture pump,

and each of them has many subdivisions according to the mode of action and material. Gen-

erally, the pumped target is air, composed of various gas molecules. The main components

of air are [77] hydrogen, nitrogen, water vapor, and carbon dioxide. Different pumps have

different pumping efficiency of different gases, so in the experiment, We use both pumps

(turbopump and ion/getter pump) to pump the vacuum chamber and atomic head. Mean-

while, the residual gas analyzers are applied to monitor the partial pressures of different

components.

The pumping capacity of a gas transfer pump is manifested in several parameters, includ-

ing base pressure, pumping speed, and compression ratio. Pumping speed is defined as

S0 =
dV

dt
, (3.11)

the gas flow q on both sides of the pump meets the condition:

qpV = S · p. (3.12)

The compression ratio is defined as

K0 =
pv
pa

(3.13)

where pv is the backing pump pressure and pa is the inlet pressure. The pumping process

conforms to the formula

t =
V

S
ln

pin
pout

, (3.14)

where pin and pout are the pressure inside and outside the vacuum chamber, and S is the

equivalent pumping speed. The equivalent pumping speed is determined by the pumping

speed of the pump group, the backflow, and the conductance. Among them, conductance is

proportional to the length of the connecting tube. Since our turbopump is directly connected

to the vacuum chamber, the pressure loss caused by conductance is negligible.

The base pressure refers to the lowest pressure achievable within a specified time when

the vacuum pump is sealed with a blank flange. During this process, only the backflow

airflow is drawn out. Therefore, combined with the pumping speed and the compression

rate, the backflow airflow conductance of the pump can be inferred. Of course, it is difficult

to achieve the base pressure in the actual experiment, but the vacuum pump needs to be
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selected according to the required pumping time and target pressure. Generally speaking, the

base pressure of the vacuum pump should be an order of magnitude lower than the target

pressure. Besides backflow losses, other causes affecting vacuum gas flow are desorption

from the inner wall, permeation, and leakage.

3.3.1.1 Desorption

Gas molecules, mainly water molecules, will be adsorbed on the inner wall of the cavity

under ambient pressure and will be gradually released as the pressure in the vacuum chamber

decreases, and the rate of release will gradually decrease over time. We assume that the

release rate will show a linear decrease after one hour. After one hour, its leak rate can be

expressed as:

Qdes = qdesAd
t0
t

(3.15)

where qdes is the Permeation constant, Ad is the interior surfaces area, t is desorption time.

3.3.1.2 Permeation

There will be a gas penetration effect no matter what seals and materials are used. This

process is not affected by time but only depends on the material itself and the pressure it

bears. The corresponding diffusion rate is

Qperm = kperm A
pa
d

(3.16)

where kperm is the area-specific flow density, A is the surface of chamber, pa is pressure outside

the chamber, and d is the wall thickness.

3.3.1.3 Leakage

Many reasons can cause leakages, such as welding or glue pores, cracks caused by material

stress, thermal stress, and flange connections. The leak rate is defined as:

QL =
∆p V

∆t
(3.17)
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the pressure pl of the vacuum chamber is the balance between effective pumping speed S and

permeation Qperm, leak rate QL, as well as gases released from the metal surface Qdes,M ,

pl =
Qperm +Qdes,M +QL

S
. (3.18)

Combined with the above analysis, the methods that can increase the minimum pressure that

the vacuum chamber can obtain are as follows:

(1) Use a vacuum pump with a higher pumping speed and compression ratio,

(2) Optimize component design to reduce internal surface area and increase the wall

thickness,

(3) Use gasket and flange connections with better sealing to avoid leakage at the interface,

(4) Bake the vacuum chamber and the devices inside to reduce water vapor.

3.3.1.4 Conductance

When the container and the pump are connected by piping, the friction between the gas

and the pipe wall and the internal friction of the gas will cause the loss of pressure/pumping

speed, which is called flow resistance W, but it is generally expressed by its reciprocal con-

ductance C,

C =
l

W
=

qpV
∆p

. (3.19)

When the pressure range is 1000-1 mbar, the gas mainly behaves as laminar or turbulent

flow. At this time, the conductance of piping at 20 ◦C is

Clam = 1.35 · d
4

l
· p. (3.20)

As the pressure goes below 10−3 mbar, the gas’s behavior transfers to molecular flow, so the

conductance of piping is constantly based on the geometry, and is no longer a function of

pressure:

Cmol = 12.1 · d
3

l
at 20◦C. (3.21)

3.3.2 Vacuum generation

The vacuum chamber for our gradiometer experiment is co-designed and manufactured

by SAES, see appendix for its drawings. Some data of it: the length of the vacuum chamber
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is L = 6.35 m and the inside radius is r = 0.25 m, the wall thickness is d = 5 mm, the volume

of chamber is

V = πr2L = 1.25 m3 (3.22)

and the inner surface is

A = 2πr L+ 2πr2 = 10.36 m2 (3.23)

3.3.2.1 Measurement

The prerequisite for obtaining a vacuum is measuring the pressure in the vacuum chamber.

There are different measurement tools for different pressures. The more common ones are

active gauges, which integrate different transducers and power supply circuits, with a wide

measurement range and simple control, but we chose the combination of the ConvecTorr

gauge and IMG-300 UHV Inverted Magnetron Gauge for pressure measurement instead of

active gauges. The reason is that we need to bake the entire vacuum chamber, even if the

gauge will not be directly backed; when the main chamber reaches 100◦C, the surrounding

transducers will also reach 50-80 ◦C due to the heat conduction of the vacuum chamber wall.

Therefore, the transducers and circuit parts should be kept separate.

The ConvecTorr gauge is a thermocouple gauge, usually used to measure low vacuum.

Inside the thermocouple gauge, the filament is heated by a constant current. Gas molecules

take away heat when they impact the filament. Therefore the temperature directly depends

on the pressure in the chamber. The higher the pressure, the more molecules will interact

with the filament and absorb more heat. The pressure data is obtained by measuring temper-

ature changes of the filament with thermocouples or the filament’s resistance.

The inverted magnetron gauge (IMG) uses an electromagnetic field to generate plasma

in a hollow stainless steel cylinder [78]. The electromagnetic field accelerates the collision

of electrons with neutral gases, causing the molecules to produce positive ions. The cathode

absorbs positive ions, and the current generated is proportional to the gas density and pres-

sure. Compared with other UHV measure methods, an IMG is more robust and has a longer

lifespan.

The pressure measurement range of the ConverTorr gauge is from the atmosphere to 10−4
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mbar, while the IMG is 10−3 − 10−11 mbar; the two transducers can cover the pressure from

atmospheric pressure to the experimental target pressure range. We placed a set of gauges

in each optical chamber; the XGS-600 gauge controller is used to power all four gauges and

get the data. Unfortunately, XGS-600 only has a simple graphical interface for displaying the

current pressure value. In order to make this up, we write a LabVIEW program to draw the

pressure curve and store the data.

We also used the residual gas analyzer (RGA) as a measurement tool for ultra-high vac-

uum (Fig. 3.19). RGA is a mass spectrometer with a small physical size that can be directly

connected to the vacuum system, and its function is to analyze the gas in the vacuum chamber

[79]. All RGA instruments work on the same principle: gas molecules are ionized, and the

resulting ions are separated, detected, and measured based on their molecular mass. Using

RGA, we can see the composition of the residual gas, and based on this, we can take different

steps to increase the vacuum further, and RGA can also be used for leak detection.

3.3.2.2 Pumping group

The root pump of our pump group is Turbo-V 1001 Navigator Pump [80], with pumping

speed 920 l/s (H2), compression ratio 1 × 106 and base pressure 10−10 mbar; the backing

pump is Agilent IDP-15 Dry Scroll Vacuum Pump with pumping speed 4.3 l/s.

The pump group is connected to the vacuum chamber through the gate valve (PFEIFFER

GVMP-S11542). After using the pump group to pump down the pressure in the vacuum

chamber, we can use the circuit (see Fig. B.1) to close the gate valve, then the pump group,

after which the vacuum pressure of the chamber can be maintained only by the ion/getter

pump.

The pumps are connected by corrugated hose, the length of which is 1 m, the inner

diameter is 50 mm. Since its pressure range is between continuous flow and molecular flow,

its conductance is between 8.5 l/s and 15 l/s according to Eq. 3.20 and Eq. 3.21.

According to the data of the turbopump, it reaches the max pumping speed when the

pressure is lower than 10−2 mbar, which is close to the backing pump’s base pressure. Without

considering outgassing, after t = 1250
4.3

ln1000
0.01

= 0.93h the pressure reaches to 1.5 × 10−2 mbar,

while according to Fig. 3.11(b), the pressure in the vacuum chamber reached 1.5×10−1 mbar
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Figure 3.11: pump groups and the pressure changes when they start. (a) The pump group
is connected to the optical tower at one end through the gate valve (b) The
pressure measured during the pump start-up phase; the pumped space is the
optical tower that is not connected to the vacuum chamber.
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within half an hour, and then we turned on the turbopump. In addition, to further improve

the vacuum, we added a NEXTorr D 100-5 and a NEXTorr D2000-10 ion/getter pump. The

pump speed of its NEG section to H2 is 100 l/s and 2000 l/s respectively. The getter pump

[81, 82] absorbs gas with the disk-shaped getter alloys supported by a metal rod. A heating

element is inserted inside the disks to activate the proper getter. After the getter is exposed to

air, it needs to be "re-activated" by heating, which will remove the thin surface layer formed

on the getter surface. Generally, we will heat the getter material to 450◦C for 60 minutes.

During this process, there is a significant pressure rise due to the molecules released from the

getter and the heated air.

The ion pump [83, 84] works by ionizing molecules in the air into ions and adsorbing

them.When a cold cathode discharge occurs in a magnetic field, electrons move back and

forth in a spiral motion between the cathodes due to the magnetic field. When electrons

collide with gas molecules, the gas molecules are ionized. When these ions collide with the

cathode, they will be embedded in the cathode. The knocked-out titanium atoms will form

a getter film on the surface of the cathode and anode that can absorb the gas molecules. It

removes rare gas and methane, which are not pumped by the getter element.

The central vacuum chamber and the two atom heads are connected, So the working space

of the turbopump and NEXTorr pumps also include the atom head chamber. Nevertheless,

inside the atom head, The diameters of the orifices from the 2D chamber to the 3D chamber

from the 2D MOT chamber to the 3D MOT chamber (2 mm) and the 3D MOT chamber

to the detection chamber (19 mm) is relatively small, the following applies for the orifice

conductivity

Cor = A ·
√

kB
2πm0

(3.24)

where A is the cross-section of orifice. So there will be a pressure difference between

these chambers; therefore, both these two vacuum chambers are equipped with a NEXTorr

ion/getter pump to improve the vacuum.

When our turbopump starts, its turbine speed will gradually increase from 0 to 650Hz.

However, according to the analysis of Fig. 3.12, the vacuum chamber has a resonance at

around 200Hz. When the turbine speed reaches this frequency, the entire chamber will make
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a

b

Figure 3.12: Resonance frequency analysis in the presence of gravity, (a) Amplitude mode
with resonant frequency at 203.84 Hz (b) Amplitude mode with resonant fre-
quency at 205.32 Hz.

a scary sound. This resonance will significantly reduce the service life of components and

increase the vacuum pressure. Therefore, the following steps should be followed to prevent

the occurrence of the resonance phenomenon.

First, close the gate valve between the turbopump and the cavity, which is equivalent to

blocking the direct connection between the vibration source and the chamber, then start the

turbopump, wait until its operating frequency reaches 650Hz and remains stable, then open

the gate valve.
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3.3.2.3 Baking

Baking can increase the desorption and diffusion rate, shortening the pump time and

reducing the base pressure. According to the SAES test report, our vacuum chamber has

been heated to 250◦C and kept for 24 hours during previous processing and testing. Its base

pressure can reach 1.5× 10−11 mbar.

However, the absorption of gas during transportation and installation is unavoidable.

Therefore, to obtain the required vacuum, we need to re-bake it to evaporate the water

and some other substances attached to the inner wall of the cavity.

The method of baking such a large vacuum chamber in a MIGA project is more compli-

cated than baking a small device. Therefore, it is necessary to test it in this atomic gradiome-

ter experiment to calculate the requirements for the MIGA project.

The equipment required for baking is insulation material, heating device, and tempera-

ture monitoring device. Our baking process generally does not exceed 300◦C and requires no

accurate temperature measurement, so we use k type thermocouples for temperature mon-

itoring; Considering the area and the power required, we choose a silicone rubber heating

tape (BRISKHEAT DHCS25) as the heating tool. There are two points to note: 1. For most

heating tapes, the temperature that they can reach are higher than their maximum exposure

temperature, so do not use them without temperature monitoring feedback. We will intro-

duce the consequences below; 2. The probe part of the thermocouple can generally withstand

very high temperatures, 1400◦C for K type [85], but the connection part of its insulation layer

cannot withstand high temperatures, which should be kept away from the heating area as far

as possible.

Typical high-temperature heat insulation materials include asbestos, diatomite, glass fiber,

etc. And most of them are harmful to the human body. In the SAES report, a specially

tailored heating jacket was used for heating and thermal insulation, which also contained

these components. However, for a 150m-long cavity, it is neither safe nor budgetary to use

a custom heating jacket containing these materials. We hope to achieve the same effect by

wrapping the vacuum chamber with aluminum foil. For this, we conducted three tests.

In the first test, only one optical chamber was connected to the central chamber; we
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thermocouple 1

thermocouple 2

thermocouple 3

thermocouple 4

Figure 3.13: The photo taken for the first baking test before wrapping aluminum foil; thermo-
couple 1 is placed on the surface of optical chamber; thermocouple 2 is placed
between the threads of the central chamber bellows; thermocouple 3 is in the
center of the blank flange; The thermocouple 4 is placed at the junction of the
vacuum chamber and the supporting part (Top). The temperature and pressure
changes after the second baking started. The system has been kept at standard
pressure and humidity. Pressure measured in mbar and referenced to nitrogen
(N2). Sampling time was one sample per second. The temperature of the heat-
ing belt started to get out of control on February 10 (Bottom).
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Figure 3.14: Heating tape damaged by overheating and its traces on the surface of the cham-
ber.

wound 12 heating tapes on the central chamber and used two layers of aluminum (Thickness

is about 0.1 mm) foil to prevent heat loss. All thermal data were collected by the 34972A LXI

data acquisition/data logger switch unit, which is connected to the control computer for real-

time observation. When the temperature of the heating belt approached 200◦C, its surface

began to emit white smoke and had a burning smell, and we had to interrupt the test. We

suspected that it was caused by impurities on the surface of the heating belt, so we put all the

heating belts on the surface of the aluminum profiles in the open space for heating. After 30

minutes, the white smoke disappeared. Also, it was found that two layers of aluminum foil

were not enough. When the part covered by the heating belt reached 200◦C, there are also

some positions that can only reach only reach 70◦C. And according to the design, the number

of heating tapes per meter should be less, so we conducted a second baking test. Both optical

chambers were connected to the vacuum in the second baking test. We used eight heating

tapes, six of which were used to heat the central chamber, and the other two were used to

heat the optical chamber. All the chambers were wrapped with three layers of aluminum foil,

and all the thermocouples are in the same positions as the first baking.

Usually, heating the temperature to 120◦C and keeping it for 48 hours is enough for us

to obtain a vacuum of 10−10 mbar, but considering that our vacuum structure is large and

the heat distribution is uneven. It can be seen from Fig. 3.13 that when the temperature of

the heating belts rises to 200◦C, the temperature at some locations can only reach 50◦C, so

we try this to further increase the heating power. Unfortunately, the heating strip exceeded

its maximum exposure temperature of 218◦C, its power controller was damaged, the tem-

perature was out of control and rose to 400◦C, which in turn burned the heating belts and
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Figure 3.15: For the baking results of optical chambers, after the temperature stabilized to
100◦C, we raised the temperature to 130◦C.

thermocouples, leaving traces on the vacuum chamber as Fig.(3.14). This test proves that

the temperature control method needs to be changed. We need to control the heating based

on real-time temperature changes, and a more reliable heating tool is needed.

Since the two optical chambers did not reach 100◦C during the second baking, we changed

the temperature control method to bake them for the third time. With a temperature con-

trol module and a solid state relay (WATLOW PM6C1CJ/SSR-25A-240V-DC), we can more

accurately and dynamically control the heating temperature. According to the Fig. 3.15, ex-

cept for the middle part of the CF500 blank flange, The temperature of most locations of the

optical chamber has reached 100◦C for 20 hours.

Some other questions we need to answer are, what is the thermal insulation effect of

aluminum foil, how should we use it in baking, and how much power is needed to make the

cavity reach 100◦C under the insulation of three layers of aluminum foil?

To analyze this problem, we need to start with some basic concepts. The three types of

heat transfer are conduction, radiation, and convection. As a good conductor of heat, alu-

minum foil cannot reduce the thermal conductivity, but it effectively isolates convection. As
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a result, a layer of hot air is formed on the surface of the vacuum chamber, which effectively

reduces conduction and convection. The aluminum foil can also reflect the radiation of the

vacuum chamber to reduce heat loss. The reflectivity of bright aluminum foil is 88%, while

the dull embossed foil is about 80%. Therefore, we should ensure that the bright side faces

inward, and the first layer of aluminum foil should be as close as possible to the chamber

surface to help the temperature of different parts rise evenly. The gaps are kept as much

as possible between the two outer layers to form an air insulation layer between them. Ac-

cording to our measurement, when the inner surface of the chamber reaches 100 ◦C, the

outermost layer of aluminum foil is only 50 ◦C

After heating the cavity to 120◦C, the heating is stopped. The temperature drop curve

is shown in Fig. 3.16, from which the temperature change rate dT
dt

of the vacuum chamber

around 100 ◦C can be obtained; combined with the heat capacity of the chamber, we can

calculate its heat loss rate at 100 ◦C.

The heat capacity of our vacuum chamber material (AISI type 304 stainless steel) is c

= 500 J·g−1·K−1; its density is ρ = 8000 kg/m3. The density of the gas inside the vacuum

chamber is so small that its heat capacity is negligible compared to stainless steel. the inner

diameter of the vacuum chamber is ID = 250 mm, the outer diameter is OD = 255 mm. How-

ever, considering each flange interface, the volume per unit length is much larger than the

volume of the chamber wall. Here, according to the volume measurement in SOLIDWORKS,

the volume of a vacuum cavity with a length of 6 m is 0.0548 m3, that is, the volume per unit

length V/L = 0.009 m2, therefore, its heat capacity is:

C = c ρ V/L = 36533 J/K (3.25)

Combining Fig. 3.16, in the case of three layers of aluminum foil wrapping, the heat loss

rate of the vacuum cavity per unit length near 100 ◦C is

q100 = C
dT

dt
= 190 W (3.26)

The three methods of heat transfer are all positively related to temperature, so theoretically,

when the temperature is lower than 100 ◦C, the heat loss rate is less than q100, we only

76



3.3. VACUUM

Figure 3.16: Heating the vacuum chamber to 120 ◦C, stop and measure the temperature
change.

need to provide the same heating power for the vacuum chamber to reach 100◦C. However,

considering that the heating efficiency is less than 100% and the heat dissipation rate of each

position is different, the actual required power should be higher.

For this reason, we did another test: we wrapped a small vacuum cavity (AISI 304, m =

13.7 kg, has a similar surface area/mass ratio as the MIGA vacuum chamber, so the power

consumption of the MIGA can be estimated based on this) with three layers of aluminum

foil and baked it to 100 ◦C. According to the temperature curve, the dissipation rate is 70W ,

and the inner wall of the cavity can reach 100◦C when the power of the heating belt is 90

W. According to this efficiency test, the heating power required to heat a unit length of the

vacuum chamber is 244 W, and the total baking power of a 150 m long chamber is about

36.6 kW.

In addition, during the baking process, there are still some places where the temperature

does not reach 100 ◦C, including the part connected to the support and most of the blank

flanges, so we should bake all the flange parts separately before sealing the vacuum chamber.
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3.3.2.4 Result

The pressure changes in the vacuum chamber under different conditions measured by

gauges are shown in the figure, and the corresponding base pressures are:

· 2.582×10−9 mbar for the central chamber and one optical chamber before baking; pump

speed = 920 l/s with turbo pump.

· 1.037×10−9 mbar for the central chamber and the two optical chambers after the second

baking; pump speed 920 l/s with turbo pump.

· 8.554× 10−10 mbar for the central chamber and the two optical chambers after the third

baking; pump speed 920+200+100 = 1220 (l/s) with turbo pump and two ion/getter pumps.

· 1.416 × 10−9 mbar after raising the pressure to vacuum through the filter and venting

valve and connecting the two atomic heads to the cavity; pump speed = 1220 l/s with turbo

pump and two ion/getter pumps.

After both atom heads are connected to the vacuum chamber, we turn on the turbopump

and the ion pump, measure the final vacuum data (Fig. 3.17(b)), compared to the first time,

with the help of the ion/getter pump, the pump speed is increased, but the base pressure is

also increased to 1.416 × 10−9mbar, this is due to two reasons. First, the chamber space is

increased; Second, the vacuum chamber was opened twice during the connection processes,

leaking in some gas that can be adsorbed on the inner wall of the chamber. Nevertheless, the

result is good enough to meet our needs in any case.

In this pressure range, the limit of base pressure can be described by the following for-

mula:

P =
Q

S
+ P0, (3.27)

The total pressure P is determined by the outgassing rate Q of all surfaces and components,

the pumping speed S, and the base pressure P0 of the pumping group. The internal surface

area A of the cavity is given at the beginning of this section; considering the various flange

interfaces and the optics we put in, we can assume that the internal surface area is 11 m2,

the pump speed of the pump group is 920 l/s, the base pressure is 1 × 10−10 mbar, so the

outgassing rates in the four cases are:

· 2.08× 10−11 mbar · l · s−1cm−2 without baking;
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Figure 3.17: (a) pressure for central chamber and one optical chamber before baking; (b)
pressure for central chamber and two optical chambers after second baking; (c)
central chamber and two optical chambers after third baking chamber pressure;
(d) after the third baking, we vent the vacuum to the atmosphere and connect
the two atom sources, the pressure measured after the pump.
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· 7.84× 10−12 mbar · l · s−1cm−2 baking at 100◦C for 48 hours;

· 6.31× 10−12 mbar · l · s−1cm−2 baking at 100◦C for additionl 20 hours;

· 1.45× 10−11 mbar · l · s−1cm−2 after connecting the two atom sourecs.

So in the MIGA project, with proper baking, we can assume that the outgassing rate is

6 × 10−12 mbar · l · s−1cm−2, the cavity length is LMIGA = 150 m, the inner surface area is

AMIGA = 2πr LMIGA +2πr2 ≈ 2.4× 106 cm2. Assuming the base pressure of the pump system is

5× 10−11 mbar, the total pump speed required to make the pressure in the vacuum chamber

reach 2× 10−9 mbar is about 7500 l/s.

3.3.3 Venting

After UHV is reached in the chamber, we may need to restore the vacuum to ambient

pressure to add new optics. The easiest way to do this is to unseal a blank flange, but this

has several disadvantages; first of all, it will cause a large amount of gas and impurities to

enter the vacuum chamber and damage the flange seal suddenly; at the same time, the water

vapor in the air enters the vacuum chamber again, which means that we have to perform the

complex baking process again.

A more reasonable way is to use a venting valve with a filter. We use a venting valve

(Pfeiffer Vacuum, EVR 116) combined with a filter (Pfeiffer Vacuum, Dust Separator SAS

16). The venting valve can control the gas at 5 × 10−6 mbar·l/s - 1.25 × 103 mbar·l/s speed

entry, and the filter can reparator particles above 5 µm and absorb some water.

Unfortunately, although the venting valve provides a control circuit and can communicate

between PCs through RS232, it does not provide any visual interface, and its serial port

commands often have format problems. So I wrote a LabVIEW program to simplify serial

communication and update the opening status of the venting valve.

3.3.4 Leak detection

A leak search aims to localize a leak and/or to determine the total or local leak rate[86].

A relatively quick and straightforward leak detection method is to monitor pressure changes.

For example, solvent (Acetone or alcohol) can be used to spray suspected leak points, and
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venting valve

filter

angle valve

IMG

ConvecTorr
gauge

Figure 3.18: The two gauges and the venting valve are connected to the optical chamber left,
with an angle valve in the middle (top). LabVIEW front panel for controlling
venting valve (bottom)

Figure 3.19: The vacuum chamber residual gas spectrum, with the gas molecules correspond-
ing to each peak marked out. The three scans correspond to the case: (blue)
the vacuum chamber is not baked, (red) after two bakings, and (yellow) after
baking with two atom sources connected.
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at the same time, use the vacuum gauges to observe whether there is a significant increase

or decrease in pressure when the solvent enters the leak. The disadvantage of this method

is that the sensitivity is relatively limited (10−4mbar), and the solvent may corrode the rub-

ber components, but the advantage is that it can quickly and continuously probe multiple

locations.

A more accurate method is tracking gas and RGA to analyze leaks. There is a leakage

test mode in the RGA software. After the tracking gas is selected, the RGA will continue to

monitor the target gas. In the case of UHV, small leaks will show noticeable spikes on the

RGA. If the leakage position is far from the RGA, it takes a while for the RGA to respond

after releasing the tracer gas (about 30 s in our case). The common choice of tracking gas is

helium, which has the following advantages as a tracking gas:

1. the content of helium in the environment is very low;

2. chemically and physically inert, non-explosive, and cheap;

3. The small diameter of the helium atoms allows the detection of tiny leaks; the detection

accuracy can reach 10−11 mbar/s;

4. removable by pumping and not contaminating the system.

The disadvantage is that the pumping speed of helium is relatively slow; the helium

molecules will spread quickly in the environment during the detection process. Therefore, it

is necessary to wait for a while between the two detections and wait until the concentration

of helium released in the last release is low enough before performing the subsequent detec-

tion to avoid errors. We performed leak monitoring both when connecting the optical and

central chambers and when connecting the two atom sources to the vacuum chamber. After

the first atom source was connected, we saw obvious signs of leakage, the pressure in the

vacuum chamber increased slightly from 3.2×10−9 mbar to 3.5×10−9 mbar, and inside the

atom source, the current of the 3D MOT chamber’s ion pump1 was significantly higher than

that of the 2D MOT chamber, through the helium detection, We found a leak in the viewport

flange window of the detection beams within the atom head. The pressure inside the atomic

source dropped significantly after the window was replaced.

1The current of the ion pump can reflect the change of vacuum to a certain extent
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Figure 3.20: (a) Laser system in the rack, 1. power module, which converts 240 VAC into DC
required by other modules; 2. high-power EDFA control; 3. RF components re-
quired by some frequency-locking modules, temperature servo control, and the
main control module embedded with the Linux system; 4. the main frequency
lock module; 5. the seed laser and corresponding components; 6. the 2D MOT
optical module, including PPLN and shutter; 7. 3D MOT optical module, includ-
ing PPLN, shutters and AOMs; 8. Raman and repump optical modules, including
PPLNs shutters, and AOMs. (B) The D2 transition line of the 85Rb and the lock-
in frequency of each seed laser.

3.4 Laser system

3.4.1 Laser rack

The laser system is developed in collaboration with Muquans[67], the laser components

and the corresponding locking control module are integrated into a 117 cm × 80 cm × 55cm

rack [69]. This rack uses a standard 240 V main power supply. It can be controlled via

Ethernet according to the ssh protocol, ensuring the portability of the entire laser system.

There are four seed lasers in the system; one is the master laser, the other three are called

2D MOT seed, 3D/Raman2 seed, and Repump/Raman1 seed, respectively. All seed lasers use

1560 nm external cavity diode lasers (ECDL), providing seed light with a line width of 10

kHz and a power of 10 mW. Then the frequency is doubled to 780 nm for rubidium atoms

through the periodically-poled Lithium Niobate (PPLN). In order to obtain enough power
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after the frequency doubling, the Erbium-doped fiber amplifiers (EDFA) are used to amplify

the laser power.

The Master laser diode is locked on a 85Rb absorption line (crossover 3x4 of 85Rb) and

acts as the optical frequency reference for the system. After a splitting/combining stage, the

other three slave diodes are phase-locked on the Master diode. The optical layout is shown

in Fig. 3.21

The 2D diode is phase-locked on the 87Rb 52S1/2 F = 2 → 52P3/2 F
′
= 3 line and mod-

ulated with EOM, which adds the F frequency sideband for repumping, then it is amplified

with an EDFA and frequency-doubled. After splitting, it provides three outputs at 780 nm;

Two beams are used respectively for the horizontal and vertical cooling of the 2D MOT; the

other one is the 2D MOT push beam.

The 3D/Raman2 laser is initially locked on 87Rb 52S1/2 F = 2 → 52P3/2 F
′
= 3 transition

line. It is divided into two parts. One part is amplified and frequency-doubled and used as

a 3D MOT beam. This 3D MOT beam is divided into seven beams of 780 nm. These seven

beams are divided into three groups, three of which are 3D Up beams, three 3D Down beams,

and the other one is Detect beam. Each group has an AOM for frequency adjustment.

The Repump/Raman1 laser is based on 3D MOT/Raman 2 instead of Master seed as the

locking reference and is initially locked on 87Rb 52S1/2 F = 1 → 52P3/2 F
′
= 2 transition. It is

also amplified and frequency-doubled. After that, It is divided into repump light and Raman

1; the repump light is divided into three beams, one is injected into the 3D MOT, and the

other two beams are used for push and detection stages. Raman 1 light and Raman 2 light

separated from 3D/Raman2 combined and split into Raman Up and Raman down. Unlike

3D MOT beams, the AOMs of Raman2 and repump/raman1 are all in 1560 nm. Most of the

optical path transmission of the laser system uses polarization-maintaining fibers to ensure

the system’s stability, but in the splitting part, miniaturized free-space optical elements are

used to adjust the splitting ratio. In addition, each light is equipped with a photodiode for

power detection, which can be monitored by PC through ssh connection (Sec. 3.4.3).
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Figure 3.21: Light path structure of the laser box

3.4.2 Laser Frequency Chain

The frequency control part contains internal signals and external signals (Fig. 3.22). The

phase-locked dielectric resonant oscillator (PLDRO) in the lock module generates a 3.5GHz

reference signal, the 6.834GHz frequency required for 2D MOT EOM and repump seed is ob-

tained by mixing this signal with DDS input and frequency doubling. For reference, Fig.3.24

shows the laser beat linewidth of one of the systems we tested.

The external signal includes a 100 MHz clock signal, which is used to synchronize the DDS

signal; the external input DDS signal:2D MOT In, 3D MOT/Raman 2 In, Repump/Raman 1

In, these signals are mixed with the divided beat note signal and then act as the input signal

of phase-locked PID. Different dividers are used here to ensure that the required DDS signal

is in the range of 50-200 MHz, which is also a typical output of general commercial DDS

modules.

In addition to adjusting the locking frequency of the seed laser through the DDS input,

there is also AOM in the optical path. By changing the externally input AOM frequency signal,
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Figure 3.22: Schematic diagram of laser frequency locking module

the optical frequency of the laser beam can be easily shifted, and the the laser power can be

controlled by adjusting the amplitude of the AOM input signal.

Combining Fig. A.1 and Fig. 3.22, the resonant DDS input signal frequencies can be cal-

culated. The D2 baselines of 87Rb and 85Rb are respectively:

fRb85 = 384230406.373 MHz,

fRb87 = 384230484.468 MHz.
(3.28)

The frequencies of D2 85Rb 52S1/2 F = 3 → 52P3/2 F
′

= 4 transition and
87Rb 52S1/2 F = 2 → 52P3/2 F

′
= 3 transition are respectively

f3−4 = fRb85 − 1264.889 MHz + 100.205 MHz,

f2−3 = fRb87 − 2563.005 MHz + 193.741 MHz,
(3.29)

The frequency between 85Rb 52S1/2 F = 3 → 52P3/2 F
′
= 3/4 crossover peak to the

87Rb 52S1/2 F = 2 → 52P3/2 F
′
= 3 cooling line is

fbase = f3−4 − 120.640/2− f2−3 = 1066.17 (MHz), (3.30)
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considering the AOM with 110 MHz shift at 1560 nm, the DDS frequency of 3D MOT

f3D = (fbase + 110)/16 = 73.5103 (MHz), (3.31)

and the DDS frequency of 2D MOT seed is

f2D = fbase/8 = 133.271 (MHz). (3.32)

Note that the Repump/Raman 1 seed is 3D MOT/Raman 2 seed before 3D MOT AOM, so the

DDS frequency of repump beam with 80 MHz shift AOM at 780 nm is,

frepump = (3500− (6834.683− 266.650 + 110)/2 + 80)/2 = 120.492 (MHz) (3.33)

Raman Up and Raman Down beams are the combinations of 3D MOT/Raman 2 and Re-

pump/Raman 1 seeds. The frequency difference between the virtual energy levels excited

by the Raman transition and 52P3/2 F
′
= 1 is ∆. The detuning of Raman 2 beam relative

to the energy difference between the virtual energy level and 52S1/2 F = 2 is δ. Differ-

ent momentum can be selected by changing δ. Reference transition for Raman 2 beam is

52S1/2 F = 1 → 52P3/2 F
′
= 1, the corresponding DDS frequency is

framan2 = (fbase + 160 + 266.65 + 156.95)/16 = 103.11 (MHz), (3.34)

The frequency for Repump/Raman 1 52S1/2 F = 2 → 52P3/2 F
′
= 1 DDS is

framan1 = (3500− (6834.683 + 160)/2 + 80)/2 = 41.3293 (MHz). (3.35)

We also need to use the probe light and the repump push beam (from Raman 1) to clear

the remaining atoms after the velocity selection. The repump-push is used to push the atoms

from 52S1/2 F = 1 excites to 52P3/2 F
′
= 0,

frepump−push = (3500− (6834.683−266.650−229.85+110)/2+80)/2 = 177.80 (MHz). (3.36)

It should be noted here that the repump light does not have to be locked at
87Rb 52S1/2 F = 1 → 52P3/2 F

′
= 2, When we locked the Rep/R1 laser during the ex-

periment, a mode hopping point may appear near the locking slope, due to which the laser

will lose lock when the frequency ramp is performed. Therefore we can also lock the laser at
87Rb 52S1/2 F = 1 → 52P3/2 F

′
= 1 line and the corresponding DDS input frequency is:

frepump2 = (3500− (6834.683− 266.650− 156.947 + 110)/2 + 80)/2 = 159.728 (MHz)

Meanwhile, for the three slave lasers, the DDS input frequency changes required to gen-
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Figure 3.23: Seed laser locking curves obtained by ssh connection. The laser is locked
through the slope near the zero point of the error signal. (a) Master laser lock-
ing curve. (b) 2D MOT laser locking curve. (c) 3D MOT laser locking curve. (d)
Repump/Raman1 laser locked at 87Rb 52S1/2 F = 1 → 52P3/2 F

′
= 2 transition,

with an obvious mode jump next to the locking slope. (e)The Repump/Raman1
laser locked on 87Rb 52S1/2 F = 1 → 52P3/2 F

′
= 1.

Figure 3.24: Linewidth of beatnote for laser system MIGA32

88



3.5. CAVITY OPTICS

erate 1Γ = 6.0659 MHz are also different, respectively: γ3D = Γ/16 = 0.379119 MHz,

γ2D = Γ/8 = 0.758238 MHz, γrepump = Γ/4 = 1.51648 MHz.

3.4.3 Remote control

We can connect the laser system to the computer through Ethernet and control it with the

ssh protocol. The module (3) in Fig. 3.21 is used as a gateway. The computer used for control

and the embedded control system of other modules is under the same subnet. Each module

has a different static IP address (netmask 255.255.255.0).

For example, the gateway address is 192.168.1.1, the control computer’s IP address can

be set to 192.168.1.2, and the ip addresses of other modules are also under the same subnet.

Through ssh, we can connect to these modules and monitor the temperature and current of

all seed lasers, start, end, or change the parameters of the frequency lock loop. Other features

include

1. Lock each seed laser and draw locking curves (Fig. 3.23),

2. monitoring the parameters of EDFA,

3. changing EDFAs’ feedback method and setpoint,

4. monitoring the optical power detected by all photodiodes,

5. enabling/disabling the function of shutters.

3.5 Cavity Optics

In addition to the laser system for the atomic head, there are also lasers for manipulating

atoms; because the interaction between this light and the atoms causes Bragg scattering, we

generally call this light " Bragg beam."

As an intermediary for sensing gravitational waves and interacting with atoms, the Bragg

beam has a critical impact on the sensitivity of atomic interferometers. In this section, we

discuss how to construct a Bragg beam and improve the quality of the Bragg beam through a

stable cavity.
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3.5.1 Bragg Beam Preparation

The Bragg beam is generally far detuned. Since it directly determines the atom momen-

tum transition and the lattice pulse’s effect, it requires frequency locking and power stabiliza-

tion. We achieved the Bragg beam with a free-space optical path. The diagram of which is

shown in Fig. 3.25.

PPLNEDFA Rb cell

A
O

M Into  Collimator

Figure 3.25: The optical path of the Bragg light, in which the AOM double pass is used to
adjust the light intensity

3.5.2 Stable cavity

In Sec. 2.2 we discussed that in order to achieve the Bragg regime, we need a sufficient

interaction time tint, which is limited by the pulse time and beam width. In addition, the

beam’s intensity has a Gaussian distribution along the radial direction. This radial gradient

of intensity affects the efficiency of the Bragg pulse, and the wider the beam, the smaller the

intensity gradient. Therefore, a larger beam waist is needed based on these two points.

In experiments using optical resonators to enhance AI sensitivity, to ensure the optical

resonator’s stability, the most simply wa use a confocal optical resonator. The beam waist

of such a resonator is relatively small. To obtain a larger beam waist, we propose [87] a

marginally stable optical resonator, in which the beamwidth is effectively increased by adding
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Figure 3.26: Diagram of the resonant cavity.M1, M2 represent a flat mirror and a concave
mirror, respectively, L represents a convex lens with a focal length f, δ1 and δ2
represent the shaking of the two mirrors, respectively. A larger beam waist is
obtained on the M1 side.

a convex lens. After that, we further consider replacing one of the flat mirror with a concave

mirror to make it stable.

The geometry of a stable resonator is shown in Fig. 3.26. A flat mirror M1 stuck on a PZT

is placed at the focal point of lens L, the concave mirror is placed l2 + f away on the other

side. The beam is injected into the cavity from the curved mirror. The transmission matrix is

used here to analyze the propagation of the optical path and the beam width

The ABCD transfer matrices of a beam passing through in free space, passing through a

lens, and being reflected by a curved mirror are respectively:1 l

0 1

 ,

 1 0

− 1
f

1

 ,

1 0

2
R

1

 , (3.37)

where l is the length of the free space, f is the focal length of the lens and R represents the

curvature of the mirror. The total round-trip transfer matrix is therefore

T =

1 f + δ1

0 1

 1 0

− 1
f

1

1 f + l2 + δ2

0 1

 1 0

− 2
R

1


×

1 f + l2 + δ2

0 1

 1 0

− 1
f

1

1 f + δ1

0 1

 ,

(3.38)

here δ1, δ2 represent the position noise of two mirrors, and l2 is the offset of the curved mirror
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a b c

Figure 3.27: Laser source optics for stable cavity. (a) The laser diode’s temperature/current
control module, the PID module, and the laser amplifier; (b) The 1560 nm laser
diode and PPLN; (c) The optics before the light injected into the stable cavity.

form the lens focus. With ∆2 = l2 + δ2, the final transfer matrix is

T =

A B

C D

 =

2δ1∆2

f2 + 2∆2

R
− 2δ1∆2

2

f2R
− 1 −2δ1
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f
)− 2

R
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f
)2

2∆2

f2

(
1− 2∆2

R

)
2δ1∆2

f2 + 2∆2

R
− 2δ1∆2

2

f2R
− 1

 . (3.39)

According to the stability condition [88], the optical resonator is stable if |A+D| < 2, so the

condition to keep cavity stable is 0 < δ1∆2

f2 + ∆2

R
− δ1∆2

2

f2R
< 1 which equals to

0 <
δ1∆2R + δ1∆

2
2 −∆2f

2

f 2R
< 1. (3.40)

Considering the experimental conditions f ≫ l2 ≫ δ2, obviously ∆2 > 0, so
δ1∆2

f2 + ∆2

R
− δ1∆2

2

f2R
< 1 is satisfied, we have

δ1∆2

f 2
+

∆2

R
− δ1∆

2
2

f 2R
> 0

⇒R +∆2 >
f 2

δ1
.

(3.41)

In conclusion, we need a concave mirror with R > f2

δ1
−∆2 to make the cavity stable.

The TEM00 mode beam is Gaussian-distributed,

R(z) = z

(
1 +

(
πω2

0

λz

)2
)

(3.42)

ω(z) = ω0

√
1 +

(
λz

πω2
0

)2

, (3.43)

to get a beam waist of 10 mm on one side of the f = 400 mm lens, the beam waist on the

other side should be 9.93 µm and the curved mirror should be placed at l2 = 0.05 m with

curvature R = 0.05 m.
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Figure 3.28: Schematic diagram of the optical path.

To test the feasibility of a stable cavity, we built a simple stable cavity to verify its beam

expansion effect. We used an RIO laser diode (PLANEX 1550 nm Laser Diode), the output

power of which is −6.2 dBm from the diode and 23.5 dBm after the amplifier. A Periodically

Poled Lithium Niobate (PPLN) is used to double the frequency, and after the PPLN, part of

the light (< 100µW) is seperated to the wavelength meter for monitoring the wavelength. By

properly adjusting the temperature and current of the PPLN, we obtained about 40 mW at

780.2409 nm, the parameters we used are Tc = 4, TF = 0, I = 80 mA.

The optical path is shown in Fig. 3.28. The 780 nm light is divided into two beams by

PBS, one of which is used for saturated absorption spectroscopy (1 mW), and the other light

is expanded by a beam expander to get the proper waist for cavity. After the beam expander,

there is a third PBS for reflected signal before the beam is injected into the cavity. (Fig. 3.29).

Since the melting point of rubidium is 38◦C, most atoms are adsorbed on the glass wall in

a solid state at room temperature. In order to increase the gaseous atoms in the cell, we use

a film resistance heater to heat the cell, and the current of the resistance heater is kept at 0.8

A
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By heating the cell and trimming the current, we get a clear saturation absorption spec-

trum(Fig. 3.29). In theory, we need to input the first-order or third-order differential of the

spectrum into the frequency stabilization module as an error signal to lock the diode on a

peak we need, but since we do not have a differential circuit here, and this test has no special

requirements for the laser frequency, we have AC coupled the line and added a DC offset. And

then send it to the PID module, which locks the diode on a slope of the saturable absorption

line instead of a peak.

Figure 3.29: Saturated absorption spectroscopy

The following steps are performed to align the cavity and observe the signals:

1.Use a photodetector PD1 to detect the intensity of the beam P1 without put M1,M2 and

L.

2. Place the convex lens L in the middle, the focal length of it is f = 0.4 m. Adjust the

lens to make the light intensity at the PD1 reach the maximum P2 (P2 may be slightly larger

than P1 due to the focus of the lens)

3. Place M1 and adjust it so the PD2 for reflection spectrum can obtain the maximum

intensity P3. 4. Place M2 and adjust it to get the light intensity at the PD2 reaches P3.

5. Apply a modulation on laser current or on the M1’s PZT, the reflected signal can be

seen on PD2. However, since we were adjusting M1,M2 according to the reflected signal, the

transmitted light might be dis-aligned. we need to re-align the mirror before PD1 to obtain

the transmitted signal.
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Figure 3.30: Picture of the stable cavity. PD1,M1,L,M2 are labeled, the aperture between M1

and L is used for alignment and mode filtering; during the experiment, we place
carboard cutouts around the optics to obstruct airflow and dampen acoustics.

Figure 3.31: Transmitted signal (PD1) and reflected signal (PD2) of the resonator where the
blue line represents the reflected signal, and the green line is the transmitted
signal. Signal measured without aperture and carton (left); signal with aperture
and carton added (right).

6. Fine-tune the angle and position of M1,M2 and L to maximize the reflected and trans-

mitted signal. Then a cavity mode will be observed on the camera.

There are two ways of roughly determining whether a beam is in the fundamental mode

1. Observe its shape beam as Fig. 3.32 by CCD. Usually, it is a sum of multiple modes, so

this is only for preliminary adjustment.

2. In the previous calculation, we said that the Gaussian distribution can be used to

analyze the beam. In fact, only the fundamental mode laser is Gaussian-distributed, so we

can judge the beam distribution according to the size of the beam at different positions and

determine if it is in the fundamental mode, In addition, we can suppress high-order modes
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Figure 3.32: Cylindrical transverse mode patterns. (left) Diagram of the theoretical calcula-
tion. (right) Patterns observed in experiments.

by placing an aperture in the cavity (Fig. 3.31).

Since the beam diameter inside the cavity cannot be directly measured, we can only take

pictures of the output light by placing CCD at different positions outside the cavity (left side

of M1), derive the beam radius inside cavity from the radius of the output light. The top three

figures in Fig. 3.33 are pictures taken in three different position(125 mm,600 mm,1075 mm

after M1), the red line in the bottom images are their Gaussian fitting:

Ix = a1e
−((x−b1)/c1)2 + d1,

Iy = a2e
−((y−b1)/c2)2 + d2.

(3.44)

From the fitting curve, we get two radius on x and y direction Rx = c1√
2
, Ry = c2√

2
, then the

beam radius is:

R =

√
r2x + r2y

2
. (3.45)

In our case they are 730 µm,1500 µm,1637 µm at these three positions. Combined with

Eq. 3.43, we can calculate the fundamental mode size at 45cm after the lens is 673 µm. This

is much smaller than the beam size required for the gradiometer, but bigger than 230 µm

without lens.

We use this experiment to demonstrate the feasibility of a stable cavity. Compared with the

stable cavity without lens, we effectively enlarge the diameter of the beam near the center

point; and compared with the marginly stable cavity, It is more stable and easier to lock.

However, this structure is designed for a single interferometer, and further improvements are
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Figure 3.33: Analysis of the beam size. The top three images are the taken by the CCD at
125 mm, 600 mm, 1075 mm after M1, and the bottom three are the beam radius
obtained by Gaussian fitting in the x and y directions.

needed for the gradiometer.
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Chapter 4

Preliminary results of atom gradiometer

This chapter will introduce the atom source and how we can optimize the 3D MOT, the

2D MOT, the launching and cooling process, as well as the Raman spectroscopy.
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4.1 Atom source

The spatial extent of the entire atomic source is 110×89.5×81, which is included in a

frame rack of 45×45 aluminum profiles. In addition, there is a 25mm thick rigid plastic

plate at the bottom to install 2D MOT and 3D MOT support components. The atom source

chamber is mainly composed of three parts [89, 90]: 2D MOT chamber, 3D MOT chamber,

and chamber for velocity selection and detection (Fig. 4.1).

We used rubidium 87 atoms as the atomic source because the 780 nm and 1560 nm optical

devices are more mature and cheaper. Rubidium atoms are released from a dispenser [91, 92]

connected to the 2D MOT chamber. Due to the small apertures between the three chambers,
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Figure 4.1: (a) Schematic of the atom head. (b) Details of the 2D MOT. The two cooling
beams form three 2D MOTs through splitting and reflection. (c) Details of the 3D
MOT. The dark red lines are 3D Down beams, blue are 3D Up beams, bright red
represents 2D push beam, and the green represents atomic trajectories.
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the pump group connected to the central vacuum chamber has very low pumping speed for

the 3D MOT chamber and 2D MOT chamber, so these two chambers are both equipped with

an ion/getter pump to ensure the UHV.

The experimental sequence can be summarized as:

- 2D MOT,

- 3D MOT,

- atom launching and cooling,

- velocity selection with Raman down beam,

- interaction with the interrogation light for pushing on F=2 or detection,

- state labeling with Raman up beam,

- pushing on F=1,

- detection.

In the rest of this chapter, I will follow this sequence to introduce our diagnosis and tuning

of atomic sources.

4.2 Atom Loading

4.2.1 2D MOT

In the laser system, the 2D MOT module has three outputs– two cooling beams and one

push beam. The 2D push beam pushes the atoms into the 3D MOT cavity to faster the loading

of 3D MOT.

Each path of 2D cooling light is divided into three beams by two PBSs and half-wave

plates (Fig. 4.1(b)), respectively forming three standing waves along the y-direction and z-

direction. With the magnetic field provided by the surrounding coils, three two-dimensional

magneto-optical traps are formed along the propagation direction of the push light.

Although the atomic source system has been well adjusted in the lab of SYRTE in Paris, the

loading rate is significantly reduced after it is shipped to LP2N at Bordeaux and re-installed.

Therefore, it requires re-adjustment of the optical path. For 2D MOT, due to the effect of free

atomic diffusion, atoms can be captured at the 3D MOT in the absence of the 2D push atom,
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Figure 4.2: A photo of the 3D MOT taken by CCD camera (left). 3D MOT loading curve
average of 500 measurements (right), the initial loading rate is 1.32×109/S atoms

so first, we can block the 2D push beam and adjust the 2D cooling beams according to the

loading signal amplitude of the 3D MOT.

After that, the optimal loading rate is obtained by further collimating the 2D push beam.

When the push beam points to the center of the 3D MOT, the signal is not enhanced but

weakened because the push beam pushes away the atoms. We need to adjust the angle and

light intensity of the push beam to ensure that more atoms are trapped in rather than pushed

out of the 3D MOT.

4.2.2 3D MOT

3D MOT consists of six counter-propagating beams and a set of magnetic field coils,

among which the three beams propagating from top to bottom are called 3D Up, and the

three beams propagating from bottom to top are 3D down (Fig. 4.1(c)). In the atom trapping

stage, 3D Up and 3D Down beams are at the same frequency while the 3D magnetic field

remains on, forming a magnetic-optical trap to capture atoms pushed from the 2D MOT .

To facilitate adjustment, we used both a CCD to observe the atoms and laser beams in the

3D MOT in real time, and a photodetector (S1337-1010BR) which detected the fluorescence

emitted by spontaneous emission of atoms, and the number of photons emitted by each atom
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per second is:

n3D =
Γ

2

s

1 + s+ (2δ/Γ)2
(4.1)

where Γ = 2π × 6.065(9) MHz is the decay rate/ natural line width (FWHM) of the 87RbD2

line, s = I
Isat

with Isat being the saturation light intensity, and δ is the light detuning. The

fluorescence signal per atom can be written as [93]:

V3D = Rηρ

(
hc

λ

)
n3D (4.2)

where R=100 kΩ is the gain resistor in the photodetector that converts the current into the

output voltage, η = 0.5 A/W is the sensitivity of the photodetector, ρ = 1.1% is the photon

collection efficiency of the detection system. The photo and loading curve of the 3D MOT we

get after alignment are shown in Fig. 4.2, we measure 5.3×108 atoms in 300 ms.

4.3 Cooling and Launching

After 300 ms, there are enough atoms in 3D MOT to begin the launching sequence, which

starts by switching off the 3D magnetic field gradient. Then the 3D Up beams are blue

detuned, and the 3D Down are red detuned, leading to an overall upward radiation force to

push the atoms. Nevertheless, the temperature of these atoms is still relatively high at this

point–near the Doppler temperature (140 µK); without further cooling, the temperature of

atoms can significantly reduce the signal we detect. Therefore, we apply Sisyphus cooling

[94, 95] while launching the atom.

In the analysis of the interaction between atoms and light of Sec. 2.2, we simplify the

atoms to a two-level system, but the actual situation is far more complicated [94, 96, 97].

There are hyperfine energy levels in each energy level, and each hyperfine energy level also

includes the Zeeman energy level. The magnetic field and optical frequency shift will cause

a split between the hyperfine structure and the Zeeman energy level. For two counter-

propagating linearly polarized or circularly polarized lights, the polarization direction of their

superimposed field changes with the position, which forms a polarization gradient. When the

light field is negatively detuned, the interaction energy between the atom’s electric dipole mo-

ment and the light field is the smallest when parallel. In addition, different polarization will
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cause different frequency shifts of atomic Zeeman energy levels. In the case of negative de-

tuning, the mF = 0 is the lowest level for linearly polarized light, and the lowest energy level

corresponding to σ+ is mF = +n, and σ− is mF = −n, where F = n.

Therefore, a polarization gradient light field will form a potential energy gradient. When

the atom moves slowly, its electric dipole moment will change with the polarization. If the

atom moves fast that the change of electric dipole moment cannot keep up with the change of

polarization, then the atom will move from the low point of potential energy to the high point

of potential energy. In this process, the atoms lose kinetic energy to make up for potential

energy and are thus cooled. This process is called polarization gradient cooling or Sisyphus

cooling1.

The cooling and launching process in our experiment is: First, 3D MOT magnetic field is

turned off; The 3D down beams are red-detuned and the 3D up beams are blue-detuned to

the resonant frequency, producing upward force on the atoms. Then, two cooling stages are

performed before the atoms leave the MOT light coverage. The first stage is to change the

DDS frequency to linearly increase the detuning of the 3D MOT light from -2.6 Γ to -28 Γ

in 1 ms; the second stage is to linearly reduce the 3D MOT light intensity by changing the

amplitude of the 3D MOT AOM’s control signal. This two-stage ramp is because the potential

field’s height influences the minimum cooling temperature of polarization gradient cooling;

by increasing the detuning and decreasing the light intensity, we are gradually decreasing the

potential height to optimize the cooling effect.

4.3.1 Optimization

In addition to polarization gradient cooling, there are other sub-Doppler cooling methods,

such as magnetically induced cooling and Raman cooling [98, 99], which all requires an

applied magnetic field. However, in polarization gradient cooling, the presence of a magnetic

field will change the displacement of the Zeeman level, thereby weakening the cooling effect.

So there are three sets of coils around the 3D MOT to compensate the magnetic field in the

3D MOT chamber, the compensation coil in the x, y direction is 50 turns × 350 mm × 350

1The two are not exactly the same, the cooling effect in the positive detuned strong laser field is also called
Sisyphus cooling

104



4.3. COOLING AND LAUNCHING

0 2000 4000 6000 8000
0

5

10

15

20

25

30
x axis stdev
x axis mean
y axis stdev
y axis mean
z axis stdev
z axis mean

Figure 4.3: Signal optimization by changing the bias field control; The control voltage here
refers to the voltage output by our DAC board, the control current corresponding
to the 0 - 8V control voltage is -0.39 - 0.51 A. The compensation magnetic field
generated by the coils in the x/y direction at the center is 0.97 G/A, and 1.35
G/A for z-direction coil. All data in this section, unless specified, are the average
of 5 shots.

mm, 215mm from the center, and the compensation coil in the z-direction is 50 turns × 300

mm × 300 mm, 165mm from the center. By controlling the magnetic field with a circuit

shown in Sec. B.4, the optimized atomic temperature can be obtained, as shown in Fig. 4.3.

When we turn off the power supply for the 3D MOT coils, the magnetic field does not shut

down immediately. The current in the magnetic field coil will drop in the form of damped

oscillation due to the induced voltage, and we cannot launch during this process. The longer

this process takes, the higher the atomic temperature (see Fig. 4.4(a)), so we modified the

magnetic field switch circuit (Appendix B) to reduce the switching time from 42.1 ms to 3 ms.

After the 3D MOT magnetic field is turned off, atom launching and cooling are performed.

The height of atomic launching can be adjusted by changing the relative detuning between

3D up beams and 3D down beams (6300 kHz for launching 912 mm high in our case).

After that, the two-stage cooling was performed during the acceleration of atoms before

leaving the 3D cooling beam. In addition to the ramp speed, the start time is also critical.

If the ramp is carried out too early, the ability of the 3D beam to accelerate the atoms will
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a b

c d

Figure 4.4: Parameter sweep optimization. (a) Scan of the launching start time after switch-
ing off the 3D magnetic field gradient; (b) Scan of the frequency ramp start time
after the launching; (c) Frequency ramp state scan, ramp from -2Γ in 1 ms; (d)
Scan of the amplitude ramp start time after starting the frequency ramp.
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be compressed, and some atoms cannot be effectively accelerated. On the other hand, if

the ramp is carried out too late, the diffusion of atoms will exceed the range of the 3D

beam. Therefore, the parameter optimization (shown in Fig. 4.4) was carried out. Through

optimization, we obtained atoms with 1×109 at/s, temperature about 5 µK before the velocity

select stage.

4.3.2 Temperature calculation

We aim to reduce the atomic temperature in all the parameter optimizations of the launch-

ing and cooling processes. Lowering the temperature is reducing the average velocity of the

atoms, that is, reducing the expansion rate of the atoms, in this way, when we probe, we can

detect more atoms per unit time.

There are two ways to calculate the temperature, one is to calculate the atom expansion

rate velocity through the width of the launching signal, and the other is to analyze the atomic

velocity distribution through Raman spectroscopy. On the trajectory of the rise and fall of the

atom, it will pass the position of the probe light twice. If the mirror of the probe light is not

blocked, the probe light can be turned on at different times, and the signals of the atoms

launching up and launching down can be obtained, respectively. The atom temperatures

obtained by combining these two signals are more accurate than those obtained from a single

launching down signal. The distance between center of 3D MOT and the bragg beam is 892.9

mm, according to the equation s = 1
2
gt2 that the time difference between launching up and

launching down (detection beam position) is around 716 ms. During the rising and falling of

atoms, the detected signal peak at tdetR and tdetF ; the FWHMs are twR and twF . The elapsed

time in between is ∆t = tdetF − tdetR, so the average velocity of the atoms when they pass the

probe light is vdet =
1
2
∆t g = 3.56 m/s, which is the same for rising and falling. According

to the time width of the signal twR and twF (Fig. 4.5), the distance dsig traveled by the atom

within the beam range can be calculated, which is the sum of the atom cloud’s diameter
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Figure 4.5: The trajectories of atoms rising and falling. We take the 3D MOT position as z=0,
and moment when the atom starts to be accelerated as t=0. hl can be adjusted
by changing the detuning of the 3D MOT beam in the launching phase, and the
time in this graph will also change.

datom(t) and the diameter of the probe light ddet = 1 cm,

dsig =
√
datom(t)2 + d2det

=
√
v2dif (tdet − t0)2 + d2det

= vdet · tw

(4.3)

where vdif is the atomic expansion rate. From the two detection signals of atom rise and fall,

we can obtain two sets of vdet, tdet, tw, and solve the equation to get its expansion rate v = 24

cm/s, the cosspronding temperature is 5 µK.

In addition to fitting with the width of the detection signal, we can also calculate the

velocity distribution of the atom according to the Raman spectroscopy, and then deduce the

temperature of the atom, which we will discuss in the Sec. 4.5. the temperature obtained by

both methods is close to 5 µK.
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4.4 Detection

After the collimator, the detection light is divided into two beams called det-up and det-

down according to their spatial positions. A photodiode detects the fluorescence intensity in

the direction perpendicular to the detection beams. In the process of falling, the atoms in

F=2 state are first detected and pushed away by the det-up beam, then the atoms in the F=1

state are pumped back to F=2 by the repump-det light and detected by the det-down beam.

4.4.1 Imaging system

The imaging system design is shown in Fig. 4.6, its entrance pupil aperture is 27mm, NA

is 0.168.

The photodiode we use here is Hamamatsu s5870 [100]. This photodiode has upper and

lower segments that can generate photocurrents separately, which correspond to the fluores-

cence signals of our two detection beams. where R=10 MΩ, η = 0.58 A/W ρ = NA2 ≈ 2.8%,

also according to Sec. 4.2, the average value of the detection signal after velocity selection is

Udet = 1 mV, then the flux of atoms is
dN

dt
=

Udetvdet
eVdet

= 1× 107(at/s). (4.4)

4.4.2 Crosstalk

The det-up beam should only detect the atoms in the F=2 state after state labeling, and

the det-down only detects the atoms in the F=1 state. The influence of other factors on the

detection signal is crosstalk [101].

4.4.2.1 Fluorescence crosstalk

According to the design of the imaging system, the two segments of the photodiode should

just receive the light from the corresponding detection beam, but since the distance between

the two segments is only 0.03 mm, there may be some fluorescence from the other probe

beam. This crosstalk is quite obvious in the atom launching up signal shown in Fig. 4.7.
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a

b c

Figure 4.6: (a) The ray-tracing design of the detection imaging system; (b) The shapes of the
detection beam and the repump-detection beam; It can be seen that the direction
of the repump beam and the detection beam have a certain angle. At present, this
problem does not affect our detection, but it will be fixed later; (c) The simulated
projection (by ZEMAX in the range of 10 mm × 10 mm) of the detection fluores-
cence and the repump fluorescence on the photodiode, the blue dots in the figure
represent the projection of the luminous point from the light source on the image
plane; the size of a small grid is 0.83 mm × 0.83 mm.
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Figure 4.7: Detection signals for atoms rising (right) and falling (left) without velocity selec-
tion.

4.4.2.2 Repumping crosstalk

Another part of the crosstalk comes from the repump-detection beam between the two

probe beams. The atoms at F = 1 are repumped to F ′ = 2 by the repump-detection light

and then spontaneously radiate to F = 2, Fluorescence is also produced during this process,

and the imaging system is not designed to avoid this crosstalk (Fig. 4.6(c)). This crosstalk is

mainly affected by the intensity of the repump-detection light. Fig. 4.8(a) shows the det-up

and det-down signal intensities when we transfer all the atoms to the F = 1 state. Theo-

retically, det-up should only measures atoms in the F = 2 state, so the det-up signal in this

figure represents repumping crosstalk. One will also notice that the det-down signal drops

when the control voltage is higher than 200, that is because we also block the mirror for the

repump-detection beam, making it a traveling wave, which will push atoms away as the light

intensity increase.

4.4.2.3 Unpushed crosstalk

According to the design, we partially block the reflection mirror of the detection beams,

let its lower half become a traveling wave, and push the atoms away with proper detuning.

But during the test, we found that this is not enough to push away all the atom. For this

reason, we blocked the whole reflect mirror, making the whole beam a push beam. However,
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a b

Figure 4.8: (a)Variation of detected signal with repump light intensity, all the atoms are pre-
pared in F = 1 before the detection; (b)The change of the unpushed ratio with
the detuning of the probe light in the absence of repump-det light. The unpushed
ratio is the ratio of the det-down signal amplitude to the det-up amplitude when
the atoms are falling.

doing so will lower our probe signal amplitude, and as shown in Fig. 4.8 there are still 8%

atoms (∆ = 1 Γ) that were not pushed away and detected by det-down. This part is the main

crosstalk in our experiment.

All three crosstalks coefficiency can be determined from multiple measurements and cor-

rected during data processing.

4.5 Velocity selection

According to Sec. 2.3, the horizontal velocity of atoms should satisfy vx = nℏk. Deviations

from this velocity increase the distribution of atoms in momentum states which is not ±nℏk,

therefore affecting the resolution of atom interference, so an essential part of our atom source

system is to select the atomic velocity through the Raman transition [59, 103, 104].

Once cooled and launched, the cloud has a Gaussian distribution and atoms are in a

mixture of all Zeeman sublevels mF = 0, 1, 2 of the hyperfine level F = 2 of the ground state.

The goal is to select the atoms in the level mF = 0 and having the horizontal speed resonant

with the beam of Bragg.
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Figure 4.9: Principle of atom selection and detection [102].The left picture shows the prepa-
ration process of the atoms before rising to the Bragg beam’s height and the
population changes of atoms in different energy states; the right picture shows
the falling detection process after Bragg scattering.

For this, we use a system composed of two Raman beams, near each of which is placed a

push beam (Fig. 4.1(d)). Degeneration of Zeeman levels is generated by a homogeneous

magnetic field, oriented in the direction of the Raman beams, an electric current flow-

ing in 4 bias bars located around the experiment (Fig. 3.1). During their trajectory, the

atoms arrive at the level of the Raman down beam where a Raman pulse drives a transi-

tion between the states 52S1/2;F = 2;mF = 0 and 52S1/2;F = 1;mF = 0. Atoms remain-

ing in the F = 2 state are then pushed by a pusher beam resonating with the transition

52S1/2;F = 2 → 52P3/2;F
′
= 3. This beam is created by occluding the part of the detection

beam in front of the retroreflection mirror, so the detection beams are split into two parts.

The lower parts act as the push beams, the upper part still do the detection work.

4.5.1 Raman down

Raman down Beam and Raman up beam contain two different frequencies of light, Ra-

man 1 and Raman 2(Fig. 3.21), the detuning of their virtual energy to 52P3/2, F
′
= 1 is

∆(Fig. 3.23) which determines the spontaneous emission rate. By changing the detuning δ of

the Raman 2 frequency to 52S1/2, F = 2, we can choose the horizontal velocity corresponding

to different Doppler frequency shifts.
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Figure 4.10: Raman spectroscopy with π-pulse time t = 80 µs; co-propagating transition
and ±keff Doppler-sensitive transition is labeled in green, red, and yellow, with
seven peaks per group, corresponding to different transition energies repre-
sented in Fig. 4.11. According to the co-propagating transition line, the equiva-
lent magnetic field is 50.3 µT.

During the process of launching up the atoms, by applying the Raman down pulse, keep-

ing ∆ = 1 GHz and making δ vary between ±2 MHz, we obtain the spectrum of Fig. 4.10.

The incident Raman light is ω1⊥ and ω2⊥. After passing through the quarter-wave plate

and the mirror, the reflected light is ω1∥ and ω2∥. If the direction of the magnetic field is

consistent with the Raman light, We will only see t2, t4, and t6 transitions represented by

solid lines in Fig. 4.11, but the spectrum we obtained shows all transition lines, indicating

that apart from the magnetic field provided along the bias bar, the atoms are also polarized

by magnetic fields in other directions. Since our atomic source is currently not magnetically

shielded, a very likely source is the geomagnetic field. According to [105], the geomagnetic

field where our laboratory is located is about 49 µT, inclination 60◦, its projected intensity in

the direction of Raman light is about 15 µT, plus the magnetic field of about 35 µT applied

by the bias bar, the result is consistent with the 50 µT obtained in Fig. 4.10.

In Fig. 4.10, the width of the Doppler-sensitive transition peaks are σ=59.14 kHz and the
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Figure 4.11: Schematic diagram of the Raman transition, where different colored lines repre-
sent different transition energies, solid lines represent transitions corresponding
to linear polarization, and dashed lines represent transitions excited by circular
polarization.

widths of co-propagating peaks are σ=9.90 kHz, the equivalent temperature should be [106]

T =
mσ2

v

kB
=

mσ2
νλ

2

4kB
≈ 4.97 µK, (4.5)

so we know that the atomic temperature before velocity selection is about 5 µK, and the

temperature of the atom in the horizontal direction after velocity selection is 149 nK. By

changing the light intensity, the time of the Raman π pulse can be changed. The pulse time

is 80 µs and the corresponding pulse frequency width is 12.5 kHz in our case.

4.5.2 Raman up

After the velocity selection with Raman down beam, Raman up beam transfers the atoms

from F = 1 back to F = 2 when atoms are rising. In order to obtain a higher transition

probability, a shorter Raman up π-pulse time t = 40 µs is used. Similarly, in the falling phase

of the atom, the Raman up beam is applied to pump the atom in the state of |F = 2,−ℏk⟩

back to |F = 1,+ℏk⟩ for detection.

Different velocity components can be selected by changing the detuning of Raman down,

and the corresponding resonance frequency and maximum transition of Raman up will also
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Figure 4.12: The transition probability varies with pulse duration under different Raman
down power, with ∆ = 1 MHz, δ=851 kHz.

change. For example, Fig. 4.13 shows the change of the Raman down spectrum after select

the velocity distribution near the F = 2,mF = 0 → F = 1,mF = 0 transition with Raman

down.

Fig. 4.14 shows the difference in pulse duration and transition ratio of the Raman up

beam transition during atom rising versus falling. Compared with the atom rising process,

the size of the atom cloud is wider during the falling; the Gaussian radial distribution of

the beam power makes the atoms in different positions experience different light intensities

when applying π-pulse, so the larger the size of atomic cloud, the lower the effectiveness of

π-pulse

4.6 Summary

After all these tests, we are confident that we can get a particle flow of 1×107 at/s after the

velocity selection, and are ready for the Bragg scattering test, some other possible attempts

include adding magnetic shielding to increases the efficiency of the Raman transitions.
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4.6. SUMMARY

Figure 4.13: Raman Up spectroscopy of different resonance frequencies obtained by chang-
ing the Raman down detuning (830 kHz- 950 kHz) to select different atomic
velocities; A Gaussian fit for each peak is also given for ease of analysis.
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Figure 4.14: The transition probability of Raman up beam with P=21 mW/cm2 as a function
of pulse time after velocity selection. The two lines represent the application of
Raman up pulse during the rising and falling phases, respectively.
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5.1. SUMMARY OF THE WORK IN THIS THESIS

5.1 Summary of the work in this thesis

This thesis first discusses the theoretical principles of gravitational wave measurement. On

this basis, we calculated the correspondence of the optical field phase at each position of the

optical resonator to the GW, compared the difference between the measurement using atom

interferometry and optical interferometry, and then led to our goal: to fill the gravitational

wave measurement gap in the 0.1Hz to 1Hz range by building gravitational wave antennas.

In addition, we present a possible method to improve the accuracy of gravitational wave

measurements utilizing optical resonators. The structure we proposed utilizes the optical

resonator to amplify the phase signal by F
π

and uses two resonators to form a "three-cavity"

system whose characteristics are closer to the optical interferometer but not limited by the

quantum standard limit. Therefore, it can achieve higher sensitivity in the low-frequency

range.

In terms of experiments, we completed the assemble of a Rb atom gradiometer. We com-

pleted the hardware assembly and software debugging of the control system, optimized the

code loaded in the DDS board state table and the control code of the 8-channel DAC output

board, For the vacuum of the system, through pump group and three baking experiments, the

vacuum level of the vacuum chamber with a length of 6.35m and a diameter of 0.5m reached

1.4 ×10−9 mbar, and closed the gate valve and the pump group, the vacuum is kept stable

only by the ion/getter pump. At the same time, we have completed the test of two sets of

laser systems, one of which has been tested with the first atom source system and produced

a Raman spectrum with a 1×107 at/s atom flux, and the other needs to be tested with the

second atom source system.

In addition, we also conducted a stable cavity simulation experiment, built a 1m long

stable optical cavity, and used PZT to lock the cavity to verify its amplification effect on the

beamwidth.

In the current state, our experimental setup is nearing completion. The remaining work
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consists of testing the second atomic head and adjusting the Bragg beam.

Unfortunately, we have not been able to obtain the gradiometer signal using two atomic

sources due to the late arrival of the second atomic source.

We have also overcome many difficulties that were not expected (the biggest one is

COVID) and built a prototype of the atomic gradiometer from scratch. However, there is still

some work to be done before obtaining the gradient signal, and with the sensitivity of our

current gradiometer design, achieving the goal of gravitational wave measurements is still a

long way off. Nevertheless, we have better understood atomic interferometers, gradiometers,

and the related physics in this process.

5.2 Prospects

After testing the second atom source, we will be able to get some exciting signals about

the atom gradiometer and try to use the existing boom in the lab to move some massive

objects to verify the gradiometer sensitivity.

In future MIGA projects, we can try techniques such as continuous atomic beam, large

momentum state transfer, and squeezed state to further improve the measurement’s sensitiv-

ity. As a result, we will be able to study different technologies to develop in the future GW

detector based on matter-wave interferometry. In the community of MIGA project, through

the cooperation of multiple projects in Europe, a research network (ELGAR [27]) for gravity,

gravitational waves, and atom-interferometers will be formed.

This thesis focuses primarily on the measurement of gravitational waves. However, there

are many other applications of atom gradiometers and related techniques, including gravity

gradient measurements and atomic experiments for dark matter and gravity exploration in

space (AEDGE)[23].
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Appendix: Circuit

Figure A.1: Rubidium D2 transitions[107] from the upper hyperfine-level of the ground state.
Indicated are transition frequencies, information about the levels and below the
corresponding saturated absorption spectroscopy signal. The indications for the
Zeeman shift need to be multiplied by the mF quantum number.
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Figure B.1: CF200 gate valve control circuit.The two state switches "open" and "close" are the
outputs of the gata valve.

Vcc

Vout

Vpower

Vcontrol

6N137
0.01μF

IRF450N STY139N65M5

Figure B.2: MOT coil switch circuit; The resistance between the two diodes at the output
determines the off time.
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Figure B.3: After the power is turned off, the current in the 3D MOT magnetic field coil
changes. The three curves correspond to the circuit without turn-off (red), no
resistance (yellow) between the two diodes at the output end in the turn-off
circuit, and a 33 Ω resistor in series between the diodes (blue) case.

Figure B.4: The sketch of control circuit of the bias magnetic field coils. Compared with 3D
MOT coils, the magnetic field current required by bias coils is much smaller, and
there is no requirement for its turn-off time, but the current in each direction
needs to be controlled by analog signals for precise adjustment of 3D The center
of the MOT, so we designed the bias coils control.
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220kΩ

560pF

R2 R3

R1

Figure B.5: Signal amplifier circuit for redpitaya designed by Joseph JUNCA. In 3.2.2.4, it
is explained that in order to obtain better signal resolution, it is necessary to
amplify the signal and increase the bias, so that the peak-to-peak value is as close
as possible to ±1V, and there are two cases during measurement, The atomic
upward flight stage and the falling stage, the signal amplitudes of these two
stages are very different, so our circuit also designed two amplification gears.

129



Appendix C

Design

130



Appendix: Scientific production

 100.00  100.00 

 40.00  40.00  40.00 

 20.00 

6 x  6.60 THOU

 4
0.

00
 

 440.00 
 600.00 

 
50

0.
00

 

 
64

0.
00

 

 200.00 

 1
80

.0
0 

CF100.00 CF200.00

 3
0.

00
 

 7
5.

00
 

 10.00 
 310.00  310.00 

 10.00 

6 x  6.60  30.00

 20.00 

 25.00 

LEFT VIEWTOP VIEW

FRONT VIEW

SIZE

TITLE:
INTERPRET GEOMETRIC
TOLERANCING PER:

FINISH

DWG.  NO.

A

DIMENSIONS ARE IN MM
TOLERANCES:
FRACTIONAL
ANGULAR: MACH      BEND 
TWO PLACE DECIMAL    
THREE PLACE DECIMAL  

MATERIAL REV

SCALE: 1:15

TUBE-SIDE
SHEET 1 OF 1

2 1

A

B

A

B

12

AISI 304

Figure C.1: Design of optical chamber

131



Appendix: Scientific production

 4500.00 
 1500.00  1500.00 

 4
5.

00
 4 X CF100.00

 20.00  20.00 

 20.00 
CF500.00

22 x M8 Hex Socket Head 

 190.00 

 2220.00  190.00 

 1500.00  1500.00 

 4
5.

00
 

4 X CF100.00

I

DETAIL I
SCALE 1 : 20

 120.00° 

 45.00 

7 x 16

 18.00° 

 2
80

 

SECTION
SCALE 1 : 15

LEFT VIEW
SCALE: 1:15

TOP VIEW

FRONT VIEW

AISI 304 SIZE

TITLE:
INTERPRET GEOMETRIC
TOLERANCING PER:

FINISH

DWG.  NO.

A

DIMENSIONS ARE IN MM
TOLERANCES:
FRACTIONAL
ANGULAR: MACH      BEND 
TWO PLACE DECIMAL    
THREE PLACE DECIMAL  

MATERIAL REV

SCALE: 1:40

TUBE-SHORT
SHEET 1 OF 1

2 1

A

B

A

B

12

Figure C.2: Design of central chamber

132



Appendix: Scientific production

 21.00 
 354.00  354.00  21.00 

 3
00

.0
0 

 3
90

.0
0 

 3
0.

00
 

cut along the gray line 

cut along the gray line 

UNLESS OTHERWISE SPECIFIED:

CHECKED

SIZE

APPLICATION

TITLE:

PROPRIETARY AND CONFIDENTIAL
INTERPRET GEOMETRIC
TOLERANCING PER:

Q.A.

FINISH

DWG.  NO.

DATE

USED ON A

DIMENSIONS ARE IN INCHES
TOLERANCES:
FRACTIONAL
ANGULAR: MACH      BEND 
TWO PLACE DECIMAL    
THREE PLACE DECIMAL  

NEXT ASSY

MATERIAL

NAME

REV

DO NOT SCALE DRAWING SCALE: 1:10

m-SA2-18X30-LC

ENG APPR.

THE INFORMATION CONTAINED IN THIS
DRAWING IS THE SOLE PROPERTY OF
<INSERT COMPANY NAME HERE>.  ANY 
REPRODUCTION IN PART OR AS A WHOLE
WITHOUT THE WRITTEN PERMISSION OF
<INSERT COMPANY NAME HERE> IS 
PROHIBITED.

COMMENTS:

DRAWN

MFG APPR.

SHEET 1 OF 1

2 1

A

B

A

B

12

MIGA

Figure C.3: Design of breadboard inside the vacuum chamber

133



Appendix: Scientific production

Sez. A-A

UNI 5588 - M10St. Steel4Dado esagonale17

UNI 6592 - 10,5 x 21St. Steel8Rondella16

UNI 5737 - M10 x 45St. Steel4Vite a testa esagonale15

  6SPHERICAL WASHER IS 4297 Ball Radius 25 DIN 631914

  6SPHERICAL WASHER IS 4297 Cone 28 DIN 631913

UNI 6592 - 25 x 44St. Steel3Rondella12

UNI 6592 - 8,4 x 17St. Steel4Rondella11

UNI 5588 - M24St. Steel9Dado esagonale10

UNI 5588 - M12St. Steel2Dado esagonale9

UNI 5739 - M12 x 70St. Steel2Vite a testa esagonale8

UNI 5931 - M 8 x  25St. Steel4Vite a testa cilindrica7

UNI 5931 - M 8 x  40St. Steel4Vite a testa cilindrica6

19008-3-10AISI 3041CHAMBER SUPPORT5

19008-3-07AISI 3043BARRA FILETTATA M24 L=1604

19008-3-06AISI 3042REGULATION BLOCK3

19008-3-05S2351SLIDING BASE2

19008-3-01S2351SUPPORT FRAME1

DIM. GREZZE/COD.MATERIALEQ.TA'DESCRIZIONEPOS.

A

A

2
8

D

4

75

A

6

B

8

C

1

A

2

B

3

C

4

5

D

6

E

3

F

7

E

1

F

PKG-2

A
P

P
L
I
C

A
B

L
E

 
P

R
O

C
E

D
U

R
E

S

A
P

P
L
I
C

A
R

E
 
L

E
 
P

R
O

C
E

D
U

R
E

:

DCC-2

CLN-1

VLC-2

FIXED SUPPORT

MIGA

19008-3-00

1:1

CARLO BELLIERO

MARCO CANETTI 04/06/2019

TOLLERANZE GENERALI

Description

DESCRIZIONE

General tolerances

Revision

REVISIONE

50-120

A2

Scale

Size

UNI EN ISO 22768 - mK

UNI EN ISO 22768 - fH

< 6 6-30 >1000

DISEGNATO

Controlled

VERIFICATOSCALA

Draw

120-400

Released

30-120

APPROVATO

FABRIZIO GANGINI

400-1000

28/06/2019

28/06/2019

Edges of undefined shape ISO 13715

FORMATO

SPIGOLI NON QUOTATI ISO 13715

< 10

Symbols for roughness ISO 1302

10-50

SIMBOLI DI RUGOSITA' ISO 1302

> 400120-400

±0°20'

±0.1

±0.1

±0.2 ±1.2

±0.5±0.2±0.15

±0.3 ±0.5

±0.3

±0.8

±1° ±0°30' ±0°5'±0°10'

-0.2 +0.2

±0.05

X

RISERVIAMO LA PROPRIETA'

DI QUESTO DISEGNO CON

DIVIETO DI RIPRODURLO O

DI RENDERLO COMUNQUE

NOTO A TERZI SENZA LA

NOSTRA AUTORIZZAZIONE

AS BY LAW ENACTED WE

RESERVE THE RIGHT OF

OWNERSHIP OF DRAWING.

THE DOCUMENT AND

INFORMATIONS CONTAINED

HEREIN MAY NOT BY COPYED

USED OR DISCLOSED

WITHOUT OUR PERMISSION

A TERMINI DI LEGGE CI

(600)

(
2
0
0
)

(
7
7
1
)

R

2

5

5

(8)

(
2
1
.
3
)

(
2
1
.
6
)

(
8
7
0
)

(
8
)

300

1
1
2

24 (4x)

40 (4x)

1
2

5

4

10

14

13

6

11

12

1

7

3

9

8

2

17 16 16
15

R

2

8

0

2

5

°

1

2
.
5
°

1

2
.
5
°

2

5

°

1

6


1

6

2
8
7

Figure C.4: Design of the fixed support for central chamber
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Figure C.5: Design of the support with pulley for central chamber
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Figure C.7: Optical chamber of MIGA project
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