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Abstract 

 

Inspired by the target of carbon neutrality, an increasing number of renewable energies has 

been integrated into modern power systems. Due to the fluctuation and randomness of such 

renewable energies, power electronic converters are widely employed to interface power 

grids with renewable generators, such as solar photovoltaics (PV) panels and wind turbines, 

to produce stable and grid-compatible power outputs. Consequently, the traditional 

synchronous-generator-dominated power systems are evolving towards the power-

electronic-dominated paradigms with a more complicated structure, thus giving rise to new 

instability problems. In light of this background, several critical stability issues are 

highlighted in this thesis, including the frequency stability associated with the lack of 

inertia, the power interaction stability of islanded microgrids, and the stability regarding 

constant power loads (CPLs) in power-electronic-dominated power systems. For power 

converters with a commonly used cascaded control architecture, the stability issues 

mentioned above are dominated by different control stages of power converters, with 

typical response times varying from seconds to dozens of milliseconds. 

 

First, the frequency instability in power-electronic-dominated power systems is focused on. 

Opposite to conventional synchronous generators, which have rotating components with 

mechanical inertia to support frequency stability naturally, power electronic converters are 

strictly static with no rotating masses, leading to the lack of inertia in power-electronic-

dominated power systems. To deal with the lack of inertia problem, a virtual inertia control 

scheme based on grid-connected converters (GCCs) has been presented in previous studies 

by utilizing the energy stored in DC-link capacitors to provide inertial support for power 

grids. However, due to the coupled relationship between grid frequency and DC-link 

voltage, the DC-link voltage cannot be restored automatically even after providing inertial 

support, thus deteriorating DC-link capacitors' lifetime and losing the capability to offer 

multiple inertial support during cascading frequency events. A high-pass filter is applied 

in this thesis to settle this issue, which extracts out only high-frequency components from 

the grid frequency for inertial emulation during frequency events. As a result, the DC-link 
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voltages of grid-connected converters can be restored autonomously after releasing inertial 

power during each frequency event and thus avoid the abnormal working conditions of 

power converters. 

 

Second, the stability issue in droop-controlled islanded microgrids is highlighted. For 

islanded microgrids employing droop control to achieve power-sharing among multiple 

power generating units, a large droop gain benefits the accurate power-sharing at the 

expense of sacrificed power interaction dynamic stability. In light of this problem, a 

converter-based power system stabilizer (CBPSS) is proposed. By generating an additional 

damping torque with the developed CBPSS, the stability and dynamic performance of the 

islanded microgrid can be improved in the face of disturbance. In addition, an eigenvalue-

mobility-based approach is also presented to guide the selection of the optimal installation 

location for the proposed CBPSS in islanded microgrids, and thus the design work of the 

proposed CBPSS could be further simplified.  

 

Then, the instability caused by CPLs for power-electronic-dominated power systems is 

studied. In addition to the application on the power generating side, power converters are 

also widely employed to interface loads with power grids. The tightly regulated power 

converters on the load side behave as CPLs, featuring negative incremental impedance and 

introducing adverse impacts on the stability of power-electronic-dominated power systems. 

Moreover, with the increase of the power level of CPLs, such adverse effects also grow, 

and finally, it may trigger instability, threatening the security and reliability of the whole 

system. In light of the instability problem resulting from CPLs, two control schemes, e.g., 

a damper-based scheme and a stabilizer-based scheme, are proposed to handle the 

instability issue.  

 

In summary, the overall research objective of the thesis is the analysis and control of several 

critical stability issues in the emerging power-electronic-dominated power systems. The 

stability issues focused on in the thesis include the frequency stability associated with the 

lack of inertia, the power interaction stability of islanded microgrids, and the stability issues 

regarding CPLs in power-electronic-dominated power systems. Different control stages of 
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power converters dominate these stability problems mentioned above, with their typical 

response times varying from seconds to dozens of milliseconds. Causes for these stability 

issues are analyzed in-depth, and corresponding stability control schemes are also 

developed in this thesis. With such effort, the stability and security of the emerging power-

electronic-dominated power systems can be enhanced. 
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Introduction 

 

This chapter introduces the background regarding the research topic of 

this thesis, including the target of carbon neutrality, the evolution 

towards power-electronic-dominated power systems, and the 

fundamentals of power converters and microgrids. Besides, challenges 

of power-electronic-dominated power systems are also demonstrated, 

serving as the motivation of the thesis. Finally, the objective as well as 

organization of the thesis is illustrated. 
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1.1. Background 

 

1.1.1. Carbon Neutrality and Renewable Energy 

 

With extreme weather conditions such as drought, heat waves, and heavy rains becoming 

the new normal, global warming and climate change have significantly affected the entire 

world, and the average temperature in the past decade hit its new highest record compared 

with historical data. To align with the objectives signed in Paris Agreement and limit global 

warming to 1.5 degrees Celsius, countries representing more than 65 percent of greenhouse 

gas production have committed to reducing carbon emissions extensively and achieving 

carbon neutrality by the middle of this century. Fig. 1.1 demonstrates the worldwide total 

CO2 emission broken down into different sectors for 2020, among which the power sector 

is the single largest source of CO2 emission, accounting for almost 40% [1]. Thus, starting 

from the energy supply side, promoting the complete decarbonization in the power sector 

and advocating the transformation from fossil-fuel-based generation to low-emission and 

renewable-energy-based generation is the key to achieving the carbon neutrality target. 

 

 

Figure  1.1 : Carbon emission in 2020 breaking up in sectors. 
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Typical renewable energies include hydropower, solar power, and wind power. 

Hydropower plants have been maturely used for decades to produce renewable energy, 

which is relatively inexpensive and accessible [2]. However, the exploitation of 

hydropower is limited by geographic environments, and there are debates concerning the 

detrimental impacts of hydropower exploitation on aquatic ecosystems [3]. Besides, most 

of the favorable sites with abundant hydropower resources have already been developed. 

In recent years, with the accelerating array of technological advances and the massive 

reduction in manufacturing costs, a surge in the installed capacity for solar power and wind 

power has been witnessed worldwide. Fig. 1.2 illustrates the global annual additions of 

renewable power capacity from 2014 to 2020, in which the annual additions of the 

renewable power capacity maintain a sustained growth for six consecutive years despite 

the turbulence induced by the onset of the COVID-19 pandemic [4]. As a result, more than 

256 GW of renewable power capacity has been brought online during 2020, raising the 

total global capacity for renewable power to an all-time high of 2,839 GW by the end of 

the year. By breaking down the annual addition of renewable power capacity in 2020 into 

different renewables, it is observed that the solar photovoltaic (PV) tops among all kinds 

of renewable energies with around 139 GW of global annual addition, then followed by 

the wind power, accounting for about 93 GW of worldwide annual addition. 

 

Despite the positive effect of cutting down the carbon footprint, the ever-increasing 

capacity of renewable energies significantly influences power systems, and the 

characteristic of power grids is radically modified as the penetration of renewable energies 

keeps going high [5]. Unlike fossil-fuel-based energy sources, which are considered 

dispatchable with flexibly adjusted outputs to meet load-side demand, renewable energies, 

such as solar power and wind power, feature variable, and uncertain power outputs, and 

the power production heavily depends on local weather conditions [6]. For example, solar 

power demonstrates a remarkable characteristic of the diurnal, seasonal cycle since PV 

panels output no power during nights, and the solar radiation varies drastically across 

different seasons [7]. Besides, even during daytime hours, the frequently passing clouds 

have influential impacts on the output power of PV panels, leading to random and highly 

fluctuating power output profiles. Similar things happen to wind power, and there tends to 
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be more wind power production during nighttime hours than during daytime hours. Besides, 

the output power between individual renewable generators demonstrates a high correlation, 

with a large amount of power generation crowding in relatively narrow time windows, and 

this may further exacerbate the imbalance between power supply and load demand in 

power systems. Massive studies have validated that the renewable energies accompanied 

by significant fluctuation, strong randomness, and high correlation would pose crucial 

challenges to grid operators in terms of power dispatch and stability control [8, 9]. It may 

give rise to instability problems such as frequency deviation, unscheduled load shedding, 

voltage collapse, grid splitting, and even system-wide shutdown. Different solutions have 

been provided to clear up these issues, including geographic diversity for various 

renewable generation sites to smooth output power fluctuation and inter-regional power 

transmission to alleviate local supply-demand mismatch. Besides, the cooperation of 

energy storage with renewable generation is a promising approach [10-12]. It yields a more 

dispatchable portfolio, but the deployment of energy storage in power systems is still 

limited by the high expense so far. 

 

 

Figure  1.2 : Worldwide annual additions of renewable power capacity from 2014 to 2020, 

by technology and total [4]. 
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In addition to the issues mentioned above, the high penetration of renewable energies calls 

for a broad application of fast-response power electronic converters to realize energy 

conversion and serve as the interface between grids and renewable generators, for instance, 

PV panels and wind turbines. Opposite to conventional synchronous generators, which 

have rotating components with mechanical inertia to support frequency stability in the face 

of disturbance naturally, power electronic converters are strictly static with no rotating 

masses [13]. Moreover, renewable generators are tightly regulated by these interface power 

converters to extract the maximum available power from primary energy sources. Thus the 

dynamics of renewable generators are fully decoupled from the grid side [14]. 

Consequently, the converter-interfaced renewable generation system cannot respond to 

grid-side frequency events in emergencies and is regarded as inertia less from the 

perspective of power systems [15, 16]. With the share of renewable energies in power grids 

increasing worldwide, the total inertia for power systems declines significantly, 

accompanied by an expanding risk of instability [17, 18]. In this regard, an upper limit for 

the penetration level of renewable energies in power grids has been commonly adopted in 

different countries, capped at 600 MW in Singapore, for example, far from enough 

compared to the peak load of 7,000 MW [19]. 

 

1.1.2. Power Electronic Converters 

 

As described above, renewable power generation is tightly associated with high fluctuation 

and strong randomness. Consequently, in power systems with high penetration of 

renewable energies, power electronic converters are widely adopted, serving as the 

interface between renewable generators and power grids to guarantee steady and grid-

compatible power outputs. Fig. 1.3 demonstrates a typical configuration for a three-phase 

voltage source converter (VSC), in which the “on” and “off” states of power semiconductor 

switches are controlled by pulse-width modulation (PWM) waves at a fast timescale to 

realize the power conversion from DC form to AC form [20]. However, the direct outputs 

from power semiconductor switches are square waves, in which the desired voltage 

component at the fundamental frequency is accompanied by a large amount of unfavorable 
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high order switching harmonics. The presence of massive harmonics gives rise to severe 

power quality issues, which may further lead to increased heating of machines and 

transformers, malfunctioning of protective relays, and misoperation of electronic devices 

[21-23]. One simple but effective solution to prevent harmonics from spreading into power 

grids is installing passive filters at the output ports for power converters, as illustrated in 

Fig. 1.3. The common realization of passive filters varies from the simplest form, e.g., a 

single inductor L, to a more complicated third-order LCL form with better harmonic 

attenuation and smaller size, depending on the application scenarios [24, 25]. With power 

semiconductor switches and passive filters, the transformation of voltage waveforms from 

the initial DC form to the AC square-wave form and eventually to the grid-compatible AC 

sinusoidal form is demonstrated in Fig. 1.3. 

 

 

Figure  1.3 : Circuit configuration of a two-level three-phase voltage source converter. 

 

In addition to the hardware circuits, as mentioned earlier, closed-loop control architectures 

are also required to regulate the power flow of power converters and generate the reference 

waveforms for PWM [26, 27]. Unlike conventional synchronous generators, of which the 

transient behavior is primarily determined by the physical properties of mechanical 

structures and inner circuit parameters, the dynamics of power converters are 

fundamentally dictated by their control architectures. Therefore, by choosing different 

control strategies, the performance of power converters varies significantly, providing a 
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higher degree of control flexibility compared with synchronous generators [28]. According 

to the control strategies applied, power converters can be classified into the grid-feeding 

and grid-forming types. 

 

The grid-feeding type signifies the most dominant operating mode for power converters, 

and grid-feeding converters are widely employed in solar power and wind power 

generation scenarios to transmit energy to power systems [29, 30]. A grid-feeding 

converter can be regarded as an ideal current source. Its typical configuration and control 

architecture is depicted in Fig. 1.4, in which an outer power control is cascaded with an 

inner current control to track power references Pref and Qref. A phase-locked loop (PLL) is 

utilized to synchronize the grid-feeding converter with the interconnected utility grid by 

tracking the voltage vector at its terminal [31]. In some cases, the power control is replaced 

by DC-link voltage control, and by maintaining a constant DC-link voltage of power 

converters, the power balance between the DC and AC sides is achieved indirectly [32].  

 

 

Figure  1.4 : Circuit and control architecture of a grid-feeding converter. 

 

A grid-feeding converter is suitable to operate in parallel with other grid-feeding converters, 

and these converters can also be managed to contribute to voltage and frequency 

regulations, with an upper-level decision center coordinating power references Pref and Qref 

between different individuals [33]. Nonetheless, the operation of grid-feeding converters 

necessitates a stiff voltage featuring minor amplitude and frequency deviations, with which 

the grid-feeding converters could work to track the stiff voltage and inject controlled 
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currents [34]. Due to this limitation, grid-feeding converters cannot operate alone without 

synchronous generators or utility networks producing the required stiff voltage. 

 

In light of the limitations for grid-feeding converters, the development of grid-forming 

converters is highly welcomed in power systems with high penetration of renewable 

energies. In contrast to grid-feeding converters, which operate as current sources, grid-

forming converters can be analogized to ideal voltage sources. Besides, with the ability to 

regulate their terminal voltages in terms of amplitude and frequency, grid-forming 

converters can operate autonomously in an islanded mode without relying on other power 

generation units to maintain the stiff voltage. As a result, the utilization of grid-forming 

converters promotes the transition of power systems from the synchronous-generator-

based paradigm to the inverter-based paradigm. 

 

 

Figure  1.5 : Circuit and control architecture of a grid-forming converter. 

 

A typical configuration for a grid-forming converter are demonstrated in Fig. 1.5, in which 

an outer voltage controller is cascaded with an inner current controller [35]. With inputs of 

the control architecture defined as the reference of the voltage, which is to be synthesized 

by the grid-forming converter, the outer loop regulates the voltage to reference values for 

the point of common coupling, and the inner loop controls the inductor current iL to follow 

the current reference generated by the outer loop. Besides, either the inductor current or 

the capacitor current can be utilized as feedback to realize active damping. In addition, 

according to the manner of generating reference uref and ωref, the control strategies of grid-
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forming converters can be further classified into droop control [36, 37], virtual 

synchronous generator control [38, 39], and virtual oscillator control [40]. 

 

1.1.3. Microgrids 

 

Instead of the bulky power systems with centralized power generation, the utilization of 

renewable energies gives rise to the wide application of microgrids, and the global market 

for microgrids is forecast to hit a total amount of $31.2 billion by 2022, with a compound 

annual growth rate of 19.6% [41]. Among renewables, solar and wind power generation, 

which are smaller in capacity and more scalable in configuration, are especially suitable 

for deployment in microgrids [42]. Furthermore, by integrating renewable generators with 

diesel or gas-fueled generators and energy storage systems, microgrids provide premium 

power supply solutions, featuring diversified energy source portfolios with enhanced 

reliability and reduced carbon emission. Besides, through advanced control, the operation 

of microgrids may switch flexibly between grid-connected modes and islanded modes. 

Such flexibility benefits local users with a higher degree of freedom in energy management 

and on-demand generation, and a lower cost is offered to microgrid customers by offsetting 

expensive peak loads with local generation [43]. In addition, without the need to construct 

long-distance transmission infrastructures required in conventional power systems, 

microgrids operating in islanded modes are cheaper and easier to roll out, providing remote 

users with accessible and inexpensive power supplies. Another vision is to strengthen grid 

resilience with networked microgrids (NMG) [44], which consists of a cluster of physically 

interconnected and functionally interoperable microgrids. In this manner, the system-wide 

outage would become a thing of the past. 

 

Since various power generation units are interconnected in the same microgrid, a 

hierarchical control architecture is commonly applied to microgrids so that different 

generating units can be harmonized to maximize operating efficiency and guarantee 

reliability [43, 45]. A typical three-layer hierarchical control architecture is illustrated in 

Fig. 1.6, including primary control, secondary control, and tertiary control. 



 

10 

 

Figure  1.6 : Hierarchical control architecture of microgrids. 

 

Primary control is implemented locally, directly interacting with individual generating 

units and regulating local variables, such as frequency, currents, and voltages [46]. One 

critical issue in primary control is the power-sharing among multiple generating units. 

Different strategies have been explored to settle this issue, such as centralized controllers 

with master-slave structures [47, 48] and decentralized controllers with information 

exchanged between neighbors [49-51]. However, both approaches require additional high-

band communication channels for real-time information transmission, incurring additional 

capital outlay and leading to degraded reliability once communication failure occurs [52]. 

In addition, since power converters feature fast dynamic responses, time delays regarding 

communication channels may cause instability issues for microgrids [53, 54]. 

 

In light of these problems, droop control is broadly applied in microgrids to realize power-

sharing between generating units [55, 56]. Moreover, the implementation of droop control 

only needs local frequency information, thus free from drawbacks and risks associated with 
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communication channels. Besides, with the compatibility with conventional synchronous 

generators, droop control also makes it possible for renewable generators to plug and play, 

coinciding with the flexibility of microgrids [57]. The basic idea of droop control lies in 

mimicking the self-regulation capability of synchronous generators. With droop control, 

the output power will be reduced naturally when grid frequency goes beyond the nominal 

value and vice versa. However, the approximate proportional relation between active 

power output and grid frequency only holds in inductive grids, and thus the application of 

droop control is limited by grid conditions. To overcome this limitation, a virtual output 

impedance could be incorporated in primary control by subtracting a virtual voltage drop 

from the output voltage reference [58-60]. As a consequence, the grid turns into inductive 

from the perspective of generating units, thereby the premise of utilizing droop control is 

satisfied. 

 

In addition to primary control, the actions of all power generation units in a microgrid are 

coordinated by secondary control. With wide-area monitoring systems, secondary control 

serves as a centralized automatic generation controller, compensating steady-state errors 

and restoring frequency and voltage values to nominal ones [61, 62]. Apart from secondary 

control, tertiary control is in charge of optimizing microgrid operation based on economic 

criteria, considering supply-demand balance, marginal power generation costs, and price 

information from the electricity markets [43]. Furthermore, the management of interactions 

between microgrids and utility grids is also covered by tertiary control. Typical tasks inside 

tertiary control include generation forecast, estimation of short-term load variation, and 

communication with grid operators [63]. Besides, the reserve of secondary control is to be 

restored with the commands from tertiary control. 

 

Since primary control interacts directly with individual generating units and regulates 

dynamics of power converters, while secondary control and tertiary control principally 

focus on steady-state management and economical operation, primary control is in closer 

relationship with the stability of power generating units, and thus the control architectures 

involved in the primary layer will be studied in depth in this thesis, and various stability 

enhancement measures will be developed accordingly.  
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1.1.4. Power-Electronic-Dominated Power Systems 

 

As the total amount of renewable energies integrated in power grids keeps going high, an 

increasing number of power electronic devices are utilized in modern power systems on 

both the source sides and the load sides to interface renewable generators with power grids 

and to achieve satisfying control objectives as well as upgraded power quality. As a 

consequence, the existing energy paradigm is transforming from the conventional 

centralized ones relying on synchronous generators to the emerging ones with distributed 

power-electronic-based power generation, i.e., power-electronic-dominated power systems. 

A typical structure of the emerging power-electronic-dominated power systems with 

various energy sources including solar and wind farms and different kinds of loads as well 

as energy storage units are portrayed in Fig 1.7.  

 

 

 

Figure  1.7: An example of the power-electronic-dominated power systems. 
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Compared to the conventional centralized synchronous-generator-dominated power grids, 

which produce electricity by extracting energy from fossil-fuel-based primary energy 

sources, power-electronic-dominated power systems merit with superior flexibility, and 

they can be integrated with a mix of clean energy profiles, such as solar power and wind 

power, contributing to the target of carbon neutrality. Besides, the wide application of 

microgrids in practice can further benefit power-electronic-dominated power systems with 

additional degrees of freedom in terms of system planning and grid operating. In addition, 

due to the ability of bi-directional power flow for power electronic devices, customers are 

also encouraged to contribute to power regulation and energy management in power-

electronic-dominated power systems following the requirements of grid codes, realizing 

the objective of demand-side response. 

 

However, the widespread use of power converters makes the dynamics of power-

electronic-dominated power systems much more complicated compared to the traditional 

grids. As mentioned in previous sections, the behaviors of power converters are determined 

primarily by their control strategies, and with different control strategies applied, the 

responses of power converters change significantly in face of disturbances, consequently 

making the dynamics of the power-electronic-dominated power systems more varied and 

unpredictable. Besides, the commonly used cascaded control architecture may lead to 

multi-timescale coupling among different control loops in power-electronic-dominated 

power systems, making the grids prone to potential instability issues. Moreover, power 

electronics are less able to withstand overvoltage and overcurrent compared to synchronous 

generators, and as a result, the same fault may give rise to more serious damage in power-

electronic-dominated power systems than in a conventional synchronous-generator-based 

power system.  

 

Therefore, with the above-mentioned features, a higher requirement is posed for the 

emerging power-electronic-dominated power systems in terms of stability analysis and 

control, and the instability issues associated with power-electronic-dominated power 

systems need to be identified carefully and investigated in-depth to pursue solutions so that 

the safety of power-electronic-dominated power systems can be guaranteed. 
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1.2. Motivation and Objectives 

 

1.2.1. Motivation 

 

The target of carbon neutrality necessities the massive integration of renewable energies, 

and due to the fluctuation and randomness regarding renewable energies, power electronic 

converters are widely deployed to interface renewable generators with power systems, so 

that grid-compatible power outputs are produced. Consequently, a swift evolution from the 

traditional synchronous-generator-dominated power systems towards the power-

electronic-dominated paradigms can be foreseen.  

 

The structures of power-electronic-dominated systems are becoming more and more 

complicated, giving rise to new stability problems, with one typical example of the 

blackout event reported in South Australia in September 2016, which was triggered by 

extreme weather conditions. The power shutdown lasted from hours to several days in 

different areas, finally affecting around 850,000 customers with nearly 445 million watts 

of power loss and $367 million economic costs [64]. Moreover, in microgrids, which 

signify an excellent form to accommodate renewable energies, the stability issues 

associated with power-electronic-dominated systems are highlighted. Since a mix of 

multiple power electronic interfaced renewable generators, such as wind turbines and solar 

PV panels, cohabit in the same microgrid, the interactions between different generating 

units and power converters are more complicated in microgrids. In addition, the typical 

capacity of microgrids is much smaller compared with the conventional centralized bulky 

power systems, making microgrids more vulnerable to disturbances. Under this 

background, the modeling and stability control of power-electronic-dominated power 

systems has become more critical than ever before, attracting much attention from both 

industries and academia due to its high stakes and associated disastrous consequences. 

However, the stability analysis for power-electronic-dominated systems is sophisticated, 

with root causes and solutions not thoroughly clarified.  
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As a fact, power electronic converters feature fast dynamics, and unlike conventional 

electromechanical apparatus in synchronous-generator-dominated power systems, the 

power electronics devices primarily employ cascaded control architectures to guarantee 

satisfied transient performance. Nonetheless, the response time of different control stages 

inside such cascaded architecture varies from seconds to dozens of milliseconds, displaying 

the distinctive characteristic of multi-time scales. Moreover, the control architectures of 

power converters with different functions also vary significantly, as illustrated in the grid-

feeding and grid-forming converters. As such, the multi-time scale characteristic and the 

variety of control architectures make the analysis and stability control ever more arduous 

for power-electronic-dominated power systems, and there is no universal solution to all 

stability issues associated with various time scales and different control architectures for 

power-electronic-dominated systems. Consequently, a concrete analysis approach should 

be adopted for specific problems of power-electronic-dominated systems. 

 

1.2.2. Objectives 

 

To shed light on the emerging stability issues in power-electronic-dominated power 

systems, the objective of this thesis lies in the clarification of root causes for several critical 

stability problems and the development of control schemes to enhance the stability of 

power-electronic-dominated power systems. The stability problems under study in this 

thesis cross several different time scales, including the frequency stability with a time 

frame of seconds, the power interaction stability with a typical response time of hundreds 

of milliseconds, and the stability issue regarding constant power loads in the time frame of 

dozens of milliseconds. 

 

1) Frequency Stability Caused by Reduced Inertia 

 

As synchronous-generators-based power generation being continuously replaced by 

converter-interfaced renewable power generation, a significant reduction of inertia is 

witnessed for power-electronic-dominated power systems, giving rise to frequency 
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stability problems with a typical response time from seconds to tens of seconds. The decline 

of inertia is because renewable generators are typically operated at the maximum power 

point tracking (MPPT) mode. Thus, renewable generators do not respond to frequency 

events as synchronous generators do. Therefore, as the penetration of renewable energies 

grows, the inertia of the grid decreases remarkably. Furthermore, the ever-decreasing 

inertia translates into high RoCoF and large frequency deviations, which may cause under-

frequency load shedding (UFLS), cascading failures, or even state-wide blackouts.  

 

2) Power Interaction Stability for Droop Controlled Islanded Microgrids 

 

One main concern regarding the broad application of microgrids is the stability issue in the 

face of disturbances. For microgrids with droop control to realize power-sharing among 

multiple power generating units, a relatively large droop gain benefits the accurate power-

sharing at the expense of sacrificed dynamic stability. Moreover, such a stability issue is 

associated with the power interactions between multiple power generating units in islanded 

microgrids, with a tight relationship with the power control stages of power converters, 

characterized by a typical response time of hundreds of milliseconds. Simply tuning control 

parameters could not balance the tradeoff between power-sharing and power interaction 

stability, calling for auxiliary stability controllers to deal with such conflict.  

 

3) Instability Problems Regarding Constant Power Loads 

 

Tightly regulated power converters behave as constant power loads (CPLs), featuring 

negative incremental impedance. The negative impedance characteristic of CPLs can upset 

the stability of the interconnected energy conversion stages and even lead to system 

shutdown, threatening the security and reliability of power-electronic-dominated power 

systems. Studies indicate that the instability associated with CPLs is primarily related to 

voltage control loops of power converters, with dynamics signifying a typical response 

time of dozens of milliseconds. Thus, additional stability controllers need to be designed 

regarding the voltage control to enhance the stability of power-electronic-dominated power 

systems with the presence of CPLs. 
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1.3. Major Contributions 

 

With the wide application of power electronic devices, the conventional synchronous-

generator-denominated power systems are evolving towards the power-electronic-

dominated power grids. In this thesis, several critical stability problems in the emerging 

power-electronic-dominated power systems are analyzed, and the corresponding solutions 

are developed to enhance the stability of the power-electronic-dominated power systems. 

The major contributions of the thesis are summarized as follows: 

 

• Several critical stability problems associated with the emerging power-electronic-

dominated systems are highlighted with their root causes identified, including the 

frequency stability with the reduction of inertia, the stability issue regarding droop 

control in islanded microgrids, and the stability problem associated with CPLs. 

 

• For the frequency stability of power-electronic-dominated power systems caused 

by the reduction of inertia, a grid-connected converter (GCC) based virtual inertia 

control scheme is introduced with the utilization of the energy stored in DC-link 

capacitors. Moreover, an autonomous DC-link voltage restoration method is 

proposed to overcome the drawbacks of the conventional virtual inertia control 

scheme, making it possible for GCCs to provide multiple virtual inertia supports in 

face of cascaded frequency events. 

 

• The stability issue of droop controlled islanded microgrids is analyzed, and a 

converter-based power system stabilizer (CBPSS) is developed to synthesis a 

damping torque to the islanded microgrid, with the method to identify the optimal 

installation location demonstrated. As a consequence, the stability and transient 

performance of the islanded microgrids during disturbance can be enhanced. 

 

• The instability caused by CPLs in power-electronic-dominated power systems is 

analyzed, and it is shown that the CPL-induced instability is associated with the 
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voltage control loops of power converters. Furthermore, two schemes, e.g., a 

damper-based scheme and a stabilizer-based scheme, are proposed to deal with the 

CPL-induced instability. 

 

1.4. Thesis Organization 

 

This thesis consists of five chapters, and these chapters are organized according to the 

timescales of the stability issues under study, from slow to quick, including the frequency 

stability with a typical response time of seconds, the power interaction stability with a 

common timescale of hundreds of milliseconds, and the stability issue regarding CPLs in 

the time frame of dozens of milliseconds. The contents of these chapter are demonstrated 

in Fig. 1.8 and specified as below, respectively: 

 

Chapter 1 begins with the background of carbon neutrality and highlights the evolution 

from the synchronous-generator-dominated grids towards the power-electronic-dominated 

power systems. After that, fundamental knowledge for principal components of power-

electronic-dominated grids is introduced, including typical circuit topologies, and 

commonly used control architectures for power converters and microgrids. Then, several 

critical stability issues associated with the emerging power-electronic-dominated systems 

are discussed, serving as the motivation of the thesis. Eventually, the objective of the thesis 

is to clarify the cause and develop corresponding control schemes for these critical stability 

problems regarding power-electronic-dominated systems, including frequency stability, 

droop control stability, and CPL associated stability. 
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Figure  1.8 : Illustration of the overall organizational structure for the thesis. 
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Chapter 2 focuses on the frequency stability of power-electronic-dominated power systems, 

which are resulted from the lack of inertia. First, it is explained that how the lack of inertia 

translates into the high RoCoF levels and large frequency deviations. Then, a GCC based 

virtual inertia control scheme is introduced with the utilization of the energy stored in DC-

link capacitors. However, due to the proportional relationship between grid frequency and 

DC-link voltage, the DC-link voltage cannot be restored after providing inertial support in 

the GCC-based virtual inertia control scheme, thus deteriorating the lifetime of DC-link 

capacitors, and losing the capability to provide multiple inertial supports in cascading 

frequency events. In light of these problems, a high pass filter-based method is proposed 

to recover the DC-link voltage automatically after providing inertial support in this chapter 

with detailed design procedures. 

 

Chapter 3 studies the stability issue of droop controlled islanded microgrids. For islanded 

microgrids with droop control to achieve power-sharing among multiple power generating 

units, a relatively large droop gain benefits the accurate power-sharing at the expense of 

sacrificed dynamic stability. Moreover, it is revealed that such stability issue is associated 

with the power control stages of power converters, and simply tuning control parameters 

could not deal with this stability problem. Therefore, a CBPSS is developed in Chapter 3 

to synthesis a damping torque to the islanded microgrid, so that the stability and transient 

performance can be enhanced. In addition, the approach to identify the optimal installation 

location of the designed CBPSS is also demonstrated.  

 

Chapter 4 highlights the instability regarding CPLs in power-electronic-dominated power 

systems. It is illustrated that the tightly regulated power converters behave as CPLs, 

featuring negative incremental impedance and introducing adverse impacts on the stability 

of power-electronic-dominated power systems. Moreover, with the increase of the power 

level of CPLs, such adverse effects also grow, and finally, it may trigger instability, 

threatening the security and reliability of the whole system. In addition, participation factor 

studies demonstrate that voltage controllers of power converters principally dominate such 

instability. In light of this problem, two schemes, e.g., a damper-based scheme and a 

stabilizer-based scheme, are proposed to deal with the CPL-induced instability. 
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Chapter 5 concludes the main contribution of the thesis, and several new perspectives are 

also presented as the future research topics. Firstly, the interaction analysis between 

synchronous generators and power electronic converters is considered as an emerging 

research topic, especially for power-electronic-dominated power systems, in which the 

capacity of power converters is comparable with synchronous generators. In addition, as 

power grids are evolving towards a cyber physical system, consisting with electrical-

coupled physical systems and communication-coupled cyber systems, the security of such 

cyber physical systems under cyber-attacks is considered as another potential research 

perspective. 
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Frequency Stability of Power-Electronic-Dominated 

Power Systems 

 

This chapter focuses on the frequency stability of power-electronic-dominated 

power systems resulted from the lack of inertia, and the typical response time 

of frequency stability dynamics is from seconds to tens of seconds. First, it is 

illustrated in this chapter how the lack of inertia translates into the high 

RoCoF levels and large frequency deviations. Then, a GCC based control 

scheme is introduced to provide virtual inertia by utilizing the energy stored 

in DC-link capacitors. However, due to the proportional relationship between 

grid frequency and DC-link voltage, the DC-link voltage cannot be restored 

after providing inertial support, thus deteriorating the lifetime of DC-link 

capacitors, and losing the capability to provide multiple inertial support 

during cascading frequency events. In light of such problems, a high-pass 

filter based approach is proposed to restore the DC-link voltage of GCCs 

automatically after providing inertial support. 
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2.1. Introduction 

 

The South Australia blackout in 2016 is the first recorded blackout event occurred in the 

grid with a high penetration of renewable energies, and the renewable generation in the 

system supplied nearly 50% of the total demand before the blackout [65]. Unlike 

synchronous generators, renewable generators such as wind turbines and PV arrays are 

interfaced with power girds through power converters, which have no rotational inertia 

[66]. This is because renewable generators are normally operated at the maximum power 

point tracking (MPPT) mode, and thus they do not respond to frequency events as 

synchronous generators do. Therefore, as the penetration level of renewable energies in 

power systems grows, the inertia of the grid decreases remarkably [67]. Furthermore, the 

ever-decreasing inertia leads to high rate-of-change-of-frequency (RoCoF) levels and large 

frequency deviations [68], which may cause undesirable UFLS, cascading failures [69], or 

even state-wide blackouts.  

 

As reported by the Australian Energy Market Operator (AEMO), the lack of inertia 

becomes a new threat to the operation of modern power grids [70]. In [71, 72], pitch angles 

of wind turbines are controlled such that the turbines operated below the maximum power 

point, and hence part of the wind energy is reserved for inertia emulation. In [73], a 

deloading scheme and  MPPT control are well coordinated to provide inertia support and 

frequency droop control. However, the deloading approach necessitates the curtailment of 

wind power, and thus incurring extra opportunity costs.  

 

Adding an extra power reference to the control of wind turbines, which is in proportion to 

the RoCoF, is another way to emulate inertia. The resultant inertial power can be released 

from the rotors of wind turbines to support frequency regulation. In [74-76], the rotor speed 

is tightly regulated as a function of the RoCoF or the grid frequency deviation to exploit 

the kinetic energy from rotors for inertia support. In [18], the authors propose a method of 

tuning the inertia emulated by doubly-fed induction generators (DFIGs) through the design 

of PLLs. However, as PLLs are mainly used for grid synchronization, the modification of 

PLLs may deteriorate the control of energy conversion systems [77]. The virtual 
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synchronous control (VSynC) for inertia emulation of DFIGs has been reported in [78] 

with its effectiveness verified in a weak AC grids. Although these methods can make use 

of the kinetic energy stored in the rotors of wind turbines and enable them to participate in 

inertia support, frequent rotor speed variations increase the mechanical stress and reduce 

the lifetime of wind turbines. More importantly, a second frequency drop may happen 

during the speed recovery period, which will worsen the power system stability [76].  

 

Recently, energy storage systems (ESSs) are showing great promise for inertia emulation. 

As an example, an ESS, together with a wind generator, is employed to provide virtual 

inertia in hope of minimizing frequency deviations [79]. In [80], the flywheel storage 

system, which is also used in cooperation with a wind generation system, achieves inertia 

emulation, and a central controller is introduced to coordinate these two systems. A multi-

level ESS serving as an energy buffer is connected to the DC-link of the power converter 

in [81], and it works together with wind turbines for inertia emulation. In [82], the hybrid 

ESS is employed to regulate the grid frequency, where the supercapacitor emulates the 

inertia while the battery provides the primary frequency regulation. Although having great 

potentials, ESSs increase the capital and operating costs. 

 

Another potential inertia supplier is found to be GCCs. In this case, the energy stored in 

the DC-link capacitors of GCCs can be used to emulate inertia. The concept of distributed 

virtual inertia generated by GCCs is proposed with its effectiveness verified in [83]. This 

method features no change or minimized change of hardware, and hence it is economically 

attractive. Nevertheless, due to the proportional relationship between grid frequency and 

DC-link voltages, DC-link voltages are tied to the frequency even after power converters 

releasing the inertial power for inertia support. As a result, DC-link voltages cannot be 

restored until the grid frequency goes back to its nominal value. Without voltage recovery, 

the low DC-link voltages may lead to overmodulation of GCCs when a step-up load change 

causes another DC-link voltage drop [84]. Moreover, since the DC-link voltage cannot be 

restored automatically after providing inertial support, GCCs cannot provide inertia 

support in the face of cascading frequency events. 
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Additionally, the DC-link voltage fluctuations in normal operating conditions of power 

systems become a concern. Specifically, under normal operating conditions, the power 

mismatch between generation and demand gives rise to grid frequency fluctuations. Since 

DC-link voltages are proportionally related to the grid frequency by the virtual inertia 

control, grid frequency fluctuations will be translated into the DC-link voltage fluctuations, 

which may further result in inaccurate power regulation [85] and deteriorate the lifetime of 

the GCC DC-link capacitors.  

 

In view of these concerns, an autonomous DC-link voltage restoration method for GCCs 

providing virtual inertia support is proposed in this chapter. A high-pass filter (HPF) is 

cascaded with the virtual inertia block to extract high-frequency components from the grid 

frequency. Therefore, the virtual inertia control of GCCs has no effect in the quasi-steady 

state. In other words, DC-link voltages can be restored autonomously after releasing the 

inertial power, and thus the DC-link voltage fluctuations in normal operating conditions 

can be suppressed. Moreover, with the automatically restored DC-link voltage, it is 

possible for GCCs to provide virtual inertia support during cascading frequency events. 

Finally, simulation and experimental results are presented to verify the effectiveness of the 

proposed method. 

 

2.2. Frequency Instability with the Reduction of Inertia 

 

2.2.1. Frequency Instability Caused by the Lack of Inertia 

 

Inertia plays a critical role in maintaining frequency stability for power systems, and the 

lack of inertia may lead to grid-wide frequency instability. The inertia of power system is 

defined as the per unit kinetic energy stored in rotors of synchronous generators and 

turbines, which is expressed as 

                                               (2-1) 

2

2
k mn

base base

E JH
VA VA

w
= =
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in which Ek signifies the kinetic energy stored in synchronous generators when the rotor is 

rotating at its rated speed; J represents the combined moment of inertia of synchronous 

generators and turbines; ωmn is the nominal mechanical angular speed of rotors; VAbase 

stands for the nominal power of synchronous generators; H denotes the inertia coefficient, 

which quantitatively measure the time for the nominal power output of synchronous 

generators that can be supplied individually by the kinetic energy stored in rotors. It is 

reported that typical values of H are 5 s for gas-fired generators, 3.5 s for coal-fired 

generators, and 3 s for hydraulic generators. 

 

For conventional power systems, which are dominated by synchronous generator-based 

power generation, synchronous generators with rotating rotors provide inertia for 

frequency support naturally. Since the rotor speed of synchronous generators are rigidly 

synchronized with the grid frequency, during a low-frequency event, the rotating speed of 

synchronous generator rotors will slow down automatically, and the kinetic energy stored 

in the rotors of synchronous generator will be released consequently to contribute to 

balancing the mismatch between power generation and power demand immediately, so that 

the frequency stability of power system can be maintained as a result.  

 

However, things are different for modern power systems with increasing penetration of 

renewable energies, in which synchronous generators are gradually being replaced by 

converter-interfaced renewable generators. Different from synchronous generators, power 

converters, which are embedded with no rotating components, feature zero kinetic energy, 

and provide no inertia for power grids. Besides, the dynamics of these converter-interfaced 

renewable generators are decoupled from power grids, as a consequence, even though some 

kinds of renewable generators, such as wind turbines, have rotors and the associated kinetic 

energy, the rotor speed of wind turbines are fully isolated from grid-side frequency by 

power converters for a better tracking of maximum power point and a higher degree of 

control flexibility. Thus, the rotor speed of wind turbines is tightly regulated to exploit the 

maximum power and cannot respond to frequency events in grid side. As a result, no inertia 

can be naturally supplied from the converter-interfaced renewable generation. With the 
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expectation that the synchronous-generator-based generation is continually substituted by 

converter-based renewable generation, the total inertia of power system declines.  

 

Fig. 2.1 visualizes the effect of the reduction of inertia on frequency response during a low-

frequency event, in which a lower frequency nadir and a higher rate of change of frequency, 

e.g., RoCoF, are witnessed with the reduction of inertia. In power systems, under-

frequency protective relays are commonly equipped to protect generators from 

mechanically overstress caused by low frequency, and the lower frequency nadir leads to 

a higher risk of generator tripping. Besides, the anti-islanding protective relays are based 

on RoCoF levels, and thus the excessive RoCoF caused by the lack of inertia may trigger 

anti-islanding protections and result in system splitting. 

 

 

Figure  2.1 : Effect of inertia in a low-frequency event. 

 

2.2.2. Virtual Inertia Provided by GCCs 

 

Different approaches have been developed to enhance inertia and avoid frequency 

instability in power systems with high penetration of renewable generation. In the 

following section, the virtual inertia provided by GCCs will be demonstrated. The 
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simplified structure of a typical power system is illustrated in Fig. 2.2, where PM signifies 

the net shaft power input to the synchronous generators (SGs), PE is the electrical air-gap 

power of SGs, and it is equal to (PD+PL) without considering power converters. PD stands 

for the power consumed by frequency-dependent loads, and PL denotes the power absorbed 

by frequency-independent loads. PGCC refers to the net power absorption of GCCs, and it 

is equal to the power consumed by power electronics-coupled loads minus the power 

generated by renewable generators, such as PV arrays and wind turbines. 

 

 

Figure 2.2: Simplified structure of a typical power system with power-electronic-coupled 

components. 

 

Without considering the inertia contributed by GCCs, the dynamic behavior of the power 

system under small disturbances can be mathematically described by the following swing 

equation (in per unit notations) [86]: 

                         (2-2) ( ) 2M E M L D
d fP P P P P H
dt
D

D -D = D - D +D =
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where the prefix Δ denotes the changes of variables; H signifies the inertia constant, and 

the physical meaning of 2H is the time required for rated torque to accelerate the rotor from 

standstill to rated speed [87]; f represents the grid frequency. In (2-2), ΔPD can be further 

expressed as DΔf, in which D is the damping factor. 

 

GCCs are proven to have a great potential for inertia emulation and improvement, as 

already verified in [83]. For illustration, the schematic of the GCC equipped with the virtual 

inertia control is shown in Fig. 2.3, where the DC-link capacitor serves as a potential inertia 

supplier. 

 

 

 

Figure  2.3: Schematic of the GCC equipped with the virtual inertia control. 

 

In Fig. 2.3, the three-phase grid voltages vgabc are measured and synchronized by a PLL, 

which provides the phase-angle information for grid synchronization and current regulation 

in the synchronous dq-frame. The voltage of the DC-link capacitor vdc can be controlled to 

its reference value Vdc_ref by changing the d-axis current reference id_ref. The virtual inertia 

control block allowing the inertia emulation is introduced. It directly links the grid 
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frequency to the DC-link voltage so that the DC-link capacitor can absorb or release energy 

when the grid frequency deviates from its nominal value. Taking the effect of the virtual 

inertia from GCCs into consideration, the swing equation in (2-2) is modified as 

                                           (2-3) 

 

In (2-3), ΔPGCC denotes the inertial power provided by GCCs, and it can be expressed as 

                           (2-4) 

where ΔEC is the energy change of the DC-link capacitor due to the change of the DC-link 

voltage; Vdc_ref represents the rated DC-link voltage; Δvdc denotes the change of the DC-

link voltage. 

 

Upon normalizing, (2-4) becomes 

                           (2-5) 

where VArated is the rated power of the GCC. In (2-5), the inertia constant of DC-link 

capacitors is defined as 

                                                 (2-6) 

 

In [83], the virtual inertia block was designed to be a proportional controller relating the 

DC-link voltage to the grid frequency through a gain Kfv, which can be expressed as 

                                                            (2-7) 
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where ΔVdc_max and Δfmax are the maximum DC-link voltage variation and the maximum 

grid frequency change, respectively. Through this method, the energy stored in the DC-

link capacitors of GCCs can be exploited to emulate inertia, and the corresponding 

equivalent inertia constant or virtual inertia constant can be derived as 

                                        (2-8) 

 

It is revealed in (2-8) that when the virtual inertia control is included, the GCC can provide 

inertia support during frequency contingencies. As a result, the equivalent inertia constant 

of the power system shown in Fig. 2.2 will increase from H to (H + Hvi). 

 

2.3. Autonomous DC-Link Voltage Restoration for GCCs Providing Virtual 

Inertia 

 

To restore the DC-link voltages of GCCs after releasing their inertial power during 

frequency events, a HPF-based method is proposed in this chapter, and the HPF is 

incorporated and cascaded with the proportional controller Kfv in the virtual inertia control 

block. For demonstration, the block diagram of the frequency regulation architecture 

including the proposed HPF is detailed in Fig. 2.4, in which TG represents the speed 

governor coefficient, TCH denotes the time constant of the main inlet volume, TRH stands 

for the time constant of the reheater, FHP is the turbine HP coefficient, and R is the droop 

coefficient [86]. As shown in Fig. 2.4, high-frequency components of the grid frequency 

will be extracted by the HPF for inertia emulation during frequency events. Then, the 

filtered grid frequency change will be transformed into the DC-link voltage deviation Δvdc, 

which will further regulate GCCs to output more power ΔPGCC for frequency support in 

face of disturbance.  

 

When power systems operate normally or restore from frequency events, the grid frequency 

will reach its quasi-steady state. Under these conditions, the output of the HPF will be zero. 

Therefore, the grid frequency and the DC-link voltage will be decoupled by the HPF, and 

2
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max2
dc dc ref dc
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C V V
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VA f
× D

= ×
D



 

33 

the inertia emulation function of GCCs will be disabled. As a result, the DC-link capacitor 

can achieve voltage restoration and prepare itself for another frequency event.  

 

Since the HPF shown in Fig. 2.4 plays a decisive role on the inertia supportability of GCCs 

and the restoration time of DC-link voltages, as will be revealed in the following sections, 

special attention should be paid to the design of the HPF. Its transfer function can be 

expressed as 

                                               (2-9) 

where fcut denotes the cut-off frequency of the HPF, and it determines the dynamics of DC-

link voltages under frequency events.  

 

 

Figure  2.4: Block diagram of the frequency regulation architecture including the proposed 

DC-link voltage restoration block. 

 

2.3.1. Effect of the HPF on the Inertial Supportability of GCCs   

 

Based on the control system shown in Fig. 2.4, the transfer function from the power 

deviation ΔPL to the grid frequency deviation Δf , e.g., GPLàf (s), can be derived as 

( )_ 2h pass
cut

sG s
s fp

=
+
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(2-10) 

 

According to [83, 88], due to small time constants of speed governor and main inlet volume, 

the poles associated with TG and TCH have a minor influence on the system dynamics, and 

hence they can be ignored to simplify analysis. Therefore, the original transfer function 

GPLàf (s) denoted by (2-10) can be simplified to a third-order equation, expressed as 

        (2-11) 

 

To investigate the worst stability case, the impact of the damping coefficient D in (2-11) is 

ignored as claimed in [87, 89]. Thus, GPLàf (s) expressed in (2-11) can be further simplified 

to a second-order equation, expressed as 

  (2-12) 
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, , , 

 

(2-13) 

 

The comparisons between GPLàf (s) expressed in (2-10) and its simplified second-order 

form represented in (2-12) are shown in Fig. 2.5. Based on the pole-zero map shown in Fig. 

2.5(a), it is seen that for the original transfer function expressed in (2-10), P3 and Z2 nearly 

overlap. Besides, the imaginary parts of P4, P5, Z3, and Z4 are much less than those of P1, 

P2 and Z1. Therefore, the influence of poles P3, P4, P5 and zeros Z2, Z3, Z4 on the dynamic 

responses of GPLàf (s) can be ignored, and the original transfer function in (2-10) can be 

simplified to a second-order equation characterized by P1, P2 and Z1, denoted by (2-12).  

 

According to the comparisons of step responses shown in Fig. 2.5(b), although the 

frequency nadir of (2-12) is slightly lower than that of the original transfer function (2-10) 

due to the removal of the damping coefficient D, the maximum difference of the frequency 

responses between these two cases is less than 5% of the maximum frequency deviations. 

Therefore, the effectiveness of the proposed simplified model is validated. 

 

Considering a step-up load change, the grid frequency can be expressed in the s domain as 

        (2-14) 

where fref (s) = 1/s is the per-unit reference signal, Δf (s) = GPLàf (s)/s denotes the frequency 

deviation. ωd stands for the damped frequency, which is expressed as 

                                                  (2-15) 
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(a) 

 

(b) 

Figure  2.5: Comparisons between GPLàf (s) and its simplified second-order form. (a) Pole-

zero map. (b) Frequency response under 4% step-up load change. 

 

By taking the inverse Laplace transform of (2-14), the expression of the grid frequency in 

the time domain can be derived as 

                       (2-16) 
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,                   (2-17) 

 

Based on (2-16)), some important dynamic performance indices can be derived. The 

RoCoF is obtained by differentiating the expression of grid frequency f(t) in (2-16) with 

respect to time t as 

           (2-18) 

 

By setting (2-18) equal to zero, the time of grid frequency reaching the frequency nadir, 

e.g., tnadir, can be derived as 

                                 (2-19) 

 

Taking (2-19) into (2-16), the frequency nadir fnadir can be obtained as 

                                   (2-20) 

 

Based on (2-18) and (2-20), the relationships between the cut-off frequency fcut and the 

RoCoF, overshoot σ, frequency nadir fnadir, and settling time ts are demonstrated in Fig. 2.6, 

respectively. As illustrated in Fig. 2.6 (a) and (b), the change of fcut has little influence on 

the RoCoF and overshoot σ at the start of frequency events. However, as shown in Fig. 2.6 

(c) and (d), with the increase of fcut, the frequency nadir fnadir decreases, while the settling 

time ts increases. This indicates that the inertia supportability of GCCs declines with the 

increases of fcut, and it will take a longer time for the system to reach steady state. This fact 

can be explained by the characteristics of the HPF. With a larger fcut, fewer high-frequency 

components of the grid frequency deviation can pass the HPF. Due to the proportional 

controller inside the virtual inertia block, the inertial power exported from GCCs reduces 

as well, and thus leading to a lower frequency nadir. 
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                                    (a)                                                                    (b) 

        

                                    (c)                                                                    (d) 

 

Figure  2.6: Relationships between the dynamic performance indices and the value of the 

cut-off frequency fcut. (a) RoCoF |df/dt|t=0s. (b) Overshoot σ. (c) Frequency nadir fnadir. (d) 

Settling time ts. 

 

To quantify the influence of the HPF on the inertial supportability of GCCs, an index μ is 

defined as 

                         (2-21) 
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where fref is the nominal frequency of power systems. fnadir_BM signifies the frequency nadir 

during frequency events in the benchmark case without the HPF. fnadir denotes the 

frequency nadir in the case with the proposed HPF, which is represented in (2-20). To limit 

the adverse impact of the HPF on the inertia supportability of GCCs, μ should be less than 

10%. 

 

Table  2.1: System parameter values. 

 

Based on (2-21), the relationship between fcut of the HPF and the index μ is obtained, as 

shown in Fig. 2.7, where the system parameters are listed in Table. 2.1. It can be obtained 

from Fig. 2.7 that to satisfy the requirement of μ < 10%, fcut should be less than 0.0125 Hz, 

as shown in the shaded area of Fig. 2.7. 

 

Symbol Description Value 

TG Speed governor coefficient 0.1 s 

TCH Time constant of main inlet volumes 0.2 s 

TRH Time constant of reheater 7.0 s 

FHP Turbine HP coefficient 0.3 s 

R Droop coefficient 0.05 

H Inertia coefficient of SG 5.0 s 

D Damping coefficient 1.0 

Kfv Proportional gain 22.5 

Vdc Rated DC-link voltage 400 V 

ΔVdc_max Maximum DC-link voltage deviation 36 V 

Cdc DC-link capacitance 2.82 mF 

Δfmax Maximum frequency deviation 0.2 Hz 

VArated Power rating 1000 kVA 
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Figure  2.7: Relationship between fcut and the index μ. 

 

2.3.2. Impact of Cut-Off Frequency on DC Voltage Restoration Time  

 

Based on Fig. 2.4, the transfer function from the power deviation ΔPL to the DC-link 

voltage deviation ΔVdc, e.g., GPLàVdc(s), is derived as 

                           (2-22) 

 

By substituting GPLàf (s) expressed in (2-10) into (2-22), GPLàVdc(s) can be derived as 

            (2-23) 
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In (2-23), GPLàVdc(s) is a fifth-order equation, which is too complex to analyze its dynamic 

characteristics. By substituting the simplified form of GPLàf (s) expressed in (2-12) into 

(2-22), the simplified form of GPLàVdc(s) in (2-23) is derived as 

                      (2-24) 

 

 

Figure  2.8: DC-link voltage responses (under a 4% step-up load change). 

 

The comparisons between the step responses of GPLàVdc(s) expressed in (2-23) and its 

simplified form represented in (2-24) are depicted in Fig. 2.8. It can be seen from Fig. 2.8 

that the differences between these two cases are always less than 5% DC-link voltage 

deviations, and thus the effectiveness of the simplified form of GPLàVdc(s) expressed in 

(2-24) is verified. 

 

Considering a step-up load change, the DC-link voltage deviation ΔVdc (s) in the s domain 

is expressed as 
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        (2-25) 

where 

, , 

 

(2-26) 

 

By taking the inverse Laplace transform of (2-25), the expression of the DC-link voltage 

deviation in the time domain is derived as 

       (2-27) 

where  

,                         (2-28) 

As reflected by (2-27), ΔVdc(t) consists of two parts, i.e., a second-order part ΔVdc_2-order(t) 

and a first-order part ΔVdc_1-order(t), which are expressed as the following, respectively: 

                       (2-29) 

 

( ) ( )

( )
( )( )

( )

( ) ( )

1
0 2 2

31 2
0 2 2

2 1
1 2 22 2

0

3

2

2

2 2

1

1

dc PL Vdc

fv
n n

fv
n d

n n d

d n

c

d

ut

cut

cut

n d
fv

V s G s
s

s z
G K

s s s

aa s aG K
s

f

f

f

s

s a aa
s s

G K
a
s

zw w

zw w

zw zw w
wzw w zw w

p

p

p

®D = ×

+
=

+ + +

é ù+
= +ê ú

++ +ê úë û
+ -é ù× + ×ê ú+ + + +ê ú=

ê ú
+ ×ê ú

+ë û

( )
1

1 2 2

2
22 2

cut

cut cn nut

a f
f f

z
zwp p w
p-

=
- × + ( )

2
1 1

2 2 2

2
2

2
2 2

cut

cut cu

n

t

n

n n

z za f
f f
w z p
p p

w
zw w

- +
=

- × +

( )
1

3 2 2

2
22 2

cut

cut c nutn

a f
f f

z
zwp p w

p -
=

- × +

( ) ( ) ( )

( )
( ) ( )

2 1
0 1 3

0 2 3

_ 2- _1-

2

2

cos sin

sin

n n

n

cut

cut

t t tn
dc fv d d

d

t t
fv d

dc order d r

f

f

c o der

a aV t G K a e t e t a e

G K A t e a e

V t V t

pzw zw

w pz

zww w
w

w g

- - -

- -

é ù-
D = × + × + ×ê ú

ë û
é ù= + × + ×ë û

= D +D

2
2 2 1

2 1
n

d

a aA a zw
w

æ ö-
= + ç ÷

è ø

1

2 1

arctan d

n

a
a a

w
g

zw
=

-

( ) ( )
( ) 2

_ 2- 0 2

_1- 0 3

sin
cu

n

t

t
dc order fv d

t
dc order f

f
v

V t G K A t e

V t G K a e

zw

p

w g -

-

ìD = × + ×ï
í
D = × ×ïî



 

43 

The responses of ΔVdc_2-order(t) and ΔVdc_1-order(t) under a 4% step-up load change are also 

shown in Fig. 2.8. It can be seen from Fig. 2.8 that the curve of ΔVdc(t) is the combination 

of the curves of ΔVdc_2-order(t) and ΔVdc_1-order(t). With different fcut, the step responses of 

ΔVdc(t) are shown in Fig. 2.9(a), and the step responses of ΔVdc_2-order(t) and ΔVdc_1-order(t) 

are shown in Fig. 2.9(b).  

 

Regarding the DC-link voltage restoration after inertia support, the restoration time is a 

key factor to be considered when designing the cut-off frequency fcut of the HPF. In this 

chapter, the restoration time tres of the DC-link voltage is defined to be the time for the DC-

link voltage to reach 99% of its nominal voltage, and tres should not be too large to interfere 

with the subsequent frequency control actions.  

 

As reported in [86], there are three-fold control layers in power systems to keep the 

frequency stable. The primary frequency control aims to arrest the fast frequency deviation, 

and its response time ranges from 10 to 60 s [90]. Since the inertial response from 

generators and GCCs belongs to the primary frequency control, the DC-link voltage 

restoration should be completed within the primary frequency control response time. In 

[91], the restoration time of rotor speeds of wind turbines is set to be 30 s. Following this 

design, the DC-link voltage restoration time tres is designed to be 10 to 30 s in this chapter. 

 

From Fig. 2.9(a), it can be observed that with the increase of fcut, it takes less time for the 

DC-link voltage deviation ΔVdc(t) to reach zero. This is reasonable from the perspective of 

the HPF, because fewer high-frequency components of the grid frequency signal can pass 

the HPF with a larger fcut. Correspondingly, the reference of the DC-link voltage deviation 

ΔVdc declines to zero more quickly, and the restoration time will be reduced.  
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(a) 

 

(b) 

 

Figure  2.9: Step responses of ΔVdc(t), ΔVdc_2-order(t) and ΔVdc_1-order(t) as a function of fcut. 

(a) ΔVdc(t). (b) ΔVdc_2-order(t) and ΔVdc_1-order(t). 

 

It is noted from Fig. 2.9(b) that the change of fcut has significant influence on ΔVdc_1-order(t), 

and the time for ΔVdc_1-order(t) to reach its quasi-steady-state reduces considerably with the 

increase of fcut. While the impact of fcut on ΔVdc_2-order(t) is very limited, and the change of 

fcut only has a negligible influence on the nadir of ΔVdc_2-order(t). Furthermore, ΔVdc_2-order(t) 

reaches its quasi-steady-state much more quickly than ΔVdc_1-order(t) does. Thus, the 
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restoration time of the DC-link voltage tres is mainly determined by ΔVdc_1-order(t). 

Therefore, the restoration time tres can be estimated and calculated from ΔVdc_1-order(t) as 

          (2-30) 

 

Based on (2-30) and system parameters shown in Table 2.1, the relationship between tres 

and fcut under a 4% step-up load change is depicted in Fig. 2.10. It can be obtained from 

Fig. 2.10 that fcut should be within the range from 0.00685 to 0.01360 Hz to meet the 

requirement of 10 s < tres < 30 s, as shown in the shaded area of Fig. 2.10. 

 

 

Figure  2.10: Relationship between the DC-link voltage restoration time tres and the cut-

off frequency fcut. 

 

The responses of ΔVdc(t) and ΔVdc_1-order(t) with fcut = 0.00685 Hz and fcut = 0.01360 Hz 

under a 4% step-up load change are shown in Fig. 2.11, respectively. It can be observed 

from Fig. 2.11 that when fcut = 0.00685 Hz, tres = 30 s in term of ΔVdc_1-order(t), and in the 

case of ΔVdc(t), tres = 30.19 s; when fcut = 0.01360 Hz, tres = 10 s in the case of ΔVdc_1-order(t), 

and tres = 10.56 s in the case of ΔVdc(t). The differences between the restoration times 

estimated and calculated based on ΔVdc_1-order(t) and the exact restoration times of ΔVdc(t) 

are very small. Hence, it is accurate enough to calculate tres of ΔVdc(t) according to (2-30).  
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(a) 

 

(b) 

Figure  2.11: Restoration times tres of the 1-order subsystem ΔVdc_1-order(t) and the DC-link 

voltage deviation ΔVdc(t). (a) Restoration time estimated from ΔVdc_1-order(t). (b) Restoration 

time calculated from ΔVdc(t). 

 

2.3.3. Design Procedure of the HPF 

 

As analyzed above, both the inertial supportability of GCCs and the restoration time of 

DC-link voltage should be considered in the design stage of fcut. To ensure the successful 
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inertial support of GCCs (i.e., μ < 10%) and a fair DC-link voltage restoration time (i.e., 

10 s < tres < 30 s), the flowchart for the design of fcut is given in Fig. 2.12. Following the 

procedures in Fig. 2.12, with the system parameters provided in Table 2.1, the cut-off 

frequency of the HPF fcut should be selected in a range from 0.00685 Hz to 0.0125 Hz. 

 

 

 

Figure  2.12: Design flowchart of the cut-off frequency fcut. 
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2.4. Case Study 

 

2.4.1. Simulation Results  

 

1)  Response to Cascading Frequency Events 

 

The proposed DC-link voltage autonomous restoration method has been successfully 

verified in simulations through the Matlab/Simulink software. The system models shown 

in Fig. 2.3 without and with the proposed method have been constructed, and the 

parameters of the system can be found in Table 2.1. Based on the design procedure given 

in Section 2.3, the cut-off frequency fcut of the HPF is set to be 0.01 Hz to guarantee that 

the inertia supportability of GCCs can be maintained, and the DC-link voltage restoration 

time can be kept in the range from 10 s to 30 s. The simulation results of frequency and 

DC-link voltage responses when subjected to the cascading 4% step-up load changes are 

shown in Fig. 2.13. 

 

As observed from Fig. 2.13, without the proposed method, the frequency nadir in the 1st 

step-up load change is 49.82 Hz, and the DC-link voltage drops to 368 V to release power 

and provide inertia support. After the 1st load change, due to the proportional relationship 

between f and vdc, the DC-link voltage changes in proportional to the grid frequency and 

cannot restore its nominal value, and as a result, the GCC could not provide inertial support 

in the cascaded frequency events. Then, when subjected to the 2nd step-up load change, the 

frequency declines to 49.66 Hz, and the maximum frequency deviation Δfmax is 0.34 Hz 

accordingly. Since the DC-link voltage is not restored after the 1st step-up load change, the 

DC-link voltage quickly touches its saturated value, e.g., 364 V, during the 2nd step-up load 

change.  

 

It should be remarked that the thresholds of under-frequency load shedding are prescribed 

by many grid codes. For example, in Singapore, the threshold is set to be 49.70 Hz in the 

Transmission Code of the Energy Market Authority [92]. Once the grid frequency drops 
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below the threshold value, e.g., 49.70 Hz, non-critical loads will be automatically tripped 

out by the under-frequency load shedding system to assist the dynamic stability of the 

power system at the expense of additional operating costs. As shown in Fig. 2.13(a), 

without the proposed autonomous virtual inertia restoration method, the grid frequency 

drops below 49.70 Hz in the 2nd frequency event, and thus the under-frequency load 

shedding will be triggered, which incurs additional operating costs in practical conditions.  

 

 

(a) 

 

 

(b) 

 

Figure  2.13: Simulation results of frequency and DC-link voltage responses to 4% step-

up load changes. (a) Post-disturbance frequency responses. (b) Post-disturbance DC-link 

voltage responses. 

 

When the proposed method is adopted, it can be seen from Fig. 2.13 that the frequency 

nadir in the 1st step-up load change is around 49.82 Hz, which is almost the same as that in 

the case without the proposed method. Thus, following the HPF design procedure, the 
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inertial supportability of GCCs is guaranteed. Meanwhile, the DC-link voltage drops to 

371 V to output inertial power and provide inertia support. After the 1st load change, it can 

be observed that the DC-link voltage is no longer in proportion to the grid frequency. 

Instead, it quickly increases to 398 V, e.g., 99.5% of its nominal value. With the restored 

DC-link voltage, the GCC is capable of providing multiple inertia supports in the cascading 

frequency events, and as a result, in the 2nd step-up load change, the frequency nadir is 

49.70 Hz, and the maximum frequency deviation Δfmax is 0.30 Hz. As a result, a nearly 

11.8% improvement in term of the maximum frequency deviation as compared with the 

previous case can be expected. Moreover, since the frequency nadir is maintained not 

crossing the threshold, the under-frequency load shedding can also be avoided according 

to the Singapore Transmission code. 

 

After providing virtual inertia support in the 2nd load change, the DC-link voltage reduces 

to 364 V, and it can be quickly restored again to get prepared for another frequency event. 

In addition, in Fig. 2.13(a), the two frequency response curves overlap with each other after 

load step changes, indicating that the proposed method has no adverse impact on the 

RoCoF as analyzed in Section 2.3. 

 

2)  Response to Grid Frequency Fluctuations in Normal Operating Conditions 

 

To test the effectiveness of the proposed method in suppressing the DC-link voltage 

fluctuations in normal operating conditions, a set of 6-minute grid frequency data recorded 

from the Singapore power system on 13th December 2017 was employed and plotted in 

Fig. 2.14(a). It is clear that the grid frequency varies from 49.98 Hz to 50.05 Hz. In 

accordance with the grid frequency curve, the DC-link voltage curves with and without the 

proposed method are shown in Fig. 2.14(b).  

 

It is evidently demonstrated in Fig. 2.14(b) that without the proposed method, due to the 

proportional controller inside the virtual inertia block, the DC-link voltage shares the same 

waveform with the grid frequency, and extensive fluctuations can be observed with 

changes from 397 V to 408 V. When the proposed method is incorporated, the DC-link 



 

51 

voltage no longer follows the fluctuations of the grid frequency and remains nearly around 

a constant value of 400 V, e.g., the rated voltage. As a consequence, the maximum DC-

link voltage deviation is also reduced to only 2 V accordingly, which indicates a 75% 

reduction in term of the fluctuation magnitude as compared with the case without the 

designed HPF. 

 

 

(a) 

 

 

(b) 

 

Figure 2.14: Simulation results of DC-link voltage responses to grid frequency 

fluctuations in normal operating conditions. (a) Grid frequency. (b) DC-link voltage. 

 

2.4.2. Experimental Results 

 

1)  Response to Cascading Frequency Events 

 

In order to further verify the effectiveness of the proposed method, hardware experiments 

were carried out based on a small-scale power system, whose schematic diagram is shown 

in Fig. 2.15, where the system parameters are the same as simulation parameters in Table 

2.1, except for that the power rating, which is derated to 1 kVA. 



 

52 

The experimental power system consists of a virtual synchronous generator (VSG) and a 

GCC. The VSG is used to emulate the synchronous generator so that the effectiveness of 

the proposed DC-link voltage restoration method for GCCs can be validated, and its 

detailed control structure can be found in [82]. The GCC, equipped with the virtual inertia 

control as well as the DC-link voltage restoration control, is connected in parallel with the 

VSG. A double-loop controller (the cascaded voltage and current control) is utilized to 

regulate the GCC, and its control loop is detailed in [35].  

 

A photo of the experimental platform is shown in Fig. 2.16. As shown in Fig. 2.16, a 

dSPACE control platform (dSPACE: Microlabbox) was involved to realize the control 

algorithms of the GCC and the VSG. The DC-link voltage of the VSG was supplied by a 

constant DC power source (Itehc: IT6500C). One oscilloscope (Teledyne LeCroy: 

HDO8038) was employed to display and record the experimental waveforms. Fig. 2.17 

demonstrates the steady-state waveforms of the three-phase grid voltages vabc and the three-

phase currents iVabc. It can be observed that these waveforms are sinusoidal with the help 

of the VSG control. The steady-state waveforms also show that the incorporation of the 

HPF does not affect the normal operating conditions of the power system. 

 

 

 

Figure  2.15: Schematic diagram of the experimental small-scale power system. 
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Figure  2.16: Photo of the experimental platform. 

 

 

Figure  2.17: Steady-state experimental waveform. 

 

 

Figure  2.18: Experimental results of the systems with and without the proposed DC-link 

voltage restoration method during 4% cascading step-up load changes. 

 

Fig. 2.18 shows the experimental results of the systems with and without the proposed DC-

link voltage restoration method when subjected to the cascading 4% step-up load changes. 

Without the proposed method, the frequency nadir is 49.82 Hz in the 1st load change and 

49.66 Hz in the 2nd load change. Besides, the DC-link voltage of the GCC varies in 

proportion to the grid frequency and cannot restore to its nominal value. With the proposed 
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method enabled, it can be obtained from Fig. 2.18 that the DC-link voltage can be quickly 

restored after the load change. In addition, the frequency nadir in the 1st load change is 

49.82 Hz, which is the same as that obtained without the proposed method. In the 2nd load 

change, the frequency nadir rises from 49.66 Hz to 49.70 Hz, indicating an 11.8% reduction 

in the maximum frequency deviation. 

 

2)  Response to Grid Frequency Fluctuations in Normal Operating Conditions 

 

  

Figure  2.19: Experimental results of the DC-link voltage responses under normal 

operating conditions. 

 

To further validate the effectiveness of the proposed method in suppressing the DC-link 

voltage fluctuations in normal operating conditions, experiments have been conducted 

based on the small-scale power system depicted in Fig. 2.16. The frequency of the 

Singapore power system (see Fig. 2.14(a)) is used as the input to the inertia controller, and 

the experimental results are shown in Fig. 2.19. By comparing Fig. 2.14(a) and Fig. 2.19, 

it can be noticed that without the HPF the waveform of the DC-link voltage follows that of 

the grid frequency, and the maximum DC-link voltage change is 12 V. With the proposed 

method activated, the DC-link voltage no longer changes proportionally to the grid 

frequency, and it is maintained around its rated value. Specifically, the maximum DC-link 

voltage change declines to 3 V, indicating a 75% reduction in term of the fluctuation 

magnitude. 
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2.5. Summary 

 

This chapter has proposed an autonomous DC-link voltage restoration method for grid-

connected converters. It is achieved by using a high-pass filter, which extracts out only 

high-frequency components from the grid frequency for inertial emulation during 

frequency events. As a result, the DC-link voltages of grid-connected converters can be 

restored autonomously after releasing their inertial power during each frequency event and 

thus avoid the abnormal working conditions of power converters. Moreover, the restored 

DC-link voltages make it possible for grid-connected converters to provide inertia support 

during cascading frequency events. Furthermore, the proposed method also decouples the 

DC-link voltage from the grid frequency under normal operating conditions of power 

systems, and thus the DC-link voltage fluctuations can be extensively suppressed. The 

design procedure of the high-pass filter is also presented in this chapter, considering both 

the inertia supportability of grid-connected converters and the DC-link voltage restoration 

time. Simulation and experimental results have successfully verified the effectiveness of 

the proposed method. 

  



 

56 

 

  



 

57 

  

Stability Issue Regarding Droop Control in Islanded 

Microgrids 

 

This chapter studies the stability issue of droop controlled islanded 

microgrids. For islanded microgrids employing droop control to achieve 

power-sharing among multiple power generating units, a relatively large 

droop gain benefits the accurate power-sharing at the expense of 

sacrificed dynamic stability. Moreover, it is revealed that such stability 

issue is associated with the power control stages of power converters, 

with a typical response time of hundreds of milliseconds, and simply 

tuning control parameters could not deal with this stability problem. 

Therefore, a converter-based power system stabilizer (CBPSS) is 

developed in this chapter to synchronize a damping torque to the 

islanded microgrid, so that the stability and transient performance can 

of the islanded microgrids be enhanced. In addition, the approach to 

identify the optimal installation location of the designed CBPSS is also 

demonstrated. 
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3.1. Introduction 

 

In response to the carbon reduction issue, an increasing amount of renewable energy is 

being integrated into modern power systems, and the conventional power grids are 

evolving towards smart grids for a more sustainable future. In such a transition, the concept 

of microgrid plays a critical role and serves as the medium to accommodate renewable 

generators on the distribution level [93, 94]. One of the compelling characteristics of 

microgrids is the possibility of seamless switch between grid-connected and islanded 

operating modes, and thus significantly improving the power supply reliability for local 

loads and flexibility for the emerging smart grids [95]. Besides, the microgrid also features 

upgraded power generation efficiency as well as improved power quality [11, 52]. Thus, 

the practical applications of microgrids have been extensively witnessed in the past decade. 

In microgrids, distributed generators are usually coupled through VSCs, and the well-

known droop control is highly preferred due to the merits of autonomous power sharing 

and communication independency [96]. 

 

One main concern regarding the wide application of microgrids is the stability issue in face 

of disturbances. To address this concern, the state-space model of an autonomous 

microgrid is established in [97], involving detailed dynamics regarding controllers within 

different time frames as well as filters and networks. On the basis of the established model, 

the stability of microgrids is discussed from diversified perspectives [8-12]. The impacts 

of grid strength and control parameters on microgrid stability are investigated in [98, 99]; 

a graphic tool is provided in [100] to recognize the stability region of microgrids. Besides, 

the interactions between microgrids and active loads are analyzed in [101, 102]. 

 

Then, different approaches have been developed to enhance the stability of microgrids. 

Optimization methods are given in [99, 103] to tune the control parameters regarding 

interface VSCs, so that the overall stability of microgrids can be ensured. Adaptive control 

also shows potential in the stability enhancement of microgrids: a feedforward loop is 

developed in [104] to modify the dynamics between interface VSCs and the host microgrid, 

and the parameters of the designed feedforward loop are adaptively selected according to 
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operating conditions; in [105], a transient droop gain is designed to stabilize microgrids, 

which is adaptively tuned to improve the damping of the overall microgrid. Besides, multi-

level control architectures are used to solve the microgrid instability problem: a two-level 

hierarchical control based on phase measurement unit is proposed in [106] to eliminate the 

microgrid frequency deviations caused by load fluctuations; the effectiveness of the 

distributed secondary control approach in avoiding Hopf bifurcation of microgrids is 

validated in [107]. 

 

Power system stabilizer (PSS), of which the concept was first proposed by DeMello [108], 

has been mutually applied to damp synchronous generator oscillations. For synchronous 

generators, fast acting excitation system with high-gain automatic voltage regulator (AVR) 

gives good voltage controllability and increases synchronizing torques, but at the expense 

of deteriorating damping torques and giving rise to oscillatory behaviors of generators 

[108]. Therefore, PSS is designed for synchronous generators to compensate the phase lag 

regarding the excitation system [109]. Besides, studies in [110] demonstrate that, for 

synchronous generators, the frequency response from the AVR input to the resultant 

electrical torque at the generator shaft is principally determined by the synchronous 

generator itself, and thus a single-machine-infinite-bus (SMIB) model is commonly 

employed in the design of PSS for synchronous generators [111-113]. 

 

However, things are different for converter-based islanded microgrids. In spite of the 

substantial difference between physical structures of power converters and synchronous 

generators, the low-frequency oscillations in converter-based islanded microgrids are 

mainly caused by the power exchange between converters with large droop gains. 

Moreover, since power output characteristic of converters is determined by droop gains, 

reducing droop gains will compromise the power output characteristic of converters. As a 

result, additional control loops need to be designed to deal with the low-frequency 

oscillations in converter-based islanded microgrids. Besides, converters inside an islanded 

microgrid are tightly coupled with each other [114], and thus the dynamics of one converter 

are not only characterized by the control loops of its own, but also impacted by the 

regulating actions of other converters inside the microgrid [115]. Therefore, the PSS design 
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method in synchronous generators, which is based on the SMIB model and aimed to handle 

the oscillations associated with fast-acting excitation systems, cannot be transplanted 

directly to the converter-based scenarios, and the influence of interaction between 

converters should also be considered in the design of PSS for converter-based islanded 

microgrids. 

 

Several attempts have been carried out to apply the concept of PSS to converter-based 

situations. In [116], an auxiliary controller is designed to compensate the phase lags of low-

pass filters inside power controllers of grid forming converters, so that the low-frequency 

oscillation in microgrid can be mitigated. Nonetheless, as described in [97, 117], the low-

frequency oscillation of an islanded microgrid is associated with the sophisticated 

interaction among multiple controllers and circuits. As a result, merely compensating the 

phase lag of the low-pass filter is not enough for a comprehensive phase compensation. 

Studies in [118, 119] highlight the instability associated with large droop gains of 

converters, and a phase compensation loop is designed to solve this problem. However, the 

parameters of the phase compensator are obtained with swarm optimization method, e.g., 

a kind of evolutionary algorithms, which is not intuitive and hard to be generalized to other 

cases. Moreover, the evolutionary algorithm may fall into local optimum, and it is hard to 

converge when the parameter searching space is huge [120], probably leading to the failure 

of obtaining available parameters for phase compensators. In addition, the design of these 

phase compensation loops in [116, 118, 119] assumes that the converters are connected to 

infinite buses, neglecting the interaction among converters in islanded microgrids. 

 

In light of these problems, this chapter proposes a converter-based PSS (CBPSS), serving 

as a supplementary control loop to improve the stability of islanded microgrids. Different 

from the PSS for synchronous generators or the PSS applied to converters in above-

mentioned studies, the proposed CBPSS is designed from the view of microgrids, taking 

the interaction among converters inside microgrids into consideration. The proposed 

CBPSS starts with the identification of the forward loop from the CBPSS to the islanded 

microgrid, signifying a clear physical mechanism of stabilizing effect to the microgrid via 

introducing an additional damping torque. Then, the parameters of the CBPSS are deigned 
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accordingly so that the phase lag of the identified forward loop can be compensated. 

Different from previous studies, the CBPSS parameters can be obtained easily without the 

need of any evolutionary algorithms, and thus, drawbacks of evolutionary algorithms can 

be avoided. Consequently, an additional damping torque is generated from the CBPSS for 

the microgrid. Furthermore, an eigenvalue-mobility-based method is presented to find the 

optimal installation location for the proposed CBPSS in the islanded microgrid, so that the 

maximum stabilizing effect can be realized with the least controller design effort. 

 

The remainder of this chapter is organized as follows. The model of an islanded microgrid 

with the proposed CBPSS is first established. After that, the design of the proposed CBPSS 

is illustrated along with the selection of optimal location of the CBPSS. Case studies 

including modal analysis and time-domain simulations, as well as experimental results also 

are given to verify the feasibility and effectiveness of the CBPSS.  

 

3.2. Stability Problem with Droop Control 

 

The typical schematic of the islanded microgrid under study is depicted in Fig. 3.1, in which 

three VSCs work together to supply two local loads. Each VSC is connected to an ac bus, 

and ubi stands for the node voltage of the ith bus. The three ac buses connect with each 

other through two connecting lines, and the current flowing through the ith connecting line 

is denoted by ilinei. For the ith VSC in Fig. 3.1, Lfi and Cfi are the inductance and capacitance 

of the LC filter, respectively; Lci is the coupling inductance between the ith VSC and its 

associated ac bus; uii designates the terminal voltage and uoi signifies the output voltage; 

the currents flow through Lfi and Lci are denoted by ili and ioi, respectively. 
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Figure 3.1:  Diagram of a typical islanded microgrid. 

 

3.2.1. Model of VSC Subsystem 

 

For a single VSC, its model contains the controller part and the circuit part. For the 

controller part, as illustrated in Fig. 3.1, a cascaded architecture is implemented under the 

synchronous dq frame, and both the outer power controller and the inner voltage and 

current controller are incorporated in the cascaded control architecture. 

 

1) Power controller.  

 

For the power controller of the ith VSC, droop characteristics are employed to generate ωci, 

the angular speed of the rotating dq frame, and uodi
*, the reference of the output voltage for 

the fundamental component. 
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Figure 3.2:  Active power droop control of the ith VSC. 

 

For the active power droop control, as shown in Fig. 3.2, the basic idea is to emulate the 

governor response of synchronous generators, so that the VSC can respond to load changes 

by modifying ωci accordingly. Based on Fig. 3.2, the active power droop control of the ith 

VSC is expressed as  

                                    (3-1) 

where Pi
* and ωc

* signify the references of the active power and the angular speed, 

respectively; mpi represents the active power droop gain; Pi refers to the active power 

regarding the fundamental components of the ith VSC, and it is obtained by filtering pi, the 

instantaneous active power of the ith VSC, as 

                                             (3-2) 

in which ωfi is the cut-off frequency of the low-pass filter [121, 122]. 

 

By substituting (3-2)  into (3-1) and eliminating the derivatives of constant terms, the active 

power droop control of the ith VSC can be re-expressed as 

                          (3-3) 

 

From (3-3), it is observed that the active power droop control shares a similar form with 

the motion equation of synchronous generators, and thus the equivalent inertia Mci and 

damping term Dci for the ith VSC are defined respectively as 

,                                     (3-4) 

 

For the ease of statement, the angle difference δci between the ith VSC coordinate and the 

common frame is denoted as 
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                                            (3-5) 

where ωn is the nominal angular frequency. 

 

By linearizing  (3-3)  and (3-5), the small-signal model of the active power droop control 

in the motion equation form is obtained, as shown in Fig. 3.3, in which the prefix “Δ” 

stands for small deviations from steady-state values. 

 

 

Figure 3.3:  Active power control in the motion equation form. 

 

Similar to the active power control, the droop characteristic is also applied in reactive 

power regulation to tune the output voltage reference uodi
* for the ith VSC, as shown in Fig. 

3.4.  

 

 

Figure 3.4:  Reactive power droop control of the ith VSC. 

 

However, different from the conventional reactive power droop control, an additional 

stabilizing signal ustbi, generated by the proposed CBPSS, is added into the reactive power 

control loop to improve the microgrid stability. The structure of the CBPSS to produce ustbi 

will be detailed in Section Ⅲ. Then, from Fig. 3.4, the reactive power control of the ith 

VSC equipped with the proposed CBPSS, is denoted as 

                                       (3-6) 

where Ui
* is the voltage reference; nqi is the reactive power droop gain; Qi denotes the 

fundamental component reactive power of the ith VSC, obtained from the instantaneous 

reactive power qi by passing through a low-pass filter. 

 

ci ci nsd w w= -

* *
odi i qi i stbiu U n Q u= - +



 

65 

In additional to the power controller, the control loop of the ith VSC also includes the inner 

voltage and current controller, and the widely used proportional and integral (PI) 

controllers are adopted for the inner control loops to track uodi
*. Details of the inner 

controller can be found in [97]. For the circuit model of the ith VSC, dynamics of LC filter 

as well as the coupling inductance are also considered, and all these models are established 

in the individual dq frame of the ith VSC. 

 

2) Model of the VSC subsystem.  

 

 

Figure  3.5 : Coordinate transformation. 

 

For the microgrid, there are always more than one VSC, and each VSC is modelled on its 

own dq frame, as shown in Fig. 3.5. To establish the VSC subsystem model, the frame of 

VSC 1 is taken as the reference frame, signified as DQ, and all other VSCs modelled in 

their individual frames, denoted as dqi for the ith VSC, are converted into the DQ frame, 

with the following equation 

 

                                        (3-7) 

in which δci1 is the angle difference between the frame dqi and reference frame DQ, as 

                                                    (3-8) 
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Then, the model of the VSC subsystem is derived by combining all the individual VSC 

models, as 

            (3-9) 

where [ΔXCON] is the VSC subsystem state variable vector; ΔUbDQ is the node voltage 

vector. ACON denotes the state matrix; B1CON and B2CONi signify the input matrices of 

different inputs to the VSC subsystem. 

 

The outputs of the VSC subsystem are selected as 

                                      (3-10) 

                                     (3-11) 

 

3.2.2. Model of the Microgrid with the CBPSS 

 

1) Model of the network and load subsystem.  

 

To give a detailed microgrid model, dynamics of the network and loads are considered. 

Both the network and loads are modelled on the reference DQ frame. The network 

subsystem can be written as 

           (3-12) 

 

A general RL load is considered in this chapter with a state-space model expressed as 

        (3-13) 

 

In (3-12) and (3-13), [ΔIlineDQ] and [ΔIloadDQ] denote the line currents and load currents, 

respectively. Details on the network and load subsystem models can be obtained in [97]. 

 

2) State-space model of the microgrid with CBPSS.  

 

From (3-9), (3-12), and (3-13), the node voltages [ΔUbDQ] of the microgrid are taken as the 

[ ] [ ] [ ]1 2CON CON CON CON bDQ CONi stbis ué ùD = D + D + Dë ûX A X B U B

[ ] [ ]1c CON CONwwD = DC X

[ ]oDQ CONC CONé ùD = Dë ûI C X

[ ]1 2 1+lineDQ NET lineDQ NET bDQ NET cs wé ù é ù é ùD = D + D Dë û ë û ë ûI A I B U B

[ ]1 2 1+loadDQ LOAD loadDQ LOAD bDQ LOAD cs wé ù é ù é ùD = D + D Dë û ë û ë ûI A I B U B
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input into each subsystem, and a method is presented in [97] to define the node voltages 

with the virtual resistance rN, as 

   (3-14) 

where RN is a diagonal matrix with elements being rN; MCON, MNET, and MLOAD stand for 

the mapping matrices to assign the VSCs, lines or loads to different node voltages, among 

which MCON is a unity matrix; MNET is a matrix filled with +1 or −1, depending on the 

direction of line current is entering or leaving the node; MLOAD is a matrix filled with −1 at 

the entries corresponding to the nodes with loads connected. 

 

With the node voltages defined in (3-14), the microgrid becomes an autonomous system, 

and thus the model of the microgrid with the proposed CBPSS installed at the ith VSC can 

be derived by integrating the VSC subsystem model, given by (3-9), the network subsystem 

model, expressed in (3-12), and the load subsystem model, characterized by (3-13), as 

                                 (3-15) 

in which 

                          (3-16) 

and the characteristic matrix AMG is expressed as 

 (3-17) 

 

The output of the microgrid model is selected as the angular speed of the ith VSC, as 

                                                    (3-18) 

 

For the proposed CBPSS, the ith VSC angular speed Δωci is taken as the input of the 

CBPSS to generate the stabilizing signal Δustbi, expressed as 
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                                                (3-19) 

in which GCBPSSi(s) denotes the transfer function from Δωci to Δustbi when the proposed 

CBPSS is installed at the ith VSC. 

 

Combing (3-15), (3-18), and (3-19), a closed-loop model of the microgrid with the 

proposed CBPSS is established and shown in Fig. 3.6. Details of the structure, the design, 

and the selection of optimal installation location of the CBPSS will be presented in the 

following. 

 

 

 

Figure 3.6:  Closed-loop model of the microgrid with the CBPSS. 

 

3.3. Converter-Based Power System Stabilizer for Stability Enhancement of 

Droop-Controlled Islanded Microgrids 

 

3.3.1. Optimal Installation Location of the Proposed CBPSS 

 

When utilizing the proposed CBPSS in microgrids, the first step is to recognize the optimal 

installation location of the CBPSS, e.g., at which converter the proposed CBPSS should be 

installed. Identification of the optimal installation location is important because the 

concerned oscillation mode of the microgrid may be insensitive to some VSCs. As a result, 

installing CBPSSs on the insensitive VSCs has little contribution to damp the concerned 

oscillation mode, but only increases the complexity of control architecture. Besides, the 

optimal installation location of the CBPSS ensures that the maximum stabilizing effect can 

be achieved with the least controller design effort. In this chapter, the eigenvalue mobility 

( )stbi CBPSSi ciu G s wD = ×D
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is employed to determine the CBPSS optimal installation location. 

For (3-15), assuming a feedback is expressed as 

                                                        (3-20) 

in which δK is the incremental feedback gain. 

 

With the feedback, the open-loop model (3-15) turns into a closed-loop system, and an 

eigenvalue migration δλi, which is the difference between the open-loop system eigenvalue 

and the closed-loop system eigenvalue, is resulted from the feedback. Then, the eigenvalue 

mobility μi is defined as 

                                                               (3-21) 

where “|| . ||” stands for the Euclidean norm. 

 

According to (3-21), μi reflects the ratio of the incremental change of the open-loop 

eigenvalue λi to the gain used to effect such a change, and a larger μi means a greater impact 

in modifying λi, assuming the same control gain is given [123]. 

 

By taking (3-18) and (3-20) into (3-15), the closed-loop model with the feedback involved 

is derived, as 

                            (3-22) 

 

Thus, the eigenvalue migration δλi can be calculated as [124]  

                                            (3-23) 

where vi and wi
T are the right and left eigenvectors of AMG corresponding to the open-loop 

eigenvalue λi, respectively, and they are normalized to have wi
T vi = 1. 

 

By substituting (3-23) into (3-21), the expression of the eigenvalue mobility is modified as 

                                              (3-24) 

 

From (3-24), μi gives an indication of how feasible it is to modify the eigenvalue λi, and it 
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reveals the controllability of a given system when the feedback is imposed via different 

VSCs in the microgrid. In (3-24), as the angles between the vector wi
T (vi) and columns of 

BiMG (rows of CiMG) depart from 90⸰, the mode becomes more controllable, and the value 

of μi grows. 

 

For the optimal installation location of the CBPSS, when the CBPSS is placed at different 

VSCs, BiMG and CiMG vary, and μi changes, providing useful information on the 

controllability of the concerned oscillation mode when the CBPSS is installed at different 

VSCs. Then, the CBPSS should be placed at the VSC with the largest μi, so that the greatest 

damping effect can be realized with the least control effort. 

 

3.3.2. Design of the Proposed CBPSS 

 

With the optimal installation location of the CBPSS identified, a phase compensation 

method is further applied to enhance microgrid stability. Through this effort, the damping 

ratio of the microgrid critical mode can be improved.  The basic idea of the phase 

compensation approach lies on compensating the phase lag of a forward loop, so that the 

overall effect of the control loop after phase compensation turns into generating a pure 

damping torque to the system, and thus the stability can be enhanced. 

 

With the proposed CBPSS, a forward loop from Δustbi to the microgrid is formed, and the 

critical part in achieving accurate phase compensation relies on the clear identification of 

the forward loop. Only with the clear identification of the forward loop, can the proposed 

CBPSS be tailored to synthesize a pure damping torque and consequently stabilize the 

microgrid. 

 

Assuming the proposed CBPSS is installed at the ith VSC, due to the similarity between 

active power droop control and motion equation, the microgrid model (3-15) can be 

arranged as  
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                       (3-25) 

where Δz1 and Δz3 are the vectors containing all the state variables in ΔXMG, except for 

Δωci; correspondingly, the state matrix AMG is also divided into different blocks 

corresponding to Δz1, Δωci, and Δz3, as shown in (3-25). 

 

 

Figure 3.7:  Motion-equation form of the closed-loop system. 

 

Then, by substituting the CBPSS transfer function (3-19) into (3-25), the closed-loop 

system depicted in Fig. 3.6 is converted into Fig. 3.7. From Fig. 3.7, the clear physical 

meaning of the designed CBPSS is obtained, e.g., forming a supplementary loop and thus 

generating an additional electrical torque for the microgrid. The additional electrical torque 

produced by the proposed CBPSS is expressed as 

                                            (3-26) 

where Fstbi(s) is the transfer function of the forward loop from the CBPSS output Δustbi to 

the synthesized electrical torque ΔTCBPSSi. From Fig. 3.7, the forward loop transfer function 

can be clearly identified, expressed as 

                      (3-27) 
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Assuming that the jth oscillation mode of the microgrid with an eigenvalue λj is the critical 

mode to be stabilized, substituting λj into (3-27) gives 

                                                   (3-28) 

in which GF and φF are the magnitude and phase lag of the forward loop Fstbi(s) at λj, 

respectively. 

 

With the phase lag of the forward loop Fstbi(s) obtained in (3-28), the proposed CBPSS can 

be designed conveniently with the phase compensation method. In other words, to stabilize 

the jth oscillation mode of the microgrid, the design objective of the CBPSS is to 

compensate the phase lag φF for the forward loop Fstbi(s) at λj, so that a pure damping torque 

in phase with Δωci can be synthesized to boost the microgrid stability. Thus, the following 

equation should be satisfied, as 

                                         (3-29) 

where Dstb stands for the desired damping contributed by the CBPSS for the microgrid jth 

oscillation mode λj. It should be noted, since Fstbi(s) is derived from the microgrid model, 

the effect of the interaction among converters is considered in φF. 

 

To realize the objective in (3-29), the structure of the proposed CBPSS, e.g., GCBPSS(s), is 

illustrated in Fig. 3.8, in which a phase compensator Gll(s) is cascaded with a filter block 

Gfilter(s). The filter block Gfilter(s) is consisted of a 1st-order low-pass filter with a cut-off 

frequency ωlp to reject high-frequency noises, and a washout filter with a time constant Tw 

to remove DC offset. Besides, a 2nd-order bandpass filter with a central frequency ωbp is 

also involved in the filter block Gfilter(s) to pick out the components corresponding to the 

concerned mode λj, preventing other unconcerned modes being affected by the proposed 

CBPSS. 

 

By substituting λj into Gfilter(s), the magnitude and phase angle of the filter block can be 

calculated as 

                                                (3-30) 

where Gfilter and φfilter are the magnitude and phase angle of Gfilter(s) associated with λj, 

( )stbi j F FF Gl j= Ð

( ) ( )stbi j CBPSSi j stbF G Dl l =

( )filter j filter filterG Gl j= Ð
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respectively. 

 

 

Figure 3.8:  Structure of the CBPSS. 

 

For the phase compensator, a lead-lag structure is adopted in this chapter, expressed as 

                                      (3-31) 

where K0, K1, and K2 are the gains of Gll(s); T1, T2, T3 and T4 are the time constants. 

 

Based on (3-28), (3-29), and (3-30), to stabilize the jth oscillation mode of the microgrid, 

the phase compensator should satisfy 

                                     (3-32) 

 

Then, the parameters of the phase compensator can be determined by solving the following 

equations 

                                   (3-33) 

                                                          (3-34) 

 

With CBPSS parameters derived with the above-mentioned equations, the phase lag of the 

forward loop Fstbi(s) can be compensated accurately at the concerned mode λj, and thus a 

pure damping torque is generated by the proposed CBPSS to enhance the stability of the 

islanded microgrid. 
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3.4. Case Study 

 

3.4.1. Modal Analysis 

 

1) Illustration of the proposed method.  

 

The microgrid depicted in Fig. 3.1 is taken as an example to demonstrate the optimal 

location and design of the proposed CBPSS. As described in Section Ⅱ, VSCs in the 

microgrid are modelled with 13th-order models, involving the dynamics of the power 

controller, the voltage and current controller, as well as the LC filter and coupling 

inductances. Then, by integrating the VSC subsystem  (3-9),  with  the  network  subsystem  

(3-12),  and  load subsystems  (3-13), a  47th-order  microgrid  model  is  yielded, written 

in the form as (3-15), and parameters employed to set up the microgrid state-space model 

are given in Table 3.1. 

 

From the linearized microgrid model, 22 oscillation modes are observed via modal analysis, 

and they fall into four different clusters, as depicted in Fig 3.9. In the low-frequency part, 

the oscillation mode with an eigenvalue “λ1 = −5.57 + j64.97” is recognized as the critical 

mode, of which the damping ratio is only 8.53%, as signified by yellow circles in Fig. 3.9, 

and thus the proposed CBPSS will be designed to stabilize the critical mode. 

 

To identify the optimal location of the CBPSS in the islanded microgrid, the eigenvalue 

mobilities of the critical mode λ1 regarding different VSCs of the microgrid are calculated 

with (3-24), and results are presented in Table 3.2. From Table 3.2, the sensitivities of 

various VSCs in the microgrid to the critical mode λ1 are different, and the eigenvalue 

mobility is the greatest when the VSC 2 is taken as the location of the CBPSS, with a value 

of 1.59×10−4, which is 3 times greater than that with the CBPSS at VSC 1, or more than 30 

times larger than that of the case with CBPSS at VSC 3. Therefore, VSC 2 is identified as 

the optimal location to install CBPSS for damping the mode λ1 for the microgrid. 
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Table 3.1: The Microgrid specification under study. 

Parameter Value 

Voltage level Udc = 1000 V, uabc = 220 V (RMS value) 

LC filter 

Lf1 = Lf2 = Lf3 = 1.35 mH,  

rf1 = rf2 = rf3 = 0.1 Ω,  

Cf1 = Cf2 = Cf3 = 50 μF 

Coupling impedance 
Lc1 = Lc2 = Lc3 = 0.35 mH,  

rc1 = rc2 = rc3 = 0.03 Ω 

Cut-off frequency ωf1 = ωf2 = ωf3 = 31.41 rad/s 

Active power droop 
mp1= mp3 = 0.00047, 

mp2 = 0.00094 

Reactive power droop nq1 = nq2 = nq3 = 0.00001 

Voltage control 
kpv1 = kpv2 = kpv3 = 0.05,  

kiv1 = kiv2 = kiv3 = 390 

Current control 
kpc1 = kpc2 = kpc3 = 10.5,  

kic1 = kic2 = kic3 = 16000 

Network impedance 
Lline1 = 0.32 mH, rline1 = 0.23 Ω, 

Lline2 = 1.85 mH, rline2 = 0.35 Ω 

Load 
Lload1 = 5 mH, rload1 = 25 Ω, 

Lload2 = 5 mH, rload2 = 20 Ω 

 

Then, with the CBPSS installed at VSC 2, the angular speed of VSC 2, Δωc2, is taken as 

the input of the CBPSS, and the output stabilizing signal ustb2 of the CBPSS is imposed on 

the reactive power control loop of VSC 2 to damp the critical mode, as illustrated in Fig. 

3.4. Following the procedures presented in Section Ⅲ and by substituting λ1 into (3-27), 

the magnitude and phase lag of the forward loop Fstb2 regarding λ1 is recognized as Fstb2 

(λ1) = 535.65∠6.18⸰. 

 

Thus, the phase angle of GCBPSS(s) should be designed as −6.18⸰, so that the phase lag of 

Fstb2 (λ1) can be fully fixed, and consequently a pure damping torque will be synthesized to 

stabilize the critical mode. For the desired damping Dstb contributed by the CBPSS, as 
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shown in (3-29), a method is given in [125] to estimate the order of magnitude of Dstb, and 

in this chapter, Dstb is set to be 1800. Then, following the design objective (3-29), and by 

solving (3-33) and (3-34), parameters of the proposed CBPSS is calculated and listed in 

Table 3.3. 

 

 

Figure 3.9:  Pole map of the microgrid without CBPSS. 

 

Table 3.2: Eigenvalue mobility of VSCs to the critical mode λ1. 

 PSS @ VSC 1 PSS @ VSC 2 PSS @ VSC 3 

Eigenvalue mobility 4.68×10−5 1.59×10−4 4.29×10−6 

 

Table 3.3: CBPSS parameters when installed at VSC 2. 

Parameter Description Value 

ωbp Bandpass filter center frequency 64.97 rad/s 

ωlp Low-pass filter cut-off frequency 64.97 rad/s 

Tw Washout filter time constant 5 s 

K0 Gain of lead-lag compensator 3.78 

K1, K2 Gain of lead-lag compensator 0.7317 

T1, T3 Lead-lag compensator time constant 0.01 s 

T2, T4 Lead-lag compensator time constant 0.0198 s 
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2) Verification of the CBPSS optimal location.  

 

Taking the CBPSS equipped at VSC 2 into consideration, the microgrid open-loop model 

(3-15) turns into a closed-loop system, as depicted in Fig. 3.6, and the critical mode 

eigenvalue λ1 associated with the closed-loop system is calculated and given in Table 3.4. 

Besides, to illustrate the effectiveness of eigenvalue mobility in identifying the CBPSS 

optimal installation location, the closed-loop eigenvalues when the CBPSS is deployed at 

VSC 1 or VSC 3 are also calculated and illustrated in Fig. 3.10,and also summarized with 

damping ratios in Table 3.4. 

 

 

Figure 3.10:  Critical mode eigenvalue distribution with the CBPSS equipped at VSC 1, 

VSC 2, and VSC 3. 

 

It should be noted that when the CBPSS is deployed at VSC 1 or VSC 3, the parameters of 

the associated CBPSS are designed separately with the same procedure as the case of 

CBPSS installed at VSC 2, and to ensure a fair comparison, the same desired damping Dstb 

is set when the CBPSS is placed at different VSCs. 

 

From Table 3.4, the damping ratio of the critical mode λ1 is enhanced with the proposed 

CBPSS, no matter the CBPSS is installed at VSC 1, VSC 2, or VSC 3, and thus the stability 

of the overall microgrid is enhanced. Nonetheless, when the CBPSS is placed at different 

VSCs, the damping ratio improvement differs, and with the CBPSS equipped at the 
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identified optimal location, e.g., VSC 2, the greatest damping ratio enhancement of the 

critical mode from 8.53% to 24.90% is witnessed from Table 3.4, and correspondingly λ1 

is shifted from “−5.57 + j64.97” to “−22.92 + j89.13”. However, when the CBPSS is placed 

at VSC 1 or VSC 3, the improvement of the critical mode damping ratio is not as effective 

as that in the case of VSC 2, and the damping ratio of λ1 is only boosted from 8.53% to 

12.62% or 9.25%, respectively.  

 

Table 3.4: Eigenvalues with CBPSSs installed at different VSCs. 

 Eigenvalue λ1 Damping ratio 

w/o CBPSS −5.57 + j64.97 8.53% 

CBPSS @ VSC 1 −8.24 + j64.76 12.62% 

CBPSS @ VSC 2 −22.92 + j89.13 24.90% 

CBPSS @ VSC 3 −6.01 + j64.77 9.25% 

 

Thus, based on the consistency between the damping ratio improvement as demonstrated 

in Table 3.4 and the eigenvalue mobility results listed in Table 3.2, the effectiveness of the 

presented eigenvalue mobility method in identifying the CBPSS optimal location is 

confirmed. 

 

The phase portraits of the dq-axis output currents of VSC 1, VSC 2, and VSC 3 under the 

circumstance of without CBPSS, CBPSS installed at VSC 1, VSC 2 and VSC 3 are also 

illustrated in Fig. 3.11. From Fig. 3.11, it is demonstrated that when the proposed CBPSS 

installed at different VSCs, the effect on improving stability also varies, even though the 

CBPSS is designed following the same procedure. When the CBPSS is installed at VSC 2, 

the system converges to the new equilibrium point quickly with few oscillations. However, 

when the proposed CBPSS is installed at VSC 1 or VSC 2, the effectiveness of the 

improving stability is not as significant as the case with VSC 2, and the system takes a 

longer time to reach the new equilibrium point. When comparing the phase portrait of the 

cases with the CBPSS installed at VSC 1 or VSC 3 with the case without the CBPSS, it 

can be found that the improvement in the post-disturbance dynamic response is very limited. 

As a result, the optimal location of the CBPSS is proved. 
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                                 (a)                                                                    (b) 

 

 

(c) 

 

Figure 3.11:  Phase portrait of VSC output currents with the CBPSS equipped on different 

VSCs. (a) dq-axis output currents of VSC 1. (b) dq-axis output currents of VSC 2. (c) dq-

axis output currents of VSC 3. 

 

Besides, when the CBPSS is placed at VSC 2, the complete closed-loop eigenvalue 

distribution is portrayed in Fig. 3.12. Comparing Fig. 3.12 with Fig. 3.9, only the 

eigenvalues associated with the critical mode are shifted to the left side by the CBPSS, as 
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indicated by yellow circles in Fig. 3.12 and Fig. 3.9, while other oscillation modes remain 

almost unaffected. This fact exhibits the effectiveness of the bandpass filter in the designed 

CBPSS, and it contributes to eliminating interactions between the CBPSS with other 

unconcerned microgrid oscillation modes. As a result, only the dynamics of the critical 

mode are influenced by the proposed CBPSS, preventing potential adverse impacts on 

other oscillation modes of the microgrid. 

 

 

Figure 3.12:  Pole map of the microgrid with CBPSS placed at VSC 2. 

 

3) Expansion of the stability margin.  

 

The effect of the proposed CBPSS in expanding the microgrid stability margin is examined 

in this part. For the critical mode λ1, participation factor analysis [126, 127] is carried out 

to recognize the parameter that has crucial impacts on its dynamic, and the results are given 

in Table 3.5. 

 

It is obtained from Table 3.5 that the critical mode is principally dominated by the state 

variables of the power control associated with VSC 2, accounting for 66.55% of total 

participation of the mode λ1. Therefore, the stability of the mode λ1 is checked with the 

change of mp2, e.g., the active power droop gain of VSC 2, while other conditions remain 

the same as Table 3.1. The root locus of the critical mode eigenvalue λ1 corresponding to 

the microgrid with and without the CBPSS placed at VSC 2 is depicted in Fig. 3.13. 
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Table 3.5: Participation factors of the critical mode λ1. 

 Power control Inner control Filter 

VSC 1 15.95% 1.77% 2.23% 

VSC 2 66.55% 3.02% 3.78% 

VSC 3 3.21% 0.16% 0.02% 

 

 

Figure 3.13:  Root locus with the change of mp2. 

 

From Fig. 3.13, with the increase of mp2, the eigenvalues λ1 move toward the right side in 

both cases with and without the CBPSS in the microgrid, indicating a reduced stability of 

the overall microgrid with the increase of the active droop gain. However, given the same 

mp2, with the CBPSS deployed at VSC 2, the eigenvalues always locate on the left side 

compared with that of the case without the CBPSS applied, indicating an enhanced 

microgrid stability with the help of the CBPSS, which is consistent with the results in Table 

3.4. 

 

Besides, with the CBPSS involved in the microgrid, the stability margin of the microgrid 

is enlarged.  From Fig. 3.13, without the CBPSS, the eigenvalues λ1 enter the right half 

plane when mp2 is larger than “1.62 × 10−3”, while with the proposed CBPSS in the 

microgrid, the eigenvalues λ1 do not cross imaginary axis until mp2 exceeds “2.31 × 10−3”. 
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                                     (a)                                                                     (b) 

 

 

 

                                                                           (c) 

 

Figure 3.14:  System phase portrait on the (Δiodi, Δioqi)-plane with the CBPSS installed on 

VSC 2. (a) output dq-axis currents of VSC 1. (b) output dq-axis currents of VSC 2. (c) 

output dq-axis currents of VSC 3. 
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The system phase portrait on the (Δiod, Δioq)-planes of VSC 1, VSC 2, and VSC 3, starting 

from the microgrid equilibrium point, are depicted in Fig. 3.14 to confirm the effect of the 

CBPSS in expanding the microgrid stability margin. In both the cases with and without the 

CBPSS applied in the microgrid, the value of mp2 is set to be “1.62× 10−3”.  

 

From Fig. 3.14, in the case without the CBPSS deployed in the microgrid, since the stability 

boundary of the microgrid is touched, as illustrated in Fig. 3.13, the system phase portrait 

cannot converge to the equilibrium point, and an oscillatory limit cycle is observed on the 

(Δiod, Δioq)-planes of VSC 1, VSC 2, and VSC 3. However, with the designed CBPSS 

placed at VSC 2 of the microgrid, the microgrid phase portrait initially unfolds in an 

oscillatory manner but eventually converges to the equilibrium point after a period of 

oscillation, displaying the characteristic of a stable system on the (Δiod, Δioq)-planes of VSC 

1, VSC 2, and VSC 3. Therefore, it is proved that the microgrid stability margin is enlarged 

with the proposed CBPSS, and the CBPSS is capable of turning the oscillatory instable 

microgrid into a stable one. 

 

3.4.2. Time-Domain Simulations 

 

Time-domain simulations are carried out to verify the effectiveness of the proposed CBPSS 

in boosting the stability of the microgrid. The microgrid in Fig. 3.1 is established in 

Matlab/Simulink with detailed nonlinear models, and the parameters of the microgrid refer 

to Table 3.1. 

 

1) Microgrid stability enhancement with the proposed CBPSS.  

 

The effect of the proposed CBPSS is demonstrated in this part, and a 5% step-up change 

of the VSC 1 power reference is activated at t = 0 s as perturbation. Four different scenarios 

are considered, e.g., without CBPSS in the microgrid, CBPSS placed at VSC 1, CBPSS 

deployed at VSC 2, and CBPSS installed at VSC 3. 
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(a) 

 

 

(b) 

 

 

(c) 

 

Figure 3.15:  Effect of the proposed CBPSS in suppressing microgrid oscillations. (a) d-

axis output current of VSC 1. (b) d-axis output current of VSC 2. (c) d-axis output current 

of VSC 3. 

 

It should be noted that when the CBPSS is deployed at VSC 2, its parameters are given in 

Table 3.3; the parameters of the CBPSS when placed at VSC 1 or VSC 3 are derived 
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following the procedures in Section 3.4. The same Dstb in (3-29) is applied within different 

scenarios, so that a fair comparison is guaranteed among scenarios with different CBPSS 

locations. The d-axis output currents of VSC 1, VSC 2, and VSC 3 are taken as examples 

to demonstrate the effect of the proposed CBPSS on the microgrid dynamic responses, as 

shown in Fig. 3.15. 

 

From Fig. 3.15, the oscillation frequency of the microgrid in the time-domain simulation 

is 64.78 rad/s (2π/0.097 rad/s), which is almost the same as the angular frequency of the 

critical mode identified from modal analysis, e.g., “λ1 = −5.57 + j64.97”. Thus, the accuracy 

of the derived mode is verified. 

 

Besides, from Fig. 3.15, the microgrid dynamic responses are improved with the proposed 

CBPSS, no matter it is deployed at VSC 1, VSC 2, or VSC 3, thus proving the effectiveness 

of the proposed CBPSS in enhancing the stability of the microgrid. However, when the 

CBPSS is installed at different VSCs in the microgrid, different effects in suppressing 

oscillations are witnessed. 

 

With the CBPSS deployed at the previously identified optimal location, e.g., VSC 2, it is 

observed that the post-disturbance oscillations are well suppressed: the settling time 

declines from 0.68 s to 0.26 s as shown in Fig. 3.15(b), signifying a 57% reduction, and 

the oscillation amplitude is also reduced, as depicted in Fig. 3.15(c). Nonetheless, when 

the CBPSS is deployed at VSC 1 or VSC 3, the impacts on oscillation suppression effect 

are not so compelling as that of the VSC 2 case. This is especially true for the scenario 

when the CBPSS is installed at VSC 3, which has an eigenvalue mobility only one thirtieth 

of that of VSC 2, as demonstrated in Table 3.2, the post-disturbance curves almost overlap 

with that of the case without CBPSS in microgrid as shown in Fig. 3.15, and  little  

contribution  is  observed  in  improving  the  dynamic responses. This phenomenon again 

verifies that in a microgrid, some VSCs are insensitive to the certain oscillation mode, and 

thus deploying CBPSS on these insensitive VSCs has little contribution in improving the 

microgrid stability, but only increasing control complexity. As a result, the effectiveness 

of the method in identifying optimal installation location is validated from Fig. 3.15. 
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2) Microgrid stability margin expansion with the proposed CBPSS.  

 

The effect of the CBPSS on expanding the microgrid stability margin is illustrated in this 

part, and mp2 is set to be “1.88 × 10−3” in simulations, while other parameters remain 

unchanged as Table 3.1. From t = 0 to 1 s, the microgrid operates with the CBPSS equipped 

at VSC 2, and then at t = 1 s the CBPSS deployed at VSC 2 is switched off. The d-axis 

output current of VSC 1 is portrayed in Fig. 3.16. 

 

 

Figure 3.16:  Expanded microgrid stability margin with the proposed method. 

 

From Fig. 3.16, in the time period with the CBPSS, the microgrid operate stably, and the 

d-axis output current of VSC 1 is steady and constant. However, when the CBPSS is 

switched off, since the microgrid stability boundary is crossed, as illustrated in Fig. 3.13, 

oscillatory instability is observed in the d-axis output current of VSC 1, and finally the 

whole islanded microgrid loses stability. Therefore, it is validated that the application of 

the CBPSS enlarges the microgrid stability margin, and when the CBPSS is switched off 

from the islanded microgrid, instability occurs. 

 

3.4.3. Experimental Verification 

 

In addition to simulation results, experimental results from a scaled-down microgrid 

prototype are also provided for verification. Fig. 3.17 shows the picture of the laboratory 

setup, where the digital controls are implemented with a RT Box. Due to the limited PWM 

channels, we can only conduct hardware experiments for two three-phase VSCs. Since the 

presented CBPSS design method in Section Ⅲ is derived based on a multiple-VSC 
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microgrid, therefore the effectiveness of the proposed method is still valid for multiple-

VSC situations. The diagram of the laboratory prototype is depicted in Fig. 3.1, and the 

parameters of the hardware experiments are given in Table 3.6. Following the CBPSS 

design method detailed in the previous sections, the parameters of the CBPSS are obtained, 

demonstrated in Table 3.7. 

 

 

 

Figure 3.17:  Photo of the laboratory prototype setup. 

 

Table 3.6: Hardware experiment parameters. 

Parameter Value 

Voltage level 
Udc1 = 300 V, uabc1 = 100 V (RMS value); 

Udc2 = 300 V, uabc2 = 100 V (RMS value) 

LC filter 
Lf1 = 1 mH, Cf1 = 15 μF; 

Lf2 = 1 mH, Cf2 = 15 μF 

Coupling impedance Lc1 = 2 mH, Lc2 = 1 mH 

Network impedance Lline = 1 mH 

Load rload = 35 Ω 
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Table 3.7: CBPSS parameters in hardware experiments. 

Parameter Description Value 

ωbp Bandpass filter center frequency 82.24 rad/s 

ωlp Low-pass filter cut-off frequency 82.24 rad/s 

Tw Washout filter time constant 5 s 

K0 Gain of lead-lag compensator 1.05 

K1, K2 Gain of lead-lag compensator 0.9 

T1, T3 Lead-lag compensator time constant 0.01 s 

T2, T4 Lead-lag compensator time constant 0.0114 s 

 

Fig. 3.18 demonstrates the steady-state three-phase voltage and current waveforms of VSC 

1, and it can be observed that these three-phase waveforms are sinusoidal, and thus it is 

proved that the proposed CBPSS does not affect the normal operations of the islanded 

microgrid. In experiments, the disturbance is set to be a 10% step-down change of the 

power reference of VSC 1; the proposed CBPSS is designed following the method 

presented in Section Ⅲ and installed on VSC 2, with its parameters detailed in Appendix. 

The post-disturbance power of VSC 1 with and without the proposed CBPSS installed on 

VSC 2 are depicted in Fig. 3.19. 

 

 

Figure 3.18:  Steady-state voltage and current waveforms. 
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In Fig. 3.19, with the CBPSS, the oscillations in the post-disturbance power of VSC 1 are 

well suppressed. However, without the proposed CBPSS, the output power of VSC 1 takes 

about 0.70 s to reach steady state, while with the proposed CBPSS, it only takes around 

0.15 s to reach steady state, indicating a 78% reduction in term of settling time with the 

help of the CBPSS. Therefore, the practical feasibility and effectiveness of the proposed 

CBPSS in enhancing the stability of islanded microgrids is validated. 

 

 

Figure 3.19.:  Post-disturbance power and current waveforms. 

 

3.5. Summary 

 

In this chapter, a supplementary control loop, e.g., CBPSS, is proposed for droop-

controlled islanded microgrids to enhance the stability in the face of disturbances. Firstly, 

the forward loop from the CBPSS to the given islanded microgrid is recognized, and then 

by use of the identified forward loop, the CBPSS parameters are designed accordingly to 

compensate the phase lag of the forward loop, and consequently an additional damping 

torque is generated to improve the stability of the islanded microgrid. Besides, an 

eigenvalue-mobility based approach is also presented to guide the selection of the optimal 

installation location for the proposed CBPSS in the islanded microgrid, and as a result, the 

greatest stabilizing effect can be achieved with the least controller design effort. The 

developed CBPSS features rigorous theoretical derivation and clear physical mechanism, 

and its effectiveness is verified with modal analysis and time-domain simulations. 

Hardware-based experiments are also conducted in a scaled-down laboratory prototype to 

show the practical feasibility and effectiveness of the proposed method. 
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Stability Issue Associated with Constant Power Loads for 

Power-Electronic-Dominated Power Systems 

 

The instability caused by CPLs for power-electronic-dominated power 

systems is focused in this chapter. The tightly regulated power converters 

behave as CPLs, featuring negative incremental impedance and introducing 

adverse impacts on the stability of power-electronic-dominated power systems. 

Moreover, with the increase of the power level of CPLs, such adverse effects 

also grow, and finally, it may trigger instability, threatening the security and 

reliability of the whole system. Then, participation factor analysis 

demonstrate that voltage controllers of power converters principally 

dominate such instability, with a typical response time of dozens of 

milliseconds. In light of such instability problem, two control schemes, e.g., a 

damper-based scheme and a stabilizer-based scheme, are proposed to handle 

the instability issue associated with CPLs. The effectiveness of the proposed 

methods is verified with case studies. 

  



 

92 

4.1. Introduction 

 

The more electric aircraft (MEA) is a promising concept and tendency in modern aerospace 

industry with merits of improved energy efficiency and reduced maintenance costs [128, 

129], and a large number of power electronic converters are employed in MEAs to perform 

energy conversion and realize flexible control between different power stages [130]. 

However, tightly regulated power converters in MEAs behave as CPLs, featuring negative 

incremental impedance [131]. In turn the negative impedance characteristic of CPLs can 

upset the stability of the interconnected energy conversion stages and even lead to system 

shutdown, threatening the safety of MEAs [132]. 

 

To settle this issue, studies have been carried out to alleviate the instability regarding CPLs. 

For CPLs in DC applications, different measures have been presented to handle the induced 

instability problem. In [133], bifurcation analysis is carried out for DC interconnected 

systems, and the CPL instability is addressed through a sliding mode controller for 

bidirectional boost converters, and a linear controller is demonstrated in [134] for 

stabilizing buck converters connecting with CPLs. For DC microgrids integrated with 

CPLs, a power buffer-based scheme is presented in [135] and a nonlinear disturbance 

observer-based scheme is developed in [136] to address the unfavorable influence. 

However, different from DC grids, for AC grids such as the onboard power systems in 

MEAs, there is no DC steady-state operating point [115]. Park transformation in [115] and 

harmonic linearization technique in [137, 138] are applied to translate an AC system into 

two equivalent DC channels. Nonetheless, studies in [139, 140] demonstrate strong 

coupling between the two equivalent DC channels, and thus the transferred equivalent DC 

channels cannot be treated as two independent DC circuits. As a result, the well-established 

stability control approaches for CPLs in DC systems cannot be simply transplanted into 

AC scenarios. 

 

In view of the significant difference between CPLs in DC and AC applications, several 

attempts have been conducted to solve the instability problem with CPLs in AC grids. 

Stability analysis in [117, 141] illustrates that the mismatch of voltage control bandwidths 
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between source and load converters can exaggerate the negative effect of CPLs, making 

the system more prone to lose stability, and a coordinated parameter design approach is 

presented accordingly to mitigate the instability regarding CPLs. Passive stabilization 

method through circuit modification, such as adopting large filter capacitors or adding extra 

passive components, is presented in [142] with verified effectiveness in suppressing CPL 

induced oscillations. Although simple and straightforward, the passive approach is bulky 

in size and thus not applicable to MAEs due to space limit. In [143], a converter-based 

damping agent is designed so that the circuit impedances can be reshaped dynamically to 

offset the negative impedance of CPLs. However, the developed damping agent requires 

the employment of an additional converter, which is costly and also incurs extra power 

losses. 

 

Recently, the model predictive control (MPC) [144] also shows potential in dealing with 

CPL-induced instability in AC grids. By adding a stability-associated penalty term in cost 

functions, the regulation objectives of MPC can be extended to cover the stability control 

for CPLs. To be specific, [145] combines the modulated MPC with a dichotomy algorithm 

so that better system dynamic response can be achieved. A Lyapunov stability criteria-

based cost function is constructed in [146] to guarantee the stability of DC-link voltage in 

the face of CPLs. Moreover, a deadbeat approach together with an indirect voltage control 

scheme is developed in [147] to optimize the transient performance. However, since MPC 

is conducted by iteratively searching the optimal switching vectors during each limited 

sampling period to minimize the cost function, imposing extra stabilizing objectives into 

the cost functions escalates the computation burden for MPC algorithms. As a result, a 

higher requirement is posed for digital processors, incurring additional capital investment 

[148]. Besides, there is a tradeoff between the stabilizing control objective and the routine 

voltage and harmonic control objectives in the cost functions of MPC, yielding 

compromised voltage and harmonic regulation performance. 

 

In contrast to the MPC-based method which relies on intensive iterative computation, linear 

control approaches feature simple structures and good compatibility with the commonly 

used cascaded control architectures for power converters [35]. In [149, 150], a virtual 
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impedance approach is applied to the load-side converters so that the oscillations resulted 

from CPLs can be well suppressed. Nonetheless, the load-side stability control will modify 

load operating characteristics, and the virtual impedance deteriorates the performance of 

the steady-state voltage regulation. In [151], a loop cancellation method based on DC 

voltage feedback is applied to the source-side converters, and the control gain is adaptively 

tuned to match different CPL power levels. Although there is no impact on load 

characteristic, a derivative term is involved in the stability control loop, which is sensitive 

to noise and may raise other stability concerns in practical use. 

 

In light of these technical gaps, the CPL-induced instability in AC grids is focused in this 

chapter, and two different stability enhancement approaches are developed accordingly to 

improve the stability of an AC grid in the face of CPL, e.g., a damper-based scheme and a 

stabilizer-based scheme. The remainder of this chapter is organized as follows. The CPL 

induced instability in AC grids is illustrated first. Then, with modal analysis, it is found 

that the critical mode, which is destabilized significantly by the increase of CPL power 

level in AC grids, is principally denominated by the state variables associated with the 

voltage controllers of the source and load side converters. To handle the problem of CPL 

induced instability, the similarity between the integral part of voltage controller and motion 

equation of synchronous generators is demonstrated. After that, based on such similarity, 

different stability enhancement approaches are developed to enhance system stability in 

face of CPL via synthesizing additional damping torques. The effectiveness of the proposed 

approaches is validated with case studies. 

 

4.2. Instability Problem Induced by CPLs 

 

4.2.1. System under Study 

 

Fig. 4.1 illustrates a gearbox-less configuration for electrical systems on MEAs, in which 

a generator is connected directly to the shaft of the MEA’s turbine, serving as the main 
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power source, and the output of the generator has a variable frequency depending on the 

operating speed of the turbine. By removing the gearbox in this configuration, the 

reliability of the whole system is improved. Nonetheless, power converters (AC/DC and 

DC/AC) are required so that the variable-frequency output from the generator is transferred 

to the output with a fixed frequency of 400 Hz, for the MEA’s electrical system. Besides, 

a battery is commonly deployed on MEAs, acting as the backup source to supply critical 

loads in case of emergency. 

 

 

Figure  4.1 : A gear-less configuration for the power system on MEA. 

 

As displayed in Fig. 4.1, AC loads and DC loads cohabit on MEAs. Different kinds of AC 

loads are supplied by the AC bus, of which the most important one is the wing ice 

protection system. Besides, an active front-end (AFE) is employed to realize power 

conversion from AC side to DC side to supply the MEA’s DC loads, and a DC-link 

capacitor is deployed on the DC side of the AFE so that ripples can be significantly reduced, 

producing a smooth and constant DC-side voltage. Typical DC loads on MEAs include the 

flight control system and the environment control system, and these DC loads can be 

considered as CPLs, which display the characteristic of negative incremental impedance 

and deteriorate the overall stability of the whole MAE electrical system. 
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To highlight the instability problem resulted from CPLs and reduce the complexity of 

analysis for the MEA electrical system, a simplified electrical system is taken as an 

example, as shown in Fig. 4.2, consisted with a VSC and an AFE. The power source of the 

MEA electrical system is equivalently denoted by a voltage source converter (VSC), and 

the VSC is controlled to output constant three-phase sinusoidal voltages with a fixed 

frequency of 400 Hz. An AFE is employed to convert AC power to DC power and supply 

the CPL. 

 

 

Figure  4.2 : Equivalent MEA electrical system. 

 

In Fig. 4.2, LfC and CfC are the filter inductor and capacitor of the VSC, respectively. LcC 

signifies the VSC-side coupling inductance. Lline is the connecting line between the VSC 

and the AFE, and LcL stands for the AFE-side coupling inductance. LfL denotes the filter 

inductor of the AFE. uiC and uiL are the terminal voltage of the VSC and the AFE, 

respectively. uoC signifies the output voltage of the VSC, while uoL denotes the input 

voltage of the AFE. Besides, for the ease of modeling, two bus voltages, e.g., ubC and ubL, 

are defined, signifying the VSC-side and AFE-side bus voltages, respectively, as shown in 

Fig. 4.2.  ilC and ioC stand for the currents flowing through LfC and LcC, respectively; ilL and 

ioL represent the currents flowing through LfL and LcL, respectively. iline is the current 

flowing through the connecting line. On the DC side of the AFE, Udc is the voltage across 
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the DC-link capacitor; Idc is the input current into the DC part of the AFE, and ICPL denotes 

the input current into the CPL. 

 

Both the VSC and the AFE are controlled on synchronous dq frames, and the commonly 

used cascaded control architecture is employed in regulating their terminal voltages and 

currents. For the VSC, an oscillator is employed to produce a constant angle reference θC, 

so that the output frequency of the VSC is fixed at 400 Hz. uoC is measured and processed 

in the outer voltage controller of the VSC to generate the current reference for the inner 

current controller, and ilC is measured and regulated in the current controller to generate 

the voltage reference for PWM. For the AFE, a PLL is adopted to synchronize the AFE 

with the VSC and generate the angle reference θL. The DC-link voltage Udc is measured 

and then regulated in the outer voltage controller, so that Udc is tightly controlled to track 

its reference. ilL is controlled in the inner current controller of the AFE to generate the 

terminal voltage reference for PWM. 

 

1) . Coordinated transformation. 

 

 

Figure  4.3 : Coordinate transformation. 

 

It should be noted that the models of the VSC and the AFE are established in different 

frames, e.g., DQ frame for the VSC and dq frame for the AFE, as illustrated in Fig. 4.3. By 
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taking the VSC’s DQ frame as reference, a coordinate transformation is required to convert 

the variables on the AFE’s dq frame to the VSC’s DQ frame, expressed as  

                                          (4-1) 

where δ is the angle difference between the AFE’s dq frame and the VSC’s DQ frame, and 

it is equal to (θL − θC). 

 

2). Model of the VSC. 

 

 

Figure  4.4 : Cascaded control architecture of the VSC. 

 

The VSC can be categorized into the controller part and the circuit part. For the controller 

part, the cascaded control architecture of the VSC is demonstrated in Fig. 4.4, including 

the outer voltage controller and the inner current controller. For the voltage controller, its 

dynamics are characterized by the following equations: 

                                               (4-2) 

                                  (4-3) 

where φCDQ are the integral terms of the voltage controller; the superscript “ * ” denotes 

reference values of the corresponding variables, and the same below; kivC and kpvC are the 

integral and proportional gains of the voltage controller, respectively. 
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By taking the inductor current reference ilCDQ
* from the voltage controller as inputs, the 

current controller dynamics of the VSC are described by the following equations: 

                                                  (4-4) 

                                     (4-5) 

in which γCDQ are the integral terms of the current controller; kicC and kpcC are the integral 

and proportional gains of the current controller, respectively. The time delay associated 

with the PWM stage is neglected, and the terminal voltage uiCDQ are assumed to track 

reference uiCDQ
* immediately. 

 

For the circuit part of the VSC, dynamics of the LC filter as well as the coupling inductance 

are all taken into consideration. By combining the controller part and the circuit part, and 

linearizing these equations around some steady-state operating point, the small-signal 

state-space model of the VSC can be written as the following form: 

                           (4-6) 

                                         (4-7) 

where the prefix “Δ” signifies small variation from steady-state values, and the same below; 

AVSC is the characteristic matrix of the VSC model; BVSC1 and CVSC are the input and output 

matrices of the VSC model, respectively. The bus voltage ΔubCDQ are taken as the inputs 

to the VSC model, and the output current ΔioCDQ are selected as the outputs of the VSC 

model. ΔXVSC represents state variables of the VSC, expressed as 

(4-8) 

 

3). Model of the AFE. 

 

Similar to the VSC model, the AFE model can also be divided into the controller part and 

the circuit part. The structure of the AFE controller is illustrated in Fig. 4.5, including a 

PLL, a DC voltage controller, and a current controller. 
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Figure  4.5 : Cascaded control structure of the AFE. 

 

The PLL is employed in the AFE to kept synchronized with the VSC, with dynamics 

characterized by the following equations: 

                                          (4-9) 

where xpll is the integral term of the PLL; kipll and kppll are the integral and proportional 

gains of the PLL, respectively. 

 

The DC-link voltage of the AFE is regulated by the outer voltage controller, and its 

dynamics can be described with the following equations: 

                                                 (4-10) 

                                (4-11) 

in which φdc is the integral term of the AFE voltage controller; kivL and kpvL are the integral 

and proportional gains of the voltage controller, respectively. 

For the current controller of the AFE, it takes the inductor current reference ilLdq
* as inputs 

to generate the terminal voltage reference uiLdq
* for PWM. The dynamics of the current 

controller are expressed as 

                                              (4-12) 
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                                  (4-13) 

where γLdq are the integral terms of the AFE current controller; kicL and kpcL are the integral 

and proportional gains of the current controller, respectively. The time delay associated 

with the PWM stage is neglected, and thus the terminal voltage uiLdq are assumed to track 

their reference values immediately. 

 

For the circuit part, similar to the VSC, on the AC side of the AFE, dynamics of the 

coupling inductor LcL and filter inductor LfL are also considered. Besides, on the DC side 

of the AFE, according to the power balance between the AC side and the DC side, the 

following equations are yielded, as 

                                       (4-14) 

 

Since a CPL is supplied by the DC side of the AFE, the input current of the CPL, e.g., ICPL, 

is expressed as 

                                                    (4-15) 

 

By taking the controller part and the circuit part into consideration, the small-signal state-

space model of the AFE can be obtained by linearizing the above-mentioned equations 

around some steady-state operating point, expressed as 

                       (4-16) 

                                       (4-17) 

in which ACPL is the characteristic matrix of the AFE, BCPL1 and CCPL denote the input and 

output matrices of the AFE, respectively, with the input selected as the bus voltage ΔubLDQ, 

and the outputs selected as ΔioLDQ. It should be noted, while the control of the AFE is 

implemented on the AFE’s dq frame, the inputs, and outputs of the AFE are expressed on 

the VSC’s DQ frame, and thus the transformation given in (4-1) needs to be implemented 
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to realize the conversion between dq frame and DQ frame. ΔXCPL signifies the state 

variables of the AFE model, expressed as 

(4-18) 

 

4). State-space model of the interconnected system. 

 

In this chapter, the modular modeling approach is adopted. The MEA electrical system is 

divided into different subsystems, and the state-space model of each subsystem is firstly 

established and then combined together to yield the complete state-space model of the 

whole MEA electrical system.  

 

For the ease of modeling, the VSC and the AFE can be combined together to form a 

subsystem for the converter part in the MEA electrical system. By integrating (4-6) and 

(4-16), the state-space model of the converter subsystem is expressed as 

                       (4-19) 

                                      (4-20) 

in which  

, ,            (4-21) 

and the matrices ACON, B1CON and CCON are respectively expressed as 

, ,       (4-22) 

 

To give a detailed microgrid model, dynamics of the connecting line are considered, and 

the dynamics of the connecting line are modelled as a separate subsystem, e.g., the network 

subsystem, on the reference DQ frame. The network subsystem can be written as 

                        (4-23) 

 

From (4-19) and (4-23), it is observed that the node voltages [ΔUbDQ] are taken as the input 
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into both the converter and the network subsystems. A method is presented in [97] to define 

the node voltages with the virtual resistance rN, as 

                    (4-24) 

where RN is a diagonal matrix with elements being rN; MCON and MNET stand for the 

mapping matrices to assign the VSCs or lines to different node voltages, among which 

MCON is a unity matrix; MNET is a matrix filled with +1 or −1, depending on the direction 

of line current is entering or leaving the node. 

 

With the node voltages defined in (4-24), the MEA electrical system demonstrated in Fig. 

4.2 turns into an autonomous system, and thus a complete state-space model of the whole 

MEA electrical system can be derived by integrating the model of the converter subsystem, 

given by (4-19), and the network subsystem model, expressed in (4-23), as 

                                      (4-25) 

in which 

                                (4-26) 

and the characteristic matrix of the established MEA electrical system, e.g., AMEA, is 

expressed as 

          (4-27) 

 

4.2.2. CPL Induced Instability  

 

1). Stability of the MEA electrical system as impacted by the CPL. 

 

With the state-space model established in (4-25), the stability of the MEA electrical system 

with the presence of the CPL can be examined by checking the eigenvalue distribution of 

the characteristic matrix AMEA, as expressed in (4-27). The circuit and control parameters 

of the MEA electrical system are specified in Table 4.1 and Table 4.2, respectively. 
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Table  4.1 : Circuit parameters of the MEA electrical system. 

Parameter Value Parameter Value 

fn 400 Hz LcL 6.0 × 10−6 H 

LfC 1.2 × 10−3 H rcL 550 × 10−3 Ω 

rfC 0.2 Ω LfL 500 × 10−6 H 

CfC 31.3 × 10−6 F rfL 100 × 10−3 Ω 

LcC 3.0 × 10−6 H Cdc 150 × 10−6 F 

rcC 25 × 10−3 Ω Un 57.5 V 

Lline 3.0 × 10−6 H Udc 270 V 

rline 25 × 10−3 Ω PCPL 400 W 

 

Table  4.2 : Control parameters of the MEA electrical system. 

Parameter Value Parameter Value 

kpvC 0.0592 kipll 35680 

kivC 83.7758 kpvL 0.1979 

kpcC 2.7646 kivL 14.6608 

kicC 9801.7560 kpcL 3.2044 

kppll 26.76 kicL 691.1504 

 

A 22nd-order linearized state-space model is established for the MEA electrical system, of 

which 6 modes are oscillation modes. The distribution of these oscillation modes on the 

complex plane is demonstrated in Fig. 4.6. Moreover, the damping ratio of each oscillation 

mode is calculated and given in Table 4.3. From Table 4.3, the oscillation modes with a 

pair of eigenvalues “λ5 = −1.4505 × 101 ± j4.0437 × 102” is recognized as the critical mode,  

which is the least damped one with a damping ratio of only 3.58%, as signified by yellow 

circles in Fig. 4.6. 
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Figure  4.6 : Eigenvalue distribution of the MEA electrical system in presence of CPL. 

 

Table  4.3 : Oscillation modes of the MEA electrical system. 

NO. Eigenvalues λi Damping Ratio 

1 −2.0717 × 103 ± j1.1910 × 104 17.14% 

2 −3.5281 × 103 ± j7.1176 × 103 44.41% 

3 −3.5104 × 103 ± j3.9478 × 103 66.45% 

4 −6.5130 × 102 ± j1.1940 × 103 47.89% 

5 −1.4505 × 101 ± j4.0437 × 102 3.58% 

6 −1.7582 × 102 ± j1.1893 × 102 82.83% 

 

2). Stability of the critical mode as impacted by the CPL. 

 

To further verify the stability of the critical mode as impacted by CPL, the root locus of 

the critical mode with the growth of the CPL power level from 50 W to 450 W is 

demonstrated in Fig. 4.7. Besides, under the different situations with various CPL power 

levels, the damping ratio corresponding to the critical mode is also calculated, as illustrated 

is Fig. 4.8.  
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Figure  4.7 : Root locus of the critical mode with the change of CPL power level. 

 

 

Figure  4.8 : Change of the critical mode damping ratio with the increase of CPL power 

level. 

 

From Fig. 4.7, it is clearly obtained that with the increase of the CPL power level from 50 

W to 450 W, the eigenvalues corresponding to the critical mode keep moving towards the 

imaginary axis, denoting a reduced stability with the CPL power leveling up. Therefore, it 
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is confirmed that the identified critical mode is sensitive to the CPL, and the CPL 

substantially deteriorates the stability of the critical mode, threatening the stable operating 

of the whole MEA electrical system. In addition, it is noticed that the higher the CPL power 

level is, the more adverse impacts are on the stability of the whole MEA electrical system. 

This conclusion is also confirmed from Fig. 4.8, in which the damping ratio of the critical 

mode is 12.51% with a 50 W CPL; with the increase of the CPL power level, the damping 

ratio of the critical mode keeps declining, and it finally declines to only 2.35% when the 

CPL power level grows to 450 W. Once a higher power level of the CPL is applied to the 

system, a negative damping ratio can be expected, and instability will occur consequently. 

 

3). Participation factor analysis for the critical mode. 

 

In order to identify the dominant state variables characterizing the dynamics of the critical 

mode, participation factor analysis is performed for the critical mode, with results exhibited 

in Fig. 4.9. It is concluded from Fig. 4.9 that the dynamics of the critical mode are 

principally dominated by the state variables associated with the VSC voltage controller, 

accounting for 39.8%, as well as the state variables regarding the AFE voltage controller, 

explaining 35.9% of the total participation in the critical mode dynamics. 

 

 

Figure  4.9 : Participation factor analysis of the critical mode. 
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To further illustrate the impacts of the voltage controllers of the VSC as well as the AFE 

on the critical mode stability, the control parameters of the voltage controllers are modified 

for the VSC and the AFE, and the modification is realized by multiplying the voltage 

control PI parameters kivC and kpvC for the VSC (or kivL and kpvL for the AFE) with a gain 

KC (or KL), explained as 

,                                      (4-28) 

,                                       (4-29) 

in which the parameters with the subscript “0” signify initial values, which are taken from 

Table 4.2. It should be noted that, with the increase of the gains KC and KL, the bandwidths 

of the VSC and the AFE voltage controllers also increase, representing a higher response 

speed of the controller following control references.  

 

Fig 4.10 demonstrates the change of the critical mode damping ratio with different KC and 

KL. It is observed that with the change of KC and KL, the damping ratio of the critical mode 

also varies significantly, indicating that the stability of the critical mode is impacted 

substantially by the interactions between the VSC and the AFE voltage controllers. 

 

 

Figure  4.10 : Damping ratio of the critical mode as impacted by the voltage control 

parameters of the VSC and the AFE. 

0pvC C pvCk K k= × 0ivC C ivCk K k= ×

0pvL L pvLk K k= × 0ivL L ivLk K k= ×
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According to Fig. 4.10, the relationships between the damping ratio of the critical mode 

and the gains KC as well as KL are further illustrated in Fig. 4.11. From Fig. 4.11(a), with 

the increase of KC, the damping ratio of the critical mode grows, showing that the stability 

of the system is improved by boosting the voltage control bandwidth of the VSC. 

Nonetheless, on the contrary of Fig. 4.11(a), as depicted in Fig. 4.11(b), the damping ratio 

of the critical mode declines continuously with the increase of KL, indicating that the 

stability of the system is deteriorated with the increase of the voltage control bandwidth of 

the AFE. As a consequence, it can be concluded from Fig. 4.10 that the stability of the 

critical mode can be enhanced by either increasing the voltage control bandwidth of the 

source-side VSC or by reducing the load-side AFE voltage control bandwidth. 

 

       

                                  (a)                                                                       (b) 

Figure  4.11 : The relationship between the damping ratio of the critical mode with the 

VSC control parameters and the AFE control parameters. (a) Damping ratio in relationship 

with KC. (b) Damping ratio in relationship with KL. 

 

Therefore, it is concluded that CPLs do have substantial influence on the stability of MEA 

electrical system, and with the increase of the CPL power level, the eigenvalues of the 

critical mode move towards the imaginary axis, signifying a reduced stability for the MEA 

electrical system. Moreover, once the CPL power level grows beyond a certain level, 

instability will occur, threatening the safety and stability of the MEA electrical system.  
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When further analysis is conducted for the critical mode, it is found that the interactions 

between the voltage controllers of the VSC and the AFE dominate the dynamics of the 

critical mode, and the damping ratio of the critical mode can be enhanced by choosing 

different proportional and integral parameters for voltage controllers. Therefore, one 

possible method to alleviate the CPL-induced instability problem is the coordinated tuning 

of the voltage control parameters for the source-side VSC and the load-side AFE, so that 

the system stability with the presence of CPLs can be enhanced. 

 

However, tuning control parameters does not provide a comprehensive solution to 

instability issues. Besides, since the voltage control parameters also closely relate with 

filter dynamics, and they are usually designed to suppress filter resonance peak. As a result, 

the proportional and integral parameters of voltage controllers cannot be adjusted 

arbitrarily, and the parameter setting of the voltage controllers, for the purpose of 

mitigating CPL-induced instability, may conflict with the objective of suppressing filter 

resonance. Therefore, additional control loops need to be developed to improve the system 

stability with the presence of CPLs. 

 

4.3. Stability Enhancement Approaches for CPLs 

 

4.3.1. Equivalence between Integral Control and Motion Equation 

 

As analyzed in the above sections, the critical mode, which is sensitive to the CPL power 

level, is characterized principally by the state variables associated with the voltage 

controllers of the VSC and the AFE. By looking into the structure of the PI control-based 

voltage controller, as depicted in Fig. 4.12, it can be observed that the integral part of the 

voltage controller shares a similar form with the well-known motion equation of 

synchronous generators, as shown in Fig. 4.13.  
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Figure  4.12 : Voltage control of the VSC. 

 

 

Figure  4.13 : Motion equation of synchronous generators. 

 

The motion equation is of central importance in the stability analysis of conventional 

synchronous-generator-dominated power systems, and it describes the acceleration and 

deceleration of a synchronous generator rotor under unbalanced torques. In the motion 

equation, as illustrated in Fig. 4.13, Te and Tm represent the electromagnetic torque and 

mechanical torque exerted on a rotor, respectively; ω signifies the angular velocity of the 

rotor, ωn signifies the rated value of the angular velocity; θ represents the angular position 

of the rotor in electrical radians with respect to a synchronous rotating reference, with its 

initial value set to 0; M denotes the moment of inertia, a quantity determined by the physical 

characteristic of the rotor; D is the damping factor. From Fig. 4.13, when the rotor angular 

velocity ω deviates from its rated value ωn, a damping torque, which is in the opposite 

direction with the angular velocity deviation, will be synthesized by the damping factor D, 

and the rotor will be forced to go back to the rated angular velocity by the damping torque, 

thus helping maintain the stability of the rotor system.  

 

For the integral part of the voltage controller, if the D-axis output voltage uoCD is regarded 

as Te, and the reference of the D-axis output voltage uoCD
* is seen as Tm, then, the integral 

control of the voltage controller can be equivalently regarded as a synchronous generator 

with an equivalent moment of inertia equals to 1, and correspondingly the output of the 
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equivalent generator is φCD, which is the integral term generated by the integral part of the 

voltage controller. Besides, by comparing Fig. 4.12 and Fig. 4.13, one significant 

difference between the integral part of the voltage controller and the motion equation of 

synchronous generators is that no damping term exists in the integral part. 

 

On the basis of the similarity between the integral part of the voltage controller and the 

motion equation of synchronous generators, the stability of the electrical system in the face 

of CPLs can be enhanced by generating an extra damping torque in the integral part of the 

voltage controller, so that the stabilizing effect of the damping factor D in rotor dynamics 

can be transplanted into the control architecture of power converters to improve the 

stability.  

 

In the following sections, two control schemes are presented, e.g., a damper-based stability 

enhancement approach and a stabilizer-based stability improvement approach. 

 

4.3.2. Approach 1: A Damper-Based Scheme to Improve the System Stability in the 

Face of CPL 

 

1) Structure of the proposed damper. 

 

Based on the inherent similarity between the integral control and the motion equation, a 

damper-based stability enhancement scheme is developed in this section. The 

implementation of the proposed damper-based scheme is demonstrated in Fig. 4.14, in 

which an additional damper is imposed on the integral part of the voltage control, so that 

the stability of the system in the face of CPLs can be improved by mimicking the stabilizing 

effect of the damping factor in synchronous generators.  

 

In order to avoid modification on the load characteristic of the CPL, the proposed damper 

is implemented on the source side, e.g., the voltage controller of the VSC. As shown in Fig. 

4.14, the filter current reference ilCDi
*, generated by the integral part of the VSC voltage 
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controller, is taken as the input to the proposed damper to produce a damping signal ud, 

and the generated stabilizing signal ud is in turn imposed on the integral part of the voltage 

controller of the VSC, so that the system stability with the presence of CPLs can be 

improved consequently. 

 

 

Figure  4.14 : A damper-based scheme to mitigate the CPL instability issue. 

 

The structure of the proposed damper is shown in Fig. 4.15, in which a bandpass filter is 

cascaded with a washout filter. The washout filter is applied to avoid DC offset, so that the 

proposed damper is only activated during transients and has no impacts on steady states of 

the VSC. The transfer function of the washout filter model is described as 

                                                 (4-30) 

where Tw is the time constant of the washout filter, and it is usually selected as 5 s in power 

system stability field. 

 

 

Figure  4.15 : Structure of the proposed damper. 

 

The proposed damper also includes a bandpass filter to select out the components 

corresponding to the critical mode. As a result, only the dynamics of the critical mode is 

optimized without bringing any adverse impacts on other unconcerned modes. The transfer 

function of the bandpass filter model is expressed as 
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                                          (4-31) 

in which ωo is the central frequency of the bandpass filter. 

 

Combining (4-30) and (4-31) gives the transfer function of the proposed damper, as 

                                     (4-32) 

 

2) Parameter design for the proposed damper. 

 

From (4-30) and (4-31), it is found that for the proposed damper, only one parameter needs 

to be set, e.g., the central frequency of the bandpass filter ωo, and it can be simply set to be 

equal to the oscillation frequency ωCM of the critical mode, as 

                                                     (4-33) 

 

A flowchart is illustrated in Fig. 4.16 to summarize the procedures to design the proposed 

damper. From Fig. 4.16, it is observed that the developed damper features simple structure 

and easy parameter setting. Besides, since the proposed damper is only implemented on 

the source-side converter, it has no adverse impacts on the load characteristic. 

 

 

Figure  4.16 : Flowchart for designing the proposed damper. 

( ) 2 2
o

bpf
o o

sG s
s s

w
w w

=
+ +

( ) ( ) ( )Dmp wof bpfG s G s G s= ×

o CMw w=



 

115 

4.3.3. Approach 2: A Stabilizer-Based Scheme to Enhance the System Stability in 

the Face of CPL 

 

1) Structure of the proposed stabilizer. 

 

In order to enhance the stability of the system with the presence of CPLs, a stabilizer is 

presented in this section based on the similarity between the integral part of the voltage 

control and the motion equation of synchronous generators. Different from the presented 

damper in last section, which is implemented by directly adding a damping term in the 

integral part, the stabilizer presented in this section provides another approach to enhance 

the system stability with the presence of CPL, e.g., synthesizing an equivalent damping 

torque TD, which is proportional to the integral term φCD of the voltage controller.  

 

The scheme of the proposed stabilizer is illustrated in Fig. 4.17, and similar to the damper, 

the presented stabilizer is also installed on the source side converter, so that there is no 

modification on the control of the load side converter. From Fig. 4.17, the integral term 

φCD from the VSC voltage controller is taken as the input to the proposed stabilizer, and a 

stabilizing signal ustb is generated by the stabilizer and imposed on the VSC voltage 

controller. Thus, the linearized form of the stabilizer can be written as 

                                       (4-34) 

where Gstb(s) is the transfer function of the proposed stabilizer, which will be detailed in 

the following. 

 

 

Figure  4.17 : A stabilizer-based scheme to mitigate the CPL instability issue. 

 

( )stb Stb CDu G s jD = ×D
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The structure of the proposed stabilizer is demonstrated in Fig. 4.18, including a filter block 

and a phase compensator. For the filter block, it is consisted of a washout filter, with its 

transfer function detailed in  (4-30), a bandpass filter, with the transfer function given by 

(4-31), and a low-pass filter, the transfer function of which is expressed as 

                                                 (4-35) 

in which ωlp is the cut-off frequency of the low-pass filter. 

 

 
Figure  4.18 : Structure of the proposed stabilizer. 

 

Besides, since the stabilizer signal ustb is not imposed directly on the integral part of the 

voltage control, which is the manner of damper as shown in Fig. 4.17, phase lags may be 

incurred in the transfer loop from the output of the stabilizer ustb to the synthesized torque 

TD, denoted as GuàT(s). In order to guarantee that the synthesized torque by the developed 

stabilizer is a pure damping torque, a phase compensator with the transfer function GPC(s) 

is embedded in the proposed stabilizer, to compensate the phase lag regarding GuàT(s) as 

well as the phase lag associated with the filter block, as illustrated with the signal-flow 

graph given in Fig. 4.19.  

 

 

Figure  4.19 : Signal-flow graph of the system with the proposed stabilizer. 
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The phase compensator is realized by a set of cascaded lead-lag loops, expressed as  

                         (4-36) 

where K0, K1, K2, and K3 are the gains of each lead-lag loop; T1 ~ T6 are time constants of 

the lead-lag loops. 

 

Combining (4-30), (4-31), (4-35), and (4-36) gives the transfer function of stabilizer, as 

                                       (4-37) 

in which GFilter(s) signifies the transfer function of the filter block, written as 

                              (4-38) 

 

2) Parameter design of the proposed stabilizer. 

 

The key in determining the phase compensator parameters is the correct identification of 

the transfer function from the output of the stabilizer ustb to the synthesized torque TD, e.g., 

GuàT(s). With the transfer function GuàT(s) recognized, the phase lag of GuàT(s) at the 

frequency of the critical mode can be obtained, and thus the parameters of the phase 

compensator GPC(s) can be designed accordingly to compensate the phase lag. As a result, 

a pure damping torque will be synthesized by the developed stabilizer to improve the 

stability of the critical mode. 

 

Taking ustb, the signal generated by the proposed stabilizer, as the input, the state-space 

model of the MEA electrical system shown in (4-25) turns into 

                         (4-39) 

in which BMEA denotes the input matrix corresponding to Δustb of the state-space model for 

the MEA electrical system. 

 

By rearranging (4-39), it can be written as 

                       (4-40) 
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where Δz is the vector containing all the state variables in ΔXMEA, except for ΔφCD; 

correspondingly, the characteristic matrix AMEA is also divided into different blocks 

corresponding to ΔφCD and Δz, as shown in (4-40).  

 

Then, on the basis of (4-34) and (4-40), a closed-loop model of the MEA electrical system 

with the proposed stabilizer is illustrated in Fig. 4.20. 

 

 

Figure  4.20 : Closed loop model of the MEA electrical system with the stabilizer. 

 

According to (4-40), it gives 

 

                                          (4-41) 

                                 (4-42) 

 

Then, the following equation can be derived:  

         (4-43) 

 

In (4-43), similar to the motion equation of synchronous generators, the dynamics of ΔφCD 

can be regarded as the interaction result of two torques, e.g., ΔTMEA and ΔTD. ΔTMEA is the 

equivalent torque contributed by the MEA electrical system itself, expressed as 

                                (4-44) 
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and ΔTD is the equivalent torque contributed by the developed stabilizer, expressed as 

                           (4-45) 

from which the expression of the transfer function from the output of the stabilizer ustb to 

the synthesized torque TD, e.g., GuàT(s), is derived as 

                            (4-46) 

 

Substituting (4-34) and (4-37) into (4-45) gives 

                         (4-47) 

 

 

Figure  4.21 : Flowchart for designing the proposed stabilizer. 
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In order to make the equivalent torque contributed by the stabilizer ΔTD be a damping 

torque, e.g., proportion to ΔφCD, the phase lags associated with the transfer functions 

GuàT(s) and GFilter(s) need to be fully compensated by the phase compensator GPC(s). As a 

result, parameters of the phase compensator GPC(s) can be selected accordingly. A 

flowchart is given in Fig. 4.21 to guide the structure design and parameter selection for the 

proposed stabilizer. 

 

4.4. Case Study 

 

In the previous sections, the similarity between the integral part of voltage controllers and 

the motion equation of synchronous generators is illustrated. Based on the similarity, two 

stability enhancement schemes are developed, e.g., the damper-based method and the 

stabilizer-based approach. In this section, the system depicted in Fig. 4.2 is taken as an 

example to illustrate how the proposed damper and stabilizer are designed and 

implemented to improve the stability of the system in the face of CPL, and the effectiveness 

of the proposed damper and stabilizer is validated with modal analysis as well as time-

domain simulations. 

 

4.4.1. Damper-Based Stability Improvement Scheme 

 

1). Illustration of the damper design. 

 

According to the modal analysis results of the example system, as given in Table 4.3, the 

oscillation mode with a pair of eigenvalues “λ5 = −1.4505 × 101 ± j4.0437 × 102” is 

recognized as the critical mode, with a damping ratio of only 3.58%. To enhance the 

stability of the critical mode, and following the damper design procedures given in Fig. 

4.16, the time constant of the washout filter Tw is set to be 5 s, and the central frequency of 

the bandpass filter ωo is set to be identical to the oscillation frequency of the critical 

frequency, e.g., 404.37 rad/s. 



 

121 

2). Modal analysis. 

 

With the damper installed on the voltage controller of the VSC, as demonstrated in Fig. 

4.14, the distribution of eigenvalues of the MEA electrical system with the proposed 

damper is shown in Fig. 4.22. Besides, the damping ratio of each oscillation mode is also 

calculated and given in Table. 4.4.  

 

On the basis of Fig. 4.22 and Table. 4.4, with the help of the designed damper, the 

eigenvalues corresponding to the critical mode are shifted leftward from “−1.4505 × 101 ± 

j4.0437 × 102” to “−6.6945 × 101 ± j3.7133 × 102”, and the damping ratio of the critical 

mode is also boosted from 3.58% to 17.74% accordingly, indicating a nearly 5 times 

improvement in term of damping ratios. In addition, comparing Fig. 4.6 and Fig. 4.22, only 

the eigenvalues associated with the critical mode are shifted to the left by the proposed 

damper, while other unconcerned oscillation modes remain unaffected. This fact verifies 

the function of the bandpass filter in the proposed damper, and it contributes to eliminating 

the undesired interactions between the designed damper with other unconcerned oscillation 

modes of the MEA electrical system. As a consequence, only the dynamics of the critical 

mode is improved by the proposed damper, preventing any potential adverse influence on 

other oscillation modes of the system.  

 

 

Figure  4.22 : Eigenvalue distribution with the proposed damper. 
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Table  4.4 : Oscillation modes of the MEA electrical system with the damper. 

NO. Eigenvalues λi Damping Ratio 

1 −2.0717 × 103 ± j1.1910 × 104 17.14% 

2 −3.5285 × 103 ± j7.1177 × 103 44.42% 

3 −3.5104 × 103 ± j3.9478 × 103 66.45% 

4 −6.5130 × 102 ± j1.1940 × 103 47.89% 

5 −6.6945 × 101 ± j3.7133 × 102 17.74% 

6 −1.7582 × 102 ± j1.1893 × 102 82.83% 

 

3). Time-domain simulation results. 

 

The effectiveness of the proposed damper in improving the stability of the AC system with 

CPLs is illustrated through time-domain simulations. The system shown in Fig. 4.2 is 

established in Matlab/Simulink with detailed nonlinear models, and two different scenarios 

are considered in simulations to test the post-disturbance responses of the system with and 

without the proposed damper. 

 

A. Scenario 1: response to DC-link voltage step change. 

 

In this scenario, at t = 0.1 s, the reference of the AFE DC-link voltage Udc
* steps up from 

270 V to 300 V. Post-disturbance curves of the system with and without the damper is 

shown in Fig. 4.23 and Fig. 4.24. 

 

Since the proposed damper is imposed on the VSC voltage controller, one concern of the 

damper is the impacts on the steady state voltage regulation for the VSC. The waveforms 

of the three-phase VSC output voltage uoc, with and without the proposed damper, are 

displayed in Fig. 4.23. From Fig. 4.23, in both cases with and without the damper, the 

output voltages of the VSC are regulated to the nominal value in steady states, proving that 

the proposed damper has no adverse impacts on the VSC output voltage regulation. In 

addition, during transients, compared with the case without the proposed damper, uoc 

reaches its steady state in a faster way with less oscillation in the case with the damper 
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installed on the VSC, validating the effectiveness of the proposed damper in improving 

stability and dynamic responses of the system with CPLs.  

 

 

Figure  4.23 : Response to the DC-link voltage step up of the VSC three-phase output 

voltage uoC with and without the damper. 

 

For a clearer illustration, the AFE DC-side responses are taken as examples to show the 

effectiveness of the damper, as demonstrated in Fig. 4.24, including the input current of 

the CPL (e.g., ICPL) and the DC-link voltage (e.g., Udc). From Fig. 4.24(a), the oscillation 

cycle of the example system in time-domain simulations is 0.0158 s, which is very close to 

the oscillation cycle of the critical mode calculated from modal analysis in Table 4.3, e.g., 

“0.0156 s (2π / 404.37 s)”. Thus, the accuracy and correctness of the derived state-space 

model is proved. 

 

Besides, the post-disturbance dynamic responses are improved with the developed damper. 

As shown in Fig. 4.24(b), it is observed that in the case with the damper, the post-

disturbance oscillations in Udc are well suppressed: the settling time declines from 0.115 s 

to 0.046 s, indicating a 60% reduction, and the oscillation amplitude is also reduced from 

15.2 V to 13.1 V, signifying a 13.8% reduction. Therefore, the effectiveness of the 

developed damper in enhancing the system stability with the presence of CPLs is validated, 

and a better post-disturbance dynamic response is witnessed in the time-domain 

simulations. 
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(a) 

  

(b) 

Figure  4.24 : Response to the DC-link voltage step up of the AFE DC side variables with 

and without the damper. (a) Input current of the CPL, ICPL. (b) DC-link voltage of the AFE, 

Udc. 

 

B. Scenario 2: response to 100% CPL power step change. 

 

As demonstrated in Fig. 4.7 and Fig. 4.8, the power level of the CPL integrated in the power 

grid has substantial impacts on the system stability, and with the increase of CPL power 

level, the eigenvalues associated with the critical mode moves leftward, accompanied with 

a declined damping ratio. Thus, the adverse effect of the CPL on the system stability poses 
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an upper limit for the power level of the CPL that can be integrated into the power system, 

and once the upper limit of CPL power is exceeded, instability will occur as a consequence.  

 

 

(a) 

  

(b) 

Figure  4.25 : Response to the CPL 100% power step up of the AFE DC side variables 

with and without the damper. (a) Input current of the CPL ICPL. (b) DC-link voltage of the 

AFE Udc. 

 

In this scenario, a 100% step up in CPL power is set as the disturbance to test the 

effectiveness of the developed damper in expanding the stability margin of the system. At 

0.1 s, the power level of CPL in the example system as shown in Fig. 4.2 is set to step up 
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from 400 W to 800 W. The post-disturbance responses of ICPL as well as Udc in the cases 

with and without the proposed damper are given in Fig. 4.25. 

 

It is clearly demonstrated in Fig. 4.25, without the proposed damper, when the CPL power 

steps from 400 W to 800 W, the upper limit of CPL power is crossed, and the system loses 

stability: the DC-link voltage of the AFE Udc cannot be regulated to its nominal value, and 

the input current to the CPL ICPL also loses control, and it finally leads to the shunt down 

of the whole system. On the contrary, when the proposed damper is applied, the stability 

of the system is maintained in the face of the 100% CPL power step up, and the system 

goes back to its steady state with a settling time of only 0.059 s. Therefore, it is concluded 

that the proposed damper extends the stability margin of the system, and a higher level of 

CPL power can be integrated into the system with the help of the damper. 

 

4.4.2. Stabilizer-Based Stability Enhancement Scheme 

 

In this section, case studies are given to illustrate the design and implementation of the 

proposed stabilizer-based stability enhancement scheme for AC systems integrated with 

CPL. The system shown in Fig. 4.2 with parameters specified in Table 4.1 and Table 4.2 

is taken as the example for demonstration. 

 

1). Illustration of the stabilizer design 

 

With the modal analysis results of the example system given in Table 4.3, the stabilizer 

will be designed to enhance the stability of the identified critical mode “λ5 = −1.4505 × 101 

± j4.0437 × 102”. By substituting λ5 into (4-46), the frequency response of GuàT(s) 

corresponding to the critical mode is derived, as GuàT(λ5) = 1.0302∠−163.90⸰. 

 

Thus, the phase angle of the proposed stabilizer at the critical mode, e.g., GStb(λ5), should 

be designed as 163.90⸰, so that the phase lag in the transfer loop from the output of the 

stabilizer ustb to the synthesized torque TD can be fully fixed by the proposed stabilizer, and 
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consequently a pure damping torque will be synthesized to stabilize the critical mode. With 

the identified phase lag of GuàT(s) at the frequency of the critical mode and following the 

design procedures given in Fig. 4.21, the parameters of the proposed stabilizer are 

calculated and listed in Table 4.5. 

 

Table  4.5 : Parameters of the proposed stabilizer. 

Parameter Description Value 

ωo Bandpass filter central frequency 404.37 rad/s 

ωlp Low-pass filter cut-off frequency 404.37 rad/s 

Tw Washout filter time constant 5 s 

K0 Gain of the phase compensator 150 

K1, K2, K3 Gain of lead-lag loops 0.3409 

T1, T3, T5 Lead-lag loop time constants 0.0001 s 

T2, T4, T6 Lead-lag loop time constants 0.0069 s 

 

2). Modal analysis 

 

The eigenvalue distribution of the system with the proposed stabilizer is depicted in Fig. 

4.26, and the damping ratios of oscillations modes with the proposed stabilizer are also 

calculated and listed in Table 4.6. 

 

On the basis of Fig. 4.26 and Table 4.6, it is observed that with the help of the proposed 

stabilizer, the eigenvalues corresponding to the critical mode are shifted leftward from 

“−1.4505 × 101 ± j4.0437 × 102” to “−4.7572 × 101 ± j3.6225 × 102”, and the damping ratio 

of the critical mode is also enhanced from 3.58% to 13.02%, indicating a nearly 4 times 

improvement of stability in term of damping ratios. 

 

Moreover, comparing Fig. 4.26 with Fig. 4.6, only the eigenvalues corresponding to the 

critical mode are shifted to the left by the designed stabilizer, while other unconcerned 

oscillation modes remain unchanged. This fact confirms the effectiveness of the bandpass 

filter in the stabilizer, and it contributes to eliminating any undesired interaction between 
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the designed stabilizer with other unconcerned modes, so that only the stability of the 

critical mode will be enhanced by the developed stabilizer, avoiding any possible adverse 

impacts on other unconcerned oscillation modes of the system. 

 

 

Figure  4.26 : Eigenvalue distribution with the proposed stabilizer. 

 

Table  4.6 : Oscillation modes of the example system with the stabilizer. 

NO. Eigenvalues λi Damping Ratio 

1 −2.0717 × 103 ± j1.1910 × 104 17.14% 

2 −3.5427 × 103 ± j7.1030 × 103 44.63% 

3 −3.5104 × 103 ± j3.9478 × 103 66.45% 

4 −6.5130 × 102 ± j1.1940 × 103 47.89% 

5 −4.7572 × 101 ± j3.6225 × 102 13.02% 

6 −1.7582 × 102 ± j1.1893 × 102 82.83% 

 

3). Time-domain simulation results 

 

The effectiveness of the proposed stabilizer in enhancing an AC system stability integrated 

with CPLs is validated through time-domain simulations. The example system shown in 
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Fig. 4.2 is established in Matlab/Simulink with detailed nonlinear models, and the 

parameters of the established system are taken from Table 4.1 and Table 4.2. 

 

A. Scenario 1: response to DC-link voltage step change 

 

In this scenario, at t = 0.1 s, the DC-link voltage reference of the AFE Udc
* steps from 270 

V to 300 V. Post-disturbance waveforms of the system with and without the proposed 

stabilizer are shown in Fig. 4.27 and Fig. 4.28.  

 

 

Figure  4.27 : Response to the DC-link voltage step up of the VSC three-phase output 

voltage uoC with and without the stabilizer. 

 

From Fig. 4.27, in both cases with and without the proposed stabilizer, the VSC outputs 

sinusoidal waveforms steadily, showing that the proposed stabilizer has no adverse 

influence on the VSC output voltage regulation. Moreover, during transients, compared 

with the case without the proposed stabilizer, the output voltage of the VSC uoC reaches its 

steady state more quickly with the help of the stabilizer, validating the effectiveness of the 

proposed stabilizer in improving the dynamic response of the AC system with CPL 

integrated. 

 

The DC-side post-disturbance responses of the AFE are shown in Fig. 4.28, including the 

input current of the CPL (ICPL) and the DC-link voltage (Udc). From Fig. 4.28(b), the 
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oscillations in Udc are well suppressed: the settling time of Udc declines from 0.115 s to 

0.50 s, indicating a 56.5% reduction; the oscillation amplitude of Udc is also reduced from 

15.2 V to 8.2 V, signifying a 46.0% reduction. The improvement in post-disturbance 

dynamic responses can also be observed from ICPL, as shown in Fig. 4.28(a). The overshoot 

of ICPL falls from 0.06 A to 0.04 A with the help of the proposed stabilizer. Therefore, the 

effectiveness of the developed stabilizer in enhancing the stability of AC systems with 

CPLs integrated is validated. 

 

 

(a) 

  

(b) 

Figure  4.28 : Response to the DC-link voltage step up of the AFE DC side variables with 

and without the stabilizer. (a) Input current of the CPL ICPL. (b) DC-link voltage of the AFE 

Udc. 
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B. Scenario 2: response to 100% CPL power step change 

 

In this scenario, a 100% step up in CPL power is set as the disturbance. At t = 0.1 s, the 

power level of CPL in the example system is set to step up from 400 W to 800 W. The 

post-disturbance responses of ICPL as well as Udc in the cases with and without the proposed 

damper are given in Fig. 4.29. 

 

 

(a) 

  

(b) 

Figure  4.29 : Response to the CPL 100% power step up of the AFE DC side variables 

with and without the stabilizer. (a) Input current of the CPL ICPL. (b) DC-link voltage of 

the AFE Udc. 
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It is clearly demonstrated in Fig. 4.29, without the proposed stabilizer, when the CPL power 

steps to 800 W, the upper limit of CPL power is crossed, and the system loses stability: the 

DC-link voltage of the AFE Udc cannot be maintained to its nominal value, and the input 

current to the CPL ICPL loses control, leading to the shunt down of the whole system.  

 

On the contrary, with the help of the proposed stabilizer, the stability of the system is 

maintained in the face of the 100% CPL power step up, and the system quickly goes back 

to its steady state with a settling time of only 0.026 s. Therefore, it is concluded that the 

stability boundary of the system is enlarged with the developed stabilizer. As a 

consequence, a higher level of CPL can be integrated into the AC system with the 

stabilizing effect contributed by the designed stabilizer.  

 

4.5. Summary 

 

In this chapter, the CPL-induced instability in AC systems is highlighted, and two different 

stability enhancement approaches are developed, e.g., the damper-based approach and the 

stabilizer-based approach.  Both the damper and the stabilizer are designed based on the 

similarity between the integral part of the voltage controller and the motion equation of 

synchronous generators. With the help of the damper and the stabilizer, additional damping 

torques can be formed to boost the system stability in the face of CPLs.  

 

Both the damper-based approach and the stabilizer-based approach demonstrate exemplary 

performance in enhancing the stability of AC systems with CPLs integrated. The system 

could reach its steady state much more quickly with the help of either the damper or 

stabilizer. Besides, the stability margin of AC systems is also enlarged with the developed 

damper and the stabilizer, and a higher level of CPL power can be integrated into AC 

systems without leading to instability problems. 

 

The damper-based scheme features a simple structure, and only the center frequency of the 

bandpass filter needs to be tuned. Since the oscillation frequency of the critical mode can 
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be estimated from the post-disturbance waveforms, the central frequency just needs to be 

identical to the critical mode's angular frequency. Therefore, the damper-based approach 

can be applied to systems without the knowledge of detailed grid configuration and control 

parameters.  

 

On the contrary, although demonstrating better performance in enhancing system stability 

and suppressing overshoot, the design of the stabilizer is more complicated compared with 

the proposed damper, and it requires the identification of the phase lags of transfer loops. 

Therefore, the stabilizer-based approach is preferred when the knowledge of the system 

parameters is known. 
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Conclusions and Future Work 

 

This chapter concludes the whole thesis by summarizing its contents 

and highlighting major contributions. In addition, several future 

research perspectives are also discussed in this chapter for future 

studies, including the interaction between synchronous generators and 

power converters, and the cyber physical security problems. 
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5.1. Conclusions 

 

As the share of renewable energies keeps increasing in power grids, power electronic 

converters are widely deployed, serving as the interface between power grids and 

renewable generators. As a result, the traditional synchronous-generator-dominated power 

systems are evolving towards the power-electronic-dominated paradigms. In light of this 

background, several critical stability issues are studied in this thesis, including the 

frequency stability associated with the lack of inertia, the power interaction stability of 

islanded microgrids, and the stability issues regarding constant power loads. The stability 

issues covered in this thesis are dominated by different control stages of power converters, 

with their typical response times varying from seconds to dozens of milliseconds. 

 

Chapter 2 focuses on the frequency stability of power-electronic-dominated systems. 

Firstly, it is illustrated how the lack of inertia translates into high RoCoF levels and large 

frequency deviations. Then, a grid-connected converter (GCC) based virtual inertia control 

scheme is introduced by utilizing the energy stored in DC-link capacitors to provide inertial 

supports during frequency events. However, due to the coupled relationship between grid 

frequency and DC-link voltage, the DC-link voltage cannot be restored even after 

providing inertial support, thus deteriorating DC-link capacitors' lifetime and losing the 

capability to offer multiple inertial support during cascading frequency events. A high-pass 

filter is designed in this chapter to settle this issue, which extracts out only high-frequency 

components from the grid frequency for inertial emulation during frequency events. As a 

result, the DC-link voltages of grid-connected converters can be restored autonomously 

after releasing their inertial power during each frequency event and thus avoid the abnormal 

working conditions of power converters.  

 

Chapter 3 studies the stability issue in droop-controlled islanded microgrids. For islanded 

microgrids employing droop control to achieve power-sharing among multiple power 

generating units, a relatively large droop gain benefits the accurate power-sharing at the 

expense of sacrificed power interaction dynamic stability. Moreover, it is revealed that 

such stability issue is associated with the power control stages of power converters, and 
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simply tuning control parameters could not deal with this stability problem. Therefore, a 

converter-based power system stabilizer (CBPSS) is proposed in Chapter 3 to generate a 

damping torque to improve the stability of the islanded microgrid. Besides, an eigenvalue-

mobility-based approach is also presented to guide selecting the optimal installation 

location for the proposed CBPSS in the islanded microgrid. The effectiveness of the 

designed CBPSS is verified with hardware experiments. 

 

The instability caused by constant power loads (CPLs) for power-electronic-dominated 

power systems is highlighted in Chapter 4. The tightly regulated power converters behave 

as CPLs, featuring negative incremental impedance and introducing adverse impacts on 

the stability of power-electronic-dominated power systems. Moreover, with the increase of 

the power level of CPLs, such adverse effects also grow, and finally, it may trigger 

instability, threatening the security and reliability of the whole system. Then, participation 

factor analysis demonstrates that power converters' voltage controllers principally 

dominate such instability, with a typical response time of dozens of milliseconds. In light 

of such an instability problem, two control schemes, e.g., a damper-based scheme and a 

stabilizer-based scheme, are proposed to handle the instability issue associated with CPLs. 

The effectiveness of the proposed methods is verified with case studies. 

 

5.2. Future Work 

 

Based on the studies mentioned above, some potential research perspectives are further 

proposed in this section, including the interaction studies between synchronous generators 

and power converters and the risk of cyber-attack in communication-based smart power 

grids, detailed as the following: 

 

1) Interaction studies between synchronous generators and power converters. 

 

Modern power systems are increasingly integrated with renewable energies, heavily 

relying on power converters to interface with power grids, making power grids transferring 
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from synchronous-generator-dominated systems towards converter-dominated systems. 

During such transition, it can be expected that power converters will cohabit with 

conventional synchronous generators in power grids for a long time. However, traditional 

studies mainly focus on the stability of power converters themselves, with synchronous 

generators denoted as infinite buses to simplify the design and stability analysis for power 

converters. The infinite bus assumption holds when power converters' capacity is much 

smaller than synchronous generators in conventional centralized bulky power systems. 

However, with technological advances, the capacity of power converters proliferates, and 

it becomes comparable with that of synchronous generators, especially in scenarios such 

as microgrids. Consequently, the infinite bus assumption no more holds, and the dynamics 

of synchronous generators should be taken into consideration when analyzing the stability 

topics regarding power converters.  

 

In this regard, the stability analysis of power converters considering dynamics of 

synchronous generators will be explored in future works, including the modeling of 

synchronous generators, interaction analysis between power converters and synchronous 

generators, and the corresponding stability enhancement schemes. 

 

2) Cyber-physical system security. 

 

This thesis principally focuses on the control architectures in the primary control layer of 

power systems. However, as introduced in Chapter 1, despite the primary control, 

secondary control and tertiary control are also deployed in power grids to restore frequency 

and voltage deviations and set economic operating schemes. 

 

Unlike primary control, communication channels are commonly required to exchange 

information in secondary and tertiary control. As a result, power grids transform towards 

cyber-physical systems (CPSs), consisting of electrical-coupled physical systems and 

communication-coupled cyber systems [152].  
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However, due to the open nature of communication channels, CPSs are also exposed to the 

risk of cyber-attacks. Thus, security issues are highlighted as a vital problem for CPSs. 

These cyber-attacks range from simple thefts and consumer load damage to high impacts 

that lead to shutdowns, cascading failures, and large blackouts. In addition, considering the 

fast response dynamics of power-electronic-dominated power systems, the time windows 

left to detect and defend cyber-attacks are very limited. As a result, the attacks in cyber 

layers could dramatically threaten the security of the whole power systems, leading to 

significant economic loss, with a real-world example of the Ukraine power grid in 2015 

[153]. Typical cyber-attacks are characterized by the DDD model [154], including 

disclosure attacks, leading to unauthorized information release, deception attacks aiming 

to corrupt real data, and disruption attacks, resulting in the denial of service. 

 

In light of this background, protecting power grids from cyber-attacks and guaranteeing 

operation security form another potential research perspective. It includes cyber-attack 

prevention, detection, and isolation from the point of power grids. In addition, the 

development of control schemes to enhance the resilience of power systems in the face of 

cyber-attacks also needs to be highlighted from the view of individual power converters. 
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