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Local Signature of Kondo Interaction
Probed by XMCD in Rare Earths Intermetallic Compounds

Abstract

This doctoral thesis studies the Kondo effect of rare earth compounds measured
by X-ray absorption spectroscopy (XAS). Two diluted intermetallic systems: A non-
Kondo system Er0.025Pd0.975 and a Kondo system Yb0.005Au0.995 have been measured
by XAS with circular polarized X-ray under strong magnetic field and weak magnetic
field for temperatures from 0.2 K to 300 K. X-ray Magnetic Circular Dichroism (XMCD)
spectra and X-ray Magnetic Linear Dichroism (XMLD) spectra have been extracted.
The magnetic moment of the spin and of the orbit of the diluted impurity atom are ob-
tained by applying the magneto-optical sum rules. Calculations by Ligand Field Multi-
plet (LFM) theory are performed to simulate the magnetic properties. The comparison
between the Kondo system and the non-Kondo system, as well as the experimental
measurements and the simulations allows the discovery of the local Kondo signature
around the critical Kondo temperature TK for the Kondo system Yb0.005Au0.995.

To achieve the experimental objective, part of this thesis has been devoted to in-
strumental developments. Hence a new 3He – 4He dilution insert, named DICHRO50
which is able to cool the sample down to 180 mK, has been installed in the cryomag-
net of DEIMOS beamline at Synchrotron SOLEIL; it is aimed to soft X-ray XAS-XMCD
measurements. Moreover, a former dilution insert hosted in so-called TBT-mK cryo-
magnet has been upgraded to be installed on ID12 beamline at ESRF; it is aimed for
hard X-ray XAS-XMCD measurements.





Signature Locale de L’effet Kondo Révélée par XMCD
dans des Intermétalliques de Terres Rares

Résumé

Cette thèse doctorale étudie l’effet Kondo des composés de terre rare par spec-
troscopie d’absorption des rayons X (XAS). Deux systèmes intermétalliques dilués :
un système non-Kondo d’Er0.025Pd0.975 et un système Kondo d’Yb0.005Au0.995 ont été
mesurés par XAS avec des rayons X polarisés circulairement sous champ magnétique
fort et aussi en champ magnétique faible pour une température variant de 0.2 K à 300 K.
Les signaux de dichroïsme circulaire magnétique de rayons X (XMCD) et les spectres
de dichroïsme linéaire magnétique de rayons X (XMLD) ont été extraits. Les moments
magnétiques de spin et d’orbite ont été obtenus par application des règles de somme
magnéto-optiques. Des calculs dans le cadre de la théorie des multiplets en champ de
ligands (LFM) ont été faits pour simuler les signaux expérimentaux et ainsi remonter
aux propriétés magnétiques. Dans le système Kondo, celui de l’ytterbium dans l’or,
on observe pour des champs magnétiques ≤ 0.5 T et des températures inférieures à
1 K une différence prononcée entre l’aimantation attendue pour un atome isolé et celle
observée expérimentalement : c’est le signe de l’effet Kondo.

Pour arriver aux objectifs expérimentaux, une partie de travail de cette thèse a été
consacrée à des développements instrumentaux. Un nouvel insert DICHRO50 qui
fonctionne avec la dilution d’3He – 4He a été installé dans le cryo-aimant de la ligne
DEIMOS du Synchrotron SOLEIL. Cet instrument est développé pour des mesures de
XAS, de XMCD ou des XMLD dans le domaine des rayons X mous. Il permet de re-
froidir un échantillon jusqu’à 180 mK. Un autre cryo-aimant, le TBT-mK, a été installé
sur la ligne ID12 à l’ESRF où j’ai participé à des mesures de XMCD dans le domaine
des rayons X durs.
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Chapter 1

Introduction

1.1 Investigation of magnetism by X-ray

Since the discovery of an unknown radiation named X-ray in 1895 by Wilhelm
Röntgen [1], the X-ray based technique has become one of the most important methods
for matter investigation. Here are some milestones of the X-ray dichroism technique
development in history [2, 3]. Barkla proved in 1905 that X-rays could be polarized by
scattering [4]. He also proved that it is possible to produce a linearly polarized X-ray
beam with a polarization rate close to 100% [5]. The polarization of X-ray gives an
important key for investigating the magnetic properties of matter.

In the first half of twentieth century, numerous researches have been dedicated to
the measurement of dichroic signals [6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. Although some of
them could be measured, the signals remained quite small so that it was too early to
use the dichroism for the investigation of the magnetic properties of matter.

Erskine and Stern predicted by calculation in 1975 that the magnetic properties can
be extracted by the absorption of circularly polarized X-ray at core-to-valence transi-
tions [16]. Despite some experimental efforts, they could not measured dichroic X-ray
absorption at Ni M2,3 edges. It was not before 1983 that Schütz et al. recorded the dif-
ference of circular polarized XAS1 under magnetic field on L edges of oriented iridium
isotopes though the sensibility was still not enough [17].

The magnetic linear dichroism was predicted by calculations done on rare earths
M4,5 edges by Thole et al. in 1985 [18]. In 1986, van der Laan et al. performed the ex-
periments with polarized synchrotron radiation at LURE2 and obtained the first strong
magnetic X-ray dichroism in the M4,5 absorption spectra of magnetically ordered rare-

1X-ray absorption spectroscopy
2Laboratoire d’Utilisation du Rayonnement Électromagnétique, 1972-2003, Orsay, France

1



1.2. Ultra-low temperature devices for synchrotron XAS experiments

earth materials and observed for the first time XMLD3 [19]. In 1987, XMCD4 has also
been observed by Schütz et al. at Fe-K edge in DESY5 [20].

In 1992 and 1993, Theo Thole who had already worked on sum rules in connection
with X-ray absorption made a breakthrough and proposed the famous magneto-optical
sum rules that makes XMCD a unique method to obtain the spin [21] and orbit [22]
magnetic moments of the absorbing atom. Sum rules are performed by calculating
simple integrals of the experimental XAS and XMCD signals. The validity of the sum
rules were later experimentally confirmed by Chen et al. who measured the L2,3 edges
of Fe and Co [23].

In 1993, Brouder [24] showed how it was possible to extract ground state quantities
such as 〈Jz〉 and 〈J2

z 〉 where Jz is the projection of the total angular momentum J. The
brakets 〈〉 stand for an average over the occupied multielectronic levels. This concept
will be largely used in this thesis.

With the development of third and fourth generation synchrotrons which dramat-
ically improve the performance of the beam and its polarization, XMCD has become
one of the most successful technique to investigate magnetic properties of different
materials. Nowadays, more than 50 synchrotron beamlines in the world are dedicated
to XMCD measurements [25]. On the other hand, XMLD remains a bit confidential and
rather few measurements exist. The interpretation of XMLD has even been the subject
of an animated scientific controversy and the reader should refer to one of the papers
by Gerrit van der Laan to address this question [26, 27, 28, 29, 30].

1.2 Ultra-low temperature devices for synchrotron XAS
experiments

The interest to perform the XAS experiments at ultra-low temperature will be pre-
sented in the next chapter. Here we would like to track the historical development of
ultra-low temperature devices for synchrotron based XAS experiments.

To our knowledge, Stephen Cramer has been the first scientist to develop a cryo-
magnet suited for XAS and XMCD measurements below 1 K. A couple of experiments
were performed in 1986 by his post-doctoral fellows and PhD students among which
Marie-Anne Arrio, Lisa M. Miller, Corie Ralston, and Jason J. Christiansen. Whether
the actual temperature of the sample was indeed below 1K was not obvious. In 1998,
the second variable temperature insert was built and installed on SU22 beamline at
Super-ACO in LURE. This insert was built around a 3He – 4He dilution refrigerator

3X-ray magnetic linear dichroism
4X-ray magnetic circular dichroism
5Deutsches Elektronen-Synchrotron, Hambourg, Germany
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Chapter 1. Introduction

[31]. It was the first ultra-low temperature device in the world for XMCD which al-
lowed to cool down the sample below 1 K. This device received the name TBT-mK.
It was in use on SU22@Super-ACO and SU23@Super-ACO beamlines until the end of
LURE laboratory, in 2003. TBT-mK was then moved to other European beamlines such
as BACH@ELETTRA (2003-2005)6, EU46@BESSY II (2004-2007)7, and finally SIM@SLS8

from 2005 till 2017. During these migrations significant results have been collected
[32, 33]. In 2018, the cryomagnet has been installed on the ID12@ESRF9 for a new sci-
entific adventure. A part of my PhD work has been dedicated to the installation of
TBT-mK on ID12 where I contributed to the first XMCD experiments in the hard X-ray
range in the sub-kelvin range.

In 2017, an endstation called TTXMCD was installed at P04, PETRA III, DESY for
XMCD measurements which allows to obtain 100 mK with an external magnetic field
of 7 T [34, 35] but unfortunately I am not aware that any further scientific results have
ever been published so far from this beamline.

In 2018, another insert DICHRO50 with a 3He – 4He dilution refrigerator was made
and installed in the cryomagnet on DEIMOS beamline at Synchrotron SOLEIL10. The
instrumental development and the installation of this VTI has been part of my PhD
thesis. Compared to TBT-mK, this version integrates the most advanced cryogenics
technology with a great improvement on a user-friendly control [36]. The details of
DICHRO50 will be presented in the next chapter.

Although the 3He – 4He dilution refrigerator was invented in 1965 [37, 38] and well
developed later, it is still a great challenge to make it work on a synchrotron beamline.
This is mainly due to a complex experimental geometry, general UHV environment,
requirements for Total Electron Yield detection (insulation of the sample but for a wire
connection at 300 K at one of its extremity). Today, there are only two ultra-low tem-
perature (T < 1 K) devices for XMCD on synchrotrons, that are TBT-mK at ESRF and
DICHRO50 at SOLEIL.

1.3 Kondo effect

The electrical resistivity of a superconductor drops to zero when the temperature is
lower than a certain critical temperature TC. For a normal metal, the simplest theories
state that the electrical resistivity varies linearly with temperature and so that it tends
to zero for T = 0 K. In the real life, a non zero residual resistance is due to the scattering

6ELETTRA Sincrotrone, Trieste, Italy
7Berliner Elektronenspeicherring-Gesellschaft für Synchrotronstrahlung, Berlin, Germany
8Swiss Light Source, Villigen, Switzerland
9European Synchrotron Radiation Facility

10Source Optimisée de Lumière d’Énergie Intermédiaire du LURE
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1.3. Kondo effect

of the electrons (electron-electron, electron-lattice vibrations) at low temperature. The
non-zero residual resistance is related to defects in the crystal [39].

However, in 1934 de Haas et al. found at low temperature, a minimum of electri-
cal resistivity at a critical, finite temperature for gold when magnetic impurities are
present. At the difference of what is expected theoretically for a pure metal and ex-
perimentally for a common metal, when the temperature is lowered below this critical
temperature, the electrical resistivity increases [40]. The anomaly was also found in
other diluted systems [41]. Further experiments proved that the appearance of the
minimum of resistivity depends on the concentration of impurities [42].

In 1964 Jun Kondo interested in the measurements by Sarachik et al. of diluted Fe
in a series of Nb – Mo alloys [43] and gave an explanation based on the so-called s− d
model, which includes the coupling between the spin magnetic moment of a local im-
purity and the conduction electrons of the matrix [44]. It was the first significant ex-
planation for the anomaly that received the name of Kondo effect. Kondo stated "when
a resistance minimum is found, we invariably find some evidence of localized moments, and
inversely when localized moments are revealed, we usually observe a minimum in resistivity.
This conclusion indicates that the resistance minimum is a direct consequence of the interac-
tion between spins of the localized impurity and conduction electrons ..." [44] Kondo used a
third order perturbation theory to calculate the scattering of conduction electrons by
the impurity potential in the first Born approximation to yield an expression for the
resistivity [44, 45]. Here we show only the final results and details of the calculation
can be found in references [44, 45, 46, 47]. The impurity resistivity is given by [45]

Rimp =
3πmJ 2S(S + 1)

2e2h̄εF

[
1 + 4J ρ0ln

(
kBT
D

)]
= Rm

[
1 + 4J ρ0ln

(
kBT
D

)]
(1.1)

where J is an exchange coupling parameter, m the electron mass, e the electron charge,
εF is the Fermi energy, ρ0 is the density of states of the conduction band at the Fermi
energy εF and D is the bandwidth of the conduction band. We assume that kBT � D.
The total resistivity can be written as

R = aT5 + cRA + cRimp = aT5 + cRA + cRm

[
1 + 4J ρ0ln

(
kBT
D

)]
. (1.2)

where a is a constant, and c the impurity concentration. Rm is obviously defined from
(Eq.1.1). The first term is due to the phononic vibrations that dominate at high tem-
perature. It predicts the classical behavior of normal metals. The second term is a
term of non-magnetic, potential scattering where RA does not depend on temperature.
The third term is the Kondo contribution whose sign depends on J . When J > 0
the ferromagnetic type interaction makes the resistivity a monotonic function of the
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Chapter 1. Introduction

temperature that decreases with a decreasing temperature. For J < 0, the antiferro-
magnetic type gives a minimum of resistivity at

Tmin =

(
4|J |ρ0Rm

5a

) 1
5

c
1
5 . (1.3)

Historically this minimum temperature was often taken as the Kondo tempera-
ture [48]. But this minimum temperature depends on Rm and the characteristic of
the phonon scattering so that this definition is imperfect. Although the s − d model
explains qualitatively the resistivity minimum and its divergence as T → 0, later stud-
ies considering higher scattering processes by Abrikosov showed that the higher order
terms yield an even stronger divergence for T → 0 [49]. By summing the most diver-
gent terms, Abrikosov obtained the expression for the resistance

R =
cRm[

1− 2J ρ0ln
(

kBT
D

)]2 . (1.4)

For J > 0, R decreases monotonically and converges as T → 0 but diverges as J < 0.
The Kondo temperature TK is defined as the finite temperature at which the resistance
diverges, which is

kBTK ∼ D exp
(
− 1

2|J |ρ0

)
. (1.5)

With the definition of the Kondo temperature above, the model proposed by Kondo is
applicable down to TK but it does not work for T < TK. Eliminating the divergence at
T → 0 became the so-called Kondo problem and that proved to be a great theoretical
challenge during the 1960s and 1970s.

In the late of 1960s, Anderson tried to solve this problem by introducing the idea of
scaling [50, 51]. He named humorously this scaling method "Poor Man’s Scaling". The
term “poor man” refers to the fact that the bandwidth is not rescaled to its original size
after each progressive renormalization [48]. For an antiferromagnetic interaction, the
effective coupling between the local moment and the conduction electrons increases.
However for this antiferromagnetic case, D can only be reduced to the order of kBT,
which is the only energy scale that characterizes the low-temperature (strong-coupling)
physics of the Kondo model [52]. Passing this limit makes the perturbative approach
not valid any more. Nevertheless, Anderson et al. assumed that the process could
be continued down to the lowest energy scales by |J | → ∞ [53]. That implies the
formation with an infinite coupling on ground state and the impurity is bound by
forming a singlet.

In 1970s, a great contribution was made by Wilson who treated this problem with
the non-perturbative numerical renormalization group approach. The assumption of
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Anderson is confirmed by Wilson [54, 55]. For the first time, Wilson succeeded to
calculate the spin-1/2 Kondo model for the whole temperature range [55, 56, 57, 58].

With the models presented above, the physical picture for an impurity is the fol-
lowing (Figure 1.1): when the impurity is diluted, increasing |J | couples the impu-
rity spin to the spin of a conduction electron. The ground state is a many particle state.
The local moment of the impurity is screened by forming a spin singlet so that the
impurity appears to be a non magnetic impurity. The singlet is formed below TK and
can be destroyed by thermal fluctuations for high temperature. At the Fermi energy
level for T < TK, the magnetic scattering processes give rise to another important phe-
nomenon which is the so-called Kondo resonance or the Abrikosov-Suhl resonance in
the impurity spectral density with a bandwidth of kBTK [59].

Figure 1.1: Magnetic impurities diluted in a pure metal. A magnetic impurity is cou-
pled with a spin of a conduction electron and forms a singlet which is similar to a non
magnetic impurity.

The Kondo singlet can also be destroyed by external magnetic fields. Costi found
that for an impurity with S = 1/2, the Kondo singlet exists if the Zeeman energy
roughly satisfies gJµB|B| ≤ 0.5 kBTK or |B| ≤ kBTK/(2gJµB) where gJ is the Landé g
factor [60]. When |B| > kBTK/(2gJµB), the Kondo singlet is destroyed and the Kondo
effect disappears.11

1.4 Experimental progress

The first major experiments dealing with the Kondo effect were resistivity, conduc-
tivity or susceptibility measurements in macroscopic samples. These measurements
played an important role in the historical understanding of the Kondo effect but were

11The Zeeman energy can be compensated by applying an electric field. The Kondo resonance can
then be restored but is split into 2 peaks [61, 62, 63, 64].
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far from providing a complete overview of the electronic structure of the impurity.
The first difficulty was to separate the electronic structure of the impurity and from
the electronic structure of the matrix. The second obstacle was to separate spin and
orbit magnetic moments; indeed, in most models the orbit magnetic moment was con-
sidered as zero. X-ray magnetic circular dichroism (XMCD) can probe easily a specific
chemical element thanks to its excellent chemical selectivity and it is also a way to
measure separately the spin magnetic moment and the orbital magnetic moment and
their temperature dependence. Recently, the Kondo effect has been explored by XAS-
XMCD measurements by Joly et al. who investigated for the first time Fe diluted in
a Cu matrix and showed the evidence of the Kondo screening [33] down to T = 2 K.
They obtained the variation of the spin and orbit magnetic moments as a function of
temperature. Other interesting investigations of the Kondo effect performed by XMCD
at low temperature have been published elsewhere [65, 66, 67, 68, 69]. The main dif-
ficulty for this kind of experiment is the necessity for extremely advanced cryogenics
instrumentation adapted to synchrotron measurements.

1.5 Objectives of the present work

The installation of the DICHRO50 3He – 4He dilution variable temperature insert
on the soft X-ray DEIMOS beamline at SOLEIL in February 2018 and the installation of
the TBT-mK cryomagnet on hard X-ray ID12 beamline at ESRF in October 2018 made
it possible to perform the XAS-XMCD measurements in the whole temperature range
from the room temperature down to about 200 mK.

Chapter 2 presents the physics of the cryogenic systems that have been developed
for XAS and XMCD measurements. Although a large part of the information exists in
the literature, there is no general overview of the general requirement necessary for
XAS, XMCD, XMLD measurements below 1 K. In addition, I provide in this chapter
many information concerning specific instrumental developments and explain in de-
tails the specificity of a dilution refrigerator working in a UHV environment. I want to
stress that this chapter that concerns more than 50% of my activity during this 3-year
PhD thesis is certainly not a plain gathering of the existing literature but contains many
additional information and gathers many instrumental information that proved to be
essential for recording XAS data below 1 K.

Chapter 3 is a basic presentation of XAS, XMCD and XMLD spectroscopies that
is intended to provide a general framework necessary to the self-consistency of this
manuscript. The reader familiar with XAS, XMCD and XMLD can easily skip this
chapter.

Chapter 4 is a presentation of the various calculations that I have been perform-
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ing. All the necessary ingredients are presented with special care to the treatment of a
(2J + 1)-fold degenerate ground state in spherical symmetry with both spin-orbit cou-
pling and Zeeman interactions. This approach is fully applicable to rare-earths where
in most cases the ground state at room temperature (and below) is well described by
a J(L, S) multiplet. Then the crystal field is considered within the (2J + 1)-fold degen-
erate ground state and the connection is made between the crystal-field split ground
state and the spin and orbit magnetic moments or other operators such as J2

z .
Chapter 5 deals with a non Kondo Er0.025Pd0.975 intermetallic alloy. We measured

the XAS-XMCD spectra from 300 K down to 200 mK with an external magnetic field
of ±6.5 T. By applying the sum rules, we access the magnetic moment of the spin and
of the orbit. A series of SQUID measurements has been performed from 200 mK to
4.2 K. By comparing the XMCD and the SQUID measurements, we deduce the mag-
netic polarization of palladium due to the erbium impurity. Comparing the experi-
mental XMLD variation to the calculated ones, we have been able to deduce the crystal
field parameters for this intermetallic alloy. I then present ligand field multiplet calcu-
lations with crystal field splitting and Zeeman splitting that yield the variation of the
magnetic moment as a function of temperature and the variation of the XMLD signal
as a function of temperature. Since there is no Kondo interaction, we estimate that the
experimental magnetization will be close to the one calculated for an isolated atom.

Chapter 6 deals with the Yb0.005Au0.995 intermetallic alloy that is a Kondo system.
We measured the XAS-XMCD spectra between 300 K and 200 mK with an external
magnetic field between +6.5 T and −6.5 T. By applying the sum rules, we accessed
to the magnetic moment of the spin and of the orbit. The ligand field multiplet cal-
culations with crystal field splitting and Zeeman splitting yielded the variation of the
magnetic moment as a function of temperature and the variation of the XMLD signal
as a function of temperature. The ligand field multiplet calculations with no considera-
tion of the conduction band is supposed to be valid when there is no Kondo interaction.
We expect to observe a fair agreement between calculations and experiments at high
temperature well above the Kondo temperature and a difference at low temperature
side that could be interpreted as a sign of the Kondo interaction. With the formation
of Kondo singlet at low temperature and the screening of the magnetic moment of the
impurity, the experimental magnetic moment of ytterbium is expected to be smaller
than that of the calculation. We then mimicked the Kondo screening with the model
developed by K. D. Schotte and U. Schotte [70]. Additional information from the tem-
perature dependence of the XMLD signals is also analyzed.
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Chapter 2

Cryogenics Principles and Applications

Although the present chapter might look like a bibliography presentation of the
cryogenic systems on which I have been working, I want to stress that it is not the
case and for me it has been a full time scientific adventure. During the last 3 years,
I have myself assembled most of the equipments, either on DEIMOS@SOLEIL or on
ID12@ESRF. I contributed to the definition of the commissioning experiments that had
to be performed. I performed the commissioning and elaborated the technico-scientific
analysis. This work is extremely time consuming, not so much rewarding as for publi-
cations but it is mandatory and beneficial to the whole community when such compli-
cated devices are developed. I also want to say that when you are that much involved
in developing advanced, cryogenic prototypes, the reward stands mainly in the deep
understanding of the instruments.

2.1 Motivations of the ultra-low temperature

The ultra-low temperature (T < 1 K) is essential for the research on magnetic prop-
erties. According to Curie’s law, the paramagnetic properties of the paramagnetic ma-
terials follow the relation

M = C
B
T

, (2.1)

where M is the magnetization, C is the Curie constant of the material, B is the magnetic
field, T is the temperature. First, at the current stage, it is very difficult to increase
the magnetic field because of the technical limit and the expensive cost. Thus, if one
wants to make the magnetization M vary in a large range, one has to think about
a better way which is changing the temperature. Although one has also to make a
great effort to reach the temperature below 1 K, changing the temperature remains
easier than changing the magnetic field. For example, at present, the maximal magnetic
field that can be created on DEIMOS beamline at Synchrotron SOLEIL is 7 T [71] and
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according to the present technique, this value can be hardly increased by a factor of 3.
On the other hand, from 4.2 K, which is near the boiling point of 4He at atmospheric
pressure, to 200 mK, which is the actual minimal temperature on DEIMOS beamline,
a factor of 20 in magnetization is obtained effectively. Moreover, this performance
can still be improved if we update the temperature shielding system which allows to
achieve a lower limit of temperature.

Second, the matter approaches his fundamental state when the temperature gets
close to the absolute zero. For many systems, the separation energy of the ground
state and the first excited state is less than 1 meV. The measurements at ultra-low
temperature allow separating the contributions of the ground state and that of the
excited states. With the energy-temperature conversion (if T = 300 K, kBT ' 25 meV),
one knows that the temperature below 1 K is essential.

Third, for the magnetic phenomena such as spin transition, metal-insolator tran-
sition, magnetic ordering, relaxation of the metastable state, superconductivity, and
Kondo effect, in many cases the critical temperatures are below 1 K. Here is an ex-
ample of the relaxation of the metastable state (Figure 2.1). The magnetization curves
of the Fe4 monolayer molecules are measured by XMCD at a temperature between
350 mK and 900 mK. One can easily notice the impact of temperature with the fact that
the magnetization curves highly depend on temperature between 500 mK and 900 mK,
so that the ultra-low temperature is necessary and important for the measurements of
magnetic properties of such systems.

2.2 Cryogenics principles

2.2.1 Properties of 4He and 3He at ultra-low temperature

To access the ultra-low temperature, the properties of cryoliquids are radically im-
portant. Helium is used in all refrigeration methods for T < 10 K as an intermediate
or final refrigeration stage [72]. 4He has a unique stable isotope: 3He. Helium gas is
one of the gases which are most difficult to liquefy since under atmospheric pressure,
the boiling point of 4He is 4.2 K and that of 3He is 3.19 K. These two isotopes of helium
cannot be solidified under their own vapor pressure even at the absolute zero. 4He
becomes superfluid below 2.1768 K and 3He becomes superfluid below 2.5 mK [72].

The "CroMag" cryomagnet on DEIMOS beamline works with two cooling modes:
the 4He pumping cooling mode and the 3He – 4He dilution mode. The following sec-
tion presents the cryogenic principles of these the two cooling modes.
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Figure 2.1: XMCD-detected magnetization curves of a monolayer of Fe4 molecules in
the 350-900 mK range. [36]

2.2.2 The pumping cooling mode

The sum of the enthalpy and the latent heat of evaporation of 4He vary considerably
with temperature. This makes the cooling performance with 4He very powerful. In
quantitative terms, the enthalpy variation of 1 kg of 4He between the liquid phase at
4.2 K and the gaseous phase at 300 K is 1571 kJ which consist of 21 kJ of evaporation
latent heat at 4.2 K and 1550 kJ of enthalpy variation between the gaz phase at 4.2 K
and the gaseous phase at 300 K.

On the other hand, the latent heat of 4He at low temperature is very small and
quasi independent of temperature between 0 K and 4.2 K (Figure 2.2) which means the
liquid 4He is quite easy to evaporate. The dip in the 4He latent heat curve is due to
the transition between the normal fluid (denoted 4He I) and the superfluid (denoted
4He II) at 2.1768 K. The Clausius-Clapeyron equation is

dP
dT

=
Sgas − Sliq

Vgas −Vliq
, (2.2)

where P is the saturated vapor pressure, T the temperature of 4He vapor, S the entropy
and V the molar volume. With the approximation Vgas � Vliq we have Vgas − Vliq ≈
Vgas. With the consideration of reversible process of entropy at constant pressure, we
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Figure 2.2: Variation of the latent heat of 4He and 3He at low temperature. [73]

have Sgas − Sliq = L/T, where L is the latent heat. If we consider 4He gas as an ideal
gas, with the ideal gas equation Vgas ≈ RT/P, we deduce

dP
dT

=
Sgas − Sliq

Vgas −Vliq
=

LP
RT2 (2.3)

where R = 8.314 46 J ·mol−1 ·K−1 is the ideal gas constant. Since the latent heat of
evaporation is quasi independent between 0 K and 4.2 K, we can approximate the latent
heat by an average value Lav which is 88 J/mol or 22 kJ/kg which is very close to the
value of that at 4.2 K: 21 kJ/kg. With this approximation, the integral of (Eq.2.3) gives

P
P0
' exp

[
Lav

R

(
1
T0
− 1

T

)]
. (2.4)

Equation 2.4) shows that the lower the pressure on the 4He bath, the lower the tem-
perature. Theoretically, one can access a temperature as close as wanted to the absolute
zero by pumping 4He. But in reality, the technical limit of pressure that one can apply
on 4He is in the range of milibar. With the relation between the vapor pressure and the
temperature (Figure 2.3), the lowest temperature that one can obtain with this cooling
mode is between 1 K and 1.5 K according to the pumping performances. This cooling
mode is a very efficient method to reach temperatures between 4.2 K and 1 K.

According to the relation between the vapor pressure and the temperature (Figure
2.3), the cooling performance can be improved if one uses 3He liquid as the cryoliquid
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Figure 2.3: Vapor pressure as a function of temperature for liquid 4He and liquid 3He
at low temperature. P0 = 1 mbar. [73]

instead of 4He liquid. The temperature limit can reach 0.3 K with 3He. However, the
isotropic abundance of 3He is only 2× 10−6 [74] so that 3He costs a huge amount. For
example, 3He costs ≈ 100 000 e per mole while 4He costs less than 0.4 e per mole. The
little abundance of 3He is a serious problem for the continuous research on ultra-low
temperature. Several cryostats working with 3He pre-cooled by a 4He bath [75, 76, 77,
78] have been made, and this cooling mode was used quite frequently until the 1960s.
However it is common today to use a 3He – 4He dilution refrigerator, which will be the
subject of next part, since the 3He – 4He dilution refrigerator does not lose 3He (3He is
recycled) and in principle, a lower temperature can be obtained with such a cryostat.

2.2.3 The 3He – 4He dilution cooling mode

The 3He – 4He mixture

The 3He – 4He dilution cooling mode is made for accessing temperatures below 1 K.
The phase diagram (Figure 2.4) shows the thermodynamic properties of the 3He – 4He
mixture below 1 K. We define x the mole fraction of 3He by

x =
n3

n3 + n4
, (2.5)

where n3, n4 are the number of moles of 3He and 4He. The point at x = 0.669, T =

0.827 K separates two phases :
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- If T > 0.827 K, either in the superfluid 3He – 4He phase or in the normal fluid
3He – 4He phase, there is only one phase of mixture 3He – 4He for any mole fraction of
3He and 4He in the mixture.

- If T < 0.827 K and the mole fraction of 3He x is smaller than 6.4%1, there is only
one phase of 3He – 4He mixture and the concentration of 3He x is below 6.4%. However
if the mole fraction of 3He is larger than 6.4%, there is always a separation of two
phases: one phase rich in 3He that is almost pure 3He for T ≤ 0.2 K. One phase poor in
3He but for which the 3He concentration is always larger than 6.4% even at the absolute
zero. This phenomena is an important property for the 3He – 4He dilution process.

Figure 2.4: Phase diagram of 3He – 4He mixture below 1 K. [73]

This phenomena can be explained by two facts: the van der Waals forces and the
zero point energy. For the van der Waals interactions, 3He and 4He isotopes have the
same atomic number hence the same electronic configuration. The complete-filled 1s-
shell makes the polarisability of 3He and 4He very small. For comparison, the van der
Waals interaction of hydrogen is very weak, but that of helium is even more than ten
times weaker. For the zero point energy, we consider that the helium isotope atoms
are confined in the radius of a sphere a = 3

√
Vm/N0, where Vm is the molar volume

and N0 = 6.022× 1023 atom/mol is the Avogadro number. With the one-dimension
box model, the zero point energy of the isotope is E0 = h2/(8ma2), where m is the
mass of isotope. At the absolute zero, the molar volumes of 3He and that of 4He are

1This value varies between different experiments from 6.4% to 6.8% [37, 79, 80]. Here we make
x = 6.4% [81] as reference value.
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36.84 cm3/mol and 27.58 cm3/mol which lead to a difference of 10% between these
helium isotopes. The zero point energy of 3He is larger than that of 4He so that the
interaction of 3He – 4He atoms is weaker than that of 4He – 4He. This makes it easier
for the 3He atom to locate among the 4He atoms rather than among the 3He atoms.

For the following discussion, we denote "3" for the pure 3He, "3c" for the concen-
trated phase of 3He and "3d" for the dilute phase of 3He in the index notations. Specif-
ically at T = 0, we denote L3c(0) = L3(0) for the latent heat of 3He. The chemical
potential of 3He is given by µ3c = −L3. To remove a 3He atom from the concentrated
phase into vacuum, the amount of energy required is L3(0)/N0.

For the dilute phase, the binding energy of a 3He atom in 4He liquid with mole
fraction of 3He x → 0 is

µ3d(0)
N0

= −ε3d(0). (2.6)

With the discussion above, the facts that a 3He atom has more stability in the 4He than
in 3He can be written by L3(0) < ε3d(0) as we can see in Figure 2.5.

However, the dissolution of 3He atoms cannot be unlimited. Firstly, the attractive
magnetic interaction between the 3He atoms and the density effect of the 3He atoms
in the 4He liquid tend to assemble the 3He atoms in the 4He liquid. The origin of the
density effect is that the zero-point energy of the 3He atom is larger than that of the 4He
so that the liquid near to a 3He atom is more dilute than that near to a 4He atom. Two
3He atoms tend to combine together since they remain more stable than when each one
of them surrounded by 4He atoms. Consequently, the binding energy of 3He decreases
with more and more 3He atoms diluted in 4He liquid which satisfies the inequality
−ε3d(x) < −ε3d(0).

Secondly, a 3He atom is a fermion and it must obey Pauli exclusion principle. The
same energy state can only be occupied by two 3He atoms at maximum which means
µ3d should be with the consideration of the Fermi energy EF = kBTF(x). At equilib-
rium, the chemical potential should satisfy the relation

µ3c = µ3d, (2.7)

and this equality leads to

µ3d(x)
N0

= −ε3d(x) + kBTF(xd). (2.8)

For a unity of volume (2π)3/V , the quantity of 3He atoms n3 in a sphere volume of
4πk3

F/3 is

n3 = 2
4πk3

F
3

V

(2π)3 (2.9)
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where the prefactor 2 signifies two 3He atoms in the same transitional state with the
consideration of Pauli’s exclusion principle. With (Eq.2.9) and the relation p = h̄k and
V = (n3+n4)

N0
Vm, the Fermi energy is

EF = kBTF(x) =
p2

F
2m∗3

=
h̄2

2m∗3

(
3π2n3

V

)2/3

=
h̄2

2m∗3

(
3π2xN0

Vm

)2/3

. (2.10)

where m∗3 is the effective mass of 3He atoms. The (Eq.2.8) becomes

µ3d(x)
N0

= −ε3d(x) +
h̄2

2m∗3

(
3π2xN0

Vm

)2/3

. (2.11)

Regardless of Vm and m∗3 which depend only weakly on x, we have kBTF(xd) ∝ x2/3.
m∗3/m3 = 2.28 at x → 0 and m∗3/m3 = 2.4 at x → 0.064 [82]. The term ε3d(x) should
be obtained from the experimental measurement or from a theoretical calculation. The
detail of the calculation and the experimental data can be found in references [83, 84, 85,
86, 87, 88, 81]. Figure 2.5 shows that at T = 0 and x = 6.4%, the chemical potentials of
3He and 4He reach the equilibrium. On the other hand, since 4He atom is a boson and
the binding energy does not decrease with augmentation of the quantity of 4He atoms,
the solubility of 4He in 3He tends to zero in ultra-low temperature. Consequently, if
one mixes pure 3He and 4He, when the mole fraction of 3He is larger than 6.4%, 3He
dilutes into 4He so that the solubility of 3He in 4He is never vanishing.

Isenthalpic decompression

In order to work with the 3He – 4He dilution mode, one has to obtain the separation
of the 3He concentrated phase and the 3He dilute phase in 4He phase. The principle we
use here is the Joule-Thomson effect of the isenthalpic decompression. The 3He – 4He
mixture is compressed to about 3 bar and cooled down to 4.2 K, followed by a decom-
pression. In such a case, the variation of the enthalpy is

dH = TdS + VdP = T
(

∂S
∂T

)
P

dT +

[
V + T

(
∂S
∂P

)
T

]
dP. (2.12)

With the definition of the volumetric coefficient of thermal expansion

α =
1
V

(
∂V
∂T

)
P

(2.13)

and the isobaric heat capacity

CP = T
(

∂S
∂T

)
P

(2.14)
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Figure 2.5: Variation of the chemical potential µ3d as a function of the 3He mole fraction
x at T = 0 K. [89]

and with one of Maxwell’s relations in thermodynamic

−
(

∂S
∂P

)
T
=

(
∂V
∂T

)
P
= αV, (2.15)

for dH = 0, we have the isenthalpic decompression for the so-called Joule-Thomson
coefficient µJT :

µJT =

(
∂T
∂P

)
H
=

V
CP

(αT − 1) . (2.16)

From the preceding equation, we know that when αT− 1 > 0, µJT > 0 and the decom-
pression leads to a decrease of temperature. This temperature is the inversion temper-
ature which is about 50 K for 4He [90]. With this method we cool down the mixture to
obtain the separation of the two phases and we can also cool down the mixture below
1 K by using this method.
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Osmotic pressure

Since the 3He concentrated phase and the 3He – 4He mixture phase have differ-
ent volumetric mass density and the concentrated phase of 3He is lighter than the
3He – 4He mixture phase, the 3He phase floats above the 3He – 4He mixture phase.

These two phases coexist in a chamber that is called the mixing chamber where
we find the 3He concentrated phase above the 3He – 4He mixture phase. The transfer
of the 3He atoms from the 3He concentrated phase to the 3He – 4He mixture phase is
endothermic.

An important property of the 3He – 4He mixture is the variation of the osmotic pres-
sure for the different concentrations of the 3He in the mixture. The liquid mixture can
be considered as an ideal solution for T & 0.15 K and the mole fraction of 3He x . 0.03
so that the osmotic pressure is described by van’t Hoff’s law

ΠV3d ' RT. (2.17)

where Π is the osmotic pressure, V3d = V4/x is ratio of the molar volume of the 4He
liquid V4 and the concentration of 3He x. This equation shows that for a fixed volume
of the 3He – 4He mixture, the variation of the concentration of the 3He in the mixture
transforms to a variation of the temperature.

Notice that the van’t Hoff law can describe the osmotic pressure in the still but in
the mixing chamber (see Section 2.2.3), the temperature is too low compared to TF so
that van’t Hoff law is no more applicable and the osmotic pressure should be obtained
from measurements [37]. As it is mentioned above, when T ' 0.7 K at the still and
T ' 0.1 K at the mixing chamber, there is an equilibrium with a concentration of 6.4%
of 3He in the dilute phase and the concentration of 3He with T = 0.7 K in the still can
be deduced by

xst = xmc
Tmc

Tst
' 1% (2.18)

where "st" is short for still and "mc" is short for mixing chamber.

Here is the mechanism of the production of the osmotic pressure: if one pumps 3He
from the still, the quantity of 3He decreases so that a difference of osmotic pressure
Πmc −Πst appears. Consequently, it causes that the 3He atoms move from the mixing
chamber to the still. As a result, the 3He atoms from the 3He concentrated phase pene-
trate into the 3He dilute phase. The movement of the 3He atoms from the concentrated
phase to the dilute phase leads to a variation of enthalpy so that the cooling power
appears.
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Cooling power

The specific heat in the concentrated phase below 40 mK can be easily deduced from
references [91, 92], which is C3 ' 22T J ·mol−1 ·K−1. The enthalpy can be calculated
by

H3(T) = H3(0) +
∫ T′

0
C3(T′)dT′ = H3(0) + 11T2. (2.19)

In the dilute phase, the liquid can be considered as a non interacting Fermi liquid with
T � TF. In fact, for x = 6.4%, TF = 0.38 K. For T = 40 mK, T � TF can be considered
as satisfied. In this case, the specific heat is given by

C3d = N0kB
π2

2
T
TF

= N0kB
π2

2
2m∗3kB

h̄2

(
VM

3π2xN0

)2/3

T. (2.20)

With m∗3/m3 = 2.4 for x = 6.4% and the numerical application, we have

C3d ' 106T J ·mol−1 ·K−1. (2.21)

For the dilute phase, we have

H3d(T) = H3(T) + T[S3d(T)− S3(T)]

= H3(0) + 11T2 + T
(∫ T

0

C3d
T′

dT′ −
∫ T

0

C3

T′
dT′
)
= H3(0) + 95T2

(2.22)

Since the enthalpy of the dilute phase of 3He is larger than that of the concentrated
phase of 3He, when an atom of 3He passes from the concentrated phase to the dilute
phase, the increase of enthalpy is compensated by a quantity of heat Q taken away
from the system so that one observes a cooling effect of the system. For one mole of
3He, the heat or the enthalpy variation is:

Q = ∆H = H3d(T)− H3(T) = 84T2, (2.23)

where Q is expressed in Joule and T in Kelvin. Comparing (Eq.2.19) and (Eq.2.22), If
we define ṅ the mole quantity of 3He per second that passes from the concentrated
phase to the dilute phase, we have

Q̇ = ṅQ = 84ṅT2. (2.24)

The preceding equation shows a quadratic relation between the temperature and the
cooling power. For instance, if the temperature decreases by 10%, the efficiency of the
cooling system decreases by 20%. The minimal temperature of the dilution is limited
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by the construction, and it becomes very difficult to attain temperatures below 10 mK.

Mechanism of the 3He – 4He dilution in the still and in the mixing chamber

The 3He – 4He dilution is illustrated by Figure 2.6. Figure 2.7 is the photo of this
part on the VTI of DICHRO50.

Figure 2.6: Scheme of the concepts of the dilution refrigerator. The blue color indicates
the coldest zone and the red color indicates the warmest zone. In the still, there is
mixture of the gaseous and liquid phase and there is only the liquid phases anywhere
else [93].

The system works in a closed circuit in order not to lose any 3He. In the still,
the temperature is about 0.7 K and there is an equilibrium between the liquid and the
gaseous phase of the 3He – 4He mixture. At 0.7 K, the vapor pressure of 3He is larger
than that of 4He with nearly 99% of the vapor phase consisting of 3He. One recov-
ers mainly 3He by pumping the still and consequently, the concentration of the 3He
in the liquid phase in the still decreases. The liquid phase in the still is at thermody-
namic equilibrium with the dilute liquid phase in the mixing chamber. The decrease
of the concentration of 3He in the still causes the decrease of the concentration of 3He
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in the dilute phase in the mixing chamber. This variation of the concentration of 3He
in the dilute phase in the mixing chamber breaks the equilibrium of the osmotic pres-
sure between the 3He concentrated phase and the 3He dilute phase. The difference of
the osmotic pressure between these two phases makes the 3He atoms cross the inter-
face between the two phases and pass from the concentrated phase into the 3He dilute
phase and the variation of the enthalpy cools down the mixing chamber.

Figure 2.7: Photo of the different parts of the dilution system. The mixing chamber is
equipped with a heater which controls the temperature between 0.2 K and 300 K.

The vapor exiting the still is recovered, pumped, and reinjected into the mixing
chamber so that the circulation of the dilution works continuously. The mechanism of
the recovery and of the pumping will be presented in the following sections.
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2.3 Cryomagnet endstation on DEIMOS beamline

The present section gives a general description of the CroMag cryomagnet on DEIMOS
beamline. Figure 2.8 shows the CroMag cryomagnet on DEIMOS beamline and a
scheme of the CroMag cryomagnet.

Figure 2.8: (Left) The CroMag cryomagnet on endstation of DEIMOS beamline. (Right)
Scheme of the CroMag croymagnet. (1) Main reservoir of 4He liquid. (2) Anti-cryostat
of liquid nitrogen. (3) Dilution VTI. (4) Still, mixing chamber and sample holder. (5)
Superconducting magnet. (6) Entrance of the X-ray. (DEIMOS - Synchrotron SOLEIL)

The CroMag cryomagnet consists of two parts: a superconducting magnet and a
variable temperature insert (VTI). The superconducting magnet is in the 60-liter-main
reservoir of liquid 4He which is surrounded by a 60-liter-anti-cryostat of liquid nitro-
gen. The main 4He reservoir provides 4He for the cooling system and for thermalisa-
tion of the superconducting magnet. The anti-cryostat of liquid nitrogen is built for
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primary cooling of the whole cryomagnet and for the thermal insulation between the
external wall at room temperature and the 4He reservoir. There are two split supercon-
ducting coils mounted on a 6 flange cross. The first magnet, the longitudinal magnet,
delivers a magnetic field up to ±7 T along the X-ray beam direction and a second one,
the transverse magnet, a ±2 T horizontal field perpendicular to the X-ray beam direc-
tion. The maximal sweeping rate of the magnetic field is 0.05 T/s.

The lower parts of the dilution refrigerator, the still and the mixing chamber are lo-
cated at the bottom of the VTI and the sample holder is screwed on the mixing chamber
so that it is at the intersection of the two superconducting magnets. The dilution re-
frigerator is presented in 2.2.3.

The whole CryoMag chamber is maintained in a UHV environment with a typical
base pressure in the low 10−10 mbar range. Thanks to the efficient cryogenic pumping
due to the large cold surface of the 60 liters of nitrogen and the 60 liters of 4He, there is
no need for additional mechanical pumping that might be a source of noise, perturbing
the measurements.

The CroMag cryomagnet is equipped with three types of detectors:
(i) a device for measuring the currents of the total electron yield (TEY),
(ii) a diode working in integrating mode for the total fluorescence yield (TFY)
(iii) a diode working in integrating mode for the transmitted flux for transparent

samples.
The maximum flux of X-ray that arrives on the sample is in the range of 1012 pho-

tons/s at 750 eV. By playing with the undulator, the beam source, the monochromator,
the various mirrors, and the exit slits, the flux of X-ray can be modulated from 107 to
1012 photons/s. At 750 eV, the average spectral resolution E/∆E is about 7000 and it
can be varied between 6000 and 10000 over the whole energy range.

2.4 The specificity of DICHRO50 VTI

The DICHRO50 is based on the general principles discussed at the beginning of
the present chapter. However the DICHRO50 VTI has its own unique, remarkable
properties. The following section presents how the 3He – 4He dilution principles are
realized on the DICHRO50 VTI.

2.4.1 DICHRO50 VTI in the cryomagnet

Before 2018, the CroMag cryomagnet was equipped with a VTI based on the 4He
pumping mode which allowed cooling down to T = 1.5 K (see Section 2.5). In 2013,
the DICHRO50 project was launched in collaboration with ten European laboratories.
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The main goal of this project was to construct a new VTI based on a 3He – 4He dilution
principle under UHV conditions. The new DICHRO50 VTI was supposed to replace
the ancient 1.5 K-VTI in the CroMag cryomagnet with significant gain in performance
compared to TBT-mk that was a first version of a dilution fridge developed in 1998.

The DICHRO50 VTI was manufactured by CryoConcept and expected to achieve
ultra-low temperature (50 mK) on the mixing chamber. The DICHRO50 VTI has two
cooling modes: the 4He pumping mode and the 3He – 4He dilution mode. The 4He
pumping mode can cool down the mixing chamber down to 1 K. In the 3He – 4He di-
lution mode, the DICHRO50 VTI could reach 180 mK after optimization of the thermal
shielding, reducing eddy currents, with no X-ray beam light on the sample. In nor-
mal measurements conditions (i.e. with X-ray beam), the minimal temperature Tlim is
200 mK.

2.4.2 General layout of the dilution mode of the DICHRO50 VTI

The 3He – 4He dilution works in a closed cycle. We start the description of the closed
cycle at the entrance of the pumping unit. The mixture is first pumped by a turbo-
molecular pump (PTM), supplemented by a primary pump (PPM). During the normal
operation of the dilution mode, the pressure at the entrance of the PTM is in the range
of 10−1 mbar. After exiting the PPM, the pressure of the mixture is between 500 and
100 mbar and it is compressed by a compressor above 1 bar. The compressed mixture
flows through a nitrogen cold trap. It is a filter cooled by liquid nitrogen that separates
eventual impurities, such as water, carbon dioxide, and oxygen that might be present
in the 3He – 4He mixture. The purification process of the 3He – 4He mixture is necessary
to prevent condensation of impurities that would block the extremely thin capillaries
of the dilution refrigerator at temperatures lower than 4.2 K.

The compressed mixture at 300 K is first cooled by various heat exchangers down
to around 4.2 K. The cooling power of the heat exchanger comes from a 4He reser-
voir, labeled the 4K-tank. Inside of the 4K-tank, various probes measure the tempera-
ture of the tank and the helium level. The 4K-tank is alimented by the 4He reservoir
of the superconducting coils. Then the mixture, cooled down to around 4.2 K goes
through Joule-Thompson isenthalpic decompression devices that further cool the mix-
ture down to 1 K or 2 K (see Section 2.2.3). Then the mixture flows through the heat
exchanger inside the still so that at the exit of the still exchanger, the mixture is at the
temperature of the still (generally around 0.8 K). Then it flows through a continuous
heat exchanger located between the still and the mixing chamber where the mixture is
further cooled down to the temperature of the mixing chamber.

Then the 3He – 4He dilution process starts as described in Section 2.2.3. In the mix-
ing chamber, there are two separated phases, the dilute and the concentrated 3He
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phases. Since the dilute phase of 3He is heavier than the concentrated one, the con-
centrated phase floats above the dilute phase. The dilution of 3He atoms from the
concentrated into the dilute phase is endothermic and then cools the mixing chamber.
The liquid in the dilute phase is connected to the still and because of the difference
of temperature and 3He concentration in the dilute phase present in the mixing cham-
ber and the still, an osmotic pressure drives the 3He molecules into the still. Between
the mixing chamber and the still, the dilute phase flows through the continuous ex-
changer and is warmed up as it is cooling down the concentrated mixture incoming
into the mixing chamber. The still temperature is around 0.8 K and 1.2 K so that the
diluted mixture boils in the still : there are two phases, a liquid one and a gaseous one.
The liquid phase is a dilute phase, with a small concentration of 3He but since the equi-
librium vapor pressure of 3He is much larger than the equilibrium vapor pressure of
4He, the vapor in the still mainly contains 3He molecules. The gaz is then pumped by
the PTM and when exiting from the dilution fridge, the cold, gaseous vapor of mainly
3He molecules flows through various heat exchangers which cool the injected mixture.
When entering the PTM, the mixture temperature is 300 K.

2.4.3 Pre-cooling mode of the refrigerator

One of the most important novelties for DICHRO50 is that it is equipped with a
fast pre-cooling circuit provided by a double still circuitry that cools the whole system
(still, continuous exchanger, mixing chamber) well below 50 K. Since the dilution VTI
works under ultra-high vacuum, it cannot be pre-cooled by a cold exchange gas as it is
commonly done for most applications. The pre-cooling procedure is achieved by a sec-
ondary 3He – 4He mixture circuit bypassing the Joule-Thomson thermal impedances.
The concept of the pre-cooling mode and that of the dilution mode is presented in Fig-
ure 2.9. About 10% of the 3He – 4He mixture is injected into the bypass circuit, cooled
down by the 4K-tank and injected directly to the mixing chamber. This pre-cooling
is switched off when the temperature of the still, the continuous exchanger, and the
mixing chamber is around 4.2 K.

This pre-cooling procedure is fast, 45 minutes between 300 K to 4.2 K and it is nec-
essary any time the sample is changed since changing the sample requires to warm-up
the mixing chamber to 300 K. The dilution mode starts after the pre-cooling is done
(Figure 2.10).

2.4.4 Sample transfer procedure

In order to prevent the blockage between the sample holder and the mixing cham-
ber due to the difference of the temperature, the sample should be transfered at room
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Figure 2.9: Scheme of the refrigerator circuits (Courtesy of CryoConcept). Green: pre-
cooling mode. Red: dilution mode. C = compressor, P = pump and MC = mixing
chamber. Black: 4 K-tank of the refrigerator, fed by the 4He main reservoir. During the
pre-cooling mode, the valve positions are: (1) and (5) = open; (2), (3) and (4) = closed; P
= off and C = on. For the dilution mode, the valve positions are: (1) and (5) = closed; (2)
and (3) = open; P = on, C = on; and (4) = open only for the pre-cooling circuit purging.
[36]

temperature (∼ 300 K). In other words, the mixing chamber should be warmed up to
about 300 K. A heater manufactured by Thermocoax, and fixed to the mixing chamber
heats it and allows to attain the higher experimental temperature for the measure-
ments or the room temperature for the sample transfer. The principle of the heating
is the Joule heating effect. The sum of the heating resistance and the resistance of the
conducting wire is 63 Ω. The heater is piloted by software.

The system has a good performance for stabilizing any temperature between 200 mK
to 350 K. For example, at ultra-low temperature below 1 K, the accuracy of the mea-
sure is about±25 mK. However, in the range between 1.2 K and 4.2 K, the temperature
presents fluctuations because this range of temperature is above the dilution mode and
below a conventional 4K-tank mode. Except for this very range, the temperature can
be set to any arbitrary temperature between 4.2 K and 300 K and the stability is excel-
lent over more than one day. Moreover, this temperature remains stable during helium
refill of the main helium reservoir. Figure 2.1 shows one of the first series of mea-
surements. The magnetic relaxation of the Fe4 molecule has dynamic properties and
strongly depends on the temperature, so that the shape of the magnetization curves are
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Figure 2.10: Evolution of the temperature in the mixing chamber on a logarithmic scale
as a function of time during the pre-cooling and mixture-condensation procedures.
Starting from 300 K, about 4 h are required to reach Tlim. The inset illustrates the tem-
perature stabilization at various set points, from 200 mK to 900 mK, every 100 mK. [36]

a good indication of the temperature as can be seen for temperatures between 350 mK
and 900 mK.

When the sample needs to be changed, a heating procedure starts between 4.2 K
to 300 K and it lasts typically 90 minutes. When a new sample is mounted at 300 K,
around three hours are needed to cool it down to ultra-low temperature, i.e. 0.2 K
(Figure 2.10).

2.4.5 Temperature measurement in the mixing chamber

The temperature in the mixing chamber is measured with a full range thermome-
ter sensor made by CryoConcept: it is made of a RuO2 type resistor diode mounted
in series with a silicon resistor diode. The silicon resistor measures the temperature
between 4 K and 350 K. The measurement below 4 K is read by the RuO2 resistor. In
fact, the resistance of RuO2 remains in the same range for the temperature above 4 K
but it varies considerably more below 4 K especially below 100 mK as shown in Fig-
ure 2.11. This property is very favorable for the thermometry in the millikevin range.
The full-range thermometer has a high sensitivity between 10 mK and 300 K and it is
installed in the mixing chamber to have Tmixing chamber ≈ Tsample holder. The precision
of the thermal sensor is better than 1 mK and the uncertainty on the sample tempera-
ture depends mainly on the thermal connections between the sample and the sample
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holder and on the nature of the sample itself.

Figure 2.11: Typical resistance of RuO2 as a function of temperature from 25 to 100 mK
[94].

An additional silicon thermometer is mounted on the outside of the mixing cham-
ber to assuring the temperature measurement. A second RuO2 resistor measures the
temperature of the still and a silicon diode measures the temperature of the 4 K-tank.

2.4.6 Cooling power of the 3He – 4He refrigerator and the radiation
shielding

Before installation of the dilution VTI into the cryomagnet, the VTI was installed
in a closed cryostat and a minimal temperature of 60 mK could be obtained in the
mixing chamber. The measured cooling power was 50 µW at 100 mK and 170 µW at
200 mK. After installation in the CroMag cryomagnet, the minimal temperature was
about 180 mK. The difference of performance is due to the parasite IR radiations mostly
coming from the various view-ports.

Since the superconducting coils split, there are six open bores around the sample.
Different thermal shields are placed in the open bores of the cryomagnet:

- A 4 K thermalized high-purity aluminum foil of 0.7 mm thickness is placed at the
entrance of the X-ray beam which allows to cut the infra-red flux of the ring and also
to reduce the photon flux by a factor of ten. This foil can be removed by a manipulator
if one wants to avoid the transmission signals of the aluminum.
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- The bore along the transfer and the back bore are closed by two retractable infra-
red radiation copper shields, which are thermalized the 77 K nitrogen and the 4 K he-
lium reservoirs of the cryomagnet.

- The two bores which are perpendicular to the beam axis in the horizontal plane
are made for observation of the sample during the sample transfer procedure. These
bores should be shielded during the measurements. In fact, they are first shielded by a
sapphire disk placed on the liquid nitrogen 77 K reservoir, and another low-pass infra-
red Schott filter followed by a second sapphire disk fixed on the 4 K canister (Figure
2.12). To make more protection for TEY measurements, before starting the measure-
ments, each of these bores is covered by two black plastic lid and aluminum foil film
from the outside.

Figure 2.12: Shielding screen for the perpendicular bores with low-pass IR filter (with
some green color) and sapphire disk.

Black body radiation at 300 K

For the perpendicular and horizontal bores, the thermal parasite radiation is the
radiation at 300 K emitted either by the view-ports or transmitted by the view-ports.
We assume that these radiations are emitted by a black body at 300 K. We can apply
Planck’s law:

Bλ(λ, T) =
2hc2

λ5
1

e
hc

λkBT − 1
, (2.25)

and we can obtain the distribution of the spectral radiation of the black body Bλ(λ) at
300 K. Figure 2.13 shows this distribution.
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Figure 2.13: Distribution of the spectral radiance of black body at 300 K. The red part is
the energy of emission by black body at 300 K that cannot be shielded by the sapphire
disk.

One can calculate the derivative to obtain the wavelength for the maximal Bλ(λ).
Without calculating the derivative, one can also apply Wien’s law:

λmax =
b
T

(2.26)

where b = 2.898× 10−3 m.K is the Wien constant. The maximum intensity is found at
λ = 9.6 µm which proves that the radiations are in the infra-red range.

In fact, the transmission rate of the sapphire is about 80% for λ < 8 µm and about
60% for λ > 90 µm. The transmission rate is almost 0 for wavelengths between 8 µm
and 90 µm so that infra-red contributions are stopped. For the radiations outside the
range from 8 µm to 90 µm, the infra-red Schott filter stops sensitively the infra-red ra-
diations with wavelengths smaller than λ < 8 µm or larger than λ > 90 µm.

All bores, except for the upper vertical bore of the cryomagnet, are equipped with
black-painted copper tubes which are very efficient in reducing the reflection of the
infra-red radiations.
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2.4.7 Eddy current effects

During the measurements, when the magnetic field is changing, one observes an
evidence of the augmentation of the temperature as it is shown in the Figure 2.14. The
reason is that the mixing chamber, the sample holder and maybe the sample itself are
metallic and electric conductors which produce an electromotive force in a varying
magnetic field, the so-called eddy current effect. The electromotive force generates the
eddy currents on the surface of the conductor, hence the thermal energy. Eddy currents
are inevitable, however, we can define experimentally an appropriate sweeping rate of
the magnetic field to avoid the high increase of the temperature. The heating power
is related to the magnetic field sweeping rate, the electrical conductance and some
geometrical factors.

Figure 2.14: Evolution of the mixing chamber temperature for different sweeping rates
of the magnetic field. For each rate, the field varies continuously from 0 T to 1 T and
back to 0 T.

To minimize this effect, the sample holder and the mixing chamber are built out of
a CuBe alloy (2at.% of Be in Cu) that reduces the conductance in the ultra-low temper-
ature regime and correlatively, the heating power of the eddy currents, at least by a
factor of ten with respect to pure cooper. The CuBe sample holder is better suited for
the measurements at ultra-low temperature. Figure 2.14 shows experimental measure-
ments of the temperature variation due to the eddy currents. For each rate, the field
was varied continuously from 0 T to 1 T and back to 0 T (Figure 2.14). For 0.02 T s−1

sweeping rate, the temperature increase is below 20 mK, with a return to the initial
temperature in 15 minutes. As we know from induction, the heating power increases
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with increasing magnetic field sweeping rate. For the continuous magnetic field vari-
ations when measuring XMCD-detected magnetization curves, the sweeping rate is
fixed to 0.01 T s−1, leading to a temperature increase of about 50 mK in the case of a
magnetic loop amplitude of ±3 T.

2.4.8 Electrical insulation

The principal detection mode is TEY (Total Electron Yield). The low-noise TEY
detection requires an electrical insulation of the sample holder larger than 100 GΩ.
Using the experience of our previous version, we built the mixing chamber as an as-
sembly of a top and a lower metal part, separated by a sapphire ring which ensures
a quasi-perfect electrical insulation (R > 200 GΩ, in the teraohm range) of the lower
part of the mixing chamber, and, correlatively, a high sensitivity of the sample current
measurement (a fraction of fA). This technique provides a perfect electrical insulation
whatever the temperature, with a He leak rate lower than 3× 10−10 mbar L s−1. The
sapphire ring also ensures an excellent thermal conduction since the hole through the
sapphire permits direct contact of the cooling He mixture with the bottom of the mix-
ing chamber where the sample holder is screwed.

2.5 The 2K VTI on DEIMOS beamline

Besides the DICHRO50 VTI, another VTI, labelled 2K VTI, can be mounted inside
the CroMag cryomagnet of DEIMOS. This VTI, which works with liquid 4He, provides
an alternative solution to achieve the full range of the temperature from 1.8 K, the tem-
perature of the pumped liquid helium, to room temperature. As explained in Section
2.2.2, we can achieve temperatures below 4.2 K by pumping over a liquid 4He bath.

Figure 2.15 shows the extremity of the 2K VTI. The 4He tank is fed by the main
reservoir of liquid 4He thanks to a capillary pipe controlled by a needle valve. Through
a copper sample holder connector, the liquid 4He cools the sample down to 4.2 K. On
DEIMOS beamline, we use a primary helium pump to pump over the 4He tank. A
standard primary pump is able to obtain a vacuum in the range of 20 mbar, from Figure
2.3 with a simple calculation, we can obtain a temperature below 2 K in the helium
bath.

A pumped 4He cryostat is a rapid way to reach temperatures around 2 K. Figure
2.16 shows the time necessary to warm-up and cool-down the sample. We need about
one hour and a half to cool down the sample holder from 300 K to 4.2 K and about one
hour from 4.2 K to about 1.7 K. The pumping power is not easy to adjust so that the
lowest temperature defined by the pumping power of the primary helium pump is
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Figure 2.15: The extremity of the 2K VTI

the only really stable temperature: around 1.8 K. For temperatures between 1.8 K and
4.2 K, variations of pressure inside the 4K-tank or inside the 4He magnet reservoir tend
to make it difficult to stabilise the temperature.

In order to warm up the helium bath from 2 K to 4.2 K, one needs to stop the helium
pumping so that the pressure inside the 4K-tank reaches atmospheric pressure. The
helium bath is warmed up by its surrounding environment and the incoming liquid
4He from the main helium reservoir. During this process, one can easily observe that
the temperature of the helium liquid and the pressure above the liquid increase very
slowly up to a certain value and then drastically increase passed this value. This value
is the so-called λ point between the normal fluid and the superfluid. On DEIMOS,
one observes this value at around 2.177 K, which is very close to the common value
2.168 K in the reference [72]. This proves the excellent calibration of the DT600 silicon
diode temperature sensor. From the evolution of the temperature recorded as a func-
tion of time, Figure 2.17 shows the different variations of speed around the λ point.
With a zoom around the λ point, we notice the different behavior of the variations of
the temperature and the pressure for T < λ and T > λ. This behavior can be also
clearly visualized by tracing the pressure as a function of the temperature (Figure 2.17
- Bottom). Note that the data is recorded during the warming up process. To reach
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Figure 2.16: Typical evolution of the temperature as a function of time during warm-up
and cool-down process.

temperatures above 4.2 K, one turns on the helium tank heater (Figure 2.15) so that the
temperature can be set between 4.2 K and 300 K. It takes around 1.5 hours to warm-up
a sample from 1.8 K to 300 K.

It is delicate to find a set of balanced values of the needle valve opening controlling
the 4He incoming debit and the heating power. On one hand, one needs to maintain
a stable temperature, on the other hand, one wants to limit the 4He consumption. For
example, at around 2 K, if the needle valve between the 4He reservoir of the coils and
the 4K-tank is too much open, the "warm" liquid at 4.2 K will heat up the helium bath.
If the needle valve is too much closed, the 4K-tank will get empty and the temperature
will increase.

As another example, at 20 K, one can get the goal temperature by two different
settings: one can fully open the needle valve and set the heater to high power or an
optimised opening of the needle valve with an intermediate power of the heater. The
former setting is easy to set but consumes much more liquid 4He and freezes the exit
pipes of the helium tank so that water condensation tends to appear at the top of the
CryoMag. The latter, optimised setting is to be looked for although it can be quite
tricky to find. In addition, the settings have different values from one experimental
condition to another, so that the precise setting can only be determined during the
experiment. Table 2.1 is an example of a series of values found during the experiments
for the project N°20191826 which took place in September 2020.
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Figure 2.17: (Top-Left) Evolution of the temperature during the warm-up process. The
different regimes can be seen around the λ point. (Top-Right) Zoom around the λ
point with the pressure measured above the liquid 4He. The λ point is measured for
2.177 K. (Bottom) Evolution of the pressure above the liquid 4He as a function of the
temperature.

T ≤ 2 K 4 K 10 K 20 K 30 K 50 K 100 K 150 K 200 K 300 K

Opening turns 1.6 1.6 1.8 1.7 1.8 1.9 1.8 2 1.8 1.8

Table 2.1: Values of the needle valve opening (1 units of turns i.e. 360°, 0 is the closed
position) for different temperatures when equilibrium is insured between a stable tem-
perature, a high collection data quality for XAS, and minimal helium consumption.

Both TEY (Total Electron Yield) and TFY (Total Fluorescence Yield) detection modes
have been installed on the 2K VTI. Although the main detection mode I have used for
my PhD work was the TEY mode, the TFY detection mode was always present and
gave complementary information.

35



2.6. TBT-mK cryomagnet on ID12 beamline at ESRF

2.6 TBT-mK cryomagnet on ID12 beamline at ESRF

Another cryomagnet called TBT-mK was developped in the 1998 by Kappler and
Sainctavit [73, 31]. It was the first device in the world that allowed to cool a sample
below 300 mK for XMCD measurements on a synchrotron.

Figure 2.18: (Left) Inner structure of the TBT-mK. (Right) TBT-mK installed on the ID12
beamline at ESRF.

The TBT-mK cryomagnet is a 3He – 4He dilution refrigerator that inspired the con-
cept of DICHRO50 for DEIMOS beamline. The scheme on the left of Figure 2.18 shows
the inner structure of the cryomagnet. The main difference for DICHRO50 is the con-
nection with the helium reservoir and the 4K-tank. The TBT-mK is equipped a U-
shaped helium transfer rod that connects the reservoir to the 4K-tank at the difference
of DICHRO50 where the connection is ensured by a capillary circulating in the UHV
chamber. The TBT-mK transfer rod can be easily dismounted so that mechanical inter-
vention on the dilution VTI can be fast and easy to perform. The TBT-mK provides
an experimental environment where the sample is sitting in 10−10 mbar UHV con-
ditions with stable temperature between 260 mK and 4.2 K. Using TBT-mK for tem-
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peratures below 4.2 K is absolutely optimal and other devices should be used when
4.2 K < T < 300 K.

2.6.1 Installation on ID12 beamline and the temperature tests of the
TBT-mK

First, we have adapted the TBT-mK to the ID12 configuration. The energy range of
the ID12 beamline at ESRF is from 2 keV to 15 keV. For radioprotection, all measure-
ments are performed in a hutch so that all the motors of this 20-year-old instrument
have been developed to be piloted from the outside. Pascal Voisin has been essential
for all these developments. The picture on the right of Figure 2.18 shows the TBT-mK
cryomagnet installed on the ID12 beamline.

Figure 2.19: (Top) Typical warm-up process of TBT-mK. (Bottom-left) Typical cool-
down process of TBT-mK from 265 K to the 1 K range. (Bottom-right) Typical cool-
down process of TBT-mK from the 1 K range to the limit minimum.

The main performance improvement of the TBT-mK on ID12 beamline is the control
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of the temperature. A heater with a resistance of 66 ohms has been installed for a fine
tuning of the mixing chamber temperature. The time necessary to warm-up the sample
from the mK range to room temperature has been reduced from more than 10 hours to 4
hours. Therefore, the time necessary for changing the sample, i.e. heat the sample from
mK range to 300 K, change the sample, cool the sample back to mK has been reduced
from more than 24 hours to 12 hours. Figures 2.19 show three typical behaviors of TBT-
mK: the warm-up process, the cool-down process to 1 K and the cool-down process to
about 230 mK range. The lowest temperature recorded for a sample on TBT-mK@ID12
is 197 mK and it was obtained on October 1st, 2018, at 14:20:24 : the first day of my
PhD thesis.

2.6.2 Thermometry measurements of the TBT-mK

Once the TBT-mK was installed on ID12@ESRF, we started a commissioning-like
measurement to determine the real temperature on the sample with comparison with
the temperature given by the thermometers. In the case of hard X-rays, one expects that
the heat load will be larger than what is observed in the soft X-ray range. To check for
that, we performed the first XMCD measurement in a Curie-Weiss paramagnetic sam-
ple containing "isolated" rhenium ions where the paramagnetic behavior is expected
to follow a Curie-Weiss law.

[ReF6]2 – compound sample

The sample was prepared by K. S. Pedersen from Clérac’s group at the CRPP, Bor-
deaux. The sample formula is (PPh4)2[ReF6]·2H2O where the rhenium ions are coor-
dinated to 6 fluorine anions. In first approximation, the [ReF6]2 – units are isolated so
that it is sensible to expect that the magnetisation of (PPh4)2[ReF6]·2H2O would fol-
low a Curie-Weiss law. The magnetic properties of the sample have been previously
studied [95].

Rhenium (Re) is a third-row transition metal with an atomic number Z = 75. In the
[ReF6]2 – unit, rhenium ions is in the form of Re4+ ion and its electronic configuration
is [Xe]4 f 145d3.

Thermometric measurements with Re-L2,3 edges on ID12

The heater of 66 ohms can warm up the sample from 4.2 K to 300K and can also
finely control the temperature below 4.2 K. For the ultra-low temperature, we achieve
to first cool down the sample to the minimal temperature (i.e. around 200 mK on the
sample thermometer). We then insert different attenuators of Cu or Al foils with dif-
ferent thicknesses between the sample and the beam in order to remove the X-ray and
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check that the ultra-low temperature range is independent of the X-ray flux. The mea-
surements for various series of attenuators was performed to provide a series of ther-
mometric tests.

We recorded the XAS-XMCD spectra at the Re-L2,3 edges. Figure 2.20 shows an
example recorded with an attenuator of 150 µm of aluminum in an external magnetic
field of 6 T. We observe that the XMCD signal of the L2 edge is much more intense
than that at the L3. For the reader not familiar with XAS and XMCD, Chapter 3 gives a
basic introduction to the method. We set the monochromator energy at E = 11 970 eV
and vary the external magnetic field between −6 T and 6 T and back to record the Re
magnetization curves.

Figure 2.20: Re-L2,3 edges at "T = 230 mK" displayed on the thermometer. The sample
is radiated by synchrotron beam with attenuators under an external magnetic field of
6 T. The actual temperature is about 1.75 K on the sample.

With the attenuators at disposal on ID12 beamline, we performed magnetization
measurements for four configurations of the attenuator filters :

- 100 µm Al + 42 µm Cu,
- 100 µm Al + 32 µm Cu,
- 20 µm Cu,
- 50 µm Al + 100 µm Al (=150 µm Al ).

39



2.6. TBT-mK cryomagnet on ID12 beamline at ESRF

We can calculate for E(L3) = 10 500 eV and E(L2) = 12 000 eV, the transmission
rate [96] of the above attenuators in Table 2.2.

100 µm Al 150 µm Al 20 µm Cu 32 µm Cu 42 µm Cu

E(L3) = 10 500 eV 56% 42% 3% 0.4% 0.1%

E(L2) = 12 000 eV 68% 55% 9% 2% 0.6%

Table 2.2: Transmission rate on Re-L2 and Re-L3 edges with different attenuators.

The magnetization curves for the four configuration of attenuators are reported in
Figure 2.21. A calculation with equation

M = g µB S BS(x) (2.27)

Figure 2.21: magnetization curves the four configuration of attenuators.

accompanying the measurements. BS(x) is the Brillouin function expressed as:

BS(x) =
2S + 1

2S
coth

(
2S + 1

2S
x
)
− 1

2S
coth

( x
2S

)
, (2.28)
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x =
gS µB S B

kB T
. (2.29)

gS is calculated by LFM calculations by Pedersen et al. [95] for gmS=±3/2 = 1.74 and
gmS=±1/2 = 1.69. From my experiments, gS and S can be obtained experimentally from
the sum rules (see Section 3.5) and I found gS = 1.53 and S = 0.842.

Transmission rate on L3 edge Transmission rate on L2 edge Temperature

100 µm Al + 42 µm Cu 5.6× 10−4 4.08× 10−3 300 mK

100 µm Al + 32 µm Cu 2.24× 10−3 1.36× 10−2 400 mK

20 µm Cu 3% 9% 500 mK

50 µm Al + 100 µm Al 42% 55% 1.5 K-1.75 K

Table 2.3: Performance of four attenuator configurations on Re-L2 and Re-L3 transmis-
sion rate and their regulation on temperature.

With these values for g and S, it is possible to fit the experimental data presented in
Figure 2.21 and then determine the real temperature of the sample for the four sets of
attenuators. The data are gathered in Table 2.3. The main conclusion of the present
ID12 measurements is that in order to obtain the lowest possible temperature for
an XMCD measurement in the hard X-ray range, one needs to reduce drastically the
X-ray flux.

2.7 Conclusion

CroMag-DICHRO50 on DEIMOS@SOLEIL for soft X-ray XMCD and TBT-mK on
ID12@ESRF for hard X-ray XMCD are two unique instruments in the world for syn-
chroton XAS measurements below 1 K. Although the cooling principle is quite com-
mon to the typical cryostat, the adaptation on a synchrotron does make a great chal-
lenge since the dimension and the geometry as well as the thermal isolation from the
outside are completely different from those of a typical cryostat. During my PhD work,
these two machines have been well installed on two synchrotron beamlines and they
work well.

These two outstanding instruments will make the following projects possible : in-
vestigation of the Kondo effect in diluted systems (CuFe [33], YbAu, La1 – xCexB6, etc.),
Kondo lattices (CeB6), monolayers of single molecule magnets (SMM) [97], prussian
blue analogue nanocrystals assembled as a single monolayer [98], light-induced spin-
state spin-crossover properties [99], ultra-thin film spin-crossover molecules on metal
surfaces [100], photomagnetic prussian blue analogue [101].
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A new ultra−low temperature set-up dedicated to soft X-ray Absorption Spec-
troscopy and X-ray Magnetic Circular Dichroism (XMCD) experiments is de-
scribed. Two experiments, performed on the DEIMOS beamline (SOLEIL syn-
chrotron), demonstrate the outstanding performances of this new platform, in
terms of the lowest achievable temperature under x-ray irradiation (T =220 mK),
the precision in controlling the temperature during measurements as well as the
speed of the cooling down and warming up procedures. Moreover, thanks to the
new design of the set-up, eddy current power is strongly reduced allowing fast
scanning of the magnetic field in XMCD experiments; these performances lead to
a powerful device for x-ray spectroscopies on Synchrotron Radiation beamlines
facilities.

1. Introduction

The synchrotron-based x-ray absorption spectroscopies, x-ray
magnetic circular (XMCD) and linear (XLD) dichroism, are
particularly useful techniques in physics, chemistry and materi-
als science because of their chemical selectivity and high sen-
sitivity. For instance, they allow investigating diluted elements
in the first nanometers of bulk samples down to a concentra-
tion of few hundred ppm, and collections of single molecules
or atoms on surfaces (Van der Laan & Figueroa, 2014; Stöhr
et al., 1998). Moreover, they provide information on both static
and dynamic magnetic properties, including magnetic polar-
ization and anisotropy, spin and orbital contributions to mag-
netic moments (Thole et al., 1992; Carra et al., 1993), mag-
netic coupling between spins localized on different elements
(Joly et al., 2017; Ohresser et al., 2005) and magnetic bista-
bility (Gambardella et al., 2002). A dichroic spectrum is ob-
tained by the difference between two x-ray absorption spectra
(XAS) recorded with different light polarizations (circular left
and right for XMCD, linear vertical and horizontal for XLD).
When measuring XMCD an external magnetic field is gener-
ally used to control the magnetic state of the sample. In the case
of ferromagnetic samples, with large enough remnant magne-
tization and small enough coercive fields, XMCD experiments
can be also performed in low external magnetic fields or in the
remnant state. In order to reach the high sensitivity of this tech-
nique, it is crucial that all parameters remain stable over the

entire duration of the measurements. This implies a highly reli-
able photon source ensuring constant polarization rate and pho-
ton flux, a very steady optical pathway ensuring high energy
stability and a constant sample environment in terms of tem-
perature and magnetic field. The DEIMOS beamline, located
on a medium straight section (I07-m) of the storage ring of the
French Synchrotron-SOLEIL1 has been conceived specifically
to best fulfil these requirements (Ohresser et al., 2014).

The accessible energy range on the DEIMOS beamline,
with the mentioned four polarizations, ranges from 350 eV to
2500 eV. This covers the L absorption edges of 3d and 4d tran-
sition elements, the M edges of rare earth elements and the K
edge of nitrogen, oxygen and sulfur atoms. All these elements
are of particular interest in the field of molecular magnetism,
and more generally, in magnetism of nano objects.

Ultra−Low Temperature (ULT, T < 1 K) is of primary im-
portance when dealing with new states of matter and the studies
of magnetic phenomena as spin transitions, magnetic ordering,
relaxation of metastable states, superconductivity, Kondo effect,
etc. When the thermal energy is smaller than the energy differ-
ence between the ground state and the first excited levels, the
ground state properties can be revealed.

Among cryogenic fluids, liquid 4He and 3He allow to reach
limit temperatures Tlim of about 1 K and 0.3 K, respectively,
at sub-atmospheric pressure. To reach even lower tempera-
tures, one takes advantage of the peculiar phase diagram of the

1 Source Optimisée de Lumière à Energie Intermédiaire du LURE, https://www.synchrotron-soleil.fr/
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3He−4He mixture, and in particular of the phase separation ap-
pearing below T < 0.8 K. This phase separation consists in
the coexistence of a concentrated and a diluted phase, the latter
having a 3He molar fraction of x = 0.063 when extrapolated to
T = 0. The enthalpy difference of the two phases leads to a net
cooling by transferring 3He from the concentrated phase to the
diluted, mostly 4He containing phase. For a standard 3He−4He
dilution refrigerator Tlim is about 10 mK (Pobell, 1992). The
basic principles of 3He−4He dilution and the use as refrig-
erator for XAS measurements are reported in detail in Refs.
(Sainctavit & Kappler, 2001) and (Letard et al., 2007).

Three different research teams (LURE2, IPCMS, IMPMC)
joined to develop a first version of a 3He−4He refrigerator dedi-
cated to XMCD measurements and successfully used during the
last 15 years on different European synchrotron radiation cen-
ters (Sainctavit & Kappler, 2001; Letard et al., 2007), in partic-
ular in the field of molecular magnetism (Mannini et al., 2009).

Recently, the setting up of the DiLux Consortium of 10 Eu-
ropean laboratories allowed us to propose a new project of ULT
equipment on the DEIMOS beamline at SOLEIL.

The present paper deals with the development of a new
3He−4He dilution refrigerator, working under Ultra-High Vac-
uum conditions (UHV) with significant gain in performance as
compared to the previous version, namely, a lower temperature
limit (Tlim = 220 mK), an optimized thermal shielding, the re-
duction of the eddy current power, easier cooldown and warmup
procedures and user-friendly management of the experiments.
Furthermore, the installation of this system in the DEIMOS
beamline allows in situ sample transfer possibility to/from ad-
ditional UHV chambers and glove box which provide possibil-
ities of specific in situ sample preparation (ion sputtering, tem-
perature annealing up to 1000◦C, metal and organic layer de-
position), and characterization (scanning tunneling microscopy,
electron diffraction, Auger spectroscopy). For these in situ pre-
pared samples, special holders have been developed which al-
low to reach sample temperatures very close to Tlim.

To illustrate the performances of the new device we de-
scribe here two XMCD experiments as a function of temper-
ature (0.3−4.2 K) and magnetic field (±3 T cycle). As a first
example, we illustrate the XMCD at the Er-M4,5 edges in the
paramagnetic Er0.025Pd0.975 alloy; second, by recording the Fe-
L2,3 edges we probe the metastable behavior of a Fe4 sin-
gle molecule magnet (SMM)-chemisorbed as a monolayer on
Au(111).

2. Description of the specificities of the ULT set-up

This section describes the different prerequisites for perform-
ing ULT-XAS experiments with soft x-rays. Dilution refrig-
erators are of quite widespread use when measuring magne-
tization, transport properties or neutron diffraction. However,
XMCD measurements impose several constraints, such as an
UHV environment, a specific pre-cooling of the insert, an elec-
trical sample insulation for the Total Electron Yield (TEY) de-
tection mode, and a shielding of the parasitic infrared (IR) radi-
ations inherent to the optical access.

2.1. Cryomagnet

The new insert has been implemented in the existing cryo-
magnet of the DEIMOS beamline (Ohresser et al., 2014), that
comprised two superconductive magnets delivering magnetic
fields up to 7 T and 2 T, along and perpendicular to the x-ray
beam, respectively. The maximum sweeping rate is 0.05 T/s.
The typical base pressure is in the low 10−10 mbar range with-
out any mechanical pump (a possible source of vibrations and
noise) thanks to the efficient cryogenic pumping. The dilution
refrigerator is mounted in the vertical bore of the cryo-magnet.
The sample is centered in a six-flange cross on a vertical (z-
axis) translator, having an additional angular degree of free-
dom θ around the z-axis. A motorized linear motion perpendic-
ular to the z-axis and the x-ray beam is obtained by translating
the whole chamber with respect to the x-ray beam (Ohresser
et al., 2014). A Computer-Aided Design (CAD) of the cryostat
with the dilution refrigerator insert is given Fig. 1.

Sample transfer 
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2 

Figure 1
CAD of the cryostat: (1) Main Heliq tank. (2) 3He−4He dilution refrigerator.
(3) Cryo-magnet. (4) Sample. (5) 4 K tank used for pre-cooling. (6) 4 K thermal
retractable shield. Black arrows: the sample transfer and incoming beam axes.
The total height is around 200 cm and the diameter 60 cm. The diameter of the
bottom part of the refrigerator is ≃50 mm.
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2.2. Dilution refrigerator−UHV environment

The 3He−4He dilution refrigerator has been manufactured by
the CryoConcept company3. The refrigerator benefits from a
Joule-Thomson expansion stage which avoids the need of a 1 K
tank, and is exclusively built out of UHV compatible materials
to avoid pollution of the vacuum and reach ultimate pressures.
Stainless steel (grade 316L), Cu (Cu-OF) and Cu:Be alloys have
been privileged and the standard wire tin-soldering has been re-
placed by UHV conductive epoxy gluing. This allows to keep
a pressure in the low 10−10 mbar range or below, after gentle
bake-out.
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Thermal
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4K-tank

Pre-cooling injection

C P 1

2

3

4
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Figure 2
Scheme of the refrigerator circuits (Courtesy of CryoConcept). Green: pre-
cooling mode. Red: dilution mode. C=compressor, P= pump. MC= Mixing
Chamber. Black: 4 K-tank of the refrigerator, fed by the 4He main reservoir.
During the pre-cooling mode the valve positions are: (1), (5) = open; (2), (3),
(4) = closed, P=off and C=on. For the dilution mode the valve positions are:
(1), (5)=closed; (2), (3)=open; P=on, C=on; (4)=open only for the pre-cooling
circuit purging.

2.3. Pre-cooling of the refrigerator

For a standard dilution refrigerator the pre-cooling proce-
dure, which utilizes an exchange gas, takes few minutes. As
the current insert cannot be cooled down by this method, a
secondary He mixture circuit, which by-passes the thermal
impedances, is used. A small fraction (≈10% of the total He
mixture) is injected in this by-pass circuit, cooled down by
the 4.2 K tank of the variable temperature insert that is fed
by the main He reservoir through a capillary and injected di-
rectly in the Mixing Chamber (MC) (Fig. 2). The by-pass cir-
cuit is purged when the MC temperature reaches about 4 K,
and then the condensation process starts. This pre-cooling pro-
cedure speeds up the cooldown by a factor 5 compared to our
previous version. The MC cooldown from 300 K to 4.2 K lasts
less than 45 min (see Fig. 3).

2.4. Mixing Chamber−TEY detection

The MC, located at the bottom part of the refrigerator, is the
crucial part of a dilution fridge in terms of performance. The
sample holder is attached (screwed in/out) to the MC to ensure
excellent thermal contact, which is mandatory to reach an opti-
mal thermal conduction. Furthermore, low-noise TEY detection
requires an electrical insulation of the sample holder larger than
hundred gigaohms.

2.4.1. Electrical insulation of the MC − Using the experi-
ence of our previous version, we built the MC as an assembly of
a top and a lower metal part separated by a sapphire ring which
ensures a quasi−perfect electrical insulation (R > 200 GΩ)
of the lower part of the MC, and correlatively, a high sensitiv-
ity of the sample current measurement (a fraction of fA). This
technique provides a perfect sealing whatever the temperature,
with a He leak rate lower than 3.10−10 mbar.L/s. The sapphire
ring ensures also an excellent thermal conduction, since the hole
through the sapphire permits a direct contact of the cooling He
mixture with the bottom of the MC, where the sample-holder is
screwed. For more details about the mixing chamber see (Letard
et al., 2007).

2.4.2. Sample current measurement − In the soft x-ray
range, XAS is most conveniently detected in the TEY mode
by measuring the sample drain current (Ebel, 2004). The elec-
trometer is electrically connected to the MC with a pair of
twisted Kapton R⃝-isolated manganin wires, one for the ground-
ing and the second for the sample current measurement. A typi-
cal measurement with low flux (109 photons/s, at E=1000 eV, to
avoid beam damage on the sample) yields a sample current of
about 10 pA, with a signal to noise ratio in the 104 range. Note
that Fluorescence Yield (FY) or transmission measurements are
also practicable, but present some inconveniences with respect
to ULT: FY requires a detector very close to the sample and
therefore well thermalized. Transmission requires working with
ultrathin samples, which might be difficult to thermalize. In
the presence of external magnetic field, Partial Electron Yield
(channeltron, electron analyzers, etc) cannot be used efficiently,
so that TEY is in most cases preferred for XMCD.

2.5. Radiative heating−Limit temperature

The limit temperature Tlim depends on many factors, such as
the parasitic IR radiations, the nominal cooling power of the
dilution refrigerator and the incoming x-ray beam power.

2.5.1. Thermal shielding−Infrared radiations − Different
thermal shields have been placed in the open bores of the cryo-
magnet:

• at the beam entry there is a 4 K thermalized high-purity
Al foil (thickness=0.7 µm). This foil reduces by a fac-
tor 2 the flux of the incoming beam at the Fe-L2,3 edge
energies.

• Along the transfer and back bores there are two re-
tractable IR radiation-proof Cu shields thermalized on the

3 4, avenue des Andes 91952 Courtaboeuf, France, http://cryoconcept.com/

J. Synchrotron Rad. (0000). 00, 000000 J.-P. Kappler et al. · Ultra−low temperature XMCD device 3



cryo-magnet (measured temperature ≃15 K).
• The two other bores, perpendicular to the beam axis in

the horizontal plane, are dedicated to the lighting and the
observation of the sample during sample transfer. They
are both shielded by a first sapphire disk placed on the
77 K shield, then a low-pass IR Schott filter followed by
a second sapphire disk, both fixed on the 4.2 K canister.

• All bores, except for the upper vertical bore of the cryo-
magnet, are also equipped with black painted Cu tubes
which are very efficient to reduce IR radiation reflections.

2.5.2. Cooling power of the 3He−4He refrigerator − The
preliminary tests of the dilution refrigerator insert in a closed
cryostat, without any IR radiations on the MC, led to Tlim =
60 mK, with a measured cooling power of 50 µW at 100 mK
and 170 µW at 200 mK. Placed in the cryo-magnet the refriger-
ator yields a limit temperature Tlim = 220 mK. In other words,
the parasitic radiation heating is about 200 µW, mostly coming
from the IR radiations through the different bores, and espe-
cially from the one above the cryo-magnet which could be the
main limiting cause. Note that Tlim of our previous version was
500 mK, as determined through the relaxation time of a SMM
(Mannini et al., 2009; Klar et al., 2014). In this device the tem-
perature is measured with a full range thermometer (CryoCon-
cept homemade, radiation protected sensor) inserted in the MC,
with a high sensitivity between 10 mK and 350 K, whatever
the temperature domain. It has been calibrated at ULT by a ref-
erence RuO2 sensor mounted at the sample position, which im-
plies by construction that TMC = Tsample. This calibration indeed
includes the thermal impedances between the helium mixture
and the sample. The precision of the sensor is below 1 mK and
the incertainty on the absolute sample temperature will depend
on the sample itself and how it is fixed. For the measured sam-
ples we estimate it to about ±25 mK.

2.5.3. Power of the incoming x-ray beam − A flux of 1011

photons/s (at E = 1000 eV) corresponds to P = 16 µW, that is
much lower than the refrigerator power of 50 µW at 100 mK.
For these experiments much lower flux has bee used in order to
avoid beam damage. Upon x-ray irradiation of about 109 pho-
tons/s the measured temperature at Tlim increases by only 5 mK
with an incoming x-ray beam around 1000 eV.
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Figure 3
Evolution of the MC temperature in a log scale as a function of time, during
the pre-cooling and the mixture condensation procedures. Starting from 300 K,
about 4 hours are needed to reach Tlim. The inset illustrates the temperature
stabilisation at various set points, from 200 to 900 mK, every 100 mK.

2.6. Sample transfer−Experimental procedures

For sample transfer the topmost part of the refrigerator is
maintained at low temperature in order to avoid an excessive
boil-off of the main He liquid tank. The bottom part of the MC is
equipped with a heater resistor which permits the MC warmup
to T = 300 K for sample transfer; the sample holder, which is
at room temperature, is then screwed on the MC. This solution
is more convenient compared to a cold sample transfer (Beeck
et al., 2016), since it does not require an additional cold fin-
ger to pre-cool the sample. Another novelty of this new set-up,
is that thermal stabilization, within a few percent, is achieved
over a wide range of temperatures (220 mK - 350 K). The re-
frigerator can maintain a set-point over a period of 1 day or
more. Furthermore, the temperature remains stable during the
He refill of the reservoir of the superconducting coil, even if the
sample is at ULT. All the temperature control is automatic and
one needs only to define the temperature set-point into the pilot-
ing software. However, the range between 1.2 and 4.0 K is not
straightforward to reach since it is just in between the dilution
mode and the so-called 1 K-pot mode.

Passing from 4.2 K to 300 K (sample transfer) and back to
4.2 K requires about 90 min. Three additional hours are required
to reach the ULT domain. Fig. 3 shows the variation of the MC
temperature as a function of time, during the pre-cooling and
the mixture injection procedures. These two steps are faster by
a factor 5, at least, with respect to our previous version, and even
more with respect to other set-ups (Beeck et al., 2016). The in-
sert of Fig. 3 illustrates the stability of temperature regulation at
various set-points in the 0.2−1 K range.
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Figure 4
Evolution of the MC temperature for different sweeping rates of the magnetic
field. For each rate the field varies continuously from 0 to 1 T and back to 0
(red lines)

2.7. Eddy current effects

The magnetic field sweep induces eddy currents in the MC,
the sample holder, and the sample itself. The corresponding
heating power is proportional to the square of the magnetic field
sweeping rate (dH/dt)2, the electrical conductance and some
geometrical factors. To minimize this effect, the sample holder
and the MC are built out of a Cu:Be alloy (2% of Be atom), that
reduces the conductance in the ULT regime and, correlatively,
the heating power of eddy currents, at least by a factor of 10
with respect to pure copper.

In order to find an optimal field sweeping rate, the evolution
of the MC temperature was studied for different sweeping rates.
For each rate the field varies continuously from 0 to 1 T and
back to 0 (Fig. 4). For a 0.02 T/s sweeping rate the temperature
increase is below 20 mK, with a return to the initial temperature
in 15 min. For the continuous magnetic field variations when
measuring XMCD detected magnetization curves, the sweep-
ing rate is fixed to 0.01 T/s leading to a temperature increase of
about 50 mK, in the case of a magnetic loop amplitude of ±3 T.

3. First experimental results obtained with the new
set-up

In order to check the ULT device performances we analyzed
two different magnetic phenomena showing a strong tempera-
ture dependence. First, a paramagnetic Er0.025Pd0.975 alloy, and
second, a monolayer deposit of a SMM belonging to the widely
investigated class of Fe4 molecules, which present a tempera-
ture dependent magnetic hysteresis below 1 K. XMCD exper-
iments on ErPd alloy and SMM layer were performed at the
Er-M4,5 and Fe-L2,3 edges, respectively.

3.1. ErxPd1−x alloy

The solubility of Er in f.c.c. Pd is about 10 % Er atom
(Loebich & Raub, 1973) and the paramagnetic state of Er atoms

in such alloys persists down to 400 mK. Therefore they can be
used as in situ thermometers. When x ≤ 0.1, the ErxPd1−x al-
loy develops a magnetically-ordered state at temperatures lower
than a critical value To, which is x-dependent. For x = 0.1,
To ≃ 0.4 K (Delobbe, 1999; Paulsen, 1999), and we choose
x = 0.025 as a compromise between lowering To as much
as possible and ensuring a sufficiently large absorption cross
section. Supposing a linear variation of To with x, we expect
To ≈ 100 mK for x = 0.025. Indeed, for x = 0.025 and in a low
magnetic field (µ0H = 9 mT), we did not observe any magnetic
coupling for temperatures above 200 mK.

3.1.1. Sample preparation, x-ray diffraction characterisation
and magnetic properties − The alloy was prepared by triarc
melting of the appropriate amounts of metals in a purified argon
atmosphere, using a homemade water-cooled Cu plate and non-
consumable thoriated W electrodes. The purities of the start-
ing materials were 99.99 % (Pd) and 99.9% (Er). The ingot
was remelted ten times and inverted after each melting to pro-
mote mixing. The as-cast Er0.025Pd0.975 alloy was homogenized
at 900 ◦C for 24 h in a sealed silica tube, then water quenched.

The crystalline phase of the sample was determined using
a Bruker D8 Advance diffractometer equipped with a Lynx-
Eye detector at the monochromatic wavelength of Cu Kα1,
λ = 1.54056 Å. The expected f.c.c. phase was confirmed (Fm-
3m space group), with a lattice parameter aErPd = (3.9052 ±
0.0024) Å at 300 K, as compared to the pure Pd metal, aPd =
(3.8921 ± 0.0017) Å; this increase of the lattice parameter
means that Er forms actually a solid solution with Pd.

SQUID measurements for the Er0.025Pd0.975 alloy, performed
in the 0.1−4.2 K and 0−3 T ranges, serve as a reference of
the bulk Er magnetization. In order to sort out the Er magnetic
contribution, the total magnetization was corrected by subtract-
ing the Pd matrix magnetization (Pd metal and extra impurities)
measured in the same T and µ0H ranges.

3.2. Er-M4,5 XAS-XMCD of the ErPd alloy

For the XAS-XMCD measurements the sample has been
fixed with Cu plates screwed on the sample holder in order to
ensure the best thermal conduction with the MC. In an UHV
chamber, connected to the main chamber of the cryo-magnet,
the surface of the sample has been scrapped with a rotative
diamond file for cleaning, in a vacuum of P ≃ 2.10−9 mbar,
then immediately transferred in the measurement chamber, and
screwed on the refrigerator MC.

Two series of experiments were performed: XMCD
isotherms as a function of magnetic field and XMCD measure-
ments at different temperatures in a constant magnetic field.
Note that the experiments are limited to 300 mK, since the
Schott filters were implemented afterwards.

Figure 5 gives an example of XAS and XMCD at the Er-
M4,5 edges for the Er0.025Pd0.975 alloy at T = 300 mK and for
µ0H = 0.1 T. The spectra were recorded by using the fast con-
tinuous energy scan mode (Joly et al., 2016), which lasts about
2−3 min, for a spectrum width of about 100 eV, with a remark-
able signal to noise ratio larger than 104, with a photon flux of
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1.5.109 photons/s at 1400 eV and a beam size of 0.8×0.8 mm2.
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Figure 5
XAS and XMCD at the Er-M4,5 edges in the Er0.025Pd0.975 alloy, at T =
300 mK and µ0H = 0.1 T. The result is extracted from 8 XAS spectra, follow-
ing the φ+, φ−, φ−, φ+ light polarization sequence for two opposite magnetic
fields.

As expected for a pure J state, the different structures ob-
served in the XAS spectra correspond to those calculated with a
ligand-field multiplet model for an Er3+ ion with J = 15/2, L =
6 and S = 3/2 (Goedkoop et al., 1988). The spectral signa-
tures i.e., the multiplet structure of both XAS and XMCD, are
independent of temperature, external magnetic field and electri-
cal crystal field (Schillé et al., 1993). Only their intensity can
change.
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Figure 6
Magnetic characterization of the Er0.025Pd0.975 alloy: XMCD isotherms (con-
tinuous lines), scaled to the 4.2 K magnetization, versus magnetic field
(µ0H=0−3 T) in the 0.3−4.2 K range. Magnetic isotherms (•-•) from SQUID
measurements, in the same temperature range. The inset presents a zoom of the
low-field region up to 0.4 T.

3.2.1. XMCD versus magnetic field − Figure 6 reports the
XMCD and SQUID detected magnetization curves measured
between 0.3 and 4.2 K for µ0H ≤ 3 T. The XMCD magneti-
zation curves are obtained in a fixed energy mode: The TEY
signal is recorded as a function of the magnetic field (±3 T)
with a constant sweeping rate (0.01 T/s), first at the energy of
the maximum XMCD intensity (1394 eV, Er-M5 edge) and then
at the pre-edge (1384 eV), for the two circular light polariza-
tions (∼90 min). The presented XMCD isotherms result of the
averaging of 4 curves, the negative field branch has been sym-
metrized and averaged with the positive field branch.

Since the SQUID and XMCD magnetization curves should
yield the same behavior as a function of field, we scale SQUID
and XMCD results for µ0H = 3 T and 4.2 K and apply the same
scaling factor to all other XMCD curves. Doing so, the XMCD
detected magnetization curves for all temperatures and all the
magnetic fields are automatically expressed in Bohr magnetons.
We notice some small shifts between XMCD and SQUID data
for low magnetic fields; they are due to temperature increase
during the ±3 T cycles, because of eddy current heating. For ex-
ample, for an initial T =300 mK, the sample temperature oscil-
lates upon field sweep around (325±25) mK. For T > 400 mK
the cooling power of the device is sufficient to compensate the
eddy current heating and this temperature drift no longer ap-
pears.

Knowing that the TEY detection mode probes about the first
5 to 10 nm of the sample surface, we checked the validity of the
cleaning procedure by comparing the integrated XMCD inten-
sity as a function of magnetic field in the 2−4 K range with
that of Er2O3. Erbium(III) oxide is an antiferromagnet with
TN = 3.3 K (Narang et al., 2014) and is the most probable oxi-
dation product that might form at the surface of the ErPd alloy.
The magnetization of Er2O3 as a function of external field is al-
most independent of temperature in the 2−4 K range, contrary
to our XMCD detected isotherms, that are characteristic of a
paramagnetic system (Fig. 6). We can estimate, within the error
of the XMCD signal, that the sample oxidation, if any, concerns
less than 5 % of the total amount of Er atoms.

3.2.2. XMCD integrated intensity and bulk magnetization
versus temperature − Figure 7 presents the magnetization
measured by SQUID and XMCD for temperatures varying be-
tween 0.3 and 4.2 K in an external magnetic field of µ0H =
0.1 T. Each point of the XMCD intensity is extracted from 8
XAS spectra, as explained in the caption of Fig. 5. The XMCD
integrated intensity is normalized to the magnetic moment at
4.2 K. The good superposition of the two series of measure-
ments, with a maximum deviation of ≃ 50 mK (Fig. 7), indi-
cates that the temperature of the XMCD measurement is very
close to that recorded by the SQUID This excellent agreement,
much better than the one in Fig. 6, is due to the fact that after
each field inversion the temperature has been left to stabilize be-
fore starting the next measurements, which is indeed impossible
for a continuous magnetization curve recording.

It is worth noticing that the large variation of magnetization
of the Er atoms between 4.2 K and 300 mK (a factor ≃7) is par-
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ticularly well suited for using the ErPd alloy as a thermometer.
The good agreement between the XMCD and the bulk magne-
tization at fixed magnetic field down to Tlim demonstrates that
these XAS measurements reveal the bulk properties of the al-
loy, and that the sample is very well thermalized on the sample
holder. The sample temperature is given with confidence by the
calibrated thermometer located in the MC.
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Figure 7
Magnetic moment of Er atoms in the Er0.025Pd0.975 alloy at µ0H = 0.1 T for
temperatures varying between 0.3 and 4.2 K. The red line is a guide for the
eye. Since in a standard dilution refrigerator the temperature regulation in the
1.2-4 K range is not straightforward (see text), experimental data are missing in
this temperature range.

3.3. Investigation of a monolayer of Fe4 molecules

To further validate the low temperature performance of this
set-up we investigated a molecular sample. Here we used a
monolayer of a tetrairon (Fe4) complex, the archetypal SMM
for the realization of hybrid nanostructures (Gatteschi et al.,
2006). The four Fe3+ ions (S= 5/2, high spin) adopt a metal cen-
tered triangular topology in the structure, as shown in (Fig. 8a).
An antiferromagnetic interaction between the central spin and
the peripheral ones is present giving a ground state with to-
tal spin S=5, schematized by the arrows in Fig. 8a. They can
be chemisorbed on surfaces maintaining almost intact their
unique low temperature behavior (Mannini et al., 2009; Cini
et al., 2018; Mannini et al., 2010). Below 1 K it is possible to
observe a magnetic bistability (i.e., the opening of a hysteresis
in the magnetization cycle) due to the slowing down of the ther-
mally activated process to overcome the anisotropy barrier. The
low temperature behavior is further enriched by the Quantum
Tunneling of the Magnetization (QTM) which occurs whenever
the quantized spin levels of the molecules are brought in reso-
nance by an external magnetic field (Gatteschi et al., 2006).

Figure 8
a) Simplified structure of the Fe4 complex, highlighting the ferrimagnetic struc-
ture in the ground state and representation of chemisorption on gold (color code:
iron atoms in green, oxygen in red, carbon in black and sulphur in light yellow,
hydrogen atoms omitted); b XAS and XMCD spectra of the monolayer of Fe4
at 0.3 K under an applied magnetic field of µ0H = 3 T.

This class of samples represents a valuable benchmark for
an ultra−low temperature device requiring at the same time
a sub-kelvin temperature range and an extreme sensitivity un-
der a very low dose of photons. In fact, these samples (Totaro
et al., 2014) are characterized by a very low concentration of
adsorbing atoms (about 2-3 Fe atoms per nm2). On the other
hand, a strongly attenuated and defocused beam must be used
to avoid radiation damage. For these experiments the photon
flux was about 1.5.109 photons/s at 700 eV and a beam size of
0.8×0.8 mm2. Such a low photon flux thus imposes a strong
optimization of drain current detection in the pA range.

For these tests, a novel Fe4 derivative has been used, namely
Fe4(C3SAc)2(dpm)6, where H3C3SAc, is 5-(acetylthio)-2,2-
bis(hydroxymethyl)pentan-1-ol and Hdpm is dipivaloyl-
methane. The synthesis and bulk characterization of this com-
pound will be published elsewhere; here we just briefly report
on the magnetic characterization of a chemisorbed monolayer
prepared following the protocol we adopted in the past for other
Fe4 derivatives (Mannini et al., 2009; Mannini et al., 2010; To-
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taro et al., 2014). The purified crystalline material was dis-
solved in dichloromethane to give a 2 mM solution, then a
150 nm flame-annealed polycrystalline Au substrate grown
on mica was incubated in the solution. A monolayer deposit
was achieved removing the excess of physisorbed material by
several washing cycles with pure dichloromethane (Mannini
et al., 2010). The preparation of the sample was carried out in
a glove box unit filled with argon gas and directly connected to
the DEIMOS beamline.

XAS/XMCD spectra obtained on this sample at 350 mK and
µ0H = 3 T (Fig. 8b) evidence the expected spectral features
(Mannini et al., 2009). This confirms the capability of the ULT
set-up to operate in the required low photon flux regime to in-
vestigate fragile molecular systems. The intensity of the XAS
signal near the L3 edge with respect to the background (edge
jump, about 10%) is consistent with the presence of a mono-
layer deposit (Totaro et al., 2014).

Figure 9
Magnetic characterisation of a monolayer of Fe4 molecules: a) XMCD detected
magnetization curves (±1.5 T, 0.01 T/s) in the 350−900 mK range; b) simu-
lated hysteresis loops assuming that the easy axis of the molecules forms an
angle of 30◦ with the external magnetic field.

More important, Fig. 9a shows the temperature dependence
of the maximum of the dichroism at the Fe-L3 edges, as a
function of the magnetic field. These data portray the typical
magnetic behavior of Fe4 systems, whose hysteresis loops are

open below 1 K and become wider with decreasing tempera-
ture (Mannini et al., 2010). The hysteresis curves are almost
temperature independent below 0.5 K, indicating the onset of a
pure quantum tunneling regime. Resonant QTM is also respon-
sible for the magnetization steps at 0 and ±0.5 T. Such steps
are here clearly visible because of the preferential orientation
of molecules with their easy axis close to the surface normal.

To confirm that a good temperature control is also achieved
at intermediate temperatures we have simulated the hysteresis
cycles (Fig. 9b) using a quantum master matrix approach we
have previously developed (Mannini et al., 2010). The steps
in the computed hysteresis curves are more pronounced than
observed because only one orientation of the molecules and a
unique set of magnetic anisotropy parameters were considered
in the calculations. Recent synchrotron-Mössbauer experiments
(Cini et al., 2018) have shown that the process of chemisorption
leads to a distribution of molecular geometries that has been ne-
glected here.

The results clearly evidence the capability of performing an
ULT-XMCD experiment under continuously scanning magnetic
field with a 50 mK temperature resolution. Such an achieve-
ment is far from being trivial and opens relevant perspectives
for the low temperature investigation of hybrid magnetic nanos-
tructures and quantum magnetic systems.

4. Conclusion
In this paper we have described a new ULT-XMCD set-up, in-
stalled on the DEIMOS beamline and dedicated to soft x-ray
XMCD experiments. Its improved performances, as compared
to our previous set-up, have been illustrated by measuring two
different physical phenomena with a marked temperature de-
pendence. First, we have measured the magnetization of para-
magnetic Er impurities in a palladium ingot. Second, we have
measured the opening of magnetic hysteresis loops in an SMM
monolayer. Both experiments demonstrate unambiguously that
sub-kelvin XMCD data can be recorded on two very different
systems, thus indicating the versatility and the enormous poten-
tiality of this spectroscopic tool for magnetic studies well be-
yond diluted paramagnetic systems or surface science. Despite
many worldwide attempts on various synchrotron facilities, this
device is certainly unique in providing such performances.
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vided by the Institut de Minéralogie et de Physique des Milieux
Condensés, and has been funded by the Agence National de la
Recherche; grant ANR-07-BLANC-0275 grant.

We acknowledge financial support of the ASTRE (2015-
ATDE-058) from the Conseil Général of Essonne and the val-
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A., Rüffer, R., Cornia, A. & Sessoli, R. (2018). Nature Commu-
nications, 9, 480.
URL: https://doi.org/10.1038/s41467-018-02840-w

Delobbe, A. (1999). Ph.D. thesis, Université Paris XI.
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Chapter 3

Experimental Principles and
Techniques

This chapter is mostly a bibliography study that presents the context of XMCD mea-
surements for rare earths. I nevertheless want to stress that Section 3.3 "Surface clean-
ing chamber on DEIMOS beamline" is an original instrumental development that I
have performed in order to make my XMCD measurements possible. The bibliogra-
phy study covers the production of synchrotron radiation, describes the specificities of
DEIMOS beamline at SOLEIL and sumarizes the principle of X-ray absorption spec-
troscopy (XAS) combined with X-ray magnetic circular dichroism (XMCD) and X-ray
Magnetic Linear Dichroism (XMLD). At last, the ultra-high vacuum device developed
on DEIMOS beamline dedicated to this thesis is presented.

3.1 The synchrotron radiation at SOLEIL

A large part of the experimental work of this PhD thesis has been performed on
Synchrotron SOLEIL. The Synchrotron SOLEIL is a third generation synchrotron. It
produces synchrotron radiations with very high brilliance. Figure 3.1 shows that the
energy range of the X-rays produced at SOLEIL with different types of undulators or
wigglers. The brilliance of the beamline depends on its energy. It varies essentially
between 1014 and 1020 photons/s/(mrad)2/(mm)2/(0.1%BW).1 For comparison, the
brilliance of the sunlight is in the range of 1010 photons/s/(mrad)2/(mm)2/(0.1%BW)
and 106 photons/s/(mrad)2/(mm)2/(0.1%BW) for a 60 W light bulb [102]. The emit-
ted radiation can have a well defined polarization: linear polarization (horizontal or
vertical) as well as circular polarization (left or right). All these properties provide pho-
ton sources with exceptional quality for the fundamental and applied research such as

1BW for bandwidth.
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3.1. The synchrotron radiation at SOLEIL

physics, chemistry, geoscience, and space science, and also for the environment, ar-
chaeology and cultural heritage.

Figure 3.1: SOLEIL synchrotron radiation spectral range for the various insertion de-
vices. BM for bending magnets, HU and U for undulators and WSV for wigglers.
(Figure from [103].)

Figure 3.2 shows the basic principles of a synchrotron facility, here SOLEIL. An elec-
tron gun emits a beam of electrons that is accelerated by a linear accelerator (LINAC) 1©
of 16 m. Then the electrons are injected and stocked in a booster 2©. When the booster
is filled, the electrons are accelerated for a second time to reach the energy of 2.75 GeV
which is the energy designed for synchrotron SOLEIL. They are then injected into the
principal storage ring 3© whose diameter is 113 m and in which UHV conditions are
maintained (≈ 10−10 mbar). As the rest mass of an electron is 511 keV [104], the speed
of a 2.75 GeV electron is 0.99999998 c, in other words, the electrons are highly relativis-
tic. The ultra-high vacuum in the storage ring minimizes the collisions between the
electrons and the residual gas, allowing the electrons to circulate for hours.

All charged particles submitted to an acceleration emit an electromagnetic radia-
tion. In a third generation synchrotron like Synchrotron SOLEIL, different structures
are used to produce synchrotron radiation: bending magnets 4©, undulators 6©, and
wigglers 6© (Figure 3.3).

- Bending magnets create uniform and relatively strong magnetic fields that deflect
the relativistic electrons. The spectral range of the radiations produced by bending
magnets is broad.

- Undulators are inserted on straight sections and consist of a series of electromag-
nets or permanent magnets, which create relatively weak magnetic fields along the
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Figure 3.2: Synchrotron radiation. (Figure from [105].) (1) Linear accelerator (LINAC).
(2) Booster. (3) Storage ring. (4) Bending magnet. (5) radiofrequency cavity. (6) Undu-
lators et wigglers. (7) One of the Beamlines. (8) Optical hutch. (9) Experimental room.
(10) Working station.

electrons trajectory. The bunch of electrons submitted to such "weak" periodic mag-
netic fields undulates with rather weak amplitudes. The "sources" of the undulator are
the portions of the trajectory where the acceleration is maximum and due to the small-
ness of the oscillations, the sources tend to interfere yielding a discontinuous emission
spectrum with sharp peaks. By controlling the magnetic field shape and intensity along
the electrons bunch trajectory, it is possible to change the energy of the emitted peaks
and to control the polarization state of the X-rays.

- Wigglers are similar to undulators but have larger magnetic fields so that interfer-
ences are killed and the total emitted spectrum is roughly the sum of the emission of
each individual source. The radiation spectrum is then comparable to that of a bending
magnet but with a larger photon flux since several sources add up.

Figure 3.1 plots the brilliance of the X-ray beams delivered by bending magnets,
undulators, or wigglers at SOLEIL.

The emission of photons induces an energy loss for the electrons. To restore this
energy several radiofrequency cavities are installed on the storages ring 5© so that the
energy of the electrons remains fixed to 2.75 GeV. Collisions with the residual gas and
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Figure 3.3: Synchrotron radiation emitted by bending magnets (a), undulators (b) and
wigglers (c). A relativistic electron goes through one of these devices, emits syn-
chrotron radiation with a wavelength λ. For a bending magnet, the emission angle
is typically 1/γ, the natural radiation cone, where γ is the Lorentz factor. For undu-
lators, the emission angle is smaller than the natural radiation cone. For wigglers, the
emission angle is larger than the natural radiation cone. (Figures from [106])

inside the electron bunch tend to kill part of the circulating electrons. Since the syn-
chrotron SOLEIL works usually in a "Top-Up" mode, every two or three minutes a few
milliamperes are injected from the booster to compensate the electrons loss.

The emitted radiation enters the frontend beamline 7©, is guided by different op-
tical systems 8©, and reaches the experimental platform 9©. In the optical hutchs 8©,
the beam can be focussed, collimated, or monochromatized in order to produce the
expected spectral and spatial shapes 9©. Nowadays, with great developments in com-
puter sciences dedicated to synchrotron facilities, most of the instrumental control is
operated from a beamline workstation 10©. Due to the COVID-19 pandemic, the remote
control mode has been made available to users, but it is still rather complicated to have
the whole beamline operated from a distant lab in France or abroad.
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3.2 DEIMOS beamline at Synchrotron SOLEIL

The DEIMOS beamline, which is short for Dichroic Experiment Installation for
Magneto-Optical Spectroscopy, is one of the 29 beamlines at Synchrotron SOLEIL. It
is a beamline dedicated to X-ray dichroic measurements in the soft X-ray energy range
between 350 eV and 2500 eV, covering the absorption energy range of the L2,3 edges of
3d transition elements and the M4,5 edges of lanthanides. It is also possible to record
the K edges of light elements such as carbon, nitrogen, oxygen, up to heavier elements
like sulfur. Dichroic measurements are obtained by making the difference between two
X-ray absorption spectra recorded with different X-ray polarizations. There are several
types of dichroism among which the most common are XMCD (X-ray Magnetic Cir-
cular Dichroism), XMLD (X-ray Magnetic Linear Dichroism), XNCD (X-ray Natural
Circular Dichroism), and XNLD (X-ray Natural Linear Dichroism).

Figure 3.4: Scheme of DEIMOS beamline. (1) Buffer chamber. (2) First optical cham-
ber. (3) Monochromator. (4) Exit slits. (5) Refocussing chamber. (6) Endstation -
Cryomagnet. (7) Sample preparation chambers. (Courtesy of DEIMOS - Synchrotron
SOLEIL)

Two undulators are inserted in the straight section of DEIMOS beamline. One heli-
cal undulator Apple-II HU-52 with a period of 52.4 mm which provides circular polar-

59



3.3. Surface cleaning chamber on DEIMOS beamline

ized light (left and right) as well as horizontal and vertical polarized light (and also ar-
bitrarily oriented linear polarization). A second electromagnetic undulator EMPHU-65
(ElectroMagnetic and Permanent-magnet Hybrid Undulator) with a period of 65.0 mm
is optimized for fast switching (5 Hz) between left and right circular polarizations [71].

Figure 3.4 shows the schematic structure of DEIMOS beamline. The light emitted
by one of the two undulators passes through the buffer chamber 1© and arrives in
M1, the first optical chamber 2© that focalizes the beam and rejects higher harmonics
emitted by the undulator. The X-ray photon flux in this chamber is in the range of
2× 1015 photons/s/0.1%BW at 750 eV. Then the beam enters the monochromator 3©
where a series of gratings, mirrors and slits 4© produce a monochromatic beam. Then
the beam can be either focused or defocused by various optics 5© depending on the
type of experiments. The beam can be focussed down to 80 µm× 80 µm or defocussed
to 800 µm× 800 µm. Then the X-ray enters the CroMag endstation 6©.

Various chambers are connected to the CroMag, so that transfers under UHV con-
ditions can be performed from a glove box through an air-lock or a MBE chamber 7©,
providing the possibility for specific in situ sample preparation (ion sputtering, temper-
ature annealing up to 1000◦C, metal and organic layer deposition) and characterization
(scanning tunneling microscopy, electron diffraction, Auger spectroscopy).

3.3 Surface cleaning chamber on DEIMOS beamline

In this section, I shall describe a small chamber that I have helped to develop during
my PhD with the help of the staff of DEIMOS, especially Florian Leduc, and that has
been essential in order to prepare bulk samples with minimal surface contamination.
Most of the experiments I recorded dealt with the M4,5 edges of rare-earths present in
intermetallic systems. For such polycrystalline samples, the surface is always heavily
oxidized. Due to the detection mode in TEY, the measurements are extremely sensitive
to the surface so that raw samples that have been exposed to air could not be measured.
A way out is to develop a chamber that can scrape the surface of the bulk sample in
a UHV environment so that the scraped surface reflects the pristine sample. Figure
3.5 shows the chamber that I have installed on DEIMOS. It is a UHV chamber with
6 flanges: 1 on the top, 1 on the bottom and 4 lateral flanges around the chamber.
The bottom flange is connected to an air-lock where the sample is introduced. The
top flange is connected to a pumping unit (primary pump and turbomolecular pump)
and a vertical translator that allows to adjust the position of the sample. A rotatable
manipulator is mounted on one of the lateral flanges, the other flanges receive a cleaver,
an ion pump, and a viewport for visual control.

Each time after samples are introduced in the air-lock chamber, we perform a com-
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Figure 3.5: UHV surface cleaning chamber installed on DEIMOS beamline with indi-
cations of the different parts of the chamber.

plete baking of the air-lock until a pressure of 10−8 mbar is reached. After 12 hours
with the ion pump on, the pressure in both air-lock and scrapping chambers enters the
10−10 mbar range. Figure 3.6 illustrates the timeline of the procedure.

A diamond file is mounted on a rotatable manipulator. Figures 3.7 gives an illus-
tration of the various samples that I have analyzed throughout my PhD years. One
sample is fixed to a sample holder, which is mounted on a vertical translator with the
diamond file in position to scrap the surface. For polycrystalline, millimeter large, bulk
samples such as ErPd or YbAu samples, the file creates a deep groove and x-ray mea-
surements are performed so that the beam is well centered inside the groove. On the
other hand, for LaxCe1 – xB6 samples that are fragile, needle-shaped, single crystals, I
decided to glue one extremity of the crystal so that it could be broken by a gentle push
of the file on the other extremity. For these samples, the measurements were performed
on the new, fresh section of the crystal. The comparison of the measurements before
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Figure 3.6: Evolution of the pressure in the UHV surface cleaning chamber after bak-
ing.

and after the surface cleaning will be presented in Section 5.5 for Er0.025Pd0.975 alloy
and in Section 6.3.4 for Yb0.005Au0.995 alloy.

One should notice that after scraping a first sample, the clean diamond file gets
contaminated so that it cannot be used for a second sample if the rare-earth of interest
is the same for both samples. In this case, changing the file will be compulsory. On the
other hand, if the second sample contains a rare-earth element that is different from
the one contained in the first sample, it will be possible to use the same file for the two
samples.

3.4 X-ray absorption spectroscopy

In general, spectroscopy means the measurement of the response of the interaction
between an exciting source and matter as a function of energy. XAS is short for X-
ray absorption spectroscopy which means a spectroscopy where the exciting source
is an X-ray photon. Although the term XAS does not reveal the relation of XAS and
synchrotron radiation, nowadays, almost all XAS measurements are performed with
synchrotron radiation thanks to the properties of the synchrotron radiation explained
in Section 3.1.

X-ray absorption by mater (Figure 3.8) follows the Beer-Lambert law and the trans-
mitted intensity I(E) of an incident electromagnetic wave with energy E and intensity
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Figure 3.7: Surface cleaning for different samples in the UHV chamber. (Top-Left)
Yb0.005Au0.995 sample scrapped by the diamond file with a pressure in the 10−10 mbar
range. (Top-Right) Profile on the Yb0.005Au0.995 sample after being scrapped. A groove
appears in the middle of the sample. (Bottom-Left) Er0.025Pd0.975 sample after being
scrapped by the file. (Bottom-Right) La0.96Ce0.04B6 sample before the extremity is bro-
ken by a gentle pressure of the diamond file.

I0(E) through a d thick sample writes

I(E) = I0(E)e−µ(E)d (3.1)

where µ(E) is an energy dependent linear attenuation coefficient. The absorption cross
section σ is defined by :

σ =
µ

N
(3.2)

where N is the number of absorbing atoms per unit volume.

The Fermi Golden Rule is a crucial rule that describes the absorption of X-ray by
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Figure 3.8: An incident beam with intensity I0 is transmitted by a sample with width d
and presenting an attenuation coefficient µ(E).

matter. When a system transits from an initial state |i〉 with energy Ei to a final state
| f 〉 with energy E f due to the absorption of a photon with energy E and polarization
ε, the transition probability Γi f (E) is given by

Γi f (E) =
2π

h̄
|〈 f |ε · r|i〉|2δ(E f − Ei − E). (3.3)

The way (Eq.3.3) is written supposes that both the electric dipole approximation and
the monoelectronic approximation are satisfied. Then the absorption cross section σ

between |i〉 and | f 〉 is written as [107]:

σ(E) = 4π2αE ∑
f
|〈 f |ε · r|i〉|2δ(E f − Ei − E) (3.4)

where α is the fine structure constant.

The cross-section from (Eq.3.4) is obtained by summing over all final states. The δ

distribution insures energy conservation. Some 〈 f |ε · r|i〉 matrix elements can be zero
because of geometrical symmetries most often labeled selection rules. For the electric
dipole approximation, the selection rules are [107]:

∆l = l f − li = ±1, ∆s = s f − si = 0,
∆j = j f − ji = ±1, 0, ∆m = m f −mi = q = ±1, 0.

(3.5)

where q carries the helicity of the incident photon: q = +1 for left helicity, q = −1 for
right helicity and q = 0 for linear polarization parallel to the ẑ axis.

For an atom with only one electron, one can classify the edges as a function of

64



Chapter 3. Experimental Principles and Techniques

the principal quantum number n, the spin quantum number s, the orbital quantum
number l, and the total angular momentum j = s + l of the initial state. Figure 3.9
gives the nomenclature.

XAS is a chemically selective technique that gives information on the electronic and
magnetic structures and on the symmetry of the absorbing atom.

Figure 3.9: X-ray absorption edges defined by the quantum numbers n, l, and j of the
core-hole. (Table from [108]).

3.5 X-ray magnetic circular dichroism (XMCD)

XMCD is the difference between cross-sections measured first with right polarized
X-rays (q = −1), then with left polarized X-rays (q = +1).

σXMCD(E) = σ−(E)− σ+(E). (3.6)

For the rare earths, in most cases the ground state can be written by one single J,
built from one single S and one single L. When the rare earth ion is present in a crystal,
its surrounding imposes a crystal field. The ground state is a linear combination of the
2J + 1 eigenstates. It is generally degenerate. In the presence of an external magnetic
field, the degeneracy of the ground state is removed, so that the ground state |gs〉 is a
non-degenerate level with specific values for 〈gs|Jz|gs〉 and 〈gs|J2

z |gs〉. For simplicity,
one writes 〈gs|Jz|gs〉 = 〈Jz〉 and 〈gs|J2

z |gs〉 = 〈J2
z 〉.

In such a case, Brouder [24] showed that the cross-sections at the M4,5 edges for left
(σ+) and right (σ−) polarized X-rays, with k propagation vector parallel to ẑ simplify
into the following expressions :

σ+ (E) = σ0 (E)− 〈Jz〉σ1 (E) +
1
2

[
1
3

J (J + 1)− 〈J2
z 〉
]

σ2 (E) (3.7)
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3.5. X-ray magnetic circular dichroism (XMCD)

and

σ− (E) = σ0 (E) + 〈Jz〉σ1 (E) +
1
2

[
1
3

J (J + 1)− 〈J2
z 〉
]

σ2 (E) . (3.8)

Note that σ0(E), σ1(E) and σ2(E) are spectral signals that depend on the chemical ele-
ment for a specific J, S, and L but do not depend on the crystal field parameters, nor on
the intensity and direction of the external magnetic field. The average of the left and
right absorption cross sections is then :

1
2
[
σ+ (E) + σ− (E)

]
= σ0 (E) +

1
2

[
1
3

J (J + 1)− 〈J2
z 〉
]

σ2 (E) (3.9)

and the XMCD signal is :

σXMCD = σ− (E)− σ+ (E) = 2 〈Jz〉 σ1 (E) . (3.10)

In addition, when the X-rays are lineraly polarized with polarization along ẑ, the cross
section can be written as

σ‖ (E) = σ0 (E)−
[

1
3

J (J + 1)− 〈J2
z 〉
]

σ2 (E) , (3.11)

so that σ0(E) = 1
3

[
σ+ + σ− + σ‖

]
. σ0(E) is the isotropic cross section in the electric

dipole approximation. From (Eq.3.7), (Eq.3.8) and (Eq.3.11), one sees that the spectral
shape of XMCD is given by σ1 (E) and the spectral shape of XMLD and XNLD is given
by σ2 (E). The intensity of these dichroic signals are then simple functions of 〈Jz〉 and
〈J2

z 〉 [24].

Magneto-optical sum rules

In order to analyze the XMCD data, B.T. Thole developed the magneto-optical sum
rules [22, 21]. There are many magneto-optical sum rules [109, 110, 111, 18, 112, 113]
and the most common are the ones connecting the XMCD signal to the orbital magnetic
moment and the one connecting the XMCD signal to the spin magnetic moment.

The sum rule for the orbital magnetic moment is:∫
j++j− dE(σ+ − σ−)∫

j++j− dE(σ+ + σ− + σ‖)
=

l(l + 1) + 2− c(c + 1)
2l(l + 1)(4l + 2− n)

〈Lz〉, (3.12)
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Chapter 3. Experimental Principles and Techniques

and the sum rule for the spin magnetic moment is :∫
j+ dE(σ+ − σ−)− [(c + 1)/c]

∫
j− dE(σ+ − σ−)∫

j++j− dE(σ+ + σ− + σ‖)
=

l(l + 1)− 2− c(c + 1)
3c(4l + 2− n)

〈Sz〉+
l(l + 1)[l(l + 1) + 2c(c + 1) + 4]− 3(c− 1)2(c + 2)2

6lc(l + 1)(4l + 2− n)
〈Tz〉.

(3.13)
In the case of the M4,5 edges of rare earths, n is the number of electrons on the 4 f
shell, l = 3 is the orbital quantum number of the 4 f shell, c = 2 is the orbital quantum
number of the 3d core shell on which the core hole is created, j± = c ± 1/2 are the core
levels split by the spin-orbit interaction, σ+ and σ− are the absorption spectra recorded
for left and right polarized photons, with propagation vector parallel to the external
magnetic field. σ‖ is the absorption spectrum recorded with the linear polarization
parallel to the external magnetic field. Tz is the projection along ẑ of T, the magnetic
dipole operator. T is defined as

T = ∑
i

(
si −

3ri (ri · si)

r2
i

)
, (3.14)

where the sum over i is over all the electrons of the rare earth, si is the spin angular
momemtum of electron i with position ri, and r2

i = r2
i . For transition elements, T is a

term difficult to determine but in many cases, T is small enough to be neglected [2].
On the contrary, for most rare earths, Tz is large and can be calculated explicitly.

3.6 X-ray magnetic linear dichroism (XMLD)

By definition, the X-ray magnetic linear dichroism (XMLD) is the difference be-
tween the absorption cross section measured for linear polarization parallel to the ex-
ternal magnetic field (σ‖) and the absorption cross section measured for linear polar-
ization perpendicular to the external magnetic field (σ⊥),

σXMLD(E) = σ⊥(E)− σ‖(E). (3.15)

Difference from XMCD, there is no precise definition for XMLD so that the coefficient
1
3 that we use here, can be absent in other research papers and in a similar way, the
sign of XMLD can be reversed. For comparison with other studies, one needs to check
carefully the experimental procedures, the geometry, and the definitions of the various
cross-sections.

One of the applications of the XMLD measurements is the investigation of the mag-
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3.6. X-ray magnetic linear dichroism (XMLD)

netic properties of antiferromagnetic materials which have no net total magnetic mo-
ment [114]. If the sample presents some magnetic anisotropy induced by the crystal
field, the XMLD signals can be non zero. XMLD gives magnetic properties distinct
from that of XMCD. The intensity of the XMCD signal is related to 〈Jz〉, whereas the
XMLD signal is related to 〈J2

z 〉. For a powder, where the only anisotropy comes from
the external magnetic field applied along ẑ, one can show that [24]

〈J2
x〉 = 〈J2

y〉 =
1
2

[
J (J + 1)− 〈J2

z 〉
]

. (3.16)

For sake of clarity, (Eq.3.16) is only valid for a completely disordered powder or for
a material with cubic crystal symmetry. In the chapters to come, all the samples we
measured belonged to one of this two classes. One can notice, that σ⊥ = 1

2 [σ
+ + σ−],

so that
σXMLD(E) = σ⊥(E)− σ‖(E) =

3
2
[
σ+ (E) + σ− (E)

]
− 3σ0 (E) . (3.17)

The above equation (Eq.3.17) states that to measure the XMLD signals, one simply
needs to measure σ+ and σ− (as for XMCD) and with the additional measurement of
σ0 (i.e. the cross section in the absence of an external magnetic field), it is possible to
determine the XMLD signal.

From (Eq.3.7) and (Eq.3.8), one finds that

σXMLD(E) =
1
2

[
J (J + 1)− 3 〈J2

z 〉
]

σ2 (E) , (3.18)

from which it is clear that the XMLD signal is related to the anisotropy of 〈J2〉.
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Chapter 4

Calculation Methods

In this chapter, I present the general ideas behind the calculation of the eigenstates,
the energy levels, the orbital magnetic moment, the spin magnetic moment and aver-
aged operators such as 〈Jz〉 and 〈J2

z 〉. The validity of the calculations is limited to the
case of rare earths when the ground state can be determined by a single J, stemming
from a single L and a single S. We particularly address the question of the variation of
these quantities with temperature. All that is presented in the following is common,
atomic physics that I had to learn for the analysis of the XMCD data at M4,5 edges of
rare earths. The presentation is mine but the physics is well known.

For an atom present in a crystal and submitted to an external magnetic field, one
can solve the Schrödinger equation

H |ψ〉 = E |ψ〉 (4.1)

to determine the energy eigenvalues E, and the associated eigenstates |ψ〉. The Hamil-
tonian H can be expressed as

H = H0 + Hc + HZee (4.2)

where Hc is the crystal field Hamiltonian representing an electrostatic potential im-
posed by the neighbours of the atom, HZee is the Zeeman Hamiltonian representing
the action of an external magnetic field, and H0 is the multielectronic, atomic, spheri-
cal Hamiltonian defined by

H0 = Hkin + Hpot + Hee + HSO. (4.3)

where Hkin is the kinetic energy Hamiltonian, Hpot is the Coulomb Hamiltonian be-
tween the nucleus and the core electrons, Hee is the multielectronic Hamiltonian repre-
senting the electron-electron Coulomb repulsions, and HSO is the spin-orbit coupling
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4.1. The crystal field Hamiltonian

Hamiltonian. The expression for H0, the spherical, atomic, multielectronic Hamilto-
nian is standard and I shall not develop it here. I shall focus on the expressions for the
crystal field Hamiltonian and for the Zeeman Hamiltonian.

4.1 The crystal field Hamiltonian

For rare earths where the 4 f shell is an open shell, Hc can be expressed by the sum
of a term of fourth degree and a term of sixth degree as [115]

Hc = C4β
(

O0
4 + 5O4

4

)
+ C6γ

(
O0

6 − 21O4
6

)
(4.4)

where [116]

O0
4 = 35J4

z − [30J(J + 1)− 25]J2
z − 6J(J + 1) + 3J2(J + 1)2,

O4
4 = 1

2(J4
+ + J4

−),

O0
6 = 231J6

z − 105[3J(J + 1)− 7]J4
z + [105J2(J + 1)2 − 525J(J + 1) + 294]J2

z

−5J3(J + 1)3 + 40J2(J + 1)2 − 60J(J + 1),

O6
6 = 1

4 [11J2
z − J(J + 1)− 38](J4

+ + J4
−) +

1
4(J4

+ + J4
−)[11J2

z − J(J + 1)− 38].

(4.5)

The above expressions suppose that the spherical ground state is defined by a unique
triad J(L, S), where J is an integer or a half-integer. On the contrary, Jz, J+, and J− are
scalar operators of the total angular momentum. Values for the different operators O0

4,
O4

4, O0
6 and O6

6 can be explicitly calculated or found in reference [117].
Lea et al. rewrote the Hamiltonian in the following form [116]

Hc = B4F(4)
O4

F(4)
+ B6F(6)

O6

F(6)
(4.6)

where O4 =
(
O0

4 + 5O4
4
)

and O6 =
(
O0

6 − 21O4
6
)
. A scale factor W has been defined to

cover all possible values of the ratio between the fourth and sixth degree terms:

B4F(4) = Wx, (4.7)

B6F(6) = W(1− |x|) (4.8)

where −1 < x < 1. We have then

Hc = W
[

x
(

O4

F(4)

)
+ (1− |x|)

(
O6

F(6)

)]
. (4.9)
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The ratio between B4 and B6 can be expressed by x:

B4

B6
=

x
1− |x|

F(6)
F(4)

(4.10)

where F(4) and F(6) are factors which can be found in reference [116] and x = 0 for
B4/B6 = 0, x = ±1 while B4/B6 = ±∞. B4 and B6 are related to the crystal field
parameters A4 〈r4〉 and A6 〈r6〉:

B4 = A4 〈r4〉 β

B6 = A6 〈r6〉 γ
(4.11)

where β and γ are the Stevens multiplicative factors which can be found in references
[117] [116].

4.2 The Zeeman Hamiltonian

Here we present the calculation method of the Zeeman effect and the application
will be shown in the following chapters for the concrete example of rare earths. The
Zeeman Hamiltonian under external magnetic field B is

HZee = −µ · B =
µB

h̄
(L + gsS)B. (4.12)

where gs is the gyromagnetic ratio of the spin of electron and µB is the Bohr magneton.
We choose here by convention

µB =
eh̄

2me
> 0. (4.13)

We use the eigenfunction |αJM〉 of the operators J2 and J2
z where J is the total angular

momentum J = L + S. The total magnetic moment is

m = morbit + mspin =
µB

h̄
〈αJM| (L + gsS) |α′ J′M′〉 . (4.14)

To calculate the matrix elements of (Eq.4.14), we use the Wigner-Eckart theorem
which states that the matrix elements of irreducible spherical tensor operators T(k)

q

between the angular momentum eigenstates satisfy [118]

〈αJM|T(k)
q |α′, J′M′〉 = (−1)J−M

(
J k J′

−M q M

)
〈αJ||T(k)||α′ J′〉 (4.15)

where k is the rank of the tensor T(k)
q , q is a variable between −k and k in steps of 1,

(−1)J−M

(
J k J′

−M q M

)
is Wigner 3j symbol equivalent to a Clebsch-Gordan coeffi-
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4.2. The Zeeman Hamiltonian

cient and 〈αJ||T(k)||α′ J′〉 are the reduced matrix elements which do not depend on M,
M′ or q.

A spherical tensor of rank 1 is a 3-component, vector operator and J is a spherical
tensor of rank 1.

We assume that the magnetic field B is along the ẑ axis, with the application of
the Wiger-Eckart theorem, we can calculate the matrix elements of the total magnetic
moment of (Eq.4.14). We have

〈αJM| (L + gsS) |α′ J′M′〉 = (−1)J−M

(
J k J′

−M q M

)
〈αJ|| (L + gsS) ||α′ J′〉 . (4.16)

The reduced matrix elements 〈αJ|| (L + gsS) ||α′ J′〉 can be decomposed as

〈αJ|| (L + gsS) ||α′ J′〉 = 〈LSJ|| (L + gsS) ||L′S′ J′〉 = 〈LSJ||L||L′S′ J′〉+ gs 〈LSJ||S||L′S′ J′〉 .
(4.17)

Thus (Eq.4.16) can be rewritten as

〈αJM| (L + gsS) |α′ J′M′〉 = (−1)J−M

(
J k J′

−M q M

)
〈αJ|| (L + gsS) ||α′ J′〉

= (−1)J−M

(
J k J′

−M q M

)
〈LSJ||L||L′S′ J′〉+ gs (−1)J−M

(
J k J′

−M q M

)
〈LSJ||S||L′S′ J′〉

= (−1)J−M

(
J k J′

−M q M

)
〈L||L||L〉 δS,S′δL,L′ [J, J′]1/2 (−1)S+L+J′+k

{
L S J
J′ k L′

}

+ gs (−1)J−M

(
J k J′

−M q M

)
〈S||S||S〉 δS,S′δL,L′ [J, J′]1/2 (−1)S+L+J′+k

{
L S J
k J′ S′

}
.

(4.18)

By definition and also after some calculations [118], [J, J′]1/2 = [(2J + 1)(2J′ +
1)]1/2, 〈L||L||L〉 = [L(L + 1)(2L + 1)]1/2 and 〈S||S||S〉 = [S(S + 1)(2S + 1)]1/2.

m then can be obtained by applying (Eq.4.14). If we assume that the magnetic field
B is along the ẑ axis, the diagonal matrix elements which gives the Zeeman energy can
be written as

EZee = 〈αJM|HZee|αJM〉 = µB

h̄
M h̄ B gJ (4.19)

where gJ is Landé g factor expressed as

gJ = gorbit
J(J + 1)− S(S + 1) + L(L + 1)

2J(J + 1)
+ gspin

J(J + 1) + S(S + 1)− L(L + 1)
2J(J + 1)

.

(4.20)
We take gorbit = 1 and gspin = gs = 2 for the numerical applications.
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4.3 Matrix representation of the crystal field Hamiltonian
and the Zeeman Hamiltonian

The angular momentum vectorial operator J is written from its three scalar opera-
tors Jx, Jy and Jz verifying

J2 = J2
x + J2

y + J2
z , (4.21)

and if the basis is the orthonormal basis |α, J, M〉 of Jz eigenstates, one has〈
αJM

∣∣Jz
∣∣α′ J′M′〉 = Mh̄ δα,α′δJ,J′δM,M′ . (4.22)

We can build two ladder operators:

J+ = Jx + i Jy

J− = Jx − i Jy.
(4.23)

The matrix elements of J+ and J− can be represented in the basis {|αJM〉} as

〈
αJM

∣∣J+∣∣α′ J′M′〉 = h̄
√

J (J + 1)−M′ (M′ + 1) δα,α′δJ,J′δM,M′+1, (4.24)

and 〈
αJM

∣∣J−∣∣α′ J′M′〉 = h̄
√

J (J + 1)−M′ (M′ − 1) δα,α′δJ,J′δM,M′−1. (4.25)

The matrix elements Jx and Jy in the {|αJM〉} basis can be calculated with the following
formulas [119]:

〈
αJM

∣∣Jx
∣∣α′ J′M′〉 = h̄

2
δα,α′δJ,J′

×
[√

J (J + 1)−M′ (M′ + 1)δM,M′+1 +
√

J (J + 1)−M′ (M′ − 1)δM,M′−1

]
, (4.26)

〈
αJM

∣∣Jy
∣∣α′ J′M′〉 = h̄

2i
δα,α′δJ,J′

×
[√

J (J + 1)−M′ (M′ + 1)δM,M′+1 −
√

J (J + 1)−M′ (M′ − 1)δM,M′−1

]
. (4.27)

And the matrix elements of J2 in the {|αJM〉} basis is〈
αJM

∣∣∣J2
∣∣∣α′ J′M′〉 = J (J + 1) h̄2δα,α′δJ,J′δM,M′ . (4.28)

In the previous equations, the matrix elements are written between |αJM〉 and
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|α′ J′M′〉. In the case of rare earths, it is usually sufficient to focus on the subset built
with the (2J + 1) basis elements {|αJM〉} with −J ≤ M ≤ J. So that equations greatly
simplify when α = α′ and J = J′.

For polycrystaline materials or a perfect powder, we denote Jzp the projection of the
total angular momentum along the ẑ direction which can be written as:

Jzp = aJx + bJy + cJz (4.29)

with a, b, c three constants that satisfy a2 + b2 + c2 = 1. We suppose that a, b, c are
real numbers in order to simplify the calculation. In the case of cubic symmetry, three
families of directions are possible : [110] or C2, [111] or C3 and [001] or C4. With a
simple calculation, we obtain:

C2 :
Jzp_C2 =

1√
2

Jx +
1√
2

Jy,

C3 :
Jzp_C3 =

1√
3

Jx +
1√
3

Jy +
1√
3

Jz,

C4 :
Jzp_C4 = Jz.

(4.30)

Now we calculate the square of (Eq.4.29) and (Eq.4.30) and we obtain:

J2
zp = a2 J2

x + b2 J2
y + c2 J2

z + abJx Jy + baJy Jx + acJx Jz + caJz Jx + bcJy Jz + cbJz Jy, (4.31)

and

J2
zp_C2

= 1
2 J2

x +
1
2 J2

y +
1
2 Jx Jy +

1
2 Jy Jx,

J2
zp_C3

= 1
3 J2

x +
1
3 J2

y +
1
3 J2

z +
1
3 Jx Jy +

1
3 Jy Jx +

1
3 Jx Jz +

1
3 Jz Jx +

1
3 Jy Jz +

1
3 Jz Jy,

J2
zp_C4

= J2
z .

(4.32)

Now let’s study the Hamiltonian. For three kinds of symmetries C2, C3 and C4, the
Hamiltonian can be written as the the sum of the Hamiltonian of the crystal field and
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the Hamiltonian of the Zeeman effect:

HC2 = Hc + HZeeC2
,

HC3 = Hc + HZeeC3
,

HC4 = Hc + HZeeC4
.

(4.33)

The HCi (i = 2, 3, 4) matrix elements can be written in the |Γσ
j 〉 basis where σ is a sign

indicator for the Zeeman level which can take the sign of + or −. j is the index that
represents the different crystal field splitting levels. A priori, HCi is not diagonal in this
basis. The diagonalization of HCi is necessary.

Supposing for a given symmetry (a fixed i), HCi is diagonal in the basis |ζ l
Ci
〉 with

l = 1, 2, ... to distinguish the different basis elements. A change-of-basis matrix PCi can
transform the matrix elements between the two representations:〈

ζ l
Ci

∣∣∣HCi

∣∣∣ζ l′
Ci

〉
= P−1

Ci

〈
Γσ

j

∣∣∣HCi

∣∣∣Γσ′
j′

〉
PCi . (4.34)

And the Jzp_Ci and J2
zp_Ci

can be written in the new basis |ζ l
Ci
〉 as:〈

ζ l
Ci

∣∣∣Jzp_Ci

∣∣∣ζ l′
Ci

〉
= P−1

Ci

〈
Γσ

j

∣∣∣Jzp_Ci

∣∣∣Γσ′
j′

〉
PCi〈

ζ l
Ci

∣∣∣J2
zp_Ci

∣∣∣ζ l′
Ci

〉
= P−1

Ci

〈
Γσ

j

∣∣∣J2
zp_Ci

∣∣∣Γσ′
j′

〉
PCi .

(4.35)

In the |ζ l
Ci
〉 (i = 2, 3, 4) basis, the wavefunctions can be expressed as:

∣∣ψCi

〉
= ∑

l
αl

∣∣∣ζ l
Ci

〉
. (4.36)

We assume that α is a real coefficient and we obtain〈
ψCi

∣∣∣J2
zp_Ci

∣∣∣ψ′Ci

〉
= ∑

l,l′
αl,l′

〈
ζ l

Ci

∣∣∣J2
zp_Ci

∣∣∣ζ l′
Ci

〉
. (4.37)

where the coefficient αl,l′ can be expressed by the Maxwell-Boltzmann distribution as
a function of temperature:

αl,l′ =

exp

(
−El,l′

Ci
kBT

)

∑l,l′ exp

(
−El,l′

Ci
kBT

) =

exp

(
−
〈

ζ l
Ci

∣∣∣HCi

∣∣∣ζ l′
Ci

〉
kBT

)

∑l,l′ exp

(
−
〈

ζ l
Ci

∣∣∣HCi

∣∣∣ζ l′
Ci

〉
kBT

) . (4.38)
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By using (Eq.4.37) and (Eq.4.38), we can calculate all matrix elements for three dif-
ferent symmetries:

〈
ψC2

∣∣∣J2
zp_C2

∣∣∣ψ′C2

〉
,
〈

ψC3

∣∣∣J2
zp_C3

∣∣∣ψ′C3

〉
and

〈
ψC4

∣∣∣J2
zp_C4

∣∣∣ψ′C4

〉
as a func-

tion of temperature. For each symmetry, summation of all the matrix elements gives
the 〈J2

zp_Ci
〉 for a giving temperature.

For the powder, in the case of cubic symmetry, one has [120, 121]

σpowder =
176
385

σ (B||C2) +
99

385
σ (B||C3) +

110
385

σ (B||C4) (4.39)

where σ (B||C2), σ (B||C3) and σ (B||C4) are the cross sections corresponding to the
magnetic field B along the C2, C3 and C4 directions. Finally, similar expressions can be
obtained for 〈J2

z 〉

〈J2
z 〉 =

176
385

〈
ψC2

∣∣∣J2
zp_C2

∣∣∣ψ′C2

〉
+

99
385

〈
ψC3

∣∣∣J2
zp_C3

∣∣∣ψ′C3

〉
+

110
385

〈
ψC4

∣∣∣J2
zp_C4

∣∣∣ψ′C4

〉
. (4.40)

For a given rare earth with a ground state at T = 0 K that can be written ∑M λM |αJM〉,
(Eq.4.40) allows to compute J(J + 1)/3− 〈J2

z 〉which is closely related to the XMLD sig-
nals defined in (Eq.3.17) so that theoretical prediction can be compared to experimental
data.

4.4 Ligand field multiplet (LFM) calculations codes

Besides of the analytic calculations discussed in the section above, for the more
complicated cases, numerical calculations become indispensable. The numerical tools
used in this thesis is the Crispy interface based on the QUANTY package.

QUANTY is a computational package developed by Haverkort et al. [122, 123, 124,
125]. It can perform general simulation in quantum physics and chemistry and it is es-
pecially used for calculations of the spectroscopies and dynamics of correlated electron
systems [126].

Using QUANTY necessitates programming. Based on the QUANTY package Rete-
gan developed a very user friendly graphical interface Crispy that can be installed on
Windows® and MacOS® providing the enormous convenience for the users [127] of a
Python programmation interaction [126]. It is very useful for the simulation of core-
level spectra like XAS/XMCD for transition metals and lanthanides. The user fixes
the temperature, the external magnetic field, the energy range, the distribution form
(Lorentzian or Gaussian) of the spectrum, the wave and polarization vectors, the spin-
orbit coupling strength, the crystal field parameters exchange field parameters, etc.;
Crispy gives a simulated spectrum in the configured condition. Crispy is also able to
load the experimental data in order to allow to users to compare visually the quality
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of the simulation. Figures 4.1 shows the Crispy main window displaying a simulation
spectrum of Er3+ comparing to a experimental spectrum with the setting configuration
parameters.

77



4.4. Ligand field multiplet (LFM) calculations codes

Figure 4.1: In using Crispy for LFM calculations. (Top) Crispy main window showing
the experimental data (Spectrum 1-Expt) compared to the simulated XAS spectrum
(spectrum 2-Iso) of Er3+ with the configurations displayed (Bottom).
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Chapter 5

Intermetallic Er0.025Pd0.975 Alloy

5.1 Motivations of the study

In this chapter, the experimental analysis of the intermetallic Er0.025Pd0.975 sample
(very diluted erbium atoms in palladium) will be presented. Erbium is one of the rare
earths that is part of the series of lanthanide elements where the 4 f electronic shell is
open (i.e. not completely empty, nor completely full).

RE – Pd (RE: rare earth) binary intermetallic systems have been investigated [128,
129] to determine the electronic structures and the stability of the crystalline phases as
a function of the rare earth nature and concentration. Despite a rather simple compo-
sition, the peculiarity of the magnetic properties of most RE-Pd compounds is far from
being fully understood [130]. ErPd is one of these binary intermetallic systems. The
magnetic properties have been investigated by Guertin et al. [131] and the crystal field
parameters of ErPd have also been investigated by neutron spectroscopy [132]. The
determined crystal field parameters can be found in two different series: one where
both A4 〈r4〉 and A6 〈r6〉 parameters are negative and one where A4 〈r4〉 is positive and
A6 〈r6〉 is negative. In addition, it was said that the magnitude of A6 〈r6〉 was the same
for all binary compounds ErM (M: Rh, Pd, Ag, Cu, Zn, Mg). However, the origin of
this constant A6 〈r6〉 crystal field parameter remains unexplained [132] and could be
attributed to the lack of direct measurement of the crystal field parameters.

From previous measurements, it is also believed that there is no Kondo effect down
to temperatures as low as 100 mK. Then Er should behave as a paramagnetic impurity
in a metallic matrix and could be used for thermometric purposes. Indeed, the magne-
tization of Er in an external magnetic field of 0.1 T varies by a factor of 7 between 300
mK to 4.2 K (Figure 5.1). This wide variation of the magnetization makes it possible to
use Er as a thermometer in order to check that the actual temperature of the sample is
indeed closely following the one determined by the RuO2 probe fixed on the mixing
chamber (see Chapter 2).
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This is what I have done with the DICHRO50 variable temperature insert inserted
in the CroMag cryomagnet on DEIMOS beamline. I recorded the intensity of the
XMCD signal at Er-M4,5 edges in order to check by a physical measurement the temper-
ature that was given by the RuO2 thermal probe. The analysis of these thermometric
measurements has been an important instrumental achievement of my PhD work.

Figure 5.1: Magnetic moment of Er3+ in the Er0.025Pd0.975 alloy under an external mag-
netic field of 0.1 T as a function of the temperature between 300 mK and 4.2 K measured
by XMCD and SQUID (Figure from [36]).

In addition to the instrumental caracterization of DICHRO50 VTI, I also used this
set of data to bring new information to the crystal field acting on Er ions. I recorded
the Er-M4,5 edges between 300 K and 200 mK with an external magnetic field varying
between−6.5 T to +6.5 T. Numerical calculations of the XAS, XMCD and XMLD spec-
tra were performed with ligand field multiplet (LFM) theory using the Crispy interface
(see Section 4.4) and from comparison between the experiments and LFM calculations,
a set of crystal field parameters has been determined.

5.2 Properties of the erbium trivalent ion

The atomic number of erbium is 68 and its molar mass is 167.259 (3) g/mol [133].
In general, erbium is in the form of a trivalent cation ion Er3+ in a solid. The electronic
configuration of Er3+ is [Xe]4 f 11 so that the 4 f shell is open. Because of the Coulomb
repulsion and Pauli exclusion principle, the ground state of Er3+ is paramagnetic.

By definition, the quantum numbers l and s for one electron on the f shell are l = 3
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and s = 1/2 [134]. The one-electron orbital angular momentum, lz can take integer
values from −3 to 3 and the one-electron spin angular momentum, sz can take the
integer values −1/2 and +1/2. To determine the total spin (S = ∑11

i=1 si) and orbital
angular (L = ∑11

i=1 li) momenta of the Er3+ ground state, one has to determine the spin
(S) and orbital angular (L) momenta of the 4 f 11 shell (the other shells are closed so
that Sother-shells = 0 and Lother-shells = 0). Following the "rule of thumb method" to
determine S and L, one fills the 2l + 1 boxes with the 11 electrons, where the two first
Hund rules are fulfilled (i.e. S and L are maximized). From the 2l + 1 boxes scheme,
one finds that Sz = 3/2 and Lz = −6, so that a good possible guess with regard to
the two first Hund rules is S = 3/2 and L = 6. The third Hund rule states that J
has to be maximized because there are more than 7 electrons on the 4 f shell. Then
J = L + S = 15/2 state built from L = 6 and S = 3/2 configurations is the ground
state of erbium. It is a 16-fold degenerate ground state.

mL +3 +2 +1 0 -1 -2 -3
mS ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↑ ↑

J = S + L =
15
2

. (5.1)

The term symbol 2S+1LJ describing Er ground state is then 4 I15/2. The Hund rules
suppose that the ion is in a spherical environment so that the 16-fold degenerate 4 I15/2

ground state is only valid in a spherical symmetry.
If we simply consider a spherical Er3+ ion, we can easily calculate the action of an

external field B so that the magnetization at temperature T is given by :

M = gJ µB J BJ(x). (5.2)

where µB is the Bohr magneton expressed by µB = eh̄/(2me) = 9.274× 10−24 A m2 in
S.I. For Er3+ ion, J = 15/2, L = 6, S = 3/2 (Eq.5.1), and the Landé factor gJ is given by

gJ = gorbit
J(J + 1)− S(S + 1) + L(L + 1)

2J(J + 1)
+ gspin

J(J + 1) + S(S + 1)− L(L + 1)
2J(J + 1)

.

(5.3)
If we take the conventional approximate values gorbit = 1 et gspin ≈ 2, the numerical
application gives gJ = 6/5. BJ(x) is the Brillouin function expressed as:

BJ(x) =
2J + 1

2J
coth

(
2J + 1

2J
x
)
− 1

2J
coth

(
x
2J

)
(5.4)

with
x =

gJ µB J B
kB T

. (5.5)
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Alternative computation of the magnetic moment at T= 0 K

For Er3+ ion, there is another way to compute the magnetization in spherical sym-
metry. The total Zeeman energy is given by µB/h̄(gorbitL + gspinS).B, where the to-
tal magnetic moment is given by the operator −µB/h̄(gorbitL + gspinS) acting on the
ground state. The 4 f shell is more than half filled, so that J = L + S and Jz = Lz + Sz

(this is due to the fact that there is only one Clebsch-Gordan coefficient connecting
[J(L,S);−J] and [(L;−L), (S;−S)] and it is equal to 1 (i.e. [J(L, S);−J] = [(L;−L), (S;−S)]).
Then the total magnetic moment mTotal at T = 0 K is simply given by

mTotal = morbit + mspin = −µB

h̄
(

gorbit.L + gspin.S
)

, (5.6)

where L and S are scalars and not operators. The connection between (Eq.5.2) and
(Eq.5.6) is an example of the Wigner-Eckart theorem.

Figure 5.2 shows the evolution of the magnetic moment as a function of the external
magnetic induction from 0 T to 7 T for different low temperatures. We see that the
magnetic moment per Er atom of the spherical Er3+ ion saturates at M = 9 µB (9 = 6+
2× 3/2). (Eq.5.2) states the the magnetization is a function of B/T, so that the lower the
temperature T, the smaller the induction B needed to obtain a given magnetization. We
see that for a spherical, paramagnetic Er3+ ion in a weak external induction B = 0.1 T,
the magnetization between 0.2 K and 4.2 K varies by an order of magnitude. Then
measuring the magnetization of Er3+ in B = 0.1 T external induction could be a precise
measure of the real temperature of an erbium ion contained in the sample. We have
used this property for the thermometric calibration of DICHRO50.

5.3 Er0.025Pd0.975 sample

Er0.025Pd0.975 is a solid solution with very few erbium atoms diluted in a palladium
matrix. The atomic proportion is 2.5% erbium atoms vs 97.5% of palladium atoms.
Erbium is a rather stable rare earth and that only slowly oxidizes [135]. The solubility
of erbium in the face-centered cubic ( f cc) palladium is up to 10% and consequently, it is
not difficult to synthesize Er0.025Pd0.975 [136]. Figure 5.3 shows the f cc structure of the
ErPd alloy. Every atom is surrounded by 12 neighboring atoms. If the erbium atoms
are randomly diluted in palladium, for the concentration ErxPd1 – x, we can calculate
the probability p for an erbium atom to be surrounded by 12 palladium atoms with the
formula

p = (1− x)n. (5.7)

where n is the number of the nearest neighbors (in the f cc structure n = 12). With x =

2.5%, we find the p = 73.8% so that only 73.8% of the erbium atoms are surrounded
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Figure 5.2: Evolution of the magnetic moment of spherical Er3+ ion as a function of
magnetic induction at different low temperatures.

by 12 palladium atoms. The remaining 26.2% of erbium atoms have at least 1 erbium
neighbor.

Figure 5.3: f cc structure of the ErPd alloy. Every atom is surrounded by 12 neighboring
atoms.

Erbium has a Curie-Weiss paramagnetic behavior and for the concentration of er-
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5.3. Er0.025Pd0.975 sample

bium less than 3%, we can consider that there is no magnetic order (ferromagnetic, fer-
rimagnetic or antiferromagnetic) once the temperature is higher than few millikelvins
[36]. Besides the use of the Er0.025Pd0.975 sample for the first series of calibration for
the DICHRO50 [36] performed in 2018, another sample, Er0.1Pd0.9, has been used for
thermometry and calibration of the TBT-mK installed on SU22 beamline at Super-ACO
in LURE in 1998. Delobbe et al. showed that for x less than 10%, the ErxPd1 – x sample
develops a magnetically ordered state at a critical temperature T0 that depends on the
concentration x [31]. As expected, the larger the x, the larger the number of Er-Er pairs.
From (Eq.5.7), no more than 28.2% of erbium atoms are surrounded by 12 palladium
atoms in Er0.1Pd0.9. The other 71.8% Er atoms that have at least one Er neighbor com-
plicates the analysis of the magnetic properties so that Er0.025Pd0.975 has mostly been
preferred for magnetometry.

5.3.1 Sample preparation

Er0.025Pd0.975 sample has been synthesised by Guy Schmerber from the Institut de
Physique et Chimie des Matériaux de Strasbourg (IPCMS) by triarc melting of the appropri-
ate amounts of metals under a purified argon atmosphere, using a homemade water-
cooled Cu plate and non-consumable thoriated tungsten electrodes. The purities of
the starting materials were 99.99% for palladium and 99.9% for erbium. The ingot was
remelted ten times and inverted after each melting to promote mixing. The as-cast
Er0.025Pd0.975 alloy was homogenized at 900 °C for 24 hours in a sealed silica tube and
then water quenched. With this kind of preparation, we can consider that the sample
is a polycrystal, with no privileged orientation. The sample is shown in Figure 5.4 and
Figure 3.7.

Figure 5.4: Er0.025Pd0.975 sample mounted on the sample holder of DEIMOS beamline
with the measures of the dimension.

84



Chapter 5. Intermetallic Er0.025Pd0.975 Alloy

5.3.2 X-ray diffraction characterization

The crystalline phase of the sample was determined using a Bruker D8 Advance
diffractometer equipped with a LynxEye detector at the monochromatic wavelength
of Cu Kα1, λ = 1.54 Å. The expected f cc phase was confirmed with the determination
of Fm3m space group, with a lattice parameter aEr0.025Pd0.975 = 3.91 ± 0.01Å at room
temperature (aPd = 3.89± 0.01Å for pure palladium).

5.4 SQUID measurements

Prior to XMCD, a series of SQUID measurements has been undertaken in the Insti-
tut Néel in Grenoble by Elsa Lhotel.

SQUID is short for Superconducting QUantum Interference Device. It measures not
only the total magnetic moment of the sample but also the contribution of the sample
holder. If the contribution of the sample holder can be considered negligible, SQUID
magnetometry provides information on the magnetic moments from both erbium and
palladium atoms. The magnetic moment of the palladium atoms can be decomposed
into two contributions:

1. The magnetic moment MPd of the bulk palladium ions that has been determined
from the SQUID measurement of a pure palladium sample.

2. The additional magnetic moment of palladium atoms due to the presence of the
neighboring erbium atoms. This contribution is difficult to determine from SQUID
magnetometry. We propose in the following sections a way to determine this magnetic
contribution by combining SQUID and XAS-XMCD measurements.

Let us focus on the first contribution as it is discussed above. By using the method
described above for the first contribution, the magnetic moment of erbium measured
by SQUID without the magnetic moment of the "far" palladium ion is:

M(µB/N(atom)) =
MSQMErPd − 0.975MPdMPd

0.025× 9.274× 10−21NA
(5.8)

where MSQ is the magnetic moment measured of 1 g of Er0.025Pd0.975 measured by
SQUID in unity emu/g, MPd is the magnetic moment measured of 1 g of pure palla-
dium measured by SQUID in unity emu/g, MPd is the molar mass of palladium with
MPd=106.42 g/mol [133], MErPd is the average molar mass of the Er0.025Pd0.975 with
MErPd=107.94 g/mol, and NA is the Avogadro constant. With this formula, we obtain
M directly in µB/N(atom). For the conversion, we have 1 µB = 9.274× 10−21 emu.

Figure 5.5 shows the magnetic moment measured by SQUID magnetometry for the
temperature between 100 mK and 4.2 K corrected from the bulk palladium contribution
(the first contribution discussed above). For an external magnetic induction of 8 T, the
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magnetic moment of each Er ion is reduced from 7.39µB to 6.9µB per Er atom after
removing the bulk palladium contribution.

Figure 5.5: Net magnetic moment per erbium atom measured by SQUID as a function
of the magnetic induction without palladium’s distribution. A zoom shows the zone
from 0 T to 0.5 T.

By comparing the numbers from Section 5.2 with Figure 5.2, we observe that the Er
magnetic moment in Er0.025Pd0.975 is much smaller than the one expected from spher-
ical symmetry and given by Brillouin function where the magnetic moment at satu-
ration would be close to 9 µB per Er atom. This clearly indicates that the crystal field
cannot be neglected since it clearly modifies the expected "spherical" Zeeman effect of
(Eq.5.2).

5.5 Sample preparation and surface cleaning for XAS mea-
surements

The sample was fixed with copper plates screwed tightly on the sample holder (Fig-
ure 5.4) in order to ensure the best thermal contact with the mixing chamber1. DEIMOS

1Note that from an experimental point of view, the fixation of a sample is usually treated as an easy
subject but it is not the case for the measurements at ultra-low temperature and it may even become a
crucial point for a successful experiment at ULT. This configuration of fixation has been decided after
numerous tests: for example, if we use an epoxy glue instead of screwed copper plates, the thermal
impedance becomes so important that the temperature of the sample does not go below 2 K whereas the
mixing chamber temperature is 0.2 K.
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beamline at Synchrotron SOLEIL is a soft X-ray beamline, and for soft X-rays, the pen-
etration depth is between 50 nm and 100 nm. When measurements are performed in
TEY, the probed depth is even smaller and no larger than 5 nm. That is why cleaning
the surface of the sample is essential on a soft X-ray synchrotron beamline.

The first experiments were performed in 2018 between 200 mK and 4.2 K. The sam-
ple was scraped with a rotative diamond file for cleaning in UHV conditions close
to 2 × 10−9 mbar then immediately transferred into the measurement chamber and
screwed and connected tightly on the DICHRO50 mixing chamber [36]. Since 2018, I
have developed and implemented a special UHV surface cleaning chamber (see Sec-
tion 3.3) where the UHV conditions have been improved down to 4.5× 10−10 mbar.
More recently, measurements for temperatures ranging from 2 K to 300 K have been
performed and then the sample was prepared in the surface cleaning chamber, in UHV
pressure below 5× 10−10 mbar.

Figure 5.6: XAS measurements at Pd-M2,3 edges in different points of the scrapped
zone compared to a measure in a non-scrapped zone.

Several XAS measurements of the Pd-M2,3 edges have been performed to test the
quality of the surface cleaning (see Figure 5.6). We recorded the Pd-M2,3 edges for
different zones either in the scraped groove (Figure 3.7-Bottom-Right), or outside the
scrapped groove. Firstly, we observe that the profile of the XAS spectra is the same
for all the different scraped zones. The profile for a non-scraped zone is quite different
from the one of the scraped groove. Moreover, the energy of the Pd-M2,3 edges coin-
cides with the oxygen K pre-edge at 543.1 eV. We see that after scraping the sample, the
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sharp feature at 543.1 eV has been removed, indicating that contamination by oxygen
has been almost completely removed.

5.6 XAS-XMCD measurements

The XAS-XMCD measurements of the Er-M4,5 edges were performed on DEIMOS
beamline at Synchrotron SOLEIL. We change the magnetic field from 6.5 T to −6.5 T
then from −6.5 T back to 6.5 T for the XMCD measurements. We have also recorded
the spectra without the presence of magnetic field for the σ0 spectrum. To reduce the
eddy current, for the ultra-low temperature (T < 1 K), we fix the variation rate for the
magnetic field at 0.02 T/s.

One series of XAS-XMCD measurements contains eight usable spectra2. They are
σ1(φ

+) (left polarization), σ2(φ
−) (right polarization), σ3(φ

−), σ4(φ
+) with a magnetic

field along the propagation direction of the photon and σ5(φ
−), σ6(φ

+), σ7(φ
+), σ8(φ

−)
with inverse magnetic field with respect to the former four spectra. Figure 5.7 shows an
example of one series of measurements realized at 4.25 K with a 6.5 T external magnetic
field. In this figure, the black spectrum is the average of the four "+" spectra and the
green one is the average of the four "−" spectra. By definition, the sign of a spectrum
is the sign of the product of the phase with the field so that the "+" spectra are σ1, σ4,
σ6, and σ7 and the "−" spectra are σ2, σ3, σ5, and σ8.

The orange spectrum is the average of the black and green spectra. The blue spec-
trum is the XMCD spectrum which is the difference between the "−" green and the "+"
black spectra

σ+ + σ−

2
=

[σ1(φ
+) + σ2(φ

−) + σ3(φ
−) + σ4(φ

+) + σ5(φ
+) + σ6(φ

−) + σ7(φ
−) + σ8(φ

+)]/8, (5.9)

and

σXMCD =

[σ2(φ
−) + σ3(φ

−) + σ5(φ
+) + σ8(φ

+)]/4− [σ1(φ
+) + σ4(φ

+) + σ6(φ
−) + σ7(φ

−)]/4.
(5.10)

Remind that the energy separation of the M4 and M5 edges is due to the 3d spin-
orbit coupling acting on the core-hole. In the monoelectronic picture of a 3d core-hole,
spin-orbit coupling splits the l = 2, s = 1/2 10-fold degenerate levels into 3d3/2 (the
M4 edge at E = 1434 eV) and 3d5/2 (the M5 edge at E = 1394 eV). We remark the

2There are two additional conditioning spectra each time after modifying the magnetic field.
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Figure 5.7: XAS-XMCD measurement of the Er-M4,5 of the Er0.025Pd0.975 sample at
4.25 K with an external magnetic field of 6.5 T. The black spectrum is the average of
the spectra σ+, the green spectrum is the average of the spectra σ−. The average of
the green spectrum and the black one gives the σ++σ−

2 spectrum in orange. The red
isotropic spectrum σ0 is recorded without magnetic field and the background baseline
has been removed. The green spectrum minus the black spectrum gives the XMCD
spectrum in blue. The red dotted line is the integral of the red isotropic spectrum and
the blue dotted line is the integral of the XMCD spectrum. The two integrals start from
zero and stabilize at the end which prove a good deletion of the background.

excellent quality of the spectra with a signal-to-noise ratio larger than 104 despite the
small concentration of Er.

To analyze the spectra, especially for the integral treatments of the application of
the sum rules, it is necessary to remove the backgrounds. We present the red isotropic
spectrum σ0 in Figure 5.7 after removing the background. See publication Kappler et
al. for additional details [36] on the thermometric measurements.
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5.7 XMLD spectra

In the present section, we plan to record XMLD and I shall show that XMLD is
highly dependent on the crystal field. By the way, later analysis of XMCD (Section
5.10) will show that XMCD signals also depend on the crystal field.

From the discussion in Section 3.6, we can calculate the XMLD spectra from the XAS
measurements of σ+, σ− and σ0. From literature, one estimates that the amplitudes of
the XMLD signals are quite small [26], usually smaller than the intensity of XMCD. As
a consequence, we only consider the XMLD signals for B = ±6.5 T that is the largest (in
absolute value) external magnetic induction available on DEIMOS. Hence, the XMLD
measurements were recorded for temperatures ranging between 2 K to 300 K, in an
external magnetic induction of 6.5 T.

From (Eq.3.17), we can calculate the XMLD signal with

σXMLD(E)
3

=

(
σ+ (E) + σ− (E)

2

)
− σ0 (E) , (5.11)

where σ+ and σ− are recorded with magnetic inductions of±6.5 T and σ0 is the isotropic
cross section and we consider that σ0 is obtained by measuring the Er-M5 edge with no
external magnetic field. This definition for σ0 does not introduce additional approxi-
mations since :

- XMLD can be safely computed in the electric dipole approximation,
- the space group for all the ErPd samples is a cubic space group,
- all the samples are polycrystalline compounds with no texture observed by XRD.

Technically, all the calculations of the present chapter have been performed on σXMLD/3.
For illustration, the signal σXMLD/3 at 1.7 K and 6.5 T is reported in Figure 5.8.

5.8 Crystal field parameters determination

In this section, we present the connection between the crystal field parameters of Er
ions in Er0.025Pd0.975 and the XAS, XMCD, and XMLD measurements.

5.8.1 Previous studies

Morin et al. have performed the measures of neutron spectroscopy in Institut Laue-
Langevin (ILL) in 1976 for a ErPd sample between 20 K to 55 K [132]. The cubic cell
parameter is a = 3.445Å and erbium ions are said to be diluted in palladium but with
no precise determination of the Er concentration. To our knowledge, there are no other
research dealing with the crystal field parameters for ErPd samples. Morin et al. found
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Figure 5.8: Er3+-M4,5 XAS and XMLD spectra at 1.7 K. The black spectrum is the aver-
age of the two phase σ+ and σ− and the isotropic (red) spectrum is recorded without
magnetic field. The blue spectra is the difference between the black and the red spec-
trum applying (Eq. 5.11) which is, by definition, one third of the XMLD signal.

two series of possible crystal field parameters that fit their experimental data which
are reported in Table 5.1.

W(K) x A4 〈r4〉 (K) A6 〈r6〉 (K)

1st series -0.575 -0.22 47.5 -15.7

2nd series -0.65 0.48 -117.1 -11.8

Table 5.1: Previous results of crystal field parameters of ErPd found by neutron spec-
troscopy [132]. All symbols are defined in Section 4.1.

In the following section, we check whether these two series of crystal field param-
eters are compatible with our measurements and when necessary, we propose a new
series of parameters for Er0.025Pd0.975.
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5.8. Crystal field parameters determination

5.8.2 Normalization methods

In order to make the connection between XAS, XMCD and XMLD, we have used
the Crispy interface of the ligand field multiplet QUANTY code to compute the cross
sections (Section 4.4). Wybourne crystal field notations are used in Crispy and the
transformations between Stevens parameters and Wybourne parameter are [137]

B4 = βA4 〈r4〉 = βB40/8, B6 = γA6 〈r6〉 = γB60/16, (5.12)

so that from Table 5.1

A4 〈r4〉 = 47.5 K→ B40 = 32.75 meV,

A6 〈r6〉 = −15.7 K→ B60 = −21.65 meV.
(5.13)

The first step is to normalize properly the calculated and the experimental spectra
with respect to each other so that they can be compared. We process with the following
steps applied to the isotopic simulated and experimental spectra :

- Set the crystal field parameters as presented in (Eq.5.13) and the other experimen-
tal parameters (temperature, magnetic field, energy range).

- Define the photon propagation vector k = (0, 0, 1) and the polarization vectors.
The definition of k is required by Crispy but has no impact since all the calculations
are restricted to the electric dipole approximation.

- Set the energy range so that both experimental and theoretical ranges coincide.

- Multiply the experimental spectrum so that both experimental and theoretical
spectra are similar.

- Adjust the simulated spectra by playing with the Coulomb repulsion and convo-
lution parameters :

ωLorentzian = 1.1 eV at the M5 edge and = 2.16 eV at the M4 edge,
ωGaussian = 0.88 eV at both M4,5 edges,
κF = 85% and κG = 85%.

- Fix the energy separation between the Er-M4 and Er-M5 edges by setting the spin-
orbit parameter ζ(3d) = 16.276 eV.
With the above normalization, experimental and simulated spectra can be compared.

We notice that the simulated isotropic spectra σ0 is almost independent from the
temperature from 2 K to 300 K as well as for slight modifications, i.e. ±100 meV, for
B40 and B60. Note that if the simulated isotropic spectrum changes with crystal field
parameters, the above normalization steps must performed.

When both theoretical and experimental spectra are properly normalized, we can
apply (Eq.5.11) to yield experimental and simulated XMLD signals.
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5.8.3 A verification of crystal field parameters by XAS measurements

We carry out the verification of the two published series of crystal field parameters.
Figure 5.9 reports the T = 2 K and B = 6.5 T XMLD spectrum.

Figure 5.9: Normalized experimental and simulated Er3+-M4,5 XMLD spectra at T =
2 K and B = 6.5 T with a zoom for the M5 edge.

The amplitudes of the isotropic spectra are identical but we clearly see that it is
not the case for the XMLD signals for both series of crystal field parameters. It might
be due to Er concentration much different than 2.5% or to the difficulty of extraction
crystal field parameters, either from Neutron spectroscopy or X-ray spectroscopy. The
results provided by the series with B40 = −80.73 meV and B60 = −16.27 meV is so far
away from the experimental XMLD that it can be excluded for the further discussion.
For the series with B40 = 32.75 meV and B60 = −21.65 meV, the simulated signal is
close to the signal with non negligible differences. This result obtained at 2 K needs to
be extended to spectra at higher temperatures.
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5.8.4 Fitting methods of crystal field parameters

The intensity of the XMLD signal is decreasing with increasing temperature and
the largest XMLD signal has been measured at 2 K. To well visualize the comparison
between the calculations and the experiments, we propose here to fit all simulated
spectra at temperatures above 2 K with respect to the spectra obtained at 2 K. From
Brouder rule for rare earth M4,5 edges, one knows that all XMLD signals should have
the same shape but for a multiplication coefficient, so that

σXMLD(simu)(T) = asimu(T) σXMLD(simu)(T = 2 K), (5.14)

σXMLD(exp)(T) = aexp(T) σXMLD(exp)(T = 2 K), (5.15)

where the indices simu and exp mean either simulated or experimental XMLD signals.
To make a good comparison, we define then

asimu = a
σXMLD(simu)(T = 2 K)

σXMLD(exp)(T = 2 K)
. (5.16)

and we plot the fitting factor asimu as a function of temperature.

For the experimental spectra, we may apply the above Formula 5.15. But the exper-
imental XMLD signal is not perfect and may contain spurious additional signals such
as a derivative signal (always present when a difference is performed between two
spectra), and also a slight vertical shift of the signals, so that (Eq.5.15) can be rewritten
as

σXMLD(exp)(T) = aexp(T) σXMLD(exp)(T = 2 K) + b(T) σ′XMLD(exp)(T = 2 K) + c(T),
(5.17)

where σ′XMLD(exp)(T = 2 K) is defined

dσXMLD(exp)(T = 2 K) = σ′XMLD(exp)(T = 2 K)dE, (5.18)

b(T) is a multiplicative factor associated to σ′XMLD(exp)(T) and c(T) is a rigid vertical
shift.

One finds that c is less than 10−5 (with XMLD maximum equal to 10−2) which
proves that c(T) can be neglected. We can plot asimu(T) and aexp(T) (Figure 5.10) and
see that the agreement is fair at high temperature but not for temperatures below 100 K.
None of the set of parameters determined by Morin et al. allows to mimic the experi-
mental XMLD trends.

Now we look for a series of crystal field parameters. We change B40 and B60 to
obtain a new series of XMLD spectra from 2 K to 300 K. We fit the spectra at the other
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Figure 5.10: The fitting factor asimu and aexp as a function of temperature (T is repre-
sented in logarithmic scale.).

temperatures to the spectra simulated at 2 K as we have done before and we plot the
coefficient asimu and aexp as a function of temperature. Since we start to search the
spectrum from 2 K so that we can make the σXMLD(simu)(T = 2 K) as close as possible
to σXMLD(exp)(T = 2 K), the two "a" coefficients for T = 2 K are equal or almost equal
(see Figure 5.13).

A couple of series was found that fit the experimental data in Figure 5.10 (red
points) when we use only the XMLD spectra. To determine the unique series of crystal
field parameters, we combine the XMLD spectra with the XMCD spectra.

Once we obtained all possible series for the crystal field parameters by the methods
described above, we calculate also their XMCD spectra, apply these simulated XMCD
spectra by the first sum rule and we plot the variation of the magnetic moment as we
have done for Figure 5.12 in order to define the possible unique crystal field parame-
ters. Figure 5.11 reports the experimental (left panel) and LFM simulated (right panel)
Isotropic, XMLD and XMCD signals, at T = 2 K and B = 6.5 T. The agreement between
experiments and calculations is quite good.
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5.8. Crystal field parameters determination

Figure 5.11: Experimental isotropic, XMLD and XMCD spectra recorded at T = 2 K
and B = 6.5 T compared to the LFM-Crispy calculations with crystal parameters B40 =

11.3 meV and B60 = −3 meV at the same temperature and magnetic field.
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5.9 Application of the sum rules

In this section, we show the details of the application of the XMCD sum rules. From
the discussion in the Section 5.2, for Er3+ ion, the spherical ground state is defined by
J = 15/2, L = 6, S = 3/2. For the magneto-optical sum rules, we are dealing with
Er M4,5, i.e. transitions between the 3d shell and the 4 f shell so that in (Eq.3.12) and
(Eq.3.13), l = 3 and c = 2. There are n = 11 electrons on the 4 f shell so that the number
of holes is (4l + 2)− 11 = 3. Then (Eq.3.12) and (Eq.3.13) write∫

j++j− dE(σ+ − σ−)∫
j++j− dE(σ+ + σ− + σ‖)

=
1
9
〈Lz〉 (5.19)

and ∫
j+ dE(σ+ − σ−)− (3/2)

∫
j− dE(σ+ − σ−)∫

j++j− dE(σ+ + σ− + σ‖)
=

2
9
〈Sz〉+

2
3
〈Tz〉. (5.20)

In the case of rare earths where the ground state is defined by the (2J + 1)-fold deger-
enate J(L,S) multiplet, with additional splitting due to crystal field inside the (2J + 1)-
fold subspace, all the rank-1 tensors are proportional as a simple consequence of the
Wigner-Eckart theorem. Then if 〈Lz〉 is known then the other quantities such as 〈Sz〉,
〈Tz〉, and 〈Jz〉 can be easily computed. The first sum rule (Eq.5.19) is very robust and
provides 〈Lz〉 so that the other quantities 〈Sz〉, 〈Tz〉, and 〈Jz〉 follow.

Practically, I first remove the background for the XAS spectra and integrate from
1380 eV to 1460 eV. One example for the various integrals is reported in Figure 5.7.
In the following, I present here the detail of an application of the first sum rule for
T = 4.25 K and B = 6.5 T (Eq.5.19). We get the ratio:∫

j++j− dE(σ+ − σ−)∫
j++j− dE(σ+ + σ− + σ‖)

=
1
9
〈Lz〉 = −0.48 h̄. (5.21)

Then
〈Lz〉 = −4.28 h̄, (5.22)

so that we have
ML = −µB

h̄
〈Lz〉 = 4.28 µB. (5.23)

Applying the Wigner-Eckart theorem, we obtain:

〈Lz〉
〈Sz〉

=
2− gJ

gJ − 1
= 4, (5.24)
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so that
〈Sz〉 = −1.07 h̄, (5.25)

and
MS = −2

µB

h̄
〈Sz〉 = 2.14 µB. (5.26)

Finally, the total magnetic moment of the Er3+ ion as determined from XMCD is

MXMCD = MS + ML = 6.42 µB. (5.27)

The SQUID measurements (Figure 5.5) yield MSQUID = 6.72 µB for the same condi-
tion of magnetic field and temperature. The difference between the SQUID and XAS-
XMCD is 0.30 µB per erbium atom.

In the same way, we apply the first sum rule for a magnetic field of 3 T and 0.1 T
and the results are provided in Table 5.2.

XAS-XMCD SQUID

〈Lz〉 〈Sz〉 ML MS MEr Mtotal ∆

(h̄) (h̄) (µB/N) (µB/N) (µB/N) (µB/N) (µB/N)

B = 6.5 T -4.28 -1.07 4.28 2.14 6.42 6.72 0.30

B = 3 T -3.66 -0.92 3.66 1.83 5.49 5,74 0.25

B = 0.1 T -0.25 -0.06 0.25 0.13 0.38 0.39 0.016

Table 5.2: Results of the application of the first sum rule for T = 4.25 K with different
magnetic inductions. ∆ = Mtotal(SQUID)−MEr.

5.10 Magnetic moment as a function of temperature

We apply the first sum rule in the same way for all the XAS-XMCD spectra recorded
at other temperatures and under different magnetic fields. We obtain the evolution of
the magnetic moment per Er3+ ion as a function of temperature.

Figure 5.12 shows the SQUID measurements and the XAS-XMCD measurements.
- For the SQUID measurement, the points are extracted from the series of mag-

netization curves (Figure 5.4) from which the bulk palladium contribution has been
removed.
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- For the XAS-XMCD measurements, we collected 8 scans at each temperature (Sec-
tion 5.6) and applied the first sum rule in connection with the Wigner-Eckart theorem
to yield the erbium spin and orbit magnetic moments.

Figure 5.12: Evolution of the magnetic moment as a function of temperature for Er3+

ion measured by SQUID and XAS-XMCD. T is presented in a logarithmic axis.

Both SQUID and XAS-XMCD measurements have been performed at 4.2 K (special
point for the liquid 4He) that is usually a quite stable temperature in most VTI. Except
for 4.2 K, the temperatures of measurements for the two series do not perfectly match.
The difference between the SQUID and XAS-XMCD measurements is larger for large
magnetic inductions 6.5 T than for weak magnetic inductions (0.5 T and 0.1 T). From
Figure 5.12, the magnetic saturation is reached at T ≤ 4.2 K for an external magnetic
induction of 6.5 T. When the external magnetic induction is as low as B = 0.5 T, satura-
tion is reached for T ≤ 0.4 K. At even lower external magnetic induction, saturation is
not reached above 200 mK. One can notice, that the value of largest magnetization (i.e.
the one that would be observed at T = 0 K) depends on the external magnetic field.
This is a clear sign of the impact of the crystal field since in spherical symmetry the
magnetic moment at saturation does not depend on B.

99



5.10. Magnetic moment as a function of temperature

5.10.1 Fitting results

The best crystal field parameters determined by XAS-XMCD measurements com-
bining the LFM calculations is found for the Er0.025Pd0.975 sample with

B40 = 11.3 meV, B60 = −3 meV. (5.28)

The variation of the simulated and experimental fitting factors asimu and aexp has good
agreement (Figure 5.13). With these crystal field parameters, the agreement can be
observed for the variation of the magnetic moment (Figure 5.14). Two exceptional
measurements are plotted for a magnetic induction of B = 3 T at 2 K and 4.2 K which
also prove a good agreement.

Figure 5.13: The fitting factor asimu and aexp determined by XMLD spectra with B =
6.5 T as a function of temperature (T is represented in logarithmic scale.).

One may note that the general thermal behaviours of XMLD and XMCD intensities
are well reproduced in our model with some slight deviations for temperatures close
to 10 K.
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Figure 5.14: Variation of the magnetic moment of Er3+ ion as a function of temperature
(T is represented in logarithmic scale.). The simulation with B40 = 11.3 meV and B60 =
−3 meV is compared to the measurements.

5.11 Magnetic polarization of palladium due to erbium

We remark that there is a small difference between the magnetic moment of the
SQUID and the XAS-XMCD measurements. This difference can be only due to the po-
larization of palladium atoms under the influence of erbium. We know that thanks to
the chemical selectivity of the XAS measurement, XAS-XMCD data give only the mag-
netic moment of erbium. But for the SQUID, we measure the total magnetic moment
which is the sum of the erbium plus the magnetic polarization of the palladium due to
the presence of erbium (we remind the reader that the bulk paramagnetic contribution
from palladium has already been removed, see Section 5.4) which can be expressed as

MSQUID = MXAS-XMCD + Minduced(Pd). (5.29)

Figure 5.15 shows in 2D the polarization (in black) of the palladium.
We obtain that Minduced(Pd) = 0.30 µB (T = 4.25 K, B = 6.5 T). In the f cc struc-

ture of the Er0.025Pd0.975 (Figure 5.3) if we consider that the Pd polarization due to Er
is limited to the Er coordination sphere, i.e. ≈ 12 palladium atoms, then the addi-
tional polarization is 0.025 µB per Pd atom. The data have been gathered for 0.1 T, 3 T,
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Figure 5.15: The polarization (in black) of the palladium atoms under the influence of
an isolated erbium atom.

and 6.5 T, see Table 5.2. If we suppose that ∆ (Table 5.2) is related to the Er magnetic
moment, we can state that

Minduced(Pd) = ∆ = k ·MEr. (5.30)

and we get
k = 4.73× 10−2 for T = 4.25 K, B = 6.5 T,

k = 4.56× 10−2 for T = 4.25 K, B = 3 T,

k = 4.27× 10−2 for T = 4.25 K, B = 0.1 T.

(5.31)

so that one observes a linear relation between the erbium spin and orbit magnetic mo-
ments and the Pd polarization induced by the Er atoms : Minduced(Pd) ≈ 4.5× 10−2 ·
MEr.

5.12 Conclusion

We have performed a detailed experimental study of the variations of the XMCD
and XMLD signals in a ErPd polycrystalline sample. From the application of the orbital
magneto-optical sum rule coupled to the Wigner-Eckart theorem, we have determined
the variation of the spin and orbit magnetic moments of Er ions as a function of an
external magnetic induction B and temperature T (Figure 5.14). In our measurements
B and T have spanned quite large ranges, since the largest magnetic inductions are
±6.5 T and the temperature varies between 200 mK and 300 K.
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Making use of the Brouder formula, we have been able to measure the variation
of the XMLD signal for B = ±6.5 T and temperatures between 2 K and 300 K. Thanks
to LFM simulations performed with the Crispy interface of QUANTY, we have been
able to determine the set of crystal field parameters that best fits the experimental data.
Firstly, we found that the parameters published in the literature are in disagreement
with our experimental data. Secondly, after applying a fitting procedure it has been
possible to determine a best set of parameters in line with our experimental results :
B40 = 11.3 meV and B60 = −3 meV. Whether this set of parameters is unique remains
an open question.

Thanks to the new set of parameters (B40 = 11.3 meV, B60 = −3 meV), it has been
possible to compute the theoretical XMCD signals and compare them with the exper-
iments. This has been done successfully for B = ±6.5 T, B = ±0.5 T, and B = ±0.1 T
in the temperature range between 2 K and 300 K. It has been found that the calculated
XMCD spectra nicely follow the experimental ones.

Finally, one should notice that all these calculations have been performed with no
consideration for any Kondo screening in line with what is found in the literature.
The pretty nice agreement between experiments and calculations tends to confirm the
absence of Kondo screening at temperatures above 200 mK.
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Chapter 6

Kondo Intermetallic Compounds :
Yb0.005Au0.995

6.1 Motivations of the study

In this chapter, the calculations and the experimental analysis of the intermetallic
sample Yb0.005Au0.995 (very diluted ytterbium atoms in gold) will be presented. Ytter-
bium is one of the lanthanide rare earth elements.

Like the ErPd alloy, YbAu is a binary intermetallic alloy system which has been
studied by different investigation techniques because of a strong Kondo anomaly [44],
first observed below 6 K by Mössbauer measurements [138]. In addition, resistivity
measurements of YbxAu1 – x alloys with x = 0.38%, x = 0.22% and x = 0.18% show a
minimum of resistivity around T = 5 K with the expected Kondo logarithmic variation
for lower temperatures [139] and a Kondo temperature that has been estimated to TK =

10 mK as deduced from nuclear orientation experiments [140]. TK = 10 mK means that
between 10 mK and 5 K (resistivity minimum), the numerical Renormalization Group
method of Wilson [55] is well adapted to understand the Kondo electronic structure.

YbxAu1 – x alloys has a f cc structure where the Yb atoms are said to be present in
form of Yb3+. The electronic atomic structure of Yb3+ is characterized by 13 electrons
on the 4 f shell so that the 8-fold degenerate ground state is best described by L = 3,
S = 1/2, and J = 7/2. In the multiplet 2F7/2, the action of the cubic crystal field on the
eigenfunctions can be found in Lea et al. [116] and also in Baker et al. [141] and Williams
et al. [115]. From these expressions cited in (Eq.A.1) of Appendix A, the variation of the
projection of the total angular momentum 〈Jz〉 and of 〈J2

z 〉 as a function of temperature
and an external magnetic induction can be obtained analytically. These calculations,
where the crystal field and the Zeeman interaction are considered, are purely atomic
so that the Kondo effect is completely out of the scheme.

The XAS measurements have been performed on DEIMOS beamline at Synchrotron
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SOLEIL between 200 mK and 300 K in the presence of an external magnetic field be-
tween −6.5 T and +6.5 T. As presented in the previous section, the variation of the
values of the operators 〈Jz〉 and 〈J2

z 〉 as a function of T and B can be obtained by the
measurements of both XMCD and XMLD.

My strategy is the following. I will determine the crystal field parameters by fitting
the observed variations of 〈Jz〉 and 〈J2

z 〉 for B = ±6.5 T and 200 mK≤ T ≤300 K. Then I
shall compute the variation of the Yb magnetic moment for the two series B = ±0.5 T
with 200 mK≤ T ≤300 K and B = ±0.1 T with 200 mK≤ T ≤300 K. The differences
between the calculated and experimental magnetic moments for B = ±0.5 T and B =

±0.1 T can be interpreted as a sign of presence of the Kondo interaction. I recognize
that this sensible strategy is minimal.

6.2 Properties of the ytterbium trivalent ion in gold

The atomic number of ytterbium is 70 and its molar mass is 173.045 (10 ) g/mol
[133]. Experiment shows that ytterbium is best described as a form of trivalent cation
ion Yb3+ in gold [142]. The electronic configuration of Yb3+ is [Xe]4 f 13 which means
that the only open shell is the 4 f shell. The ground state of Yb3+ is paramagnetic.

With the same method of determination of L and S as the one presented for Er3+ in
Section 5.2, we have

mL +3 +2 +1 0 -1 -2 -3
mS ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑

from which we deduce L = 3 and S = 1/2. There are more than 7 electrons on the 4 f
shell so that J is given by

J = S + L =
7
2

. (6.1)

The solubility of ytterbium is up to 7% in gold [142, 140, 143]. Because of the f cc
structure of YbAu, if the random distribution of the Yb atoms in Au is satisfied, ap-
plying (Eq.5.7), one notices that 94.16% of ytterbium atoms are surrounded by 12 Au
atoms for x = 0.005 (0.5% atom) so that Yb can be treated as an isolated ion and the
Yb-Yb pairs can be safely neglected.

The term symbol for Yb ground state is 2F7/2. By applying the formula

M = gJ µB J BJ(x). (6.2)

with L = 3, S = 1/2, J = 7/2 and gJ = 8/7 calculated by (Eq.5.3) and BJ(x) calculated
by (Eq.5.4) and (Eq.5.5), we obtain the calculation for magnetization M as the function
of magnetic induction B for a spherical Yb3+ ion. Figure 6.1 shows this magnetization
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evolution. We see that the saturation for the spherical ion is at 4 µB per Yb atom, as can
be expected from 〈Lz〉 = −3h̄ and 〈Sz〉 = −h̄/2 for the 1-fold, non-degenerate ground
state, when B 6= 0.

Figure 6.1: Evolution of the magnetic moment of a spherical Yb3+ ion as a function of
an external magnetic induction and for temperatures between 0.2 K and 4.2 K.

Under cubic crystal field, the ground state 2F7/2 splits into a doublet Γ7, a quartet
Γ8 and a doublet Γ6 where Γi are irreducible representations of the double group of
the cubic group Oh [116]. In Bethe’s notation [144], for integral value of J, i can take
the values between 1, 2, 3, 4, 5 and for half-integral value of J, i takes the values be-
tween 6, 7, 8. From literature, Γ7 has the lowest energy. Since the difference in energy
between the ground state multiplet 2F7/2 and the first excited multiplet 2F5/2 is about
10 300 cm−1 (14 820 K) [145], at 4.2 K, a simple Boltzmann populations calculation gives
the probability for a Yb3+ ion at 2F7/2 ground state is in the order of 1/(1 + 10−1531)

and for 300 K, the probability becomes in the order of 1/(1 + 10−22). In other words,
for our study, the higher level 2F5/2 can be completely neglected and the Yb3+ ion can
be treated as 100% in the 2F7/2 ground state multiplet.

The difference in energy between the Γ7 level and the next level Γ8 is about 80 K
and Γ6 is close to Γ8 [146]. The same Boltzmann population calculation gives for 4.2 K,
a probability for a Yb3+ ion in Γ7 in the order of 1/(1 + 2.10−8) ≈ 100%, but for 300 K,
the probability is reduced to 30.3%.
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6.2.1 Zeeman effect and calculation of 〈Jz〉

2-fold Γ7 ground state

We assume that at low temperature (e.g. T = 4.2 K), that all Yb3+ ions are in the
Γ7 state and we apply (Eq.4.18) (see the discussions presented in Section 4.2). In the
present case, k = 1, q = 0, L = L′ = 3, S = S′ = 1/2, J = J′ = 7/2 so that 〈L||L||L〉 =
2
√

21h̄, 〈S||S||S〉 =
√

3
2 h̄. Thus we have [J, J′]1/2 = [7/2, 7/2]1/2 = 8.

The eigenfunction of Γ7 level are given by [116]

Γ7 :

∣∣Γ+
7
〉
=

√
3

2

∣∣∣∣+5
2

〉
− 1

2

∣∣∣∣−3
2

〉
,

∣∣Γ−7 〉 = √3
2

∣∣∣∣−5
2

〉
− 1

2

∣∣∣∣+3
2

〉
.

(6.3)

Jz can be expressed as

〈
Γσ

7

∣∣∣Jz

∣∣∣Γσ′
7

〉
=

( |Γ+
7 〉 |Γ−7 〉

〈Γ+
7 | 3

2 0
〈Γ−7 | 0 −3

2

)
(6.4)

in units of h̄, so that

EZee
(
Γ+

7
)
= +

3
2

gJµBB and EZee
(
Γ−7
)
= −3

2
gJµBB. (6.5)

For information, a straightforward calculation from (Eq.4.18) where spin and orbit
magnetic contributions to the energy are separated gives

EZee
(
Γ+

7
)
= +

3
2

gJµBB =

(
9
7
+ gs

3
14

)
µBB, (6.6)

and

EZee
(
Γ−7
)
= −3

2
gJµBB = −

(
9
7
+ gs

3
14

)
µBB. (6.7)

The difference of the two Zeeman energy levels is

∆E = EZee
(
Γ+

7
)
− EZee

(
Γ−7
)
=

24
7

µBB. (6.8)

Then we can deduce the magnetic moment distribution as a function of temperature.
Let us make E0 for the initial energy level before the Zeeman splitting and E′ for the
Zeeman splitting level Γ−7 and E′ + ∆E for the Zeeman splitting level Γ+

7 as shown in
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Figure 6.2. The following relations can be easily verified:

E′ = E0 − |EZee|, (6.9)

E′ + ∆E = E0 + |EZee|. (6.10)

Figure 6.2: The energy levels of the Γ7, 2-fold degenerate state for an Yb3+ ion in a cubic
crystal field.

The distribution of probability for Γ−7 and Γ+
7 levels is given by

p
(
Γ−7
)
=

exp
(
− E′

kBT

)
exp

(
− E′

kBT

)
+ exp

(
−E′+∆E

kBT

) , (6.11)

p
(
Γ+

7
)
=

exp
(
−E′+∆E

kBT

)
exp

(
− E′

kBT

)
+ exp

(
−E′+∆E

kBT

) . (6.12)

so that

p
(
Γ−7
)
=

1

1 + exp
(
− ∆E

kBT

) , (6.13)

p
(
Γ+

7
)
=

1

1 + exp
(

∆E
kBT

) . (6.14)
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The energy distribution as a function of temperature can be calculated as

〈E〉 = p
(
Γ−7
)

E
(
Γ−7
)
+ p

(
Γ+

7
)

E
(
Γ+

7
)

= −12
7

µBB

 1

1 + exp
(
− ∆E

kBT

) − 1

1 + exp
(

∆E
kBT

)


= −12
7

µBB tanh
(

∆E
2kBT

)
= −12

7
µBB tanh

[
3

2kBT

(
6
7
+ gs

1
7

)
µBB

]
.

(6.15)

Then the magnetic moment distribution as a function of temperature can be deduced
by derivating the energy with respect to the magnetic field

〈m〉 = −∂ 〈E〉
∂B

. (6.16)

We have

〈m〉 = 12
7

µBtanh
[

3
2kBT

(
6
7
+ ge

1
7

)
µBB

]
=

12
7

µBtanh
(

12µBB
7kBT

)
. (6.17)

We plot the isothermal variation of the magnetization in Figure 6.3. Comparing to
Figure 6.1 obtained only by consideration of spherical ion, the consideration of cubic
crystal field and Zeeman effect reduces the magnetic moment at saturation by more
than a factor of 2, i.e. 1.714 µB per Yb atom with cubic crystal field versus 4 µB per
Yb atom with no crystal field. Note that this simple calculation is only valid at low
temperatures, i.e. T well below 80 K. When Γ8 and Γ6 levels become populated, the
above expression is no more valid.

8-fold 2F7/2 ground state

For arbitrary temperatures well below 14 820 K, the consideration of all Γ7, Γ8 and
Γ6 is necessary. The energy gap between Γ7 and Γ8 (denoted ∆1) is very close to that
between Γ7 and Γ6 (denoted ∆2) [146]. The different magnetic susceptibility measure-
ments show that ∆1 = 80 K, ∆2 = 83 K [147] or ∆1 = 94 K, ∆2 = 91 K [148, 149]. If we
take the series ∆1 = 80 K, ∆2 = 83 K, a scheme (Figure 6.4) shows the 8-fold energy
levels of 2F7/2 ground state under cubic crystal field and Zeeman effect with external
magnetic field.

The details of the calculations are presented in Appendix A.1 and Appendix A.2.
There are no simple analytic expressions for the energies because the 8x8 Hamiltonian
is fully non-degenerate. The variation of magnetization calculated with consideration
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Figure 6.3: Evolution of the magnetic moment of Yb3+ ion as a function of an external
magnetic induction, at different low temperatures with assuming that the ground state
is a pure Γ7 level.

Figure 6.4: 8-fold energy levels of 2F7/2 ground state under cubic crystal field and
Zeeman effect with external magnetic field. Note that this is a qualitative scheme.
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of 8-fold levels of 2F7/2 and the cubic symmetry of the powder is plotted in Figure 6.5.
Comparing to Figure 6.3, for low temperature (e.g. T = 0.2 K), from B = 1 T to B = 7 T,
a linear increasing zone of magnetization replaces the saturation zone of Figure 6.3. At
T = 0.2 K and B = 7 T, M = 1.817 µB per Yb atom compared to M = 1.714 µB per Yb
atom in Figure 6.3.

Figure 6.5: Evolution of the magnetic moment of Yb3+ ion as a function of magnetic
induction with consideration of 8-fold energy levels of 2F7/2 ground state under cubic
crystal field and Zeeman effect.

6.2.2 Calculations of 〈J2
z 〉

By definition in (Eq.3.18), the XMLD signal is related to 〈J2
z 〉. For a given J, one has

only to calculate 〈J2
z 〉 by the same method as what we have done for 〈Jz〉. The details

of calculation are presented in Appendix A.3. Once 〈J2
z 〉 is known, we can deduce

the amplitude of the XMLD signal as a function of temperature by applying (Eq.3.18).
Figure 6.6 reports the evolution of the amplitude of the XMLD signal, apart from the
multiplicative factor σ2 (E) (Eq.3.18), as a function of temperature.
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Figure 6.6: 1
2

[
J (J + 1)− 3 〈J2

z 〉
]

as a function of temperature (in a logarithmic scale).
This quantity is related directly to the XMLD signal by multiplying a factor σ2 (E).

6.3 Sample preparation and characterization

6.3.1 Sample preparation

Yb0.005Au0.995 sample has been synthesised by Guy Schmerber from the Institut de
Physique et Chimie des Matériaux de Strasbourg (IPCMS) by triarc melting of the appropri-
ate amounts of metals under a purified argon atmosphere, using a homemade water-
cooled Cu plate and non-consumable thoriated tungsten electrodes. The purities of the
starting materials were 99.99% for Au and 99.9% for Yb. The ingot was remelted ten
times and inverted after each melting to promote mixing. The as-cast Yb0.005Au0.995

alloy was homogenized at 900 °C for 24 hours in a sealed silica tube and then water
quenched. With this kind of preparation, we can consider that the sample is a poly-
crystal, with no privileged orientation. The sample mounted on the CroMag sample
holder is shown in Figure 6.7 (see also Figure 3.7).

An other sample (Yb0.005Ag0.995) where ytterbium is introduced in a silver matrix
has also been synthesized following the above method presented for Yb0.005Au0.995.
This sample has almost not been studied and it is not much commented.
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Figure 6.7: Yb0.005Au0.995 (left) and Yb0.005Ag0.995 (right) samples mounted on the sam-
ple holder of DEIMOS beamline.

6.3.2 X-ray diffraction

The crystalline phase of the sample was determined using a Bruker D8 Advance
diffractometer equipped with a LynxEye detector at the monochromatic wavelength of
Cu Kα1, λ = 1.54 Å. The expected f cc phase was confirmed: Fm3m space group, with
the lattice parameters aYb0.005Au0.995 = 4.08± 0.01Å and aYb0.005Ag0.995 = 4.09± 0.01Å at
room temperature (aAu = 4.07± 0.01Å for pure gold and aAg = 4.09± 0.01Å for pure
silver).

6.3.3 SQUID measurements

Isothermal magnetization curves at T = 2 K have been undertaken in Institut de
Physique et Chimie des Matériaux de Strasbourg (IPCMS) by Guy Schmerber with a SQUID
magnetometer. The magnetic field varied between −7 T to 7 T and the results are re-
ported in the quadrant for positive induction and positive magnetic moment. Figure
6.8 reports the SQUID measurements of Yb0.005Au0.995 and the calculated magnetic
moments from Section 6.2.1.

We remark that for the strong magnetic induction, the simulation with the consid-
eration of only the 2 lowest levels under Zeeman effect is different from the measure-
ments. The saturation is not evident until 7 T at 2 K. However the calculation with 8
states of 2F7/2 with cubic symmetry consideration gives a better prediction. The behav-
ior for strong magnetic field is similar to the measurements. The difference of magnetic
moments (1.96 µB per Yb atom for SQUID at B = 7 T vs. 1.82 µB per Yb atom for the
8-fold calculations in the same condition) is very likely due to the magnetization of the
pure paramagnetic gold atoms and the induced magnetization of gold atoms neighbor-
ing the Yb atoms. Suzuki et al. [150] showed that bulk gold (Au) exhibits temperature-
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Figure 6.8: SQUID measurements of isothermal magnetization curves of Yb0.005Au0.995
sample at 2 K compared to the two calculation approaches (2-fold vs 8-fold ground
state) discussed in Section 6.2.1.

independent paramagnetism in an external magnetic field by XMCD measurements at
the Au L2,3 edges. By applying magneto-optical sum rules, Suzuki et al. obtained a
magnetic moment of 1.3× 10−4 µB/atom in an external magnetic field of 10 T. We re-
move the magnetic moment contribution of Au from the magnetic moment of Yb3+ for
Yb0.005Au0.995. With a simple calculation, we obtain that for 6.5 T, the SQUID magnetic
moment for one ytterbium atom will be reduced by 1.68× 10−2 µB.

6.3.4 Surface cleaning and sample preparation for XAS

In the present section, we mainly focus on sample Yb0.005Au0.995. The sample was
fixed with copper plates screwed tightly on the sample holder (Figure 6.8) in order to
ensure the best thermal contact with the mixing chamber. Like for the ErPd sample,
the surface cleaning is necessary for the measurement of Yb0.005Ag0.995 on DEIMOS
beamline. All the surface scraping manipulations are done in the UHV surface cleaning
chamber (Section 3.3). The sample is scraped at P = 4× 10−10 mbar during about 15
minutes. The sample is then transported to the CroMag without breaking the UHV.

To check the efficiency of the surface cleaning, we realized a test on the silver sam-
ple, Yb0.005Ag0.995 sample. We know that Yb is divalent in YbAg alloys and trivalent in
YbAu alloys [142, 151, 143]. Trivalent ytterbium is paramagnetic with a 4 f 13 configu-
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ration while divalent ytterbium is diamagnetic with 4 f 14 configuration [152]. Since the
4 f shell of divalent ytterbium is full, the M4,5 edges correspond to transitions from a
3d core-hole to 5d levels and f levels of the continuum. The large white line observed
at the M5 edge for trivalent ytterbium is then supposed to disappear for Yb2+ and the
edges are expected to be broad arctangent-shaped transitions. The measurement of the
M4,5 edges of Yb0.005Ag0.995 prior to surface scraping show that Yb0.005Ag0.995 is mostly
covered with ytterbium sesquioxide, Yb2O3, with trivalent Yb3+. One expects that af-
ter scraping most of the sesquioxide has disappeared (but for grain boundary), hence
the difference between the M4,5 edges for non-scraped and scraped samples should be
a large reduction of the intensity of the M5 edge.

XAS signals at T = 4.2 K and B = 6.5 T of Yb-M5 edge have been recorded by
TEY and TFY detection mode. TEY is surface sensitive (≈ 5 nm) and TFY is more bulk
sensitive (≈ 250 nm) [153, 154]. Figure 6.9 shows the measurements before and after the
surface scraping manipulations. We see that at the surface as detected by TEY (i.e. the
first 5 nm), the presence of oxidation has been reduced by a factor of 3 after scraping the
sample surface. The oxidation decrease is larger for the TFY measurements (reduction
by a factor 13). The depth of the scrapping groove shown in Figure 3.7 is at least 1 mm
so that the residual of the oxidation seen by TEY and TFY can be attributed to residual
oxidation at the grain boundary of the polycrystals. For polycrystaline intermetallic
systems, there is no way that this grain boundary oxidation (≈ 7%) can be removed.

Figure 6.9: XAS measurements of Yb M5 edge detected in TEY or in TFY, before and
after scraping the surface of Yb0.005Ag0.995.
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6.4 Yb XAS at M4,5 edges

The ground state multiplet of Yb3+ is 2F7/2. When dealing with Yb M4,5 edges, the
configuration of the multielectronic final state is 3d94 f 14 for which the excited states
with core-hole are the spin-orbit split multiplets 2D5/2 and 2D3/2. The multiplet 2D5/2

is associated to the M5 edge and the multiplet 2D3/2 is associated to the M4 edge. The
selection in the electric dipole approximations states ∆J = ±1, 0, so that the M5 edge
corresponds to ∆J = −1 where as the M4 edge corresponds ∆J = −2. Hence the M4

edge would be zero in the electric dipole approximation. Crystal field and Zeeman
effect very partially lift this interdiction but the large spin-orbit ζ3d constant compared
to crystal field and Zeeman contributions actually kills the M4 edge.

The XAS measurements of the Yb-M5 edges were performed on DEIMOS beamline
at Synchrotron SOLEIL. We change the magnetic field from 6.5 T to −6.5 T then from
−6.5 T back to 6.5 T for the XMCD measurements. We have also recorded the spectra
without the presence of magnetic field in order to record σ0 that is the isotropic cross-
section. To reduce the eddy current, for the ultra-low temperature (T < 1 K), we fix the
variation rate for the magnetic field at 0.02 T/s.

One series of XAS-XMCD measurements contains eight usable spectra1 : σ1(φ
+)

(left polarization), σ2(φ
−) (right polarization), σ3(φ

−), σ4(φ
+) with a magnetic field

along the propagation direction of the photons and σ5(φ
−), σ6(φ

+), σ7(φ
+), σ8(φ

−)
with inverse magnetic field with respect to the former four spectra.

Since the M4 edge has zero intensity and the shape of the M5 edge has mainly a
Lorentzian shape with no multiplet features, the normalization of the experimental
spectra is difficult to perform. To solve this question, we inserted a ≈ 1µm-thick alu-
minium foil in between the I0 detector and the sample. The energy of the Al-K edge is
40 eV above the Yb-M5 edge and its shape obviously does not depend on the sample
temperature, nor the external magnetic induction applied to the sample. We then used
the Al-K edge jump as a normalization constant for the Yb-M5 edge.

Figure 6.10 shows an example of one series of Yb-M5 edge measurements per-
formed at 217 mK with a 6.5 T external magnetic field. The energy of the Yb-M5 edge
is 1507.5 eV. The structure from 1550 eV to 1580 eV is the absorption of the Al-K edge
measured in transmission. By using the amplitude normalization, we can easily nor-
malize the different Yb-M5 spectra.

Figure 6.11 shows a zoom of the Yb-M5 edge. The black spectrum is the average
of the four "+" spectra and the green one is the average of the four "−" spectra. By
definition, the sign of a spectrum is the sign of the product of the phase with the field
so that the "+" spectra are σ1, σ4, σ6, and σ7 and the "−" spectra are σ2, σ3, σ5, and
σ8. The orange spectrum is the average of the black and green spectra (calculations

1Two additional conditioning spectra each time after modifying the magnetic field.
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Figure 6.10: XAS-XMCD measurements of Yb-M5 edge (1507.5 eV) at T = 217 mK
and B = 6.5 T. The structure from 1550 eV to 1580 eV is the Al-K edge measured in
transmission of the inserted aluminum foil between the beam the the sample served as
a normalization reference between different series of measurement.

similar to what has been developed for ErPd by using (Eq.5.9)). The blue spectrum is
the XMCD spectrum which is the difference between the "−" green and the "+" black
spectra (calculations similar to (Eq.5.10) for ErPd). The red isotropic spectrum σ0 is
recorded without magnetic field.

6.4.1 Applications of the sum rules

From the discussion in Section 6.2, for the Yb3+ ion, the spherical ground state is
defined by J = 7/2, L = 3, S = 1/2. For the magneto-optical sum rules, we are
dealing with Yb-M5, i.e. transitions between the 3d shell and the 4 f shell so that in
(Eq.3.12) and (Eq.3.13), l = 3 and c = 2. There are n = 13 electrons on the 4 f shell so
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Figure 6.11: Zoom of the Yb-M5 edge. The black spectrum is the average of the spectra
σ+, the green spectrum is the average of the spectra σ−. The average of the green
spectrum and the black one gives the σ++σ−

2 spectrum in orange. The red isotropic
spectrum σ0 is recorded without magnetic field. The green spectrum minus the black
spectrum gives the XMCD spectrum in blue.

that the number of holes is (4l + 2)− 13 = 1. Then (Eq.3.12) writes∫
j++j− dE(σ+ − σ−)∫

j++j− dE(σ+ + σ− + σ‖)
=

1
3
〈Lz〉. (6.18)

By calculating the integrals of σ+, σ− and σ‖ spectra, we obtain 〈Lz〉. 〈Sz〉 is deduced
by applying the Wigner-Eckart theorem with gJ = 8/7 for Yb3+ :

〈Lz〉
〈Sz〉

=
2− gJ

gJ − 1
= 6, (6.19)

so that
〈Sz〉 =

1
6
〈Lz〉. (6.20)

The total magnetic moment can be easily obtained by applying

Mtotal = ML + MS = −µB

h̄
〈Lz〉 − 2

µB

h̄
〈Sz〉. (6.21)
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Since in most cases, we have set h̄ = 1, the above expression resumes to

Mtotal = ML + MS = −µB〈Lz〉 − 2µB〈Sz〉 = −
4
3

µB〈Lz〉. (6.22)

6.5 Magnetic moment distribution as a function of tem-
perature

By applying the sum rules from Section 6.4.1, we have obtained the magnetic mo-
ment from 200 mK to 300 K with external magnetic fields of 6.5 T, 0.5 T and 0.1 T. The
experimental results are plotted in Figure 6.12 and are compared to the calculations
from Section 6.2.1.

Figure 6.12: Variation of the magnetic moment of Yb3+ ion as a function of temperature
(T is represented in logarithmic scale.) with magnetic field of 6.5 T, 0.5 T and 0.1 T. The
calculated curves (solid lines) are obtained from the method discussed in Section 6.2.1.
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For the three magnetic fields (strong or weak inductions), a good agreement is
found for the high temperature side which present a typical paramagnetic behavior.

For B = 6.5 T, at low temperature, i.e. T ≤ 10 K, the Yb magnetic moment tends to
a saturation of 1.7 µB per Yb atom (experiment) vs. 1.8 µB per Yb atom (calculations)
so that there is a fair agreement between the experiments and the calculation, with a
difference less than 5.6%.

For B = 0.5 T, one observes that the calculations overestimate the Yb experimen-
tally determined magnetization and the difference is as large as ≈ 26% for T = 0.2 K.

For B = 0.1 T, the differences between experimental and calculated magnetizations
are even larger (it is 50% for T = 0.2 K).

At the difference of SQUID magnetic measurements that probe all magnetic mo-
ments, i.e. Yb and Au conduction electrons, XAS-XMCD are sensitive to the Yb local
magnetic, thus probing one of the element building the Kondo singlet. The weaker the
magnetic field, the larger the difference between measurements and calculations. We
interpret this difference as a signature of the Kondo effect in Yb0.005Au0.995. For weak
magnetic fields and at low temperature, the magnetic moment of the Yb3+ ion and the
conduction electrons couple antiferromagnetically and form a Kondo singlet, so that
the magnetic moment of Yb3+ tends to be locally screened by the building of the Kondo
singlet. In a strong external magnetic field (e.g. B = 6.5 T), the Kondo singlet is broken
so that the "standard" paramagnetic behavior reappears.

6.5.1 Interpretation of Kondo effect

Schotte and Schotte have proposed a "resonance level model" to calculate the mag-
netization and the magnetic susceptibility in Kondo systems [70]. This model has suc-
cessfully explained the data recorded for AgFe intermetallic systems where Fe is an
impurity diluted in a silver matrix [155, 156]. This model describes the interaction of
the impurities with the conduction electrons by a virtual bound state, located at the
Fermi level, with a Lorentzian shape and width ∆. ∆ is the Kondo energy that is re-
lated to the Kondo temperature by ∆ ' kBTK. From Ref.[70], the free energy can be
written as

F = −kBT
∫ ∞

−∞
ρ (ε) ln

[
1 + exp

(
− ε

kBT

)]
dε (6.23)

where

ρ (ε) =
∆/π

ε2 + ∆2 . (6.24)
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In the original work by Schotte and Schotte [70], where the orbital magnetic momen-
tum of Fe is zero (i.e. L = 0), the free energy is generalized for a finite spin S, in an
external magnetic induction B and at finite temperature. Here we propose to general-
ize the free energy to the case of an Yb atom with total angular momentum J = 7/2.
We have

F2J+1 = −kBT
∫ ∞

−∞

(∆/π)dε

(ε− gJµBB)2 + ∆2
ln

[
J

∑
−J

exp
(

εJ
kBT

)]
. (6.25)

From the calculation by Schotte and Schotte [70], we get an expression of the magneti-
zation as a function of an external induction B and temperature T as

M = gJµBIm
{

2J + 1
π

ψ

[
1 +

∆ + igJµBB
2πkBT

(2J + 1)
]
− 1

π
ψ

[
1 +

∆ + igJµBB
2πkBT

]}
(6.26)

where ψ is the digamma function defined as the logarithmic derivative of the gamma
function, i.e. for a complex number z with Re {z} > 0 [157]

ψ(z) =
d
dz

ln (Γ(z)) =
Γ
′
(z)

Γ(z)
, (6.27)

where the Γ function is defined by [158]

Γ(z) =
∫ ∞

0
tz−1e−tdt. (6.28)

In the above formula (Eq.6.26), the sum is performed over equally spaced eigenen-
ergies. The Zeeman split levels are only equally spaced in spherical symmetry, when
no crystal field is considered. Then (Eq.6.26) gives the magnetization of a Yb ion, build-
ing a Kondo singlet in spherical symmetry. In the present model, the crystal field split-
ting of the 8-fold J = 7/2 levels is completely absent.

By applying the above formula with gJ = 8/7, J = 7/2 and for various B and
T, we can fit the experimental magnetization curves so that it provides the Kondo
temperature TK. Figure 6.13 shows the simulation with (Eq.6.26) compared to the mea-
surements with a Kondo temperature fitted at TK = 0.7 K.

The simulation curve (Figure 6.13) at B = 6.5 T differs a lot to the measurements
which saturates at 3.64 µB per Yb atom for T = 0.2 K. Costi found that for an im-
purity with S = 1/2, the Kondo singlet exists if the Zeeman energy roughly satis-
fies gJµB|B| ≤ 0.5 kBTK or |B| ≤ kBTK/(2gJµB) [60]. When |B| > kBTK/(2gJµB),
the Kondo singlet is destroyed and the Kondo effect disappears [60]. With our TK

estimated at 0.7 K, 0.5 kBTK = 0.030 meV, and gJµB|B|(B = 0.1 T) = 0.0066 meV,
gJµB|B|(B = 0.5 T) = 0.033 meV and gJµB|B|(B = 6.5 T) = 0.430 meV. For B = 0.5 T,
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Figure 6.13: Yb magnetic moment (solid lines) calculated with (Eq.6.26) describing the
Kondo interaction in spherical symmetry and experimental magnetic moments (dots)
as a function of temperature for B = 0.5 T and B = 0.1 T.

we arrive at the limit of the appearance of the Kondo interaction and for B = 6.5 T,
the Kondo singlet is destroyed so that Schotte and Schotte’s model (Eq.6.26) is no more
valid.

It is interesting to compare this simulation where the Kondo effect has been con-
sidered to the calculations shown in Figure 6.12 where there is no Kondo effect but the
cubic crystal field is present. The Kondo effect is well presented for the weak magnetic
field. However, a more accurate calculation model should include all effects: crystal
filed, Zeeman effect and Kondo effect. In the absence of such a model where Kondo
interaction and crystal field are both present, the Kondo temperature of TK = 0.7 K is
only a fitting parameter.

6.5.2 XMLD spectra

In the present section, we propose to deduce the XMLD spectra. From the discus-
sion in Section 3.6, we can calculate the XMLD spectra from the XAS measurements of
σ+, σ− and σ0. From literature, one estimates that the amplitude of the XMLD signals
are quite small, usually smaller than the intensity of XMCD. As a consequence, we
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only consider the XMLD signals for B = ±6.5 T that is the largest (in absolute value),
external magnetic inductions available on DEIMOS. Hence, the XMLD measurements
were recorded for temperatures ranging between 0.5 K and 200 K, in an external mag-
netic induction of 6.5 T. Figure 6.14 shows an example of how to calculate the XMLD
spectra at T = 0.5 K and the XMLD spectra at other temperatures are shown in Figure
6.15.

Figure 6.14: Experimental Yb3+-M5 XAS and XMLD spectra at 0.5 K. The black spec-
trum is the average of the two phases σ+ and σ− and the isotropic (red) spectrum is
recorded without magnetic field. The blue spectrum is the difference between the black
and the red spectra applying (Eq.5.11). It is one third of the XMLD signal.

We see from Figure 6.15 that when T > 20 K, the amplitude is experimentally zero,
i.e. smaller than the experimental noise. Qualitatively, we see that the amplitude does
not change for the spectra recorded at T < 2.5 K which agrees with the calculations
presented in Figure 6.6.

We calculate the variation of the amplitude of the experimental XMLD signal and
compare with calculations. I first wrote

σXMLD(T) =
a(T)

a(0.5 K)
σXMLD(0.5 K), (6.29)

and obtained a distribution of a(T) as a function of temperature. By definition, we set
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Figure 6.15: Experimental Yb3+-M5 XMLD spectra from 0.5 K to 200 K.

a(0.5 K) ≈ 0.33, so that it corresponds to the value determined from Figure 6.6. There
are two regimes: at low temperatures, the intensity of the XMLD signals is almost
constant and at high temperature is also constant close to zero. The black, solid, square
dots in Figure 6.16 report the variation of the XMLD signals between 0.5 K and 200 K.
The red curve in Figure 6.16 is the general trend for 1

2

(
J(J + 1)− 3 〈J2

z 〉
)

that had been
calculated in Figure 6.6.

6.6 Conclusion

We have performed a detailed experimental study of the variations of the XMCD
and XMLD signals in a Yb0.005Au0.995 polycrystalline sample. From the application of
the orbital magneto-optical sum rule coupled to the Wigner-Eckart theorem, we have
determined the variation of the spin and orbit magnetic moments of Yb3+ ions as a
function of an external magnetic field B and temperature T.

Compared to the analysis of the variation fo the magnetic moment done for the
Er0.025Pd0.975 sample, differences between the calculations with crystal field only pa-
rameters and the measurements have been observed for T ≤ 1 K and for weak mag-
netic fields (i.e. B = 0.1 T and B = 0.5 T. Note that the calculations (see Section 6.2.1)
are done with the only consideration of the cubic crystal field and Zeeman interac-
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6.6. Conclusion

Figure 6.16: Amplitudes of the experimental XMLD signals (black, square dots) and
variation of 1

2

(
J(J + 1)− 3 〈J2

z 〉
)

(solid, red line) as a function of temperature.

tion, so that the Kondo interaction is not considered. We ascribe the difference to the
Kondo screening. We have also applied the model developed by Schotte and Schotte
and found that for small magnetic fields, the model describes well the Kondo singlet.

The analysis of the experimental XMLD shows that XMLD signals follow roughly
the calculated 〈J2

z 〉 values when the external induction is as large as 6.5 T.
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Chapter 7

Conclusions and Perspectives

In this thesis, we investigated two diluted intermetallic systems: one is a non-
Kondo system, Er0.025Pd0.975, and another is a Kondo system, Yb0.005Pd0.995. In a gen-
eral way, we see the power of XAS-XMCD: We probed the local magnetic moment of
the absorbing atom in a macroscopic way (The size of the beam is either 80 µm× 80 µm
or 800 µm× 800 µm). The application of the sum rules gives without ambiguity the spin
magnetic moment and the orbital magnetic moment. With this analysis, the Kondo sig-
nature is well presented by XMCD measurements.

Er0.025Pd0.975 alloy

For the Er0.025Pd0.975 alloy, we proposed a possible way for the research of the crys-
tal field parameters, by combing the magnetization and XMLD variation as a function
of temperature and the ligand field multiplet calculation with consideration of crys-
tal field splitting and Zeeman splitting. By varying only the crystal field parameters
in the ligand field calculation, the best fit of the curves gives the most probable crys-
tal field parameters. We found that the crystal field parameters are B40 = 11.3 meV,
B60 = −3 meV which is different from the values presented in a previous investiga-
tion based on neutron spectroscopy [132]. The calculations were performed with the
Crispy interface of the QUANTY LFM code. In fact, an almost analytic calculations
is possible, though difficult, since the 16-fold eigenfunctions of Er3+ have been tabu-
lated [116] but parametrized by the unknowns relative separations between Γ6, Γ7 and
Γ8. As a conclusion, the calculations nicely reproduce the experimental magnetization
curves (Figure 7.1-Left). It should be noticed that in this case, no Kondo interaction is
expected.

Interestingly, a further work could be the measurements of the Pd-L2,3 edges in
ErPd that would give directly the magnetic polarization of palladium that could be
compared to what has been found from XAS, XMCD and SQUID measurements. The
application of this idea to samples with different erbium concentrations (for instance
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Er0.015Pd0.985 or Er0.005Pd0.995) would be highly informative since it could correlate the
Er magnetic moment and the induced Pd magnetic moments to the building of Er-Er
pairs.

Yb0.005Au0.995 alloy

For the Yb0.005Au0.995 alloy, the 8-fold eigenfunctions [116] of Yb3+ are much eas-
ier to handle than the 16 eigenfunctions for Er3+. A special care has to be brought to
changing the orientation of the magnetic induction with respect to the cubic crystallo-
graphic axes (See Section A.2). For a powder with cubic symmetry, the spin and orbit
magnetic moments as well as the averaged value of 〈J2

z 〉 are given by the weighted sum
of contributions when B is along the C2, C3 and C4 symmetry axes (i.e. the [110], [111],
and [100] directions) of the multiple cubic cell (See Ayant formula in (Eq.4.39)).

We observe a different behavior (Figure 7.1-Right) from that of ErPd alloy for the
magnetization curves: the atomic model with no Kondo interactions fails to reproduce
the experimental data for B = 0.5 T and B = 0.1 T when T < 0.5 T and this suggests
that a Kondo singlet has formed so that the ytterbium magnetic moment is partially
screened. Note that for high temperature (i.e. T ≥ 10 K) or for a large external magnetic
induction, such as B = 6.5 T, the calculations nicely follow the measurements. In these
cases, the Kondo singlet is destroyed by thermal fluctuations or by the magnetic field.

Figure 7.1: The comparison of a non-Kondo Er0.025Pd0.975 alloy and a Kondo system,
the Yb0.005Au0.995 alloy. (Left) Reproduction of Figure 5.14. Experimental and calcu-
lated variations of the magnetic moment of Er3+ ion as a function of temperature.
(Right) Reproduction of Figure 6.12. Experimental and calculated variations of the
magnetic moment of Yb3+ ion as a function of temperature.

By applying the Schotte & Schotte formula in (Eq.6.26), the Kondo temperature
TK = 0.7 K has been determined (Figure 6.13). Following Costi’s paper, the critical
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Chapter 7. Conclusions and Perspectives

magnetic field |B| ∼ kBTK/(2gJµB) [60] that kills the Kondo resonance is in between
B = 0.5 T and B = 6.5 T.

Although the XMLD signals of Yb3+ are quite weak, we succeeded in recording the
variation of 〈J2

z 〉 in Figure 6.16 and in fitting these data in a LFM model.
The first interesting further work for the YbAu alloy is an extension of the calcu-

lations I made for this thesis: Figure 7.1-Right takes into account the crystal field and
the Zeeman effect in the absence of Kondo interaction while Figure 6.13 takes into
account the Kondo interaction and the Zeeman effect but in spherical symmetry (i.e.
with no crystal field). A more accurate calculation model should take into account the
three kinds of interactions (crystal field, Zeeman and Kondo interactions) and this is
no doubt a rather easy and necessary development.

The second further work might be the measure of samples with various concentra-
tions (e.g. Yb0.0025Au0.9975). By applying Schotte & Schotte formula (Eq.6.26) or a better
descriptive model as described above, we might get an estimation of the variation of
the Kondo temperature with the ytterbium concentration.

Cryogenics instrumentation

Progress on DEIMOS beamline never stops. Although DICHRO50 was one of the
most advanced devices on synchrotron, we decided to break the record and a new
projet called DryDichro50 is planned where a cryo-free 7 T magnet with UHV sample
environment is housing a variable temperature insert consisting of a top removable
dilution fridge with vertical translation and rotation degrees of freedom along the ver-
tical axis. The most expensive part of the running costs is the price for liquid helium.
Although helium is recovered, there are inevitable losses when filling the CroMag tank
from a Dewar. The new project would be a cryo-free solution where the cooling is pro-
vided by cryocoolers with no need for external cryogenic liquids. In this new set up,
the temperature on the sample mounted on the VTI would go down to 50 mK.
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Appendix A

Calculations of Yb3+ Ion

The fundamental state of Yb3+ is 2F7/2. The eigenfunctions are given by [116]:

Γ7 =
|Γ+

7 〉 =
√

3
2 |+5

2〉 − 1
2 |−3

2〉 ,

|Γ−7 〉 =
√

3
2 |−5

2〉 − 1
2 |+3

2〉 ;

Γ8 =

|Γ+
8,1〉 =

√
7
12 |+7

2〉 −
√

5
12 |−1

2〉 ,

|Γ−8,1〉 =
√

7
12 |−7

2〉 −
√

5
12 |+1

2〉 ;

|Γ+
8,2〉 = 1

2 |−5
2〉+

√
3

2 |+3
2〉 ;

|Γ−8,2〉 = 1
2 |+5

2〉+
√

3
2 |−3

2〉 ;

Γ6 =
|Γ+

6 〉 =
√

5
12 |+7

2〉+
√

7
12 |−1

2〉 ,

|Γ−6 〉 =
√

5
12 |−7

2〉+
√

7
12 |+1

2〉 .

(A.1)
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A.1. Crystal field calculations

A.1 Crystal field calculations

The operator Jz acting on the states A.1 above gives

Jz |Γ+
7 〉 = 5

√
3

4 h̄ |+5
2〉+ 3

4 h̄ |−3
2〉 ,

Jz |Γ−7 〉 = −5
√
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4 h̄ |+3

2〉 ;

Jz |Γ+
8,1〉 = 7
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√
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√
7

12 h̄ |−7
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√
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√
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√
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(A.2)

With (Eq.A.1) and (Eq.A.2), we calculate the average value of
〈

Γσ
i

∣∣∣Jz

∣∣∣Γσ′
i′

〉
where i

and i′ are index of 6, 7, 8.1 or 8.2. σ and σ′ are sign indicators. The results can be written
in the matrix form:〈

Γσ
i

∣∣∣Jz

∣∣∣Γσ′
i′

〉
=



|Γ+
7 〉 |Γ−7 〉 |Γ+

8,1〉 |Γ−8,1〉 |Γ+
8,2〉 |Γ−8,2〉 |Γ+

6 〉 |Γ−6 〉
〈Γ+

7 | 3
2 h̄ 0 0 0 0

√
3h̄ 0 0

〈Γ−7 | 0 −3
2 h̄ 0 0 −

√
3h̄ 0 0 0

〈Γ+
8,1| 0 0 11

6 h̄ 0 0 0
√

35
3 h̄ 0

〈Γ−8,1| 0 0 0 −11
6 h̄ 0 0 0 −

√
35
3 h̄

〈Γ+
8,2| 0 −

√
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2 h̄ 0 0 0

〈Γ−8,2|
√
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2 h̄ 0 0

〈Γ+
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6 h̄ 0
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√

35
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

(A.3)

Note that the basis |Γ+
7 〉, ... , |Γ−6 〉 are not the orthonormal basis but are the combi-

nation of the orthonomal basis |−7
2〉, ..., |72〉. We can apply (Eq.4.26) and (Eq.4.27) to the

orthonomal basis|−7
2〉, ..., |72〉 and rewrite them in combination for the |Γ+

7 〉, ... , |Γ−6 〉
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basis. We obtain the matrix
〈
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i

∣∣∣Jx

∣∣∣Γσ′
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〉
and
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∣∣∣Γσ′
i′

〉
:

〈
Γσ

i

∣∣∣Jx
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(A.4)
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(A.5)

With the definition of Jzp, Jzp_C2 , Jzp_C3 and Jzp_C4 by (Eq.4.29) and (Eq.4.30), we can
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write the matrix elements

〈
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. (A.8)
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Now, let us try to write the Hamiltonian (Eq.4.4) or (Eq.4.6). To simplify the nota-
tion, we make h̄ = 1. For J = 7/2, by applying (Eq.4.5), we obtain

Jz = ±1
2 ,

〈
1
2

∣∣∣O0
4

∣∣∣1
2

〉
=
〈
−1

2

∣∣∣O0
4

∣∣∣−1
2

〉
= 540,

Jz = ±3
2 ,

〈3
2

∣∣O0
4

∣∣3
2

〉
=
〈
−3

2

∣∣O0
4

∣∣−3
2

〉
= −180,

Jz = ±5
2 ,

〈5
2

∣∣O0
4

∣∣5
2

〉
=
〈
−5

2

∣∣O0
4

∣∣−5
2

〉
= −780,

Jz = ±7
2 ,

〈7
2

∣∣O0
4

∣∣7
2

〉
=
〈
−7

2

∣∣O0
4

∣∣−7
2

〉
= 420;

Jz = ±1
2 ,

〈
1
2

∣∣∣O0
6

∣∣∣1
2

〉
=
〈
−1

2

∣∣∣O0
6

∣∣∣−1
2

〉
= −6300,

Jz = ±3
2 ,

〈3
2

∣∣O0
6

∣∣3
2

〉
=
〈
−3

2

∣∣O0
6

∣∣−3
2

〉
= 11340,

Jz = ±5
2 ,

〈5
2

∣∣O0
6

∣∣5
2

〉
=
〈
−5

2

∣∣O0
6

∣∣−5
2

〉
= −6300,

Jz = ±7
2 ,

〈7
2

∣∣O0
6

∣∣7
2

〉
=
〈
−7

2

∣∣O0
6

∣∣−7
2

〉
= 1260.

(A.9)

And also for J = 7
2 , we have the no vanishing matrix elements O4

4 and O4
6 [141]〈5

2

∣∣O4
4

∣∣−3
2

〉
=
〈
−5

2

∣∣O4
4

∣∣3
2

〉
=
〈3

2

∣∣O4
4

∣∣−5
2

〉
=
〈
−3

2

∣∣O4
4

∣∣5
2

〉
= 60

√
3,〈

7
2

∣∣∣O4
4

∣∣∣−1
2

〉
=
〈
−7

2

∣∣∣O4
4

∣∣∣1
2

〉
=
〈

1
2

∣∣∣O4
4

∣∣∣−7
2

〉
=
〈
−1

2

∣∣∣O4
4

∣∣∣7
2

〉
= 12

√
35,〈5

2

∣∣O4
6

∣∣−3
2

〉
=
〈
−5

2

∣∣O4
6

∣∣3
2

〉
=
〈3

2

∣∣O4
4

∣∣−5
2

〉
=
〈
−3

2

∣∣O4
4

∣∣5
2

〉
= −420

√
3,〈

7
2

∣∣∣O4
6

∣∣∣−1
2

〉
=
〈
−7

2

∣∣∣O4
6

∣∣∣1
2

〉
=
〈

1
2

∣∣∣O4
4

∣∣∣−7
2

〉
=
〈
−1

2

∣∣∣O4
4

∣∣∣7
2

〉
= 180

√
35.

(A.10)

We can easily check that the correspondence of the factor between (Eq.4.4) and (Eq.4.6)
satisfies

B4 = C4β, B6 = C6γ. (A.11)

C4, C6 are given by [159]
C4 = −30 K, C6 = 6 K, (A.12)

And in the reference [115], these parameters are given by

C4 = −27 K± 3 K, C6 = 4.5 K± 0.3 K. (A.13)

β and γ are no dimensional parameters which are [116]

β = −1.7316× 10−3, γ = 1, 48× 10−4. (A.14)

With (Eq.4.4), (Eq.4.5), (Eq.A.9) and (Eq.A.10), we can calculate each element of the
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A.2. 〈Jz〉 calculations

matrix
〈

Γσ
i

∣∣∣Hc

∣∣∣Γσ′
i′

〉
. The calculations show that

〈
Γσ

i

∣∣∣Hc

∣∣∣Γσ′
i′
〉
=



|Γ+7 〉 |Γ−7 〉 |Γ+8,1〉 |Γ−8,1〉 |Γ+8,2〉 |Γ−8,2〉 |Γ+6 〉 |Γ−6 〉

〈Γ+7 | −1080C4 β− 15120C6γ 0 0 0 0 0 0 0

〈Γ−7 | 0 −1080C4 β− 15120C6γ 0 0 0 0 0 0

〈Γ+8,1 | 0 0 120C4 β + 20160C6γ 0 0 0 0 0

〈Γ−8,1 | 0 0 0 120C4 β + 20160C6γ 0 0 0 0

〈Γ+8,2 | 0 0 0 0 120C4 β + 20160C6γ 0 0 0

〈Γ−8,2 | 0 0 0 0 0 120C4 β + 20160C6γ 0 0

〈Γ+6 | 0 0 0 0 0 0 840C4 β− 25200C6γ 0

〈Γ−6 | 0 0 0 0 0 0 0 840C4 β− 25200C6γ


(A.15)

We take C4 = −30 K and C6 = 6 K. By doing the numerical application with (Eq.A.14),
the matrix (A.15) can be expressed in kelvin:〈

Γσ
i

∣∣∣Hc

∣∣∣Γσ′
i′

〉
(in K) =



|Γ+
7 〉 |Γ−7 〉 |Γ+

8,1〉 |Γ−8,1〉 |Γ+
8,2〉 |Γ−8,2〉 |Γ+

6 〉 |Γ−6 〉
〈Γ+

7 | −69.53 0 0 0 0 0 0 0

〈Γ−7 | 0 −69.53 0 0 0 0 0 0

〈Γ+
8,1| 0 0 24.14 0 0 0 0 0

〈Γ−8,1| 0 0 0 24.14 0 0 0 0

〈Γ+
8,2| 0 0 0 0 24.14 0 0 0

〈Γ−8,2| 0 0 0 0 0 24.14 0 0

〈Γ+
6 | 0 0 0 0 0 0 21.26 0

〈Γ−6 | 0 0 0 0 0 0 0 21.26


. (A.16)

The diagonal matrix elements in (A.16) show that the energy of Γ6 and Γ8 is very close.
The energy gap ∆1 between Γ7 and Γ8 is 93.67 K and the energy gap ∆2 between Γ7 and
Γ6 is 90.79 K. The results are similar to the other measurements (∆1 = 80 K, ∆2 = 83 K
[147] or ∆1 = 94 K, ∆2 = 91 K [148] [149]).

A.2 〈Jz〉 calculations

Now, let us focus on the Zeeman Hamiltonian. Supposing the the magnetic field
is along the ẑ direction. With the discussion in the part of Zeeman splitting, the ele-
ments of the matrix of the hamiltonian of Zeeman in the basis of

∣∣Γσ
i
〉

can be calculated
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Appendix A. Calculations of Yb3+ Ion

explicitly by〈
Γσ

i

∣∣∣HZeeC2

∣∣∣Γσ′
i′

〉
=
〈

Γσ
i

∣∣∣µB

h̄
Jzp_C2 B

∣∣∣Γσ′
i′

〉
=

µB

h̄
gJ B

〈
Γσ

i

∣∣∣Jzp_C2

∣∣∣Γσ′
i′

〉
, (A.17)〈

Γσ
i

∣∣∣HZeeC3

∣∣∣Γσ′
i′

〉
=
〈

Γσ
i

∣∣∣µB

h̄
Jzp_C3 B

∣∣∣Γσ′
i′

〉
=

µB

h̄
gJ B

〈
Γσ

i

∣∣∣Jzp_C3

∣∣∣Γσ′
i′

〉
, (A.18)〈

Γσ
i

∣∣∣HZeeC4

∣∣∣Γσ′
i′

〉
=
〈

Γσ
i

∣∣∣µB

h̄
Jzp_C4 B

∣∣∣Γσ′
i′

〉
=

µB

h̄
gJ B

〈
Γσ

i

∣∣∣Jzp_C4

∣∣∣Γσ′
i′

〉
, (A.19)

where the matrix elements is expressed explicitly in A.6, A.7 and A.8. gJ = 8/7 for
J = 7/2.

By applying (Eq.4.33), we can obtain explicitly〈
Γσ

i

∣∣∣HC2

∣∣∣Γσ′
i′

〉
=
〈

Γσ
i

∣∣∣Hc

∣∣∣Γσ′
i′

〉
+
〈

Γσ
i

∣∣∣HZeeC2

∣∣∣Γσ′
i′

〉
, (A.20)〈

Γσ
i

∣∣∣HC3

∣∣∣Γσ′
i′

〉
=
〈

Γσ
i

∣∣∣Hc

∣∣∣Γσ′
i′

〉
+
〈

Γσ
i

∣∣∣HZeeC3

∣∣∣Γσ′
i′

〉
, (A.21)〈

Γσ
i

∣∣∣HC4

∣∣∣Γσ′
i′

〉
=
〈

Γσ
i

∣∣∣Hc

∣∣∣Γσ′
i′

〉
+
〈

Γσ
i

∣∣∣HZeeC4

∣∣∣Γσ′
i′

〉
. (A.22)

〈
Γσ

i

∣∣∣HC2

∣∣∣Γσ′
i′

〉
,
〈

Γσ
i

∣∣∣HC3

∣∣∣Γσ′
i′

〉
and

〈
Γσ

i

∣∣∣HC4

∣∣∣Γσ′
i′

〉
are not diagonal. We look for a change-

of-basis PCi to rewrite HC2 , HC3 and HC4 in new basis:
〈

ζ l
C2

∣∣∣HC2

∣∣∣ζ l′
C2

〉
,
〈

ζ l
C3

∣∣∣HC3

∣∣∣ζ l′
C3

〉
and

〈
ζ l

C4

∣∣∣HC4

∣∣∣ζ l′
C4

〉
by using (Eq.4.34), where l and l′ take the value from 1 to 8 to

distinguish different states.

As an example, we make gJ =
8
7 , B = 6.5 T. With numerical application, we have

〈
Γσ

i

∣∣∣HC2

∣∣∣Γσ′
i′
〉
(in meV) =



|Γ+
7 〉 |Γ−7 〉 |Γ+

8,1〉 |Γ−8,1〉 |Γ+
8,2〉 |Γ−8,2〉 |Γ+

6 〉 |Γ−6 〉

〈Γ+
7 | −6.00 −0.46 + 0.46i 0.46 + 0.46i 0. 0.26− 0.26i 0 0 0

〈Γ−7 | −0.46− 0.46i −6.00 0 0.46− 0.46i 0 0.26 + 0.26i 0 0

〈Γ+
8,1| 0.46− 0.46i 0 2.08 0.25 + 0.25i 0. −0.18 + 0.18i 0. −0.30− 0.30i

〈Γ−8,1| 0 0.46 + 0.46i 0.25− 0.25i 2.08 −0.18− 0.18i 0. −0.30 + 0.30i 0.

〈Γ+
8,2| 0.26 + 0.26i 0 0 −0.18 + 0.18i 2.08 0.46 + 0.46i 0 0.52− 0.52i

〈Γ−8,2| 0 0.26− 0.26i −0.18− 0.18i 0 0.46− 0.46i 2.08 0.52 + 0.52i 0

〈Γ+
6 | 0 0 0 −0.30− 0.30i 0 0.52− 0.52i 1.83 0.35 + 0.35i

〈Γ−6 | 0 0 −0.30 + 0.30i 0 0.52 + 0.5i 0 0.35− 0.35i 1.83


(A.23)
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A.2. 〈Jz〉 calculations

〈
Γσ

i

∣∣∣HC3

∣∣∣Γσ′
i′
〉
(in meV) =



|Γ+
7 〉 |Γ−7 〉 |Γ+

8,1〉 |Γ−8,1〉 |Γ+
8,2〉 |Γ−8,2〉 |Γ+

6 〉 |Γ−6 〉

〈Γ+
7 | −5.62 −0.37 + 0.37i 0.37 + 0.37i 0 0.21− 0.21i 0.43 0 0

〈Γ−7 | −0.37− 0.37i −6.36 0. 0.37− 0.37i −0.43 0.21 + 0.21i 0 0

〈Γ+
8,1| 0.37− 0.37i 0 2.54 0.21 + 0.21i 0 −0.14 + 0.14i 0.49 −0.24− 0.24i

〈Γ−8,1| 0 0.37 + 0.37i 0.21− 0.21i 1.62 −0.14− 0.14i 0 −0.24 + 0.24i −0.49

〈Γ+
8,2| 0.21 + 0.21i −0.43 0 −0.14 + 0.14i 2.20 0.37 + 0.37i 0 0.42− 0.42i

〈Γ−8,2| 0.43 0.21− 0.21i −0.14− 0.14i 0 0.37− 0.37i 1.96 0.42 + 0.42i 0

〈Γ+
6 | 0 0 0.49 −0.24− 0.24i 0 0.42− 0.42i 2.12 0.29 + 0.29i

〈Γ−6 | 0 0 −0.24 + 0.24i −0.49 0.42 + 0.42i 0. 0.29− 0.29i 1.54


(A.24)

〈
Γσ

i

∣∣∣HC4

∣∣∣Γσ′
i′

〉
(in meV) =



|Γ+
7 〉 |Γ−7 〉 |Γ+

8,1〉 |Γ−8,1〉 |Γ+
8,2〉 |Γ−8,2〉 |Γ+

6 〉 |Γ−6 〉
〈Γ+

7 | −5.35 0 0 0 0 0.74 0 0

〈Γ−7 | 0 −6.64 0 0 −0.74 0 0 0

〈Γ+
8,1| 0 0 2.87 0 0 0 0.85 0

〈Γ−8,1| 0 0 0 1.29 0 0 0 −0.85

〈Γ+
8,2| 0 −0.74 0 0 2.29 0 0 0

〈Γ−8,2| 0.74 0 0 0 0 1.86 0 0

〈Γ+
6 | 0 0 0.85 0 0 0 2.33 0

〈Γ−6 | 0 0 0 −0.85 0 0 0 1.33


(A.25)

We found the change of basis matrix PCi :

PC2
=



−0.704i −0.704i 0.0451i 0.0235i 0.0383i 0.0431i 0.0339i 0.0393i
0.498− 0.498i −0.498 + 0.498i 0.0319− 0.0319i −0.0166 + 0.0166i 0.0271− 0.0271i −0.0305 + 0.0305i 0.0239− 0.0239i −0.0278 + 0.0278i

0.0389 + 0.0389i 0.0403 + 0.0403i 0.305 + 0.305i −0.0167− 0.0167i 0.394 + 0.394i 0.449 + 0.449i −0.015− 0.015i 0.216 + 0.216i
−0.0551 0.057 0.432 0.0235 0.557 −0.635 −0.0211 −0.306

−0.021 + 0.021i −0.0261 + 0.0261i −0.198 + 0.198i −0.461 + 0.461i 0.14− 0.14i 0.071− 0.071i −0.436 + 0.436i −0.179 + 0.179i
0.0297i −0.0369i −0.28i 0.652i 0.198i −0.100i −0.617i 0.253i

−0.00398− 0.00398i 0.00467 + 0.00467i −0.341− 0.341i 0.192 + 0.192i 0.274 + 0.274i 0.206 + 0.206i 0.243 + 0.243i −0.413− 0.413i
0.00562 0.00661 −0.482 −0.272 0.387 −0.292 0.343 0.584


(A.26)

PC3
=



−0.458i −0.884i 0.0704i −0.02i 0 0 −0.0367i 0.046i
0.625− 0.625i −0.324 + 0.324i 0.0258− 0.0258i 0.0273− 0.0273i 0 0 0.0501− 0.0501i 0.0168− 0.0168i

0.0208 + 0.0208i 0.0417 + 0.0417i 0.398 + 0.398i −0.128− 0.128i 0.423 + 0.558i 0.0715 + 0.0657i −0.19− 0.19i 0.193 + 0.193i
−0.0568 0.0305 0.291 0.349 0.0962 + 0.0132i −0.7 + 0.0295i 0.519 0.142

0.0208− 0.0208i −0.0417 + 0.0417i −0.398 + 0.398i −0.128 + 0.128i 0.385− 0.292i −0.349 + 0.38i −0.19 + 0.19i −0.193 + 0.193i
0.0568i 0.0305i 0.291i −0.349i 0.0703− 0.511i −0.0203− 0.483i −0.519i 0.142i

−0.00533− 0.00533i −0.00384− 0.00384i 0.142 + 0.142i −0.521− 0.521i 0 0 0.35 + 0.35i −0.292− 0.292i
−0.0039 0.0105 −0.389 −0.382 0 0 0.256 0.798


(A.27)
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PC4 =



0 −0.995 0 0 0 0.102 0 0
0.997 0 0 0.0825 0 0 0 0

0 0 0.806 0 0 0 −0.591 0
0 0 0 0 −0.699 0 0 0.715

0.0825 0 0 −0.997 0 0 0 0
0 0.102 0 0 0 0.995 0 0
0 0 0.591 0 0 0 0.806 0
0 0 0 0 0.715 0 0 0.699


. (A.28)

Finally, we have the numerical application for the matrix in new basis:〈
ζ l

C2

∣∣∣HC2

∣∣∣ζ l′
C2

〉
(in meV) =



|ζ1
C2
〉 |ζ2

C2
〉 |ζ3

C2
〉 |ζ4

C2
〉 |ζ5

C2
〉 |ζ6

C2
〉 |ζ7

C2
〉 |ζ8

C2
〉

〈ζ1
C2
| −6.703 0 0 0 0 0 0 0

〈ζ2
C2
| 0 −5.418 0 0 0 0 0 0

〈ζ3
C2
| 0 0 3.140 0 0 0 0 0

〈ζ4
C2
| 0 0 0 3.054 0 0 0 0

〈ζ5
C2
| 0 0 0 0 2.100 0 0 0

〈ζ6
C2
| 0 0 0 0 0 2.000 0 0

〈ζ7
C2
| 0 0 0 0 0 0 1.039 0

〈ζ8
C2
| 0 0 0 0 0 0 0 0.790



(A.29)

〈
ζ l

C3

∣∣∣HC3

∣∣∣ζ l′
C3

〉
(in meV) =



|ζ1
C3
〉 |ζ2

C3
〉 |ζ3

C3
〉 |ζ4

C3
〉 |ζ5

C3
〉 |ζ6

C3
〉 |ζ7

C3
〉 |ζ8

C3
〉

〈ζ1
C3
| −6.704 0 0 0 0 0 0 0

〈ζ2
C3
| 0 −5.417 0 0 0 0 0 0

〈ζ3
C3
| 0 0 3.063 0 0 0 0 0

〈ζ4
C3
| 0 0 0 2.902 0 0 0 0

〈ζ5
C3
| 0 0 0 0 2.725 0 0 0

〈ζ6
C3
| 0 0 0 0 0 1.435 0 0

〈ζ7
C3
| 0 0 0 0 0 0 1.078 0

〈ζ8
C3
| 0 0 0 0 0 0 0 0.920



(A.30)
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A.3. 〈J2
z 〉 calculations〈

ζ l
C4

∣∣∣HC4

∣∣∣ζ l′
C4

〉
(in meV) =



|ζ1
C4
〉 |ζ2

C4
〉 |ζ3

C4
〉 |ζ4

C4
〉 |ζ5

C4
〉 |ζ6

C4
〉 |ζ7

C4
〉 |ζ8

C4
〉

〈ζ1
C4
| −6.698 0 0 0 0 0 0 0

〈ζ2
C4
| 0 −5.423 0 0 0 0 0 0

〈ζ3
C4
| 0 0 3.490 0 0 0 0 0

〈ζ4
C4
| 0 0 0 2.159 0 0 0 0

〈ζ5
C4
| 0 0 0 0 2.357 0 0 0

〈ζ6
C4
| 0 0 0 0 0 1.941 0 0

〈ζ7
C4
| 0 0 0 0 0 0 1.712 0

〈ζ8
C4
| 0 0 0 0 0 0 0 0.463



(A.31)

According to (Eq.4.35) we can represent Jzp_C2 , Jzp_C3 and Jzp_C4 in this new basis.
We apply 〈

ψCi

∣∣∣Jzp_Ci

∣∣∣ψ′Ci

〉
= ∑

l,l′
αl,l′

〈
ζ l

Ci

∣∣∣Jzp_Ci

∣∣∣ζ l′
Ci

〉
(A.32)

where αl,l′ can be calculated by (Eq.4.38). Once
〈

ψC2

∣∣∣Jzp_C2

∣∣∣ψ′C2

〉
,
〈

ψC3

∣∣∣Jzp_C3

∣∣∣ψ′C3

〉
and〈

ψC4

∣∣∣Jzp_C4

∣∣∣ψ′C4

〉
are obtained, we can apply (Eq.4.39) for a powder in the case of cubic

symmetry. We get

〈Jz〉 =
176
385

〈
ψC2

∣∣∣Jzp_C2

∣∣∣ψ′C2

〉
+

99
385

〈
ψC3

∣∣∣Jzp_C3

∣∣∣ψ′C3

〉
+

110
385

〈
ψC4

∣∣∣Jzp_C4

∣∣∣ψ′C4

〉
. (A.33)

A.3 〈J2
z 〉 calculations

The method to calculate 〈J2
z 〉 is the same as the calculation of 〈Jz〉. We aim to

rewrite
〈

Γσ
i

∣∣∣J2
zp_Ck

∣∣∣Γσ′
i′

〉
(k = 2, 3, 4) in the new basis

〈
ζ l

Ck

∣∣∣J2
zp_Ck

∣∣∣ζ l′
Ck

〉
(k = 2, 3, 4) where〈

ζ l
Ck

∣∣∣HCk

∣∣∣ζ l′
Ck

〉
(k = 2, 3, 4) are diagonal matrices.
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Appendix A. Calculations of Yb3+ Ion

By using (Eq.4.32), we can write explicitly (h̄ = 1)

〈
Γσ

i

∣∣∣J2
zp_C2

∣∣∣Γσ′
i′

〉
=



|Γ+
7 〉 |Γ−7 〉 |Γ+

8,1〉 |Γ−8,1〉 |Γ+
8,2〉 |Γ−8,2〉 |Γ+

6 〉 |Γ−6 〉
〈Γ+

7 | 21
4 0 0 4i 0 − 1

2

√
3 0 − 1

2 i
√

35

〈Γ−7 | 0 21
4 −4i 0 − 1

2

√
3 0 1

2 i
√

35 0

〈Γ+
8,1| 0 4i 17

4 0 − 3
2 i
√

3 0 − 1
2

√
35 0

〈Γ−8,1| −4i 0 0 17
4 0 3

2 i
√

3 0 − 1
2

√
35

〈Γ+
8,2| 0 − 1

2

√
3 3

2 i
√

3 0 25
4 0 0 0

〈Γ−8,2| − 1
2

√
3 0 0 − 3

2 i
√

3 0 25
4 0 0

〈Γ+
6 | 0 − 1

2 i
√

35 − 1
2

√
35 0 0 0 21

4 0

〈Γ−6 | 1
2 i
√

35 0 0 − 1
2

√
35 0 0 0 21

4



(A.34)

〈
Γσ

i

∣∣∣J2
zp_C3

∣∣∣Γσ′
i′
〉
=



|Γ+
7 〉 |Γ−7 〉 |Γ+

8,1〉 |Γ−8,1〉 |Γ+
8,2〉 |Γ−8,2〉 |Γ+

6 〉 |Γ−6 〉

〈Γ+
7 | 21

4 0 4
3 + 4i

3
8i
3

4−4i√
3

0
(

1
3 + i

3

)√
35 − 1

3 i
√

35

〈Γ−7 | 0 21
4 − 8i

3 − 4
3 + 4i

3 0 − 4+4i)√
3

1
3 i
√

35
(
− 1

3 + i
3

)√
35

〈Γ+
8,1| 4

3 − 4i
3

8i
3

21
4 0 −i

√
3 (1− i)

√
3 0 0

〈Γ−8,1| − 8i
3 − 4

3 − 4i
3 0 21

4 (−1− i)
√

3 i
√

3 0 0

〈Γ+
8,2| 4+4i√

3
0 i

√
3 (−1 + i)

√
3 21

4 0 0 0

〈Γ−8,2| 0 − 4−4i√
3

(1 + i)
√

3 −i
√

3 0 21
4 0 0

〈Γ+
6 |

(
1
3 − i

3

)√
35 − 1

3 i
√

35 0 0 0 0 21
4 0

〈Γ−6 | 1
3 i
√

35
(
− 1

3 − i
3

)√
35 0 0 0 0 0 21

4


(A.35)

and〈
Γσ

i

∣∣∣J2
zp_C4

∣∣∣Γσ′
i′

〉
=



|Γ+
7 〉 |Γ−7 〉 |Γ+

8,1〉 |Γ−8,1〉 |Γ+
8,2〉 |Γ−8,2〉 |Γ+

6 〉 |Γ−6 〉
〈Γ+

7 | 21
4 0 0 0 0

√
3 0 0

〈Γ−7 | 0 21
4 0 0

√
3 0 0 0

〈Γ+
8,1| 0 0 29

4 0 0 0
√

35 0

〈Γ−8,1| 0 0 0 29
4 0 0 0

√
35

〈Γ+
8,2| 0

√
3 0 0 13

4 0 0 0

〈Γ−8,2|
√

3 0 0 0 0 13
4 0 0

〈Γ+
6 | 0 0

√
35 0 0 0 21

4 0

〈Γ−6 | 0 0 0
√

35 0 0 0 21
4


(A.36)

141



A.3. 〈J2
z 〉 calculations

The matrix for a basis change PCi that satisfies (Eq.4.34) can be calculated. For gJ = 8/7,
B = 6.5 T, the matrix is given in (Eq.A.26), (Eq.A.27) and (Eq.A.28) and in this case, we
have〈

ζ l
C2

∣∣∣J2
zp_C2

∣∣∣ζ l′
C2

〉
=



|ζ1
C2
〉 |ζ2

C2
〉 |ζ3

C2
〉 |ζ4

C2
〉 |ζ5

C2
〉 |ζ6

C2
〉 |ζ7

C2
〉 |ζ8

C2
〉

〈ζ1
C2
| 6.006 0 0 −0.3482 0 2.134 0 4.746

〈ζ2
C2
| 0 4.587 −4.478 0 −1.445 0 0.923 0

〈ζ3
C2
| 0 −4.478 9.372 0 0.717 0 0.961 0

〈ζ4
C2
| −0.348 0 0 6.046 0 1.035 0 0.654

〈ζ5
C2
| 0 −1.445 0.717 0 1.156 0 0.523 0

〈ζ6
C2
| 2.134 0 0 1.035 0 1.336 0 1.502

〈ζ7
C2
| 0 0.923 0.961 0 0.523 0 5.884 0

〈ζ8
C2
| 4.746 0 0 0.654 0 1.502 0 7.611



(A.37)

〈
ζ l

C3

∣∣∣J2
zp_C3

∣∣∣ζ l′
C3

〉
=



|ζ1
C3
〉 |ζ2

C3
〉 |ζ3

C3
〉 |ζ4

C3
〉 |ζ5

C3
〉 |ζ6

C3
〉 |ζ7

C3
〉 |ζ8

C3
〉

〈ζ1
C3
| 6.164 0 0 0.134 0 0 −5.886 0

〈ζ2
C2
| 0 4.493 −5.324 0 0 0 0 1.197

〈ζ3
C3
| 0 −5.324 8.548 0 0 0 0 1.377

〈ζ4
C3
| 0.134 0 0 6.201 0 0 1.151 0

〈ζ5
C3
| 0 0 0 0 2.25 0 0 0

〈ζ6
C3
| 0 0 0 0 0 2.25 0 0

〈ζ7
C3
| −5.886 0 0 1.151 0 0 6.385 0

〈ζ8
C3
| 0 1.197 1.377 0 0 0 0 5.709



(A.38)
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Appendix A. Calculations of Yb3+ Ion〈
ζ l

C4

∣∣∣J2
zp_C4

∣∣∣ζ l′
C4

〉
=



|ζ1
C4
〉 |ζ2

C4
〉 |ζ3

C4
〉 |ζ4

C4
〉 |ζ5

C4
〉 |ζ6

C4
〉 |ζ7

C4
〉 |ζ8

C4
〉

〈ζ1
C4
| 5.521 0 0 −1.544 0 0 0 0

〈ζ2
C4
| 0 4.879 0 0 0 −1.899 0 0

〈ζ3
C4
| 0 0 12.193 0 0 0 0.825 0

〈ζ4
C4
| −1.544 0 0 2.979 0 0 0 0

〈ζ5
C4
| 0 0 0 0 0.3126 0 0 −0.865

〈ζ6
C4
| 0 −1.899 0 0 0 3.621 0 0

〈ζ7
C4
| 0 0 0.825 0 0 0 0.307 0

〈ζ8
C4
| 0 0 0 0 −0.865 0 0 12.187


(A.39)

We can apply (Eq.4.37) where αl,l′ can be calculated by (Eq.4.38).
〈

ψC2

∣∣∣J2
zp_C2

∣∣∣ψ′C2

〉
,〈

ψC3

∣∣∣J2
zp_C3

∣∣∣ψ′C3

〉
and

〈
ψC4

∣∣∣J2
zp_C4

∣∣∣ψ′C4

〉
as a function of temperature. With the discus-

sion in Section 4.3 we can obtain 〈J2
z 〉 by applying (Eq.4.40).
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Résumé en français

XAS, XMCD et XMLD

Depuis la mise en évidence expérimentale du signal XMCD ("X-ray Magnetic Cir-
cular Dichroism" en anglais) dans les années 1980 par Schütz et al. [17, 20], la tech-
nique XMCD est devenue une technique synchrotron très puissante et très efficace
pour étudier les propriétés magnétiques des atomes. Le XMCD est basé sur le XAS
("X-ray Absorption Spectroscopy" en anglais) et possède donc des caractéristiques de
la spectroscopie d’absorption des rayons X qui permet une sélectivité chimique et or-
bitalaire. La grande force du XMCD réside dans l’application des règles de sommes
magnéto-optiques, proposées par Thole et Carra entre 1992 et 1993, qui permettent
d’extraire le moment magnétique de spin [22] et le moment magnétique d’orbite [21]
de l’atome sondé. Dans à-peu-près la même période, le XMLD ("X-ray Magneitc Linear
Dichroism" en anglais) a été prédit par Thole et al. (1985) [18] et a été observé expéri-
mentalement par van der Laan et al. en 1986 [19]. Le XMCD donne accès au paramètre
〈Jz〉 et le XMLD est relié au paramètre 〈J2

z 〉. L’analyse du signal XMCD et XMLD révèle
des propriétés magnétiques bien différentes. Grâce à ces techniques très poussées, de
nos jours, plus de 50 lignes de lumière dédiées ont été construites et mises en service
[25].

L’équipement à très basse température

Pour étudier des propriétés magnétiques, une grande variation de l’aimantation est
nécessaire pour l’analyse. Selon la loi de Curie M = C B/T où M est l’aimantation, B
est le champ magnétique, T est la température et C est la constante de Curie du matéri-
aux, deux paramètres peuvent être utilisés pour faire varier M : le champ magnétique
et la température. A ce jour, on a des moyens très limités pour créer un champ mag-
nétique fort alors que la température est une variable plutôt facile à faire varier dans
une large gamme. En plus, un système se rapproche de son état fondamental quand
la température diminue. L’énergie de séparation entre l’état fondamental et le pre-
mier niveau excité est inférieur à 1 meV pour beaucoup de systèmes. Et pour sonder
des propriétés exotiques comme une transition du spin, une transition métal-isolant,
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un ordre magnétique, la relaxation d’un état métastable, la supraconductivité et l’effet
Kondo, la température critique est inférieure à 1 K pour beaucoup de cas. Pour cela,
une série d’instruments dédiés aux mesures de XAS à très basse température (T < 1 K)
est devenue indispensable.

En 2018, une nouvelle canne DICHRO50 qui fonctionne sur le principle d’une di-
lution d’3He – 4He a été installée dans la station expérimentale de la ligne DEIMOS au
Synchrotron SOLEIL. Cette canne permet l’accès à une gamme complète de la tempéra-
ture de Tmin = 180 mK à Tmax = 300 K sous ultra-vide (P ' 2× 10−10 mbar pendant
les mesures). On souligne surtout les températures entre 180 mK et 4.2 K qui rendent
cet instrument unique au monde pour des mesures de XAS avec des rayons X mous.
En fin de cette même année 2018, un autre cryo-aimant qui s’appelle TBT-mK qui a
les fonctionnalités proches de celles de DICHRO50 a été installé sur la linge ID12 de
l’ESRF, ligne dédiée aux mesures de XAS avec des rayons X durs.

Motivations de cette thèse

Grâce aux techniques de synchrotron et en particulier du XAS, ainsi qu’à l’installation
de ces deux cryo-aimants sur des lignes de lumière donnant accès aux mesures de XAS
dans la gamme des millikelvins, on veut étudier dans cette thèse les propriétés mag-
nétiques, le champ cristallin et l’effet Kondo dans deux systèmes intermétalliques :

- Le polycristal d’Er0.025Pd0.975 avec 2.5% d’atomes d’erbium dilués dans le palla-
dium. L’Er se présente comme l’ion Er3+ dans cet alliage, et est traité comme l’impureté
dans le Pd. C’est un système qui ne présente pas de phénomène Kondo.

- Le polycristal d’Yb0.005Au0.995 avec 0.5% des atomes d’ytterbium dilués dans l’or.
L’Yb se présente comme l’ion Yb3+ dans cet alliage et est traité comme l’impureté dans
l’Au. C’est un système connu pour présenter un phénomène Kondo [138, 139, 140].

L’effet Kondo

Pour un métal normal pur (non supraconducteur), sa résistivité électrique diminue
de façon monotone avec la température et tend vers une résistivité résiduelle. Cepen-
dant en 1934, de Haas et al. ont observé que si très peu d’impuretés sont ajoutées dans
l’or pur, un minimum de résistivité se présente pour une température; en dessous de
cette température, la résistivité remonte si la température continue à diminuer [40].
Ce phénomène est resté non expliqué jusqu’en 1964, lorsque J. Kondo a proposé un
modèle soi-disant "s-d modèle" pour expliquer ce phénomène. Avec ce modèle, la ré-
sistance électrique totale du composé qui dépend de la température peut s’exprimer
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Résumé en français

par [44, 45, 46, 47]

R = aT5 + cRA + cRm

[
1 + 4J ρ0ln

(
kBT
D

)]
, (40)

avec a une constante, c la concentration des impuretés, Rm une constante liée à la ré-
sistance résiduelle, J le paramètre de couplage d’échange (J > 0 pour l’interaction
ferromagnétique et J < 0 pour l’interaction antiferromagnétique), ρ0 la densité d’état
de la bande de conduction au niveau de Fermi, D la largeur de la bande de conduc-
tion, kB la constante de Boltzmann et T la température. On suppose qu’ici, la condition
kBT � D est vérifiée. C’est le troisième terme de cette formule qui décrit l’effet Kondo.
Avec cette formule, pour l’interaction ferromagnétique, la résistance diminue de façon
monotone avec la température et pour l’interaction antiferromagnétique, quand la tem-
pérature est élevée, c’est le terme aT5 qui domine et c’est le terme logarithmique qui
domine à basse température. Historiquement, le problème de divergence venant du
terme logarithmique est résolu par Anderson [50, 51, 53] et Wilson [54, 55, 56, 57, 58].

Pour une image de physique (Figure 1), une certaine impureté est diluée dans cer-
tain métal pur, à basse température (proche du régime de Kondo), le moment magné-
tique de l’impureté est couplé avec un spin de l’électron de conduction et il se forme
un état lié : un singulet. Par conséquence, le moment magnétique de l’impureté est
écranté et il se présente comme une impureté non-magnétique. Il augmente la proba-
bilité de diffusion et donc la résistivité augmente avec une température qui diminue.
Le singulet peut être détruit par l’agitation thermique quand la température est bien
supérieure à celle de la température critique ou par un champ magnétique extérieur
fort par l’effet Zeeman. Costi a montré que pour un système S = 1/2, l’induction
doit approximativement respecter |B| ≤ kBTK/(2gJµB) [60]. Sous l’effet de l’écrantage
du moment magnétique de l’impureté, on s’attend à ce que le moment magnétique
mesuré soit inférieur à celui d’un modèle paramagnétique usuel.

Plan de la recherche

D’un côté, on mesure des spectres de XAS avec un faisceau de rayons X polarisé
circulairement à gauche et à droite sous un champ magnétique de ±6.5 T (champ fort),
±0.5 T (champ faible) et ±0.1 T (champ faible) avec des températures différentes à par-
tir de 200 mK à 300 K. On déduit et on analyse des spectres XMCD et XMLD pour
essayer d’extraire des propriétés magnétiques et des propriétés du champ cristallin.

D’un autre côté, on réalise des calculs et des simulations numériques se basant sur
la théorie LFM ("Ligand Field Multiplet" en anglais). On précise que ces calculs pren-
nent en compte l’effet du champ cristallin et l’effet Zeeman mais ne considèrent pas
l’effet Kondo. À priori, les comportements magnétiques prévus par ces calculs doivent
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Figure 1: Illustration d’impuretés magnétiques diluées dans un métal pur. Une im-
pureté est couplée avec un spin d’un électron de conduction et ils forment un état
singulet qui se comporte comme une impureté non-magnétique.

être en accord avec un système non-Kondo par exemple Er0.025Pd0.975 intermétallique.
En revanche, les déviations entre ces modèles de calcul et les mesures doivent être con-
statées pour un système Kondo par exemple Yb0.005Au0.995 lorsque les phénomènes
Kondo apparaissent.

Avec les comparaisons entre les zones où l’effet Kondo apparaît (aux alentours de
la température critique de l’effet Kondo TK et à champ magnétique faible) et disparaît
(à une température élevée ou avec un champ magnétique fort) pour l’intermétallique
d’Yb0.005Au0.995 et avec la comparaison entre un système non-Kondo d’Er0.025Pd0.975 et
un système Kondo d’Yb0.005Au0.995, on estime pouvoir extraire la signature de l’effet
Kondo d’Yb0.005Au0.995 avec nos mesures de XAS-XMCD.

Résumés des chapitres

Le Chapitre 1 est l’introduction générale de cette thèse. Une description historique
du développement de XAS, XMCD et XMLD, des instruments à très basse température
pour des mesures de XAS sur synchrotron ainsi que l’introduction de l’effet Kondo sont
présentés. On détaille par la suite l’objectif de cette thèse.

Le Chapitre 2 est la présentation détaillée des principes cryogéniques et ses appli-
cations. On détaille dans un premier temps les motivations pour des mesures de XAS
à très basse température T < 1 K. Dans un deuxième temps, on présente le fonction-
nement d’un réfrigérateur à dilution 3He – 4He.

Le principe d’un réfrigérateur à dilution repose sur l’existence des deux phases,
la phase diluée et la phase concentrée, et sur le transfert d’atomes d’3He de la phase
concentrée vers la phase diluée.
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Résumé en français

L’enthalpie de la phase diluée en 3He est plus grande que celle de la phase concen-
trée en 3He. Quand un atome d’3He passe de la phase concentrée à la phase diluée,
l’augmentation d’enthalpie est compensée parce qu’une quantité de chaleur est ar-
rachée au système. On observe alors un refroidissement du système. Le fonction-
nement d’un réfrigérateur à dilution repose ainsi sur :

- l’existence de deux phases dans une boîte qui s’appelle la boîte à mélange se trou-
vant au bout de la canne à dilution,

- le fait que le transfert d’atomes d’3He de la phase riche à la phase pauvre en 3He
est endothermique.

Un système à dilution 3He – 4He est basé sur ces principes et la figure 2 montre le
fonctionnement de ce système. A cause de l’existence très rare et du coût élevé de
l’3He, le système fonctionne en circuit fermé et il n’y a aucune perte d’3He. Dans le
bouilleur, la température est environ de 0.7 K et il y a équilibre entre la phase liquide
et la phase gazeuse du mélange d’3He – 4He. A 0.7 K, la pression de vapeur saturante
de l’3He étant bien plus grande que celle de l’4He, ∼ 99% de la phase vapeur est con-
stituée d’3He. En pompant sur le bouilleur, on récupère principalement de l’3He, ce
qui conduit à diminuer la concentration d’3He dans la phase liquide du bouilleur. La
phase liquide du bouilleur étant à l’équilibre thermodynamique avec la phase liquide
diluée de la boîte à mélange, la concentration d’3He dans la phase liquide diluée dans
la boîte à mélange diminue aussi. Des atomes d’3He de la phase concentrée peuvent
alors passer dans la phase diluée et la variation d’enthalpie refroidit la boîte à mélange.

La vapeur collectée à la sortie du bouilleur est pompée, réchauffée à 300 K puis com-
pressée pour être réinjectée en direction de la boîte à mélange. Divers échangeurs ther-
miques refroidissent le gaz et le liquéfient avant de l’injecter dans la boîte à mélange.
La circulation de l’3He est continue et refroidit la boîte à mélange jusqu’à 180 mK.

L’installation de la canne à 2K sur DEIMOS et l’installation du TBT-mK sur la ligne
ID12 à l’ESRF seront également présentées.

Le Chapitre 3 présente dans un premier temps les caractéristiques des rayonnements
synchrotron et la configuration de la ligne DEIMOS du synchrotron SOLEIL. Ensuite,
on présente une chambre de limage et de grattage exclusivement dédiée à cette thèse
pour le nettoyage de la surface des échantillons sous ultra-vide (de l’ordre de 10−10 mbar)
afin d’enlever la partie oxydée sur la surface de l’échantillon.

Finalement, le principe du XAS, les règles de sélection des transitions, les principes
de l’XMCD et de l’XMLD sont présentés. Le spectre de XMCD est obtenu par

σXMCD(E) = σ−(E)− σ+(E), (41)

où σ−(E) est le spectre XAS enregistré avec le faisceau polarisé circulairement à droite
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Figure 2: Schéma du concept d’un réfrigérateur à dilution. La couleur bleue indique les
zones les plus froides et la couleur rouge les zones les plus chaudes. Dans le bouilleur,
on a un mélange des phases liquide et gazeuse, partout ailleurs on a une phase liquide.
Les dispositifs cryogéniques qui refoidissent le mélange injecté (pot à 4K) ne sont pas
représentés [93].

et σ+(E) est le spectre XAS enregistré avec le faisceau polarisé circulairement à gauche.
Schillé et al. ont donné une méthode pour déduire le spectre XMLD sur une poudre à
partir des mesures avec un faisceau circulairement polarisé [24]. On définit le spectre
de XMLD comme suit

σXMLD(E) = σ⊥(E)− σ‖(E) =
3
2
[
σ+ (E) + σ− (E)

]
− 3σ0 (E) , (42)

où σ0 est le spectre isotrope avec l’approximation dipolaire électrique. Avec une symétrie
de poudre, on obtient aisément une relation entre le signal XMLD et 〈J2

z 〉:

σXMLD(E) =
1
2

[
J (J + 1)− 3 〈J2

z 〉
]

σ2 (E) . (43)

où σ2 (E) est une signature spectrale qui dépend de l’élément chimique avec un J, S
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et L spécifique mais ne dépend pas des paramètres du champ cristallin ni du champ
magnétique extérieur. On pourra le considérer comme un facteur multiplicatif. Ceci
dit l’analyse des signaux XMLD donne accès à 〈J2

z 〉.
Les calculs avec les règles de somme magnéto-optiques de l’XMCD sont détaillés

dans ce chapitre. L’application des règles de somme donne accès au moment magné-
tique du spin et d’orbite des atomes absorbeurs.

Le Chapitre 4 détaille des méthodes de calcul basées sur la théorie de LFM. Pour
un atome dans un cristal soumis à un champ magnétique, on peut résoudre l’équation
de Schrödinger

H |ψ〉 = E |ψ〉 . (44)

L’hamiltonien se décompose par

H = H0 + HC + HZee (45)

où HC est l’hamiltonien du champ cristallin, HZee est l’hamiltonien Zeeman. H0 est
la somme de l’hamiltonien de l’énergie cinétique Hkin, l’hamiltonien de l’énergie po-
tentielle Hpot, l’hamiltonien multi-électronique Hee et l’hamiltonien du couplage spin-
orbite HSO.

Pour des terres rares dont la couche électronique 4 f n’est pas complètement rem-
plie, l’hamiltonien du champ cristallin peut s’exprimer par la somme d’un terme d’ordre
4 et un terme d’ordre 6 comme suit

Hc = C4β
(

O0
4 + 5O4

4

)
+ C6γ

(
O0

6 − 21O4
6

)
(46)

où β et γ sont deux constantes qui diffèrent d’un élément à un l’autre. Les calculs des
paramètres d’ordre 4 (O0

4, O4
4) et des paramètres d’ordre 6 (O0

6, O4
6) sont détaillés dans

la Section 4.1.

L’hamiltonien Zeeman s’exprime par

HZee = −µ · B =
µB

h̄
(L + gsS)B, (47)

où gs est le rapport gyromagnétique du spin et on adopte la convention pour le mag-
néton de Bohr µB > 0. L’énergie Zeeman pourra être calculée.

Les fonctions propres des niveaux d’énergie séparés sous l’effet du champ cristallin
sont données dans la littérature [116]. On pourra donc écrire la somme de Hc et HZee

dans les bases de ces fonctions propres. En tenant compte de la symétrie C2, C3 et C4

pour une poudre, on propose une méthode pour calculer la variation de 〈Jz〉 et de 〈J2
z 〉

en fonction de la température.
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On présente également un code QUANTY développé par Haverkort et al. pour cal-
culer des spectres XAS/XMCD [122, 123, 124, 125]. Une interface facile à utiliser qui
s’appelle Crispy a été développée par Retegan [127]. En utilisant Crispy, on pourra
facilement simuler un spectre XAS des terres rares.

Le Chapitre 5 présente les analyses de l’échantillon d’Er0.025Pd0.975. L’erbium se
présente comme Er3+ dans cet alliage. 2.5% d’atomes d’Er sont dilués dans Pd (struc-
ture f cc cubique à faces centrées). Avec un simple calcul, on estime que la probabilité
pour un atome d’Er d’être isolé et entouré par 12 atomes de palladium est de 73.8%.
Er3+ est paramagnétique dans la gamme de température de DICHRO50. La configu-
ration électronique d’Er3+ est [Xe]4 f 11 avec S = 3/2 et L = 6. Pour son état fonda-
mental 4 I15/2, J = L + S = 15/2. Le moment de saturation pour un ion Er3+ sphérique
à T = 0 K est de 9 µB par atome d’erbium. C’est un très bon échantillon pour des
mesures thermométriques à très basse température car son moment magnétique varie
d’un facteur 7 pour une température entre 300 mK et 4.2 K [36]. Les mesures prélim-
inaires de SQUID ont été réalisées pour la température entre 100 mK et 4.2 K avec un
champ magnétique de 0 T à 7 T. Les mesures de SQUID montrent que à T = 100 mK et
B = 8 T, le moment magnétique d’Er3+ est de 6.9 µB par atome d’Er, ce qui est loin de
9 µB par atome d’Er : le moment magnétique pour un ion sphérique sans considération
de l’effet du champ cristallin et de l’effet Zeeman.

Des mesures de XMCD aux seuils M4,5 d’Er ont été réalisées sur DEIMOS à SOLEIL
avec un champ magnétique extérieur à 6.5 T, 0.5 T, 0.1 T et 0 T pour des températures
entre 2 K et 300 K. Les spectres XMLD peuvent être déduits de ces mesures. Deux
séries de paramètres de champ cristallin ont été obtenues par des mesures de spectro-
scopie de neutron [132]. En utilisant Crispy et les calculs de LFM avec ces deux séries
de paramètres, on arrive à comparer nos mesures de XMLD et les spectres XMLD cal-
culés avec ces paramètres. On remarque que ces deux séries de paramètres du champ
cristallin ne reproduisent pas à nos mesures (Figure 5.9).

Par la suite, dans un premier temps, on cherche une nouvelle série des paramètres
du champ cristallin en ajustant nos mesures de XMLD et XMCD. On trouve

B40 = 11.3 meV, B60 = −3 meV. (48)

Dans un second temps, on obtient donc pour les mesures expérimentales et pour les
simulations, la variation du moment magnétique en fonction de la température et à un
facteur près, la variation de 〈J2

z 〉 en fonction de la température. La variation du moment
magnétique (Figure 3 - Gauche) est à comparer à celle de l’échantillon d’Yb0.005Au0.995.

Des recherches sur la polarisation du moment magnétique de Pd sous l’influence
d’Er sont discutées en comparant les mesures de XMCD et les mesures de SQUID.
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L’idée est basée sur le fait que le SQUID mesure le moment magnétique total macro-
scopique et le XMCD donne le moment magnétique pour un atome chimiquement
sélectionné. La différence entre les mesures de SQUID et les mesures de XMCD révèle
la polarisation du Pd.

Le Chapitre 6 présente les analyses de l’échantillon d’Yb0.005Au0.995. L’ytterbium
se présente comme Yb3+ dans cet alliage. 0.5% d’atomes d’Yr sont dilués dans Au
(structure f cc cubique à faces centrées). Avec un simple calcul, on estime que la prob-
abilité pour un atome d’Yb se trouve entouré par 12 atomes d’or est de 94.16%. La
configuration électronique d’Yb3+ est [Xe]4 f 13 avec S = 1/2 et L = 3. Pour son état
fondamental 2F7/2, J = L + S = 7/2. Le moment de saturation pour un ion Yb3+

sphérique à T = 0 K est de 4 µB alors que les mesures préliminaires de SQUID mon-
trent qu’à T = 2 K et B = 7 T, le moment magnétique d’Yb3+ est de 1.963 µB par atome
d’ytterbium.

Sous l’effet du champ cristallin, l’état fondamental 2F7/2 se sépare en Γ7 (2 fois
dégénéré), Γ8 (4 fois dégénéré) et Γ6 (2 fois dégénéré). Γ8 et Γ6 sont deux niveaux
très proches en énergie. Avec la présence du champ magnétique extérieur sous l’effet
Zeeman, la dégénérescence est levée et on a un système de 8 états. Les fonctions pro-
pres de ces 8 états sont données dans Ref.[116], et à partir de ces fonctions propres, on
fait des calculs analytiques de la variation du moment magnétique et la variation de
〈J2

z 〉 en fonction de la température.
Des mesures de XMCD aux seuils M4,5 d’Yb ont été réalisées sur DEIMOS à SOLEIL

avec un champ magnétique extérieur à 6.5 T, 0.5 T, 0.1 T et 0 T pour des températures
entre 200 mK et 300 K. Les spectres XMLD sont ainsi déduits. On trace alors (Figure3-
Droite) les mesures expérimentales du moment magnétique et la variation de 〈J2

z 〉 en
fonction de température.

On voit clairement les comportements différents entre les deux composés à base
d’Er et d’Yb. On rappelle que les calculs de LFM ne tiennent pas compte de l’effet
Kondo, ceux-ci sont en bon accord avec le système non-Kondo d’Er0.025Pd0.975. Cepen-
dant, on constate une déviation entre les calculs de LFM et les mesures pour le système
Kondo d’Yb0.005Au0.995 pour B = 0.1 T et B = 0.5 T à une température inférieure de 1 K.
Plus la température est basse, plus cette déviation est évidente. La signature Kondo est
bien présente dans cette zone. Le moment magnétique de l’impureté d’Yb est couplé
avec un électron de conduction pour former un singulet qui écrante le moment mag-
nétique de l’Yb. Par conséquent, le moment magnétique détecté diminue. Pour un
champ magnétique fort comme B = 6.5 T ou pour une température élevée (T � TK),
l’agitation thermique ou l’énergie Zeeman détruisent le singulet et l’effet Kondo dis-
paraît; un comportement paramagnétique réapparaît.

En utilisant une formule qui calcule l’aimantation tenant compte de l’effet Kondo
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Figure 3: La comparaison de la variation du moment magnétique en fonction
de température entre un système non-Kondo d’Er0.025Pd0.975 et un système Kondo
d’Yb0.005Au0.995. (Gauche) Les mesures expérimentales et les simulations d’Er3+.
(Droite) Les mesures expérimentales et les simulations d’Yb3+.

proposée par Schotte et Schotte [70], on obtient une estimation de la température de
Kondo pour notre échantillon Yb0.005Au0.995 : TK = 0.7 K.

L’analyse des spectres de XMLD et la comparaison de la variation de 〈J2
z 〉 en fonc-

tion de la température entre les calculs de LFM et les mesures sont également présen-
tées.

Le Chapitre 7 est la conclusion générale et les perspectives.
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