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Vers la Ré-identification de Personnes Non-supervisée

Résumé

En tant que composant central des systémes de vidéo-surveillance intelli-
gents, la ré-identification de personnes (RelD) vise a rechercher une personne
d’intérét a travers des caméras qui ne se chevauchent pas. Malgré des améliora-
tions significatives de la RelD supervisée, le processus d’annotation encombrant
le rend moins évolutif dans les déploiements réels. De plus, comme les représen-
tations d’apparence peuvent étre affectées par des facteurs bruyants, tels que le
niveau d’éclairage et les propriétés de la caméra, entre différents domaines, les
modéles RelD de personnes subissent une baisse de performances importante
en présence d’écarts de domaine. Nous sommes particuliérement intéressés par
la conception d’algorithmes capables d’adapter un modele RelD de personnes
a un domaine cible sans supervision humaine. Dans un tel contexte, nous nous
concentrons principalement sur la conception de méthodes d’adaptation de do-
maine non-supervisée et d’apprentissage de représentation non-supervisée pour
le RelD de personnes.

Dans cette thése, nous explorons d’abord comment construire des représen-
tations robustes en combinant a la fois des caractéristiques globales et locales
sous la condition supervisée. Ensuite, vers un systéme RelD adaptatif au do-
maine non-supervisé, nous proposons trois méthodes non-supervisées pour la
RelD de personnes, notamment 1) la distillation des connaissances enseignant-
étudiant avec des structures de réseau asymeétriques pour encourager la di-
versité des caractéristiques, 2) un cadre d’apprentissage conjoint génératif et
contrastif qui génére des vues augmentées avec un réseau génératif pour 1’ap-
prentissage contrastif, et 3) explorer les relations inter-instances et concevoir
des fonctions de perte conscientes des relations pour une meilleure RelD de
personnes basée sur l'apprentissage contrastif.

Nos méthodes ont été largement évaluées sur des benchmarks de RelD,
tels que Market-1501, DukeMTMC-relD et MSMT17. Les méthodes proposées
surpassent considérablement les méthodes précédentes sur les benchmarks de
RelD, poussant considérablement la RelD de personnes vers des déploiements
dans le monde réel.

Mots clés : ré-identification, adaptation de domaine non-supervisée, appren-
tissage non-supervisé de représentations
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Towards Unsupervised Person Re-identification

Abstract

As a core component of intelligent video surveillance systems, person re-
identification (ReID) targets at retrieving a person of interest across non-
overlapping cameras. Despite significant improvements in supervised RelD,
cumbersome annotation process makes it less scalable in real-world deploy-
ments. Moreover, as appearance representations can be affected by noisy fac-
tors, such as illumination level and camera properties, between different do-
mains, person RelD models suffer a large performance drop in the presence of
domain gaps. We are particularly interested in designing algorithms that can
adapt a person RelD model to a target domain without human supervision. In
such context, we mainly focus on designing unsupervised domain adaptation
and unsupervised representation learning methods for person RelD.

In this thesis, we first explore how to build robust representations by com-
bining both global and local features under the supervised condition. Then,
towards an unsupervised domain adaptive RelD system, we propose three un-
supervised methods for person RelD, including 1) teacher-student knowledge
distillation with asymmetric network structures for feature diversity encoura-
gement, 2) joint generative and contrastive learning framework that generates
augmented views with a generative adversarial network for contrastive lear-
ning, and 3) exploring inter-instance relations and designing relation-aware
loss functions for better contrastive learning based person RelD.

Our methods have been extensively evaluated on main-stream RelD da-
tasets, such as Market-1501, DukeMTMC-reID and MSMT17. The proposed
methods significantly outperform previous methods on the RelD datasets, si-
gnificantly pushing person RelD to real-world deployments.

Keywords : re-identification, unsupervised domain adaptation, unsupervised
representation learning

i1 Hao CHEN



Acknowledgements

I have received countless help and encouragement throughout the three
years of preparing this PhD dissertation.

First of all, I would like to thank my supervisor Francois Bremond, whose
scientific expertise was invaluable in formulating research questions. Every
time I raised an idea, his insightful feedback always helped me to deepen my
understanding on the research topic. Without his guidance, I would not have
been able to complete this dissertation. I am also thankful to my co-supervisor,
Benoit Lagadec, for his consistent encouragement and support in the whole
work.

I would like to acknowledge my colleagues from STARS team. I have re-
ceived a lot of help during my on-boarding days at STARS team. The collab-
oration and discussion with my colleagues also brought my works to a higher
level.

I would like to thank Université Céte d’Azur and Inria for providing re-
sources and technical support for my research. The Nef computational cluster
has been the main platform for conducting all my experiments. I would also
like to thank European Systems Integration (ESI) and ANRT for funding my
PhD. The support from ESI has significantly facilitated my research.

Last but not the least, I would like to thank my family. My parents and
grandparents have always been supported my life decisions. Without their
support, I probably would not have been able to study in France and complete
my PhD research.

Hao CHEN 111



Contents

1 Introduction

1.1 Definition . . . . . . . . .o
1.2 Applications . . . . . . . . ...
1.3 Challenges . . . . . . . . .
1.4 Motivation and Contributions . . . . . . . . . ... ... ....
1.5 Publication list . . . . . . . ... ... ..
1.6 Broaderimpact . . . . .. ... ... ... ... ..
1.7 Thesisoutline . . . . . . . . . . ... ... ..

Literature review
2.1 OVerVIEW . . . . . o o e e e e e e
2.2 Datasets and Evaluation metrics . . .. . ... ... ... ...
2.2.1 Image person RelD datasets . . . . . .. ... ... ...
2.2.2 Video person RelD datasets . . . . ... ... ......
2.2.3 Evaluation metrics . . . . ... .. ...
2.3 Feature extractors . ... ... ... ... . L.
2.3.1 Handcrafted feature extractors . ... ... ... .. ..
2.3.2 Deep neural networks . .. ... .............
24 Lossfunctions. . . . . . . . . .. L
2.5 Data augmentation . . . . .. ... oL
2.5.1 Image-level data augmentation . ... ... ... .. ..
2.5.2 Feature-level data augmentation . ... ... ... ...
2.5.3 GAN-based data augmentation . . ... ... ... ...
2.6 Unsupervised person ReID . . . . . . .. ... ... ... ..
2.6.1 Unsupervised domain adaptive ReID . . . . . . ... ..
2.6.2 Fully unsupervised ReID . . . ... ... ... .....
2.7 Conclusion . . . . . . . . . . e

Spatial-channel partition for supervised object RelD
3.1 Introduction. ... .. ... ... . ...
3.2 Study of Appearance Representations . . .. ... ... ....
3.2.1 State-of-the-art . . . ... .. ... ... .........
3.2.2 Study of Partitioned Representations. . . . . . ... ..
3.3 Proposed Framework . . . . . ... .. ... ... ... ...,
3.3.1 Spatial and Channel Partition Representation Network
(SCR) . . o oo

v

0000 b WM

10
10
10
10
11
12
12
12
14
18
20
20
21
22
23
23
24
25



CONTENTS

3.32 LossFunctions . ... ... ... .. ........... 34

3.4 Experiments. . . . . . . ... ... ... 35
3.4.1 Implementation Details . . .. ... ... ... ..... 35
3.4.2 Datasets and Protocols . . . ... .. ... ....... 36
3.4.3 Ablation Studies . . . ... ... ... ... .. 36
3.44 Comparison with State-of-the-art . . . . . . . . ... .. 39

3.5 Conclusion . ... ... . . .. 40
4 Asymmetric branches for unsupervised person RelD 43
4.1 Introduction. . .. ... ... ... ... ... 43
42 Related Work . . . . . . . . . . . ... 44
4.3 Proposed Method . . . . . ... ... ... ... ... ... 46
4.3.1 OVerview . . . . . . v v v v i e e e e e e 46

4.3.2 Asymmetric branches . . ... ... ... ... ..... 47
4.3.3 Asymmetric Branched Mean Teaching . . . . . ... .. 47

4.4 Coupling Problem in Mean Teacher Based Methods . . . . .. 50
45 BExperiments. . . .. .. ... oL 51
4.5.1 Datasets and Evaluation Protocols . . . ... ... ... 51
4.5.2 Implementation details. . . . . . .. .. ... ... ... 51
4.5.3 Comparison with State-of-the-Art Methods . . . . . .. 52
454 Ablation Studies . . . ... .. ... ..., 56

46 Conclusion . . . . . . . . . . e e 56

5 Joint generative and contrastive learning for unsupervised per-

son RelD 58
5.1 Introduction. .. ... ... ... ... o 58
5.2 Related Work . . . . . ... .. .. o 60
5.3 Proposed Method . . . . . . . ... .. ..o . 62
5.3.1 View Generator (Generative Module) . . ... ... .. 62
5.3.2 View Contrast (Contrastive Module) . . . . .. ... .. 64
5.3.3 Joint Training . . . . .. ... .. ... 65
5.4 Experiments. . . . . . ... .. oo 65
5.4.1 Datasets and Evaluation Protocols . . . .. ... .. .. 65
5.4.2 Implementation Details . . . . .. ... ... ... ... 66
5.4.3 Unsupervised RelD Evaluation . . ... ......... 68
5.4.4 Generation Quality Evaluation . . ... ... ... ... 69
5.5 Conclusions . . . . . . . . .. e 74

6 Inter-instance Contrastive Encoding for unsupervised person

RelD 78
6.1 Introduction. ... . ... . ... ... ... . 78
6.2 Related Work . . . . . . . .. .. ... ... 79
6.3 Proposed Method . . . . . .. ... .. ... ... ........ 80
6.3.1 OvVverview . . . . . . . . ... e 80
6.3.2 Proxy Centroid Contrastive Baseline . . . . . .. .. .. 82
6.3.3 Hard Instance Contrastive Loss . . . . . . ... ... .. 84
6.3.4 Soft Instance Consistency Loss . . . .. ... ... ... 85

Hao CHEN v



CONTENTS

6.4 Experiments. . . . . . .. .. ... Lo 87
6.4.1 Datasets and Evaluation Protocols . . . .. .. ... .. 87

6.4.2 Implementation details. . . ... ... ... ....... 87

6.4.3 Parameter analysis . . . ... ... ... ... .. ... 89

6.4.4 Ablationstudy . .. ... ... .o 90

6.4.5 Comparison with state-of-the-art methods . . . . . . . . 91

6.5 Conclusion . . . . . . . . . . . e 94

7 Conclusion and Perspective 95
7.1 Contributions . . . . . . . ... L 95
7.2 Limitations . .. ... ... ... 96
7.3 Perspectives . . . . . . .. L 98

vi Hao CHEN



List of Figures

1.1

1.2

1.3

1.4

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

2.9

3.1

Data source: CCTV cameras and social media. Images are free
images from Pixabay [115]. . . ... ... ... ... ......
A person RelD system includes a) Camera network, b) Person
detection and c) Person Re-identification. . . ... ... .. ..

Person RelD seeks the most similar images of a query person in
the gallery set. . . . . . . .. . L Lo

Challenges in Person ReID. . . . .. . ... ... ........

An covariance handcrafted feature space [5]. Every covariance is
extracted from a region (P), distance layer (D) and three chan-
nel functions (e.g., bottom covariance feature is extracted from
region P3 using layers: D, I-intensity, V; -gradient magnitude
and 6; -gradient orientation). . . . . ... ... ... ...
An example [149] of color histogram from a person bounding
box and a segmented person foreground. . . . . . .. ... ...
Comparison between VGG-19 [108], a 34-layer plain network and
a 34-layer residual network [49]. . . . . . . . ... ... L.
An example [93] of combining CNN and RNN for video-based
person ReID. . . . . . . .. oo
Left: Transformer [123]. Right: Multi-head attention in a Trans-
former, where V, K, Q are feature matrix from the last layer.

Comparison between (a) cross-entropy loss and (b) batch-hard
triplet loss. . . . . . . ..
Comparison between (a) image part-based model [149] and (b)
feature map part-based model [118]. . . . ... ... ... ...
Three main approaches for unsupervised person RelD: (a) Ad-
versarial learning, (b) Metric learning and (c) Pseudo labelling.
Left: conventional contrastive learning. Right: Our proposed
joint generative and contrastive learning.. . . . . . . . .. . ..

Example of a spatial-channel partition. H, W and C stand for
respectively Height, Width and Channel in a deep feature map.
In this example, we partition a whole feature map into two spa-
tial parts (upper body and lower body) and two channel groups.

vii

13

14

15

16

17

19

21

24

25



LIST OF FIGURES

3.2

3.3

3.4

4.1

4.2

4.3

4.4

Comparisons of saliency maps generated by Grad-CAM [107]
applied on 4 CNN models on Market-1501 test set. (a): A
ResNet-50 w/o partitions nor attention mechanism. (b) to (e):
A ResNet-50 w/ spatial-channel partition, where (b) and (c) are
saliency maps on two spatial parts after spatial partition, (d) and
(f) are saliency maps on two channel groups after channel par-
tition. (f): Squeeze-and-Excitation Network [56]. (g): Residual
Attention Network [126]. . . . . . . . . ... ... ... ... .. 30

Spatial and Channel Partition Representation network. For the
backbone network, we duplicate layers after conv4 1 into 3 iden-
tical but independent branches that generate 3 feature maps
"pl", "p2" and "p3". Then, multiple spatial-channel partitions
are conducted on the feature maps. "s2" and "c2" refer to 2
spatial parts and 2 channel groups. "s3" and "c3" refer to 3
spatial parts and 3 channel groups. After global max pooling
(GMP), dimensions of global (dim = 2048) and local (dim =
2048, 1024*2 and 683*2+682) features are unified by 1*1 convo-
lution (1*1 Conv) and batch normalization (BN) to 256. Then,
fully connected layers (FC) give identity predictions of input
images. All the dimension unified feature vectors (dim = 256)
are aggregated together as appearance representation (Rep) for
testing. . . . . Lo 33

Examples of several mismatched samples in PCB [118] on
Market-1501 dataset, which are addressed by our proposed SCR.
Red borders refers to mismatched samples. "#1", "#2" and
"#3" correspond to top 3 retrieved gallery samples. . . . . .. 42

Source domain pre-training for asymmetric branched network.
One ResNet bottleneck block corresponds to three convolutional
layers. For UDA setting, inputs are labelled images from source
training set. GAP refers Global Average Pooling, while GMP
refers to Global Max Pooling. FC refers to Fully Connected layer. 46

ABMT adaptation. For UDA setting, inputs are training set
images from both source and target domains. For fully unsuper-
vised setting, inputs are unlabeled images from target training
set. .o 48

Comparison between (a) Mean Teacher Baseline (b) Mutual
Mean Teaching [39] and (c) our Mean Teacher with cross-branch
supervised asymmetric branches. Teacher network is formed by
exponential moving average (EMA) values of student network. 50

Distance comparison between features extracted from a
ResNet50 backbone on all samples in DukeMTMC-reid training
set for Market — Duke task. Left: Feature distance between two
teacher models in MMT and between two teacher branches in
our proposed method. Right: Feature distance between teacher
and student networks. . . . . ... ..o oo 51

viii

Hao CHEN



LIST OF FIGURES

4.5 Examples of retrieved most similar 5 images in Market — Duke
task from MMT [39] and our proposed method. Given a query
image, different identity images are highlighted by red bound-
ing boxes, while same identity images are highlighted by green
bounding boxes. . . . .. ... Lo oL 55

5.1 Left: Traditional self-supervised contrastive learning maximizes
agreement between representations (f; and f,) of augmented
views from Data Augmentation (DA). Right: Joint generative
and contrastive learning maximizes agreement between original
and generated views. . . . . . ... ..., 59

5.2 (a) General architecture of GCL: Generative and contrastive
modules are coupled by the shared identity encoder E;4. (b)
Generative module: The decoder G combines the identity fea-
tures encoded by E;; and structure features E,;, to generate a
novel view z/ ., with a cycle consistency. (c) Contrastive mod-
ule: View-invariance is enhanced by maximizing the agreement
between original F;4(z), synthesized E,4(z,.,,) and memory fpo
representations. . . . . .. ..o Lo oL 62

5.3 Example images as generated by the View Generator via 3D

mesh rotation based on left input image. . . . . . ... ... 63

5.4 Cluster number curve on Market-1501. TDA denotes traditional
data augmentation, including random flipping, cropping, jitter-
Ing, €rasing. . . . . v v v v v i e e e e e e e e 70

5.5 More qualitative ablation study on the view-invariant losses. For
simplicity, £,; denotes three view-invariant losses £, + L., + L.,
which helps E,; to extract better identity features (white shirt). 71

5.6 Qualitative ablation study on the view-invariant losses. For sim-
plicity, £,; denotes three view-invariant losses £,; + £, + L.,
which helps E;; to extract view-invariant features (red shirt). 72

5.7 Comparison of the generated images on Market-1501 dataset. %
refers to methods without sharing source code, whose examples
are cropped from their papers. Examples of FD-GAN, IS-GAN,
DG-Net and GCL are generated from six real images shown in

the figure. . . . . . . . .. 72
5.8 Generated novel views on the three datasets. . . . . .. .. .. 73

5.9 Linear interpolation on identity features. Identity features are

swapped between left and right persons. . ... ... ... .. 74
5.10 Examples of generated novel views on Market-1501 training

and test sets. . . . ... Lo 75
5.11 Examples of generated novel views on DukeMTMC-relD

training and test sets. . . . . .. ..o 0oL 76

5.12 Examples of generated novel views on MSMT17 training and
test sets. . . . .. 7

Hao CHEN ix



LIST OF FIGURES

6.1

6.2

6.3

6.4

6.5
6.6

6.7

6.8

6.9

6.10

General architecture of ICE. We maximize the similarity be-
tween anchor and pseudo positives in both inter-class (proxy
agreement between an instance representation f; and its cluster
proxy p;) and intra-class (instance agreement between f; and its
pseudo positive m,) manners. . . ... ... ...
Proxy contrastive loss. Inside a cluster, an instance is pulled to
a cluster centroid by Lggnoestsc and to cross-camera centroids by
Liross- « v o v o e e e e e
Comparison between triplet and hard instance contrastive loss.
Based on inter-instance similarity ranking between anchor (A),
pseudo positives (P) and pseudo negatives (N), Hard Instance
Contrastive Loss matches an anchor with its hardest positive
in a mini-batch. Soft Instance Consistency Loss regularizes

the inter-instance similarity before and after data augmentation.

Parameter analysis on Market-1501 dataset. . . . . . . ... ..
Dynamic cluster numbers during 40 training epochs on
DukeMTMC-relID. “hard" and “soft" respectively denote Ly ;ns
and L, ;... A lower number denotes that clusters are more com-
pact. .
Dynamic KL divergence during 40 training epochs on
DukeMTMC-reID. Lower KL divergence denotes that a model
1s more robust to augmentation perturbation. . . . . . . . . ..
Dynamic cluster numbers of ICE(agnostic) during 40 train-
ing epochs on DukeMTMC-relD. A lower number denotes that
clusters are more compact (less intra-cluster variance). . . . . .
T-SNE visualization of 10 random classes in DukeMTMC-relD
test set between camera-aware baseline (Left) and ICE
(Right). . . . . . .. .. o
Comparison of top 5 retrieved images on Market1501 between
CAP [130] and ICE. Green boxes denote correct results, while
red boxes denote false results. Important visual clues are marked
withred dashes. . . ... ... ... ... .. ..........

81

83

85

86

89

90

92

92

Hao CHEN



List of Tables

2.1

2.2
2.3

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

Representative image-based person RelD datasets. PersonX
and UnrealPerson are synthetic datasets built on game engines
(Unity and UnrealEngine 4). . . ... ... ... ... .....
Representative video-based person RelD datasets. . ... ...
Id-related and Id-unrelated factors in a person image. . . . . .

Comparison of results (%) between attention and partition on
Market-1501 dataset. SENet refers to Squeeze-and-Excitation
Network [56]. Spatial-channel partition refers to the model
trained with 2 spatial parts and 2 channel groups. . ... . ..
Performance comparison (%) of different partition types (spa-
tial partition, channel partition and spatial-channel partition)
on CUHKO3 dataset using the new protocol [170] where the bold
font denotes the best partition type. "s2" and "s3" refer that
the entire feature map is partitioned into 2 and 3 spatial parts,

11
12
23

32

while "c2" and "c3" refer respectively to 2 and 3 channel groups. 37

Performance comparison (%) of the proposed SCR with different
number of branches where the bold font denotes the best archi-
tecture. "pl", "p2" and "p3" refer to 3 feature maps in SCR. "s"
and "c" represent "spatial" and "channel" respectively, followed
by the number of parts. For instance, "s2" and "c2" refer that
the entire feature map is partitioned into 2 spatial parts and 2
channel parts. . . . ... .. ... . ... ... ...,
Performance comparison (%) of training SCR with different pa-
rameter values for A from L;.,;. The bold font denotes the best
parameter. . . . . ... Lo
Comparison of different temporal pooling strategies where the
bold font denotes the best method. "R" and "E" refer respec-
tively to Random Sampling and Even Sampling. "TP" refers
to conventional Temporal Pooling. "TPP" refers to Temporal
Partiton Pooling. . . . . . . . . ... ... ... ... ...
Comparison of supervised results (%) on Market-1501 and
DukeMTMC-relD dataset. . .. .. ... ... ... .. ....
Comparison of supervised results (%) on CUHKO03 dataset using
the new protocol [170] . . . . . .. ... oo
Comparison of supervised results (%) on MARS dataset.

xi

37

37

38

39



LIST OF TABLES

3.9

4.1

4.2

4.3

4.4
4.5

5.1

5.2

5.3

5.4

6.1
6.2

6.3

6.4

6.5

Comparison of unsupervised cross-domain results (%). M — D
refers to training on Market-1501 and testing on DukeMTMC-
relD. D — M refers to training on DukeMTMC-reID and testing
on Market-1501. . . . . . .. ... Lo

Comparison of unsupervised domain adaptation (UDA) Re-ID
methods (%) on medium-to-medium datasets (Market— Duke
and Duke — Market) and medium-to-large datasets (Market —
MSMT and Duke — MSMT). . ... ... ...........
Comparison of unsupervised Re-ID methods (%) with a
ResNet50 backbone on Market and Duke datasets. * refers to our
implementation where we remove the source pre-training step.
DBSCAN refers to a DBSCAN clustering based on re-ranked
distance. . . . . . ..
Ablation studies with ResNet50 backbone. MT-Baseline corre-
sponds to the Mean Teacher Baseline in Figure 4.3 (a) with a
ResNet-50. K-Means refers to a K-Means++ clustering whose
cluster number is set to 500. AB refers to asymmetric branches.
DBSCAN refers to a DBSCAN clustering [31]. . ... ... ..
Ablation studies on structure of asymmetric branches.

Ablation studies on loss functions. . . . .. ... ... ... L.

Comparison of unsupervised ReID methods (%) with a ResNet50
backbone on Market and Duke datasets. We test our proposed
method on several baselines, whose names are in brackets. *
refers to our implementation based on authors’ code. . . . . . .
Comparison of unsupervised Re-ID methods (%) with a
ResNet50 backbone on MSMT'17. * refers to our implementation
based on authors’code. . . . . .. .. ... Lo
Ablation study on loss functions used in two modules. (1). Lyqn
corresponds to generation w/o contrast. (2). L¥°¢4N corre-
sponds to contrast w/o generation. TDA denotes traditional
data augmentation. (3). Ly, + Ly (L), and L)) correspond to
joint generative and contrastive learning. . . .. ... ... ..
Comparison of FID (lower is better) and SSIM (higher is bet-
ter) on Market-1501 dataset. U denotes the fully unsupervised
setting. UDA denotes Duke—Market setting. . . ... ... ..

Augmentation settings for 3 losses. . ... ... ... ... ..
Comparison between using the hardest negative and all negatives
in the denominator of £y, ;ns. - . . - . . . . Lo
Comparison of consistengy loss. Ours refers to KL divergence
between images with and without data augmentation. . . . . .
Comparison of ResNet50 and IBN-ResNet50 backbones on Mar-
ket1501, DukeMTMC-reID and MSMT17 datasets. . . . . . ..
Comparison of different distance thresholds on Market1501,
DukeMTMC-reIlD and MSMT17 datasets. . . . ... ... ...

41

52

53

53
54
54

66

67

70

70

82

85

87

87

xii

Hao CHEN



LIST OF TABLES

6.6 Comparison of different losses. Camera-aware memory occupies
up to 6, 8 and 15 times memory space than camera-agnostic
memory on Market1501, DukeMTMC-relD and MSMT17
datasets. . . . . ... 89
6.7 Comparison of RelD methods on Market1501, DukeMTMC-relD
and MSMT17 datasets. The best and second best unsupervised
results are marked in red and blue. . . . . . . ... ... 93

Hao CHEN xiii



Liste des abréviations

AT . ... ... ... ... artificial intelligence

CCTV .. ........ closed-circuit television

RelD ... ... ... .. re-identification

UAV .. ... .. .... unmanned aerial vehicle
UDA ... ........ unsupervised domain adaptation
GAN .. ... ... ... generative adversarial network
RGB ........... red green blue

HSV .. ......... hue saturation lightness
DNN . .......... deep neural network

CNN ........... convolutional neural network
RNN .. ......... recurrent neural network

NLP ........... natural language processing



Chapter 1

Introduction

Computer vision is a field of Artificial Intelligence (AI) that enables ma-
chines to get high-level understanding from visual inputs, such as images and
videos. Based on the acquired visual understanding, a computer vision system
is supposed to give optimal responses, which allows for automating machine
tasks. Explosive growth of image data volume that recorded by closed-circuit
television (CCTV) cameras or unloaded by users to social media has been wit-
nessed in recent years, as shown in Figure 1.1. For example, from the end
of 2013 to the beginning of 2020, the number of CCTV cameras in the 50
most populous cities in France has multiplied by 2.4 from nearly 4,800 cameras
to more than 11,400 [71]. On the other hand, more than 500 hours of video
were uploaded to YouTube by more than two billion monthly users around the
world every minute in 2019 [152]. How to properly use such huge amount of
image and video data to serve people remains a challenge for computer vision
researchers.

Recent computer vision researches cover almost every task that can be
realized by a human, such as object detection, image classification, image seg-
mentation, object tracking, image and video retrieval, action recognition and
image synthesis. To realize a complex real-world project, people usually need
to combine several visual tasks. For example, an intelligent video surveillance

Figure 1.1: Data source: CCTV cameras and social media. Images are free
images from Pixabay [115].
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Figure 1.2: A person RelD system includes a) Camera network, b) Person
detection and c) Person Re-identification.

system usually relies on a human detector to tell there is a person, a tracker to
know the trajectory of a person within a camera view, a person re-identification
(ReID) algorithm to associate a target person across different cameras and an
action recognition algorithm to tell if there is a dangerous event. As one of the
most important components in computer vision systems, person RelID helps
a machine to re-identify a target person, regardless of the pose of the target
person and environmental noise.

In this thesis, we focus on the problem of person ReID. Our objective is to
build image representations that are identity-discriminative and invariant to
identity-unrelated factors, such as pose, view-point and illumination condition.
We first use human-annotated labels to build such identity representations
for supervised person RelD. As annotating cross-camera person images is a
cumbersome task for real-world deployments, we are particularly interested in
getting rid of human supervision in person RelD. We gradually move our focus
to unsupervised person RelD.

In this section, we go through the definition, applications and challenges of
person ReID. We proceed to present a list of our contributions in person RelD
and an outline of this thesis.

1.1 Definition

Re-identification is a research topic about matching similar objects by rank-
ing object appearance representations, which is essential for the tracking of
moving objects. When applied to moving persons, person RelD aims at search-
ing the same person across non-overlapping cameras (called the gallery) with
a given query. Recent person RelD is defined as the human association task
on the bounding boxes drawn by a person detection algorithm. Thus, an
image-based person RelD system consists of a person detection algorithm and
a person RelD algorithm inside a network of cameras, as shown in Figure 1.2.
For video-based person RelD, a human tracker should be inserted between the
detection part and the RelD part to generate tracklets.

In the research community, person RelD researchers usually focus on bound-
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Figure 1.3: Person RelD seeks the most similar images of a query person in
the gallery set.

ing box matching, while detection researchers focus on generating high-quality
bounding boxes. A major assumption for person RelD research is that an in-
dividual usually keeps the same clothes in a short time period. Based on this
assumption, person RelD can be defined as a fine-grained image retrieval task
that ranks gallery images or tracklets based on the visual similarity between
query and gallery sets, as shown in Figure 1.3. Thus, the key point for a ro-
bust person RelD system is to train a feature extractor in the training set that
can build discriminative identity representations for unseen query and gallery
images or tracklets.

Different from the conventional identification tasks, such as face recognition
and finger print verification, person RelID does not rely on face and finger print
information to identity a specific person, but to re-identify a person by match-
ing whole-body appearances. As CCTV cameras are usually installed in some
fixed positions, occlusions, low resolution and undesired camera view-point
are inevitable, making face and finger print information not always accessible.
In such context, person RelD becomes indispensable to permit an intelligent
video surveillance system to keep running. In contrast to face recognition that
only builds face representations, person RelD encodes more body parts into
appearance representations, which are more robust in real-world deployments.

1.2 Applications

Person RelD shows significant impact for numerous real-world applications
in security, retail, healthcare, person search and human-robot interaction.

Security. When certain persons move from one camera view to another, per-
son RelD can establish the correspondence between different persons for cross-
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camera tracking. Such system can be installed in important places, such as
airports, train stations and stadiums for security monitoring.

Retail. Using a person RelD system, shopkeepers can provide personalized
recommendations for customers in order to improve customers’ shopping expe-
rience. Recent cashier-less stores can also benefit from person RelD systems to
re-identify a customer and finalize an automatic checkout. Moreover, person
RelD algorithms can be extended to general object RelD. Given a target mer-
chandise photo, such as clothing or vehicle, RelD researches help to conduct
an accurate image matching for a better merchandise recommendation system.

Healthcare. Geriatric healthcare researchers analyze elder people’s behavior
to make more accurate diagnoses. To automatically re-identify a certain person
inside a nursing home, a person RelD system is also needed.

Person search. In a city-level video surveillance system, CCTV cameras
generally cover large spatial areas. Person RelD algorithms can be applied to
find missing children, as well as seniors with Alzheimer’s or some other forms
of dementia.

Human-robot interaction. Person RelD has gained increasing attention
in robotic vision research. A personal assistant robot relies on person RelD
algorithms to recognize and give optimal personalized responses to each nearby
person.

Traffic modeling. Intelligent transportation systems are acknowledged as
a key component for smart cities. When applied on passengers and vehicles,
RelD algorithms help city planners to get a better understanding of traffic flow.
Based on the acquired traffic models, city planners can improve the transporta-
tion system, such as road width and distance between two bus stations.

1.3 Challenges

To get optimal performance in previous mentioned applications, ideal iden-
tity representations are supposed to have maximal intra-identity similarities
and minimal inter-identity similarities. However, there are multiple real-world
constraints (see Figure 1.4) that make it challenging to build robust identity
representations for deployments.

Camera view-point. Due to fixed camera location and unfixed person tra-
jectory, person images recorded from different cameras are usually in different
view-points. When people wear clothes with inconsistent front-back color or
carry a bag, the front, side and back views of a same person recorded by dif-
ferent street cameras can be dramatically different. Furthermore, with the
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a) Camera view-point. d) Imperfect bounding box.

e) Low resolution. f) Illumination. g) Domain gap. h) Insufficient annotation.

Figure 1.4: Challenges in Person RelD.

popularization of unmanned aerial vehicles (UAV), the top-to-side view RelD
raises a new challenge.

Person pose. Inside a network of cameras, person images can be recorded in
different poses. For example, in a university campus, there are people walking
in a street, sitting on benches and riding bicycles. Pose variance is a factor
that affects appearance representations. Different persons in a similar pose can
be more visually similar, while images of a same person in different poses can
be less similar.

Occlusion. In a crowded street, a target person can be easily occluded by
other persons or objects. An occluded person image only contain incomplete
appearance features, leading to a less robust representation. Given represen-
tations built from occluded person images, query-to-gallery matching is prone
to fail.

Imperfect bounding box. Recent person RelD research is usually defined as
a image retrieval task on cropped person bounding boxes, which are generated
by human detectors. The quality of person bounding boxes strongly depends on
the performance of detection algorithms. An imperfect bounding box can easily
result in incomplete appearances, which degrade the person RelD performance.

Low resolution. In the real-world deployments, high resolution cameras
could be expensive and also cause problems for storage systems. Depend-
ing on the distance between a camera and a target person, the resolution of a
person bounding box is usually unsteady. A low resolution person image can
lose detailed appearance information, making it hard for a person RelD system
to associate a same person.
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Illumination. Illumination level can more or less affect matching appearance
representations, when some of them are brighter or darker. As a network of
cameras can be installed across in-door and out-door scenes, illumination con-
ditions can vary from camera to camera, which leads to camera style variance
for a dataset. In addition, illumination level also depends on the recording
time of a day as well as the weather of a day.

Domain gap. A domain (dataset) is usually recorded during a short time pe-
riod, which has specific cloth style and illumination level. For example, Market-
1501 dataset [164] is recorded in summer, while DukeMTMC-reID dataset [105]
is recorded in winter. As a consequence, person in Market-1501 usually wear
summer clothes, and images are also brighter. On the contrary, person in
DukeMTMC-relD usually wear winter clothes, and images are darker. Since
person RelD is an appearance-sensitive task, a ReID model trained on a domain
has proven to be hard to generalize to other domains.

Insufficient data. Data volume and data diversity are core problems for
data-driven deep learning models. A model pretrained on a large-scale diver-
sified dataset usually has stronger generalizability. However, due to hardware
and privacy constraints, it is always difficult to have enough data that can
cover all above-mentioned variations. Designing proper data augmentation
techniques to virtually increase data volume can be a possible solution.

Insufficient annotation. To adapt a pretrained RelD model to a new do-
main, a straightforward solution is to annotate all images in the new domain
and re-train the model. However, annotating cross-camera person images is
a cumbersome and time-consuming task, which strongly limited the scalabil-
ity of real-world deployments. On the other hand, inspired by ImageNet [26]
pretraining, several large-scale unlabeled [35] and weakly labeled [127] have
been recently proposed to pre-train RelD model. How to efficiently pretrain a
generalizable RelD model on large-scale datasets with insufficient annotation
remains a challenging problem.

All these described challenges influence the performance of a person RelD
system. In the next section, we present our motivation and contributions to
handle these challenges.

1.4 Motivation and Contributions

Among earlier mentioned challenges in person RelD, we are particularly
interested in tackling domain gap, insufficient data and insufficient annotation
issues. Domain gap and insufficient annotation are mainly related to unsu-
pervised person RelD, including unsupervised domain adaption (UDA) and
fully unsupervised settings. Insufficient data is a general problem that has
been considered in both supervised and unsupervised person RelD. We ar-
gue that enhancing data diversity is always beneficial for person RelID. After
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seeing enough diversified training data, the trained ReID model can be more
noise-invariant for inference.

In this thesis, our motivation is to reduce human supervision and push
person RelD to real-world deployments. We argue that designing proper data
augmentation techniques allows for learning invariant features from mimicked
variance for person RelD. The data augmentation techniques can be realized at
either image level or feature level. Conventional data augmentation techniques
usually introduce mimicked distortions at image level by basic positional trans-
formations (scaling, cropping, flipping, padding, rotation, translation, etc.) or
color transformations (color jittering, Gaussian noise, Gaussian blur, etc.).
Differently, we design data augmentation in feature level to combine with the
conventional data augmentation techniques. We also design advanced image-
level augmentation with an generative adversarial network (GAN) as a substi-
tute for conventional data augmentation techniques. Our main contributions
are listed as follows:

1. Extracting local features to complete global features can enrich feature
diversity in a person appearance representation. We propose spatial-
channel partition to build robust representations with both global and
local features for supervised person RelD.

2. We propose asymmetric branches as a feature-level augmentation tech-
nique to encourage feature diversity and alleviate teacher-student con-
sensus for unsupervised person RelD.

3. We propose a 3D mesh guided generator as an image-level augmenta-
tion technique to provide augmented views by conditionally modifying
disentangled id-unrelated features for unsupervised person RelD.

4. We propose to regularize the instance-to-instance similarity before and
after applying data augmentation techniques to learn robust represen-
tations for unsupervised person RelD.

1.5 Publication list

Our contributions have been published in major computer vision confer-
ences, as follows:

1. H. Chen, B. Lagadec and F. Bremond. Partition and Reunion: A Two-
Branch Neural Network for Vehicle Re-identification. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recogni-
tion (CVPR) Workshops, 2019.

2. H. Chen, B. Lagadec and F. Bremond. Learning discriminative and
generalizable representations by spatial-channel partition for person re-
identification. In Proceedings of the IEEE/CVF Winter Conference on
Applications of Computer Vision (WACV), 2020.

3. H. Chen, B. Lagadec and F. Bremond. Enhancing Diversity in Teacher-
Student Networks via Asymmetric branches for Unsupervised Person
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Re-identification. In Proceedings of the IEEE/CVF Winter Conference
on Applications of Computer Vision (WACV), 2021.

4. H. Chen*, Y. Wang*, B. Lagadec, A. Dantcheva and F. Bremond.
Joint generative and contrastive learning for unsupervised person re-
identification. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition (CVPR), 2021. (* Co-first au-
thors)

5. H. Chen, B. Lagadec and F. Bremond. ICE: Inter-instance Contrastive
Encoding for Unsupervised Person Re-identification. In Proceedings of
the IEEE/CVF International Conference on Computer Vision (ICCV),
2021.

1.6 Broader impact

The recent rapid development of Al algorithms, such as deepfake generation
and video surveillance, has led to increasing ethical and societal concerns about
the possible misuse of these algorithms.

Our contributions significantly push person RelD to real-world deployments
in intelligent security protection, intelligent retail and intelligent transporta-
tion systems. In addition, our contributions on person RelD explores how to
build fine-grained person identity representations in both supervised and unsu-
pervised settings, which can be extended to more general research topics, such
as fine-grained classification, unsupervised learning and unsupervised domain
adaptation.

Despite the importance in earlier mentioned applications, RelD algorithms
may raise privacy concerns, given that a street camera records every person
and vehicle that pass in front of the camera. Most of persons can be unaware
of being recorded. To prevent this situation from happening, governments and
law makers should enact corresponding regulations and laws to control the
deployments of surveillance cameras and the usage of RelD algorithms.

1.7 Thesis outline

This thesis is composed of 7 Chapters, in which Chapter 3, 4 , 5 and 6
correspond to details of our contributions.

Chapter 1: Introduction. In the first chapter, we begin with the defini-
tion of person RelID. Next, we highlight the significance of conducting person
RelD research with numerous person RelD applications. We list the challenges
in person RelD and briefly summarize our contributions that are targeted at
addressing specific challenges.

Chapter 2: Literature Review. In the second chapter, a general literature
review is given on person RelD and unsupervised representation learning. For
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person RelD, we present representative features extractors, data augmentation,
datasets and metrics. On the other hand, for unsupervised representation
learning, we present representative methods in adversarial learning, metric
learning, pseudo labeling, clustering and contrastive learning, which are related
to unsupervised person RelD.

Chapter 3: Spatial-channel partition for supervised peron and vehicle
RelID. In the third chapter, we provide details of our first contribution. We
study the difference between attention mechanism and feature map partition.
Based on the study, we propose to partition a feature map into spatial strips
and channel groups and combine global and portioned local features as robust
identity representations.

Chapter 4: Asymmetric branches for unsupervised person RelD. In
the fourth chapter, we create two different versions of global feature based rep-
resentations to enhance feature-level diversity. Instead of feature map parti-
tions, we propose asymmetric branches with different depth and pooling meth-
ods to alleviate the consensus in teacher-student networks.

Chapter 5: Joint generative and contrastive learning for unsupervised
person RelID. In the fifth chapter, a 3D mesh guided GAN is proposed as
image-level data augmentation for contrastive learning. We incorporate the
GAN and a contrastive learning module into a joint training framework in
order to learn invariance from generated variance.

Chapter 6: Inter-instance Contrastive Encoding for unsupervised per-
son RelID. In the sixth chapter, instead of direct data augmentation tech-
niques, we propose a consistency regularization for data augmentation. We
calculate the image-to-image similarity before data augmentation as soft labels
to regularize that after data augmentation for unsupervised contrastive person
RelD.

Chapter 7: Conclusion and Perspective. In the last chapter, we conclude
our proposed methods in this thesis. Several unsolved and understudied prob-
lems in person RelID are discussed. We further raise perspectives for future
person RelD research.
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Chapter 2

Literature review

2.1 Overview

In this chapter, we review representative person RelD approaches proposed
in recent years. Revolving around person RelD, we conduct this literature
review on several aspects that affects RelD performance, including feature ex-
tractor, data augmentation, dataset and metric.

We first talk about person RelD datasets and evaluation metrics in Sec-
tion 2.2. Feature extractors build representations from images, which directly
influences the quality of identity representations. In Section 2.3, we go through
popular features extractors for person RelD from handcrafted feature extrac-
tors to deep neural networks. Once a feature extractor is selected, a well-defined
loss function is needed to train the feature extractor. In Section 2.4, we in-
troduce popular loss functions for person RelD. Next, as data augmentation is
one of the major contributions in this thesis, different categories of data aug-
mentation are discussed in Section 2.5. We proceed to present representative
unsupervised person RelD methods in Section 2.6. In the end, a conclusion for
this chapter is drawn in Section 2.7.

2.2 Datasets and Evaluation metrics

Information about person RelD datasets is presented in this section. De-
pending on the type of inputs, person RelD approaches can be classified into
image-based and video-based approaches.

2.2.1 Image person RelD datasets

Image person RelD datasets can be further categorized into single-shot and
multi-shot datasets.
Single-shot datasets

In a single-shot dataset, each identity has only one query image and one cor-
rect match gallery image. Single-shot appraoches build appearance representa-
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Dataset BBoxes Identities Cameras Scene
CAVIER [23] 610 72 2 indoor
VIPeR [46] 1,264 632 2 outdoor
GRID [38] 1,275 1,025 2 indoor
PRID [54] 1,134 934 2 outdoor
CUHKO1 [79] 1,942 971 2 indoor
CUHKO2 [78] 7,264 1,816 2 indoor
CUHKO3 [30] 13,164 1,360 2 indoor
Market-1501 [164] 32,217 1,501 6 outdoor
DukeMTMC-reID [105] 36,411 1,812 8 outdoor
MSMT17 [138] 126,441 4,101 15 indoor&outdoor
PersonX [116] 273,456 1,266 6 synthetic
UnrealPerson [157] 120,000 3,000 34 synthetic
Person30K [2] 1,384,940 30,000 6,497  indoor&outdoor

Table 2.1: Representative image-based person RelD datasets. PersonX and
UnrealPerson are synthetic datasets built on game engines (Unity and Un-
realEngine 4).

tions using only a singe image of an individual, which use the least information
among all kinds of appearance-based person RelD approaches. The representa-
tive single-shot datasets are VIPeR [46], GRID [88], PRID [54], CUHKO1 [79].
These single-shot datasets usually contain hundreds of identities, each of which
is recorded once from two different camera views.

Multi-shot datasets

In a multi-shot dataset, one identity may have one or multiple query im-
ages and several correct match gallery image. The representative multi-shot
datasets are CAVIER [23], CUHKO02 [78], CUHKO03 [80], Market-1501 [164],
DukeMTMC-relID [105] and MSMT17 [138], PersonX [116], UnrealPerson [157]
and Person30K [2]. Recent trends in person RelD datasets emphasize more
on generalizability and privacy protection. An ultra-large-scale person dataset
Person30K [2] has been lately proposed to encourage domain generalization
and pre-training research in person RelD. As collecting real person images may
raise privacy concerns, several synthetic person datasets, such as PersonX [116]
and UnrealPerson [157], are proposed to replace real person datasets for ReID
research.

2.2.2 Video person RelD datasets

Video datasets and multi-shot datasets differ in the continuity between
frames. A video dataset is composed of continuous images sequences, while a
multi-shot dataset only has incontinuous images captured from different camera
views. A person video clip usually contains more identity information than a
single person image. In a crowded street, when a person in a single frame
is occluded by other persons, properly using nearby frames in a video clip
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Dataset Tracklets BBoxes Identities Cameras Scene
PRID [54] 400 40,033 200 2 outdoor
iLIDS-VID [131] 600 42,460 300 2 indoor
DukeMTMC-VideoRelD [105] 4,832 815,420 1,404 8 outdoor
MARS [163] 20,715 1,067,516 1,261 6 outdoor

LS-VID [74] 14,943 2,982,685 3,772 16 indoor&outdoor

Table 2.2: Representative video-based person RelD datasets.

helps to alleviate identity information missing. Representative video person
RelD datasets and their statistics are presented in Table 2.2. Similar to image
person RelD, handcrafted feature based methods are usually tested on small-

scale datasets, such as PRID video version [54] and iLIDS-VID [131]. Recent
deep learning methods are usually tested on large-scale datasets, including
DukeMTMC-VideoReID [105], MARS [163] and LS-VID [74].

2.2.3 Evaluation metrics

Cumulative Matching Characteristics (CMC) and mean Average Precision
(mAP) are two most used evaluation metrics in person ReID. CMC judges the
ranking capabilities of a ReID algorithm. When a first correct match appears
at 1th position, this query is considered as successful at rank :. mAP measures
the mean value of average precision of all queries images, where average pre-
cision is the area under the Precision-Recall curve. For a single-shot dataset
(e.g., VIPeR, GRID, PRID and CUHKO01), only CMC is enough, because each
identity has only one query image and one gallery image. For a multi-shot
dataset (e.g., CUHKO03, Market-1501, DukeMTMC-reID and MSMT17) where
each identity has one or multiple query images and multiple gallery images,
the evaluation protocol is to use both CMC and mAP.

In the deep learning era, large-scale multi-shot datasets have become
main-stream benchmarks in person RelD community. Following most of re-
cent works, our proposed methods are mainly evaluated on Market-1501,
DukeMTMC-relD and MSMT17 with both CMC and mAP metrics. We plan
to explore the new ultra-large-scale dataset Person30K and synthetic datasets
PersonX and UnrealPerson in the future work.

2.3 Feature extractors

In this section, we focus on feature extractors that used in recent person
RelD research. Feature extractors can be rough categorized into handcrafted
feature extractors and deep neural networks.

2.3.1 Handcrafted feature extractors

In the pre-deep learning era, handcrafted feature extractors are main-stream
approaches for person ReID. Color, texture and shape are the main visual clues
to describe a person appearance in person RelD.
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Figure 2.1: An covariance handcrafted feature space [5]. Every covariance is
extracted from a region (P), distance layer (D) and three channel functions
(e.g., bottom covariance feature is extracted from region P3 using layers: D,
I-intensity, V; -gradient magnitude and 6; -gradient orientation).

In 2006, Gheissari et al. [43] proposed to generate an appearance signature
with an HS histogram and an edgle histogram for each local part in a segmented
person foreground.

In 2008, Gray and Tao [46] totally considered eight color channels corre-
sponding to the three separate channels of the RGB YCbCr and HSV ! and
nineteen texture channels to describe person appearances.

In 2010, Farenzena et al. [33] explored the symmetry of a peron body and
used weighted color histograms, maximally stable color regions and recurrent
high-structured patches to match a target person. Bak et al. [4] first used
Histogram of Oriented Gradient (HOG) to detect human body parts and cal-
culated covariance of detected body parts between two person images.

In 2012, Bak et al. [5] further proposed to select a feature subset from color,
intensity, gradients and filter responses for learning a covariance descriptor (see
Figure 2.1) in Riemannian geometry.

In 2013, Zhao et al. [161] proposed an unsupervised salience learning
method on appearance patch representations composed of LAB color histogram
and scale-invariant feature transform (SIFT) descriptor. Such salience learning
was then extended into a RankSVM training to enhance RelD performance in
[160].

In 2014, Das et al. [25] enhanced consistency between different camera pairs
with appearance signatures built from an HSV color histogram on horizontal
sub-regions respectively in torso and leg regions. AS shown in Figure 2.2 Yang

1. Both Y and V represent luminance. only one of them is used.
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Figure 2.2: An example [149] of color histogram from a person bounding box
and a segmented person foreground.

et al. [149] introduced a novel Salient Color Names Based Color Descriptor
(SCNCD) for person RelD.

In 2015, Liao et al. [32] proposed an efficient feature representation called
Local Maximal Occurrence (LOMO), which combines features from Scale In-
variant Local Ternary Pattern (SILTP) histogram and HSV histogram.

In 2016, Matsukawa et al. [92] proposed an hierarchal Gaussian Of Gaussian
(GOG) descriptor to generate features that can describe color and texture
information in horizontal strips for a person image.

Several disadvantages make hand-crafted feature extractors less popular
than deep neural networks in recent years: 1) Handcrafted features are difficult
to engineer. Unlike general-purpose deep neural networks, e.g., ResNet [49],
handcrafted feature extractors require more domain-specific prior knowledge
to design. 2) Handcrafted feature extractors are usually less effective than
deep neural networks on large-scale datasets that contain more variance. Deep
neural networks have proven to be effective on both large-scale datasets and
small-scale datasets with a fine-tuning.

2.3.2 Deep neural networks

Deep neural networks (DNN) have lately become main-stream feature ex-
tractors for person RelD. In contrast to handcrafted feature extractors, deep
neural networks have proven to be performant on large-scale datasets. Depend-
ing on main purposes, recent DNN can be caterorized into general-purpose
neural networks and ReID-specific neural networks.

General-purpose neural networks

In computer vision community, general-purpose neural networks are usually
designed for classification tasks, 7.e., image classification [68, 26] and video clas-
sification [113, 7]. Image classification (or image-based person RelD) usually
relies on convolutional neural networks (CNN) to process 2D images. Video
classification focuses on both visual spatial information and temporal informa-
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34-layer plain
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Figure 2.3: Comparison between VGG-19 [108], a 34-layer plain network and
a 34-layer residual network [49].

tion, which can be processes by temporal models,e.g., recurrent neural network
(RNN) or 3D CNN [121].

CNN. Compared with a fully-connected neural network, a CNN avoids over-
sized fully-connected parameters and is good at maintaining spatial relation
between nearby pixels. For image-based person RelD, most of previous works
were conducted on a CNN backbone, e.g., a ResNet-50.

LeNet [72] was one of the earliest CNN. Proposed in 1989 for handwritten
digit recognition, LeNet contained 2 convolutional layers followed by average
pooling and 3 fully connected layers, which were trained by back-propagation
algorithms. LeNet defined the basic components of CNN.

AlexNet [69] was the champion model of ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) in 2012. Thanks to its GPU-implementation,
AlexNet (convolutional layers, 3 of them followed by max pooling, and 3 fully
connected layers) can be efficiently trained.

VGGNet [108] deepened the CNN architecture into 16 or 19 layers, which
were respectively considered as VGG-16 and VGG-19 networks. VGGNet pro-
posed to replace large kernel-sized filters in AlexNet (11 x 11 and 5 x 5) with
multiple stacked 3 x 3 kernel-sized filters.

ResNet [49] proposed skip-connections to address gradient vanishing prob-
lem in deep neural networks. We compare a VGG-19 [108], a 34-layer plain
network and a 34-layer residual network in Figure 2.3. Thanks to the skip-
connections, authors successfully extended CNN architecture to 152 layers,
which was 8 times deeper than VGGNets but still having less complexity.
ResNet won 2015 ImageNet Large Scale Visual Recognition Challenge. Nowa-
days, ResNet and its variants,e.g., ResNext [145] and DenseNet [57], remain
most popular backbone networks in computer vision community. Moreover,
ResNet-50 is the standard backbone for most of recent person RelD works.
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Ident. Cost Siamese Cost Ident. Cost
t 1 t
Seq. Feature Seq. Feature
t t
Temporal Pooling Temporal Pooling
t t t t t t
RNN ~—{ RNN ~{ RNN RNN — RNN — RNN
t 1 t t t t
CNN CNN CNN CNN CNN CNN

Figure 2.4: An example [93] of combining CNN and RNN for video-based
person RelD.

MobileNet [55] targeted at seeking a trade-off between accuracy and com-
plexity. Earlier mentioned networks only considered accuracy, which can not be
used on certain platforms, e.g., a mobile phone. Due to hardware constrains,
researchers pay increasing attention to light-weight CNNs.

RNN. Conventional 2D CNN is good at handing spatial data, such as im-
ages, but is hard to handle temporal information. In contrast, RNN works
better for temporal and sequential data, such as videos. To build robust ap-
pearance representations from tracklets, video-based RelD sometimes needs to
analyze temporal information. In this context, several previous works [93, 1]
have explored the possibility of combining both CNN and RNN into a unified
framework (see Figure 2.4), where CNN mainly analyzes spatial information
while RNN analyzes temporal information.

Transformers. In 2017, Transformer [123] was proposed as a novel network
architecture, which was solely based on attention mechanisms illustrated in Fig-
ure 2.5. Dispensing with convolutions and recurrences, transformer provided
an alternative backbone for computer vision and natural language processing
(NLP). Recently, as a stronger backbone, the Vision Transformer (ViT) [29]
has been successfully applied into person and vehicle RelD research [50].

RelD-specific neural networks

Other than general-purpose neural networks, several attempts have been
made in designing RelD-specific networks. Compared to general-purpose neu-
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Figure 2.5: Left: Transformer [123]. Right: Multi-head attention in a Trans-
former, where V, K, Q are feature matrix from the last layer.

ral networks, e.g., ResNet-50, ReID-specific neural networks usually have a bet-
ter trade-off between accuracy and complexity.

HA-CNN [81] is a 39-layer CNN with only 2.7 million parameter numbers,
which is approximately one-ninth of ResNet-50. Authors of HA-CNN used In-
ception [119] units as basic blocks and inserted Harmonious Attention blocks
between Inception blocks. especially, an Harmonious Attention block is com-
posed of complementary attention mechanisms, including soft spatial-channel
attention, channel attention and hard regional attention, to learn discrimina-
tive attentive feature maps.

OS-Net [176] is another light-weight ReID-specific neural network with only
2.2 million parameter numbers. Inspired by MobileNet, authors of OS-Net also
used depthwise separable convolutions that can be divided into a depthwise
kernel and a pointwise kernel. Authors also stacked different number of 3 x 3
lite convolutional layers to learn multi-scale feature.

Auto-ReID [102] is the first automatically searched network for person
RelD. Earlier mentioned networks are all manually designed, which is a cumber-
some task and requires strong human expertise in the target task. In contrast,
based on Neural Architecture Search (NAS), an optimal RelD-specific network
can be formed automatically with Auto-ReID. Only using 40% parameter num-
ber of ResNet-50, Auto-RelD achieved competitive performance.

Hao CHEN 17



2.4. LOSS FUNCTIONS

Different types of feature extractors are compared in this section. The stan-
dard feature extractor in the person RelD research community is ResNet-50.
Our research direction does not focus on designing new network structures. To
conduct fair comparison with previous methods, all of our proposed methods
are based on ResNet-50 backbone. In the next section, we discuss representa-
tive loss functions that can train robust feature extractors.

2.4 Loss functions

A loss function measures the distance between predictions and ground truth
labels. Based on the distance measure by a loss function, neural networks use
the back propagation to gradually seek optimal network parameters. As a
fine-grained image retrieval task, person RelD particularly relies on properly-
designed loss functions to learn discriminative identity features. We present
some representative loss functions for neural network training in the computer
vision community, such as ¢; loss, £, loss, cross-entropy loss and triplet loss.

¢; and /4, loss. {; and £, (or mean squared error) losses are simplest metrics
to measure the distance. Given a random person image z, we use f(z) to
denote the prediction that is encoded by a feature extractor f. £; and £, losses
between the prediction f(z) and the corresponding target f, are respectively
defined as:

4(f(2), f+) = Ellf(z) = frll,] (2.1)
&(f(2), f+) = Ellf(z) = fr ] (2.2)

£; and ¢, losses are commonly used in regression tasks, as well as in auto-
encoder and GAN [45] as image/feature reconstruction losses. However, ¢; and
{5 losses are not quite suitable for classification tasks, because they do not
punish misclassifications enough.

Cross-entropy loss. Cross-entropy loss is the most used loss function in clas-
sification. Binary cross-entropy loss is usually associated with logistic function
for binary classification, while softmax cross-entropy loss is usually associated
with softmax function for multi-class classification. Compared with ¢; and
£5 losses, the cross-entropy loss uses a log function to exponentially punish
misclassifications. Since the first CNN-based person RelD method [30], the
cross-entropy loss has always been the most used loss function to train RelID
models. Given the prediction f(z) and the corresponding target f,, a cross-
entropy loss is defined as:

€Xp (f(w) f+) ] (23)
oexp (f(z)- f:)
where f; is a set of candidates that include the positive target f,. This loss

minimizes the distance between f(z) and the target f, (usually a class cen-
ter as shown in Figure 2.6 (a)) while maximizing the distance between f(z)

['mentropy(f(m), fz) — E[_ ]-Og
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Figure 2.6: Comparison between (a) cross-entropy loss and (b) batch-hard
triplet loss.

and other negative samples f; in the candidate set, which is a perfect fit for
multi-class classification. Besides multi-class classification, the cross-entropy
loss has also been widely extended to other use cases, such as InfoNCE con-
trastive loss [96] for self-supervised learning and soft cross-entropy loss [53] for
knowledge distillation.

Triplet loss. Triplet loss [9] is another commonly used loss function in person
RelD. Different from earlier mentioned losses, a triplet loss is designed on
three subjects, namely an anchor (A), a positive (P) and a negative (N). The
objective of triplet loss is to minimize the distance between a positive pair
(A, P) and maximize the distance between a negative pair (A, N). The triplet
loss is defined as:

ool {4 SP) FOD) = Elmax((£(4) = S(P = 154) = S+ m, )
where m is a margin hyper-parameter that controls the distance scale between
positive and negative pairs. To enhance the representation discriminability
for a fine-grained task, e.g., person ReID and face recognition, researchers
proposed to mine hardest positive and negative from a mini-batch to form
a batch-hard triplet loss [51], as shown in Figure 2.6 (b). To cope with the
imbalanced data, the batch-hard triplet loss is usually combined with a random
identity sampler. In the random identity sampler, for each training iteration,
a mini-batch batch is formed with I identities and S samples for each identity.
The batch-hard triplet loss is defined as:

~ min lF(A) - fW), 4 mo) 2D

N=1,..,(I-1)x 8

where the hardest positive P has maximal distance from the anchor A in S
positives and the hardest negative N has maximal distance from the anchor A
in (I — 1) x S negatives. Completing cross-entropy loss that provides general
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class-level discriminability with a batch-hard triplet loss that focus on hard
sample discriminability has proven to be extremely effective in several person
ReID methods [128, 12, 39, 14]. Moreover, there are also several variants of
the triplet loss, such as hard instance contrastive loss [14] for self-supervised
learning and soft triplet loss [39] for knowledge distillation.

Other losses. Other than above mentioned losses, there are other intelli-
gently designed losses to enhance the match accuracy in person RelD. For
example, Kullback-Leibler (KL) divergence is used in some works [165, 179]
to reduce the distance between two distributions. Chen et al. introduce a
quadruplet loss [19] in form of (A, P, Ny, N,) as a substitute for the triplet
loss (A, P,N), in which a second negative N, was used to encourage a better
intra-class compactness and inter-class separateness. As triplet loss pulls the
positive closer and pushes the negative further away equally, circle loss [117]
is proposed to adaptively pull or push if the positive is already close or the
negative is already far away. Metric learning has always been a major research
direction for person RelD.

Different types of loss functions are compared in this section. Most of these
loss functions are proposed for supervised learning. Based on the cross-entropy
loss and KL divergence, we introduce a hard instance contrastive loss and a soft
instance consistency loss in Chapter 6, which are more suitable for unsupervised
person RelD.

2.5 Data augmentation

As a major technique to enrich data diversity, data augmentation plays
an important role in recent data-driven deep learning methods. By introduc-
ing meaningful data augmentation mimicked distortions into neural network
training, inference representations can be more invariant to distortions that
encountered in the training. Data augmentation techniques can be categorized
into image-level and feature-level augmentation. Moreover, GAN provides a
new approach for augmentation.

2.5.1 Image-level data augmentation

Traditional image-level data augmentation is conducted directly on images.
Pixel position and RGB values are two main factors that can influence the
visual perception of images. Image-level data augmentation can be realized by
basic positional transformations, such as scaling, cropping, flipping, padding,
rotation, translation, erasing [171] etc. It can also be realized by color trans-
formations, such as color jittering, Gaussian noise, Gaussian blur, etc.
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Figure 2.7: Comparison between (a) image part-based model [149] and (b)
feature map part-based model [118].

Image part-based models

Other than general image-level data augmentation, several previous RelD
models extract local features from image parts, which can be regarded as an
image-level data augmentation technique. There are three types of image parts,
1.e., patches, stripes and estimated body parts. For example, in [161], a person
image is densely segmented into 10 x 10 pixel squares with a step size of b
pixel. Similar patches are also used in other works [87, 164, 80]. However,
dense image patches are somewhat computationally expensive. As shown in
Figure 2.7 (a), partitioning a person into several horizontal stripes can be a
more efficient substitute. For example, Gray et al. [46] partitioned a person
image into six equally-sized horizontal stripes and extract local features from
each stripe. Similar stripes are also used in other works [149, 82, 151]. Both
patches and stripes are pre-defined image parts, which are not deformable
according to the position and pose of a person. To address this issue, there are
several attempts [33, 4, 23] that first use a pose estimator to detect body parts
and then extract local features from estimated body parts.

2.5.2 Feature-level data augmentation
Feature map part-based models

Instead of image parts, as shown in Figure 2.7 (b), partitioning a neural
network encoded feature maps into several parts to extract local feature is an-
other widely used approach in person ReID. PCB [118] partitions a ResNet-50
encoded feature map into six horizontal stripes and use six fully-connected
layers as classifiers to separately process each local representation. MGN [128]
duplicates last convolutional layers of ResNet-50 into three separate branches,
each of which generates different sized feature map stripes. HPM [38] uses
different global pooling methods to convert feature map stripes to local rep-
resentations. SCR [12] further considers channel-wise partitions to complete
previous spatial partitions.
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Feature dropout

Dropout [114] simulates training a large number of neural networks with
different architectures in parallel, which can be also regarded as a virtual data
augmentation technique. By randomly dropping some neurons in the train-
ing, dropout augments the feature noise, forcing a neural network to handle
feature missing situations. Following dropout, domain guided dropout [144]
was proposed to learn generic feature representations from multiple domains
for person RelD.

Randomly dropping separate neurons is not enough effective to bring in
distortions on semantic information. Dropblock [44] thus drops continuous
regions, forcing a neural network to handle semantic information missing situ-
ations. Batch dropblock [24] applies dropblock on same regions for all images
in a mini-batch, which creates samples “harder" than original hardest samples
for batch-hard triplet loss.

2.5.3 GAN-based data augmentation

Zheng et al. [169] unconditionally generated a lot of unlabeled person im-
ages with DCGAN [103] to enlarge data volume for supervised RelD. Follow-
ing GAN-based methods were usually conditionally conducted on some factors
from Table 2.3.

1) Pose: With the guidance of 2D poses, FD-GAN [40] and PN-GAN [100]
generated a target person in new poses to learn pose-irrelevant representations
for single-domain supervised RelD. Similar pose transfer [73] was then proposed
to address unsupervised domain adaptive (UDA) RelD.

2) Dataset style (illumination): As a dataset is usually recorded in a uni-
form illumination condition, PTGAN [138] and SyRI [3] used CycleGAN [178]
to minimize the domain gap between different datasets by generating person
images in the style of a target domain.

3) Camera style: Instead of the general dataset style, CamStyle [175]
transferred images captured from one camera into the style of another camera,
in order to reduce inter-camera style gaps. Similar method [172] was then
applied to UDA RelD.

4) Background: SBSGAN [59] and CR-GAN [22] respectively were tar-
geted at removing and switching the background of a person image to mitigate
background influence for UDA RelD.

5) General structure: By switching global and local level identity-
unrelated features, IS-GAN [30] disentangled a representation into identity-
related and identity-unrelated features without any concrete guidance. As a
concrete guidance, a grey-scaled image contains multiple id-unrelated factors
of a person image, including pose, background and carrying structures. By re-
coloring grey-scaled person images with the color distribution of other images,
DG-Net [165] and DG-Net++ [179] learned disentangled identity representa-
tions invariant to structure factors.
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Id-related Id-unrelated
cloth color, pose, view-point,
hair color, texture, | illumination, camera style
body shape background

Table 2.3: Id-related and Id-unrelated factors in a person image.

Over the recent years, designing novel data augmentation techniques has
always been a major direction for person RelD research, especially part-based
models that extract local features. However, previous part-based models focus
on spatial dimensions, but neglect the channel dimension. We conduct channel-
wise partition to extract more meaningful secondary features in Chapter 3.
We further use different depth and different polling methods to enrich feature
diversity in Chapter 4 and a novel GAN-based augmentation for contrastive
learning in Chapter 5.

2.6 Unsupervised person RelD

Recently, significant improvement has been witnessed in unsupervised rep-
resentation learning. In comparison with general object class classification
(cat, dog, person, etc. in ImageNet), person RelD aims at distinguishing fine-
grained person identity classes, which can be easily affected by environmental
factors. A RelD model trained on a specific domain is usually difficult to keep
good performance on other domains. In such context, how to quickly adapt
a pre-trained model to a target domain or directly train a model in a target
domain without a cumbersome annotation phase has become a major research
direction in recent years. Depending on the necessity of a large-scale labeled
source dataset, unsupervised person RelD methods can be roughly categorized
into unsupervised domain adaptive (UDA) and fully unsupervised RelD.

2.6.1 Unsupervised domain adaptive RelD

There are usually strong domain gaps between different person RelD
datasets, leading to a degraded performance for cross-domain evaluation. To
bridge domain gaps, there are three main approaches for UDA person RelD as
shown in Figure 2.8.

1) Adversarial learning: Adversarial learning methods include adversar-
ial learning and generative adversarial network (GAN) methods, which target
at learning a target domain distribution that can fool a domain discriminator.
Most of GAN-based unsupervised ReID methods [73, , 3, , 22, | are
based on the idea of style transfer. Transferring images from a labeled source
domain into the style of an unlabeled target domain, which fells into the set-
ting of UDA RelD. Especially, Wei et al. [138] directly transfer source domain
images into the style of a target domain, while Zhong et al. [172] transfer
the camera styles. Bak et al. [138] generate images under different illumi-
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Figure 2.8: Three main approaches for unsupervised person RelD: (a) Adver-
sarial learning, (b) Metric learning and (c) Pseudo labelling.

nation conditions, while Li et al. [73] generate person images with different
poses. DG-Net++ [179] generates cross-domain images with the guidance of
target-domain structures. Based on generation, our contribution in Chapter 5
provides a novel approach of generating person images in different view-points
for contrastive learning.

2) Metric learning: Designing proper metrics to reduce distribution dis-
crepancy between different domains also allows for better UDA. For example,
several works [129, 83] form a multi-task classification on identities and seman-
tic attributes to facilitate the domain adaptation, in which the distribution
distance between a source and a target domain on both identity and attribute
representations is minimized. For example, the distribution distance can be
estimated with Maximum Mean Discrepancy (MMD), which represents distri-
bution distance as the distance between mean embeddings of features. Inspired
by triplet loss [51], our contribution in Chapter 6 improves contrastive learning
with techniques from metric learning.

3) Pseudo labeling: Another major approach consists of assigning pseudo
labels to unlabeled images and conducting pseudo label learning [153, 37, ,

, 89, , ]. Pseudo labels can be obtained by existing clustering algo-
rithms, e.g., K-means [39], DBSCAN [179, 147] and HDBSCAN [37] or newly
designed pseudo labelling algorithms [153, |. Our contributions in Chap-
ter 4, Chapter 5 and Chapter 6 use DBSCAN [31] to assign pseudo labels,
which allows for learning clustering-based neighborhood relationship.

2.6.2 Fully unsupervised RelD

Compared with UDA person RelD methods, fully unsupervised person
RelD lifts the constraint on the labeled source domain, which thus has a bet-
ter flexibility. Most of previous fully unsupervised methods [34, 85, , 75,

| are based on pseudo labeling. Instead of adapting a source domain pre-
tained model, such fully unsupervised methods directly learn robust identity
representations with clustering-based pseudo labels on unlabeled target domain
images.
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Figure 2.9: Left: conventional contrastive learning. Right: Our proposed joint
generative and contrastive learning.

Contrastive learning [48, 17, 21] has been a novel approach for unsuper-
vised representation learning. The main idea of contrastive learning is to form
a positive pair with augmented views of a same image and regard other images
as negative pairs, as shown in Figure 2.9 left. By maximizing the similarity
between positive pairs while minimizing the similarity between negative pairs,
a model should be robust to augmented distorsions. In the person RelD com-
munity, researchers combine pseudo labeling and contrastive learning to learn
better unsupervised identity representations [42, 130]. Especially, Ge et al. [42]
form a positive pair between an image and a corresponding cluster prototype.
Wang et al. [130] form a positive pair between an image and corresponding
camera sub-cluster prototypes, which further reduces camera style variance.

Our proposed methods in Chapter 5 and Chapter 6 are related to pseudo
labeling and contrastive learning. We improve the performance in our methods
by designing proper data augmentation and exploring inter-instance affinity
that are neglected in previous methods.

2.7 Conclusion

In a nutshell, a literature review on representative methods in different as-
pects of person RelD research is presented in this chapter, including datasets,
feature extractors, loss functions, data augmentation and unsupervised ap-
proaches. Among these aspects, we are particularly interested in insufficient
data diversity and insufficient annotation problems. To enhance diversity from
feature level, we present a spatial-channel partition mechanism extract mean-
ingful local features for supervised person RelD in Chapter 3. Towards a ro-
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bust unsupervised person RelD system, we mainly explore unsupervised person
RelID in the following chapters. Another approach to enhance diversity from
feature level by modifying network depth and pooling method is presented
for unsupervised person RelD in Chapter 4. We propose a novel GAN-based
augmentation technique to generate more suitable augmented views for un-
supervised contrastive person RelD in Chapter 5. We further explore the
inter-instance similarity affinity in unsupervised contrastive person RelD in
Chapter 6.
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Chapter 3

Spatial-channel partition for
supervised object RelD

3.1 Introduction

Our contributions revolve around enhancing image or feature diversity with
data augmentation techniques. In this chapter, we propose a new feature-level
data augmentation technique that permits identity representations to contain
both spatial and channel-wise local features. In contrast to attention mecha-
nisms, our proposed spatial-channel partitions effectively enrich extracted fea-
ture diversity for person RelD. This work has been published in IEEE/CVF
Winter Conference on Applications of Computer Vision (WACV) 2020 [12]. A
vehicle RelD model [11] based on similar partition techniques was proposed in
2019 AI City challenge [95] and has been published in IEEE/CVF Conference
on Computer Vision and Pattern Recognition (CVPR) Workshops.

As mentioned in Chapter 1, there are still various challenging problems to
be solved in a real-world Re-ID task, such as camera view point changes, il-
lumination differences, pose variation and partial occlusion. With the rapid
development of deep learning based techniques, recent research with convo-
lutional neural networks [31, ] get remarkable advances in person Re-ID,
which surpass the performance of traditional handcrafted methods [32, 164] on
large datasets.

To measure similarities between two captured images, we need to build
an appearance representation for each sample in datasets. The most intuitive
method for building representations is to extract directly global feature map
from the entire bounding box. However, Re-ID methods that rely solely on
global features of a person are prone to errors in case of occlusion and mis-
alignment. On the other hand, key local features (carried objects and body
parts, such as face and hands) can not be always observable due to low camera
resolution and occlusions.

Since viewpoint change, partial occlusion and misalignment are frequent
in real-world Re-ID task, complementing global features with local features
addresses these issues and builds better person representations. This further
improves a neural network’s capacity to distinguish similar people based on
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Figure 3.1: Example of a spatial-channel partition. H, W and C stand for re-
spectively Height, Width and Channel in a deep feature map. In this example,
we partition a whole feature map into two spatial parts (upper body and lower
body) and two channel groups.

small part differences.

Therefore, part-based models [4, 46, 94] have attracted a lot of attention
in Person Re-ID research community. Recently, several sophisticated models
[38, 128] have combined multiple partitions conducted along the height dimen-
sion in a pyramidal structure. They have significantly outperformed previous
state-of-the-art. A feature map extracted from an image has 3 dimensions,
1.e., height, width and channel (also called depth). Because height and width
dimensions correspond both to the spatial coordinates of pixels in an image,
the partition conducted along the height and width dimensions is called spatial
partition. Independently from spatial coordinates, partition conducted along
the channel dimension is called channel partition. An example is shown in
Figure 3.1.

Spatial partition is a common strategy in Re-ID task, which enables part-
to-part matching by extracting local features corresponding to specific body
parts. Channel information comes from filters in a convolutional layer. As the
CNN goes deeper, last layers are more abstract, and outputs of the channels
are higher level features, corresponding potentially to concepts such as hair
color, body shape, etc. Channel partition does not extract local features from
specific body parts, but keeps features that indicate the presence of these high
level concepts. By splitting channels into several groups and training separate
channel groups, semantic concepts in each channel group can be decorrelated.
Therefore, channel partition allows to conduct semantic concept-to-concept
matching (e.g., with or without a bag strap), which can complement spatially
partitioned representations. As proven in [129, 83], semantic attributes show a
strong generalibility in cross domain Re-ID task. By combing part-to-part and
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semantic concept-to-concept matching, we are able to build discriminative and
generalizable representations with spatial-channel partition.

Another well-considered strategy for extracting discriminative features is
attention mechanism. Attention mechanism helps CNNs to focus on the most
discriminative part (called primary information) in feature maps. Features on
other parts which are salient but less discriminative (called secondary infor-
mation) are then neglected. These features can be complementary clues for
distinguishing people with similar appearances. Partitions enable a CNN not
only to consider primary features but also to keep secondary features.

In this work, we focus on how to build robust person representations for Re-
ID task by complementing global features with local features extracted through
partitions.

In summary, our contribution is twofold:

1. We conduct a comparative study between spatial, channel partitions
and attention mechanism. Results of this study can be summarized by
2 statements: (a) Attention mechanism may remove useful secondary
information, which can be kept by partitions. (b) Compared to tradi-
tional spatial partition, channel partition shows a superior capacity of
maintaining secondary local information.

2. Spatial and channel partitions are combined (called spatial-channel par-
tition) to further enhance deep neural networks’ ability to learn sec-
ondary information. By adopting multiple spatial-channel partitions in
a pyramidal structure, we propose a unified end-to-end trainable frame-
work for Person Re-ID.

Our proposed framework is exhaustively evaluated on three image-based Re-
ID datasets, Market-1501, DukeMTMC-RelD, CUHKO03 and one video-based
dataset MARS. On the MARS dataset, partition is also applied on the tem-
poral dimension to build a more robust representation for each tracklet. The
evaluation results show that our method can build both discriminative and gen-
eralizable representations, which outperform previous state-of-the-art in both
supervised single domain and unsupervised cross-domain Re-ID tasks.

3.2 Study of Appearance Representations

Building discriminative appearance representations to measure quantita-
tively the similarity between query and gallery images is a common approach
in Re-ID task. First, we evaluate robustness of appearance representations
within the state-of-the-art. Then, we explain why spatial and channel par-
titions should be combined together and why they can outperform attentive
models.

3.2.1 State-of-the-art

The two main approaches to make appearance representations robust in the
state-of-the-art consist of choosing appropriate loss function and partitioning

Hao CHEN 29



3.2. STUDY OF APPEARANCE REPRESENTATIONS
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Figure 3.2: Comparisons of saliency maps generated by Grad-CAM [107] ap-
plied on 4 CNN models on Market-1501 test set. (a): A ResNet-50 w/o par-
titions nor attention mechanism. (b) to (e): A ResNet-50 w/ spatial-channel
partition, where (b) and (c) are saliency maps on two spatial parts after spatial
partition, (d) and (f) are saliency maps on two channel groups after channel
partition. (f): Squeeze-and-Excitation Network [56]. (g): Residual Attention
Network [126].

a person image into several spatial parts.

Loss Functions for Re-ID. A domain guided dropout is proposed in [144]
to train a classification model on various datasets, which consider Re-ID as
an identification task. Zheng et al. [167] use both pair-wise verification and
classification loss to learn a more discriminative representation for Re-ID task.
However, classification loss fails in cases of people wearing similar clothes, mis-
aligned bounding boxes, etc. In [51], Batch Hard triplet loss is proposed to
focus more on these hard samples. But the performance of triplet loss highly re-
lies on how to select the hardest positive and negative pairs in a batch, which is
difficult based on local features extracted from body parts. More details about
sampling and hard pair selection are given in section 3.3.2. To get a better
performance, we adopt triplet and classification losses to train our SCR model
in a joint learning manner.

Spatial Part Based Models. Partitioning the entire body image into sev-
eral spatial parts has always been a popular strategy in Re-ID task. Gray et al.
[46] first propose to partition the person image into six equally-sized horizontal
stripes and extract color and texture features in each stripe. Farenzena et al.
[33] segment entire images into three salient and meaningful regions (head,
torso and legs) by exploiting asymmetry and symmetry principles. These
hand-crafted feature based approaches work well on small datasets, but are
less robust and fail on large datasets.

Recently, part-based deep learning methods build more robust representa-
tions with deep features learned on large datasets. Yao et al. [150] train CNN
in several maximally activated regions on feature maps. In [32], authors pro-
pose a spatial-channel loss to ensure that each channel in the representation
pays attention to a dedicated partitioned part of the body. But original chan-
nel information in the feature map is replaced by spatial information, making
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this loss inappropriate to maintain specifically channel information. Part-based
Convolutional Baseline (PCB) proposed in [118] introduces a simple yet effec-
tive model based on six identical horizontal stripes. But same body part can be
found in different stripes between different training samples, especially when
bounding boxes are misaligned. To address this issue, a recent research trend
is to combine multiple partitions to build a robust appearance representation.

Multi-partition Pyramidal Models. In HPM [38], Fu et al. partition
respectively the entire body feature map into one, two, four and eight identical
horizontal stripes. In MGN [128], authors split last layers of a ResNet into
three branches and partition feature maps into one, two and three horizontal
stripes. CPM [162] adopts multiple overlapping partitions. However, experi-
ments show that these overlapping partitions do not increase the performance
of our network. All these methods only consider multiple spatial partitions
and neglect the channel ones.

Channel Group Operations. In AlexNet [69], Krizhevsky et al. firstly
partition channels into 2 groups and introduce grouped convolutions to dis-
tribute a model into two GPUs. In ResNeXt [145], authors show that a larger
number of channel groups can improve accuracy in image classification task
without increasing computational complexity. MobileNet [55] adopts channel-
wise convolutions where the number of groups equals the number of channels.
In a similar way, by partitioning channels into several groups and computing
within each channel group the mean and the variance for normalization, Group
Normalization [142] outperforms Batch Normalization [60]. These studies con-
firm the potential of partitioned channel groups as an effective dimension in
various visual tasks. In the following section, we discuss using partitioned
channel groups to enhance the robustness of representations in Re-ID task.

3.2.2 Study of Partitioned Representations

In Figure 3.2 (a), the heat map generated by Grad-CAM [107] shows that a
vanilla ResNet-50 trained with cross-entropy classification loss focuses on up-
per body especially on the region next to right arm, where other regions, e.g.,
right arm, legs and shoes are totally neglected. When training in this way, a
CNN solely considers features on some discriminative regions. In consequence,
it suffers from over-fitting on these regions and becomes less robust for hard
samples. To overcome this issue and build a more generalized appearance rep-
resentation, we employ spatial-channel partitions and train multiple classifiers
separately on partitioned maps. Specific local features are fed separately into
dedicated classifiers, each of them can be regarded as a local expert. A local
expert works better on a dedicated part. Combining all local experts allows
to build more robust representations for Re-ID. To verify this idea, we have
conducted experiments on Market-1501 dataset, whose results are shown in
Figure 3.2 (b) to (e). With spatial partition, more regions in upper and lower
body are highlighted respectively in Figure 3.2 (b) and (c) as compared to (a).
With channel partition, the model does not train local experts on dedicated
body parts but on a group of high level features. Thanks to channel partition,
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in Figure 3.2 (d) and (e), the obtained saliency maps have more highlighted
regions corresponding to semantic concepts, such as shoulder strap and shoes.
The T-shirt is highlighted in (d), while the shoulder strap and shoes are high-
lighted in (e). Different activated semantic concepts in (d) and (e) show that
channel partition is able to decorrelate high level features in different channel
groups and conduct finer concept-to-cencept matching.

Since activated regions of channel partitions are different from those of spa-
tial partitions, we can infer that local features extracted from both types of
partitions are complementary when trained jointly. Harmonious Attention [31]
is a combination of multiple attention mechanisms, such as Channel Attention
[56] and Spatial Attention [126]. Inspired by Harmonious Attention, we pro-
pose to combine both types of partitions to form a spatial-channel partition.
Comparison results between only spatial partition, only channel partition and
spatial-channel partition are reported in Table 3.2. The performance of chan-
nel partition is better than that of spatial partition, because semantic concept-
to-concept matching is more robust to misalignment than body part-to part
matching. Spatial-channel partition can further enhance the performance.

Both partition and attention mechanism aim at enhancing the ability of
neural networks to extract more discriminative features, but in opposite ways.
Attention mechanism guides neural networks in locating the most important
region in an image. As a consequence, secondary information may be neglected
by attention mechanism. On the contrary, training local experts on partitioned
parts enables neural networks to learn more local features. Heat maps of at-
tention models in Figure 3.2 (g) and (f) keep less secondary information in the
feature map than a ResNet-50 in Figure 3.2 (a), while partition based models
in Figure 3.2 (b) to (e) keep more secondary information. Results in Table 3.1
validate that keeping secondary information by spatial-channel partition brings
more improvement compared to removing secondary information by attention.

’ Model \ Rank1 \ mAP ‘

ResNet-50 89.5 73.3
ResNet-50 + channel attention (SENet) | 90.8 | 75.6
ResNet-50 + spatial-channel partition 94.4 85.8

Table 3.1: Comparison of results (%) between attention and partition on
Market-1501 dataset. SENet refers to Squeeze-and-Excitation Network [56].
Spatial-channel partition refers to the model trained with 2 spatial parts and
2 channel groups.
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Figure 3.3: Spatial and Channel Partition Representation network. For the
backbone network, we duplicate layers after conv4 1 into 3 identical but in-
dependent branches that generate 3 feature maps "p1", "p2" and "p3". Then,
multiple spatial-channel partitions are conducted on the feature maps. "s2"
and "c2" refer to 2 spatial parts and 2 channel groups. "s3" and "c3" refer to 3
spatial parts and 3 channel groups. After global max pooling (GMP), dimen-
sions of global (dim = 2048) and local (dim = 2048, 1024*2 and 683*2+682)
features are unified by 1*1 convolution (1*1 Conv) and batch normalization
(BN) to 256. Then, fully connected layers (FC) give identity predictions of
input images. All the dimension unified feature vectors (dim = 256) are aggre-
gated together as appearance representation (Rep) for testing.
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3.3 Proposed Framework

3.3.1 Spatial and Channel Partition Representation Net-
work (SCR)

The general architecture of our proposed SCR network is represented in
Figure 3.3. A batch of input images are fed into a backbone network. Last
layers of backbone network are split into 3 independent branches in order to
satisfy the need for a pyramidal structure, which generate 3 feature maps of
equal size. A global feature map is extracted from each branch. The second
and third feature maps are then partitioned into 2 and 3 spatial-channel parts
respectively. A global max pooling (GMP) is used to replace global average
pooling (GAP) in order to extract the most discriminative features in each
part. Global and local feature maps are transferred to vectors with distinct
dimensions. Next, dimensions of feature vectors are unified by 1*1 convolu-
tional layers into 256. We train 13 fully connected layers as classifiers with 13
softmax cross-entropy losses respectively on each feature vector and 3 triplet
losses on the 3 global feature vectors. More details are given in the following.

Backbone Network. Our proposed framework can take any convolutional
neural network designed for image classification as backbone network, such as
VGG [109] and ResNet [49]. To conduct a fair comparison, we follow previous
state-of-the-art methods [128, ] and use a ResNet-50 as our backbone. Two
modifications are conducted: (1) the down-sampling with stride-2 convolution
is replaced by a stride-1 convolution in the conv5 1 layer. (2) all the layers
after conv4 1 layer are duplicated to form 3 independent branches. With these
modifications, more high level features can be kept in the feature map.

Multiple Spatial-channel Partitions in a Pyramidal structure. To
take full advantage of information contained in the feature map, global, spatial
and channel partitioned features should be trained separately in the network.
A pyramidal structure has proven to be beneficial for part based models in the
previous state-of-the-art [162]. Thus, the second feature map is partitioned
equally into 2 spatial parts and 2 channel groups. Similarly, the third feature
map is partitioned into 3 spatial parts and 3 channel groups. With GMP, each
partitioned map is transformed to a vector. Besides these local feature vectors,
a global feature vector is extracted from each unpartitioned feature map. In
total, there are 3 global vectors and 10 local vectors.

3.3.2 Loss Functions

Softmax Cross-Entropy loss. The Softmax Cross-Entropy loss in a mini-
batch can be described as:

& exp(z[y))
bos == log <z§v;'d1 exp(x[j])) G

where N; denotes the number of images in the mini-batch, N;; is the number
of identities in the whole training set. y is the ground truth identity of input
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image and z[j] represents the output of fully-connected layer for jth identity.

Triplet loss. For a better performance on hard samples, the variant Batch
Hard [51] is adopted. In a mini-batch which contains P identities and K images
for each identity, Batch Hard triplet loss aims at pulling the hardest positive
pair (a,p) together while pushing the hardest negative pair (a,n) away by a
margin. A Batch Hard triplet loss can be defined as:

P K
Liriptet = Z: Z_:[pfl‘—aXK llai — pill, — n:Il{llllK |la; — ny], + (3.2)
1=1a=1 j:l,...,P
I#

where a;, p; and n; are the feature vectors of anchor, positive and negative sam-
ples respectively, and o is the margin to control the distance between positive
and negative pair.

Total loss. Training the SCR model on global and local features jointly
helps to build more robust representations. Local features extracted from small
parts are sensitive to misalignment and viewpoint changes. Searching for the
hardest positive and negative pairs with local features can be challenging, for
example, we can not only look at the upper body when two people wear similar
white T-shirts. Thus, the triplet loss is only employed on global features.
Softmax cross-entropy loss helps to estimate the presence of specific features
in small parts, which makes it more suitable for local features.

Ncg 1 Ntriplet

1
Liotar = A— Z Leg + Z Lt'r'iplet (33)
NC’E i—1 Ntriplet i—1

where Ngg and Nippe: are the number of softmax cross entropy losses and
triplet losses respectively. In the SCR model, we have N¢g = 13 and Nipjprer =
3. Parameter ) balances the contribution of two types of loss functions. Several
possibilities of A are tested in the next section to find an optimal setting for
all experiments.

3.4 Experiments

3.4.1 Implementation Details

First of all, input images are resized to 384%192. For the backbone network,
we use a ResNet-50 pretrained on ImageNet [26] to accelerate the training pro-
cess. All the layers after conv4 1 are duplicated into 3 independent branches.
Each 1*1 convolutional layer is followed by a Batch Normalization [60] layer and
a fully connected layer. These layers do not share weights. Following previous
state-of-the-art methods [128, |, we apply a standard Random Horizontal
Flip for data augmentation. The batch size is set to 32 with randomly selected
8 identities and 4 images for each identity. We train our model with an Adam
optimizer with AMSGrad setting [104] for 500 epochs. The weight decay factor
for L2 regularization is set to 5e-4. The initial learning rate is set to 2e-4 and
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decay to 2e-5 after 300 epochs and to 2e-6 after 400 epochs. The margin o in
triplet loss is set to 1.2 in all experiments and the parameter A in total loss is
set to 2. For the evaluation, we concatenate all the feature vectors after Batch
Normalization layer together as the appearance representation for images in
query and gallery sets. Our model is implemented on PyTorch framework
and takes about 6 hours on a single NVIDIA 1080 Ti GPU for training on
Market-1501 dataset.

3.4.2 Datasets and Protocols

To validate the effectiveness of our proposed SCR model, experiments
are conducted on four mainstream Re-ID datasets: Market-1501 [164],
DukeMTMC-relID [105, |, CUHKO3 [80] and MARS [163].

Image based datasets. Market-1501 dataset is collected in front of a
supermarket in Tsinghua University. It contains 19,732 images of 751 identities
in the training set and 12,936 images of 750 identities in the testing set. There
are 17.2 images per identity in the training set. DukeMTMC-relID is a subset
of the DukeMTMC dataset. It contains 16,522 images of 702 persons in the
training set and 2,228 query images and 17,661 gallery images of 702 persons
for testing. There are 23.5 images per identity in the training set. CUHKO03
contains 14,096 images of 1,467 identities captured from Chinese University of
Hong Kong campus. Each identity is captured from two cameras and has an
average of 4.8 images in each camera. CUHKO03 dataset provides both manually
labeled bounding boxes and DPM [34] detected bounding boxes.

Video based dataset. MARS is an extension of the Market-1501 dataset.
There are 509,914 bounding boxes for training, belonging to 8,298 tracklets
of 625 identities. There are 681,089 bounding boxes for test (gallery+query),
belonging to 12,180 tracklets of 636 identities.

Evaluation Protocols. Both Cumulative Matching Characteristics
(CMC) and mean Average Precisions (mAP) are used in our experiments. CMC
represents the matching accuracy of Person Re-ID and CMC at Rankl is the
most intuitive metric where each query has only one ground truth match. mAP
is more appropriate for the case where each query has multiple gallery matches.
On CUHKO03 dataset, to simplify the evaluation procedure and meanwhile en-
hance the accuracy of the performance reflected by results, we employed the
new protocol described in [170]. For MARS dataset, we conduct a tracklet-
to-tracklet search by building an overall appearance representation on each
tracklet instead of on single image. Re-ranking algorithm is not used to fur-
ther improve mAP in all experiments.

3.4.3 Ablation Studies

To verify the effectiveness of each component in SCR and design an op-
timal architecture, we conduct extensive ablation studies on Market-1501,
DukeMTMC-relD, CUHKO03 and MARS datasets.
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CUHKO03

Partition Type Labelled Detected

Rankl | mAP | Rankl | mAP
Spatial

75.9 | 72.1 75.6 | 71.8
pl+p2(s2)+p3(s3)
Channel

815 | 774 | 779 | 739
pl14+p2(c2)+p3(c3)
Spatial-Channel
p14p2(s2c2)+p3(s3¢3) 83.8 | 80.4 | 82.2 | 77.6

Table 3.2: Performance comparison (%) of different partition types (spatial
partition, channel partition and spatial-channel partition) on CUHKO03 dataset
using the new protocol [170] where the bold font denotes the best partition
type. "s2" and "s3" refer that the entire feature map is partitioned into 2
and 3 spatial parts, while "c2" and "c3" refer respectively to 2 and 3 channel
groups.

Architecture Number of | Representation | Market-1501 | DukeMTMC-reID | CUHKO03-detected
Branches Dimension | Rankl | mAP [ Rankl | mAP Rankl [ mAP

pl 1 256%1 89.5 73.3 | 83.3 66.8 52.4 46.3

p2(s2c2) 1 256*5 944 | 85.8 | 89.6 77.6 73.7 68.4

p3(s3c3) 1 256*7 945 | 86.3 | 89.2 78.7 75.1 70.7

pl+p2(s2c2) 2 256*(1+5) 949 | 87.3 | 895 78.6 74.8 70.2

pl+p2(s2c2)+p3(s3c3) 3 256*(1+5+7) 95.7 | 89.0 | 91.1 81.4 82.2 77.6

Table 3.3: Performance comparison (%) of the proposed SCR with different
number of branches where the bold font denotes the best architecture. "p1",
"p2" and "p3" refer to 3 feature maps in SCR. "s" and "c" represent "spatial"
and "channel" respectively, followed by the number of parts. For instance, "s2"
and "c2" refer that the entire feature map is partitioned into 2 spatial parts
and 2 channel parts.

CUHKO03
Loss Function Labelled Detected
Rankl | mAP | Rankl | mAP
W/0 Lipipiet 76.9 73.5 75.1 70.5
A=1 84.8 | 81.4 | 79.5 75.5
A=2 83.8 80.4 | 82.2 | 77.6
A=3 82.2 78.8 80.7 76.8

Table 3.4: Performance comparison (%) of training SCR with different param-
eter values for A from L. The bold font denotes the best parameter.

Hao CHEN 37



3.4. EXPERIMENTS

Temporal Pooling Ranl\lfiA ‘Ri AP
TP(R) 84.5 78.9
TPP(R) 86.6 80.8
TP(E) 85.7 | 79.5
TPP(E) 87.3 | 81.3

Table 3.5: Comparison of different temporal pooling strategies where the bold
font denotes the best method. "R" and "E" refer respectively to Random
Sampling and Even Sampling. "TP" refers to conventional Temporal Pooling.
"TPP" refers to Temporal Partiton Pooling.

Partition Strategies. We conduct extensive experiments to validate the
effectiveness of spatial-channel partition by comparing our proposed model
with only spatial partitions, with only channel partitions and with spatial-
channel partitions. These partition strategies are compared on the most chal-
lenging dataset CUHKO03. Results are reported in Table 3.2. The model with
spatial-channel partitions outperforms respectively the one with only channel
partitions and the one with only spatial partitions by an average margin of 3%
and 7% on CUHKO03 dataset.

Pyramidal Multi-Branch Architectures. Each branch "pl", "p2" and
p3" is separately tested. As shown in Table 3.3, performances of "p2" and
"p3" with spatial-channel partition have a significant improvement as compared
to "pl1" without partition. But the results are still below those of state-of-the-
art. Thus, we adapt a pyramidal multi-branch architecture to our proposed
SCR, which gives a boost to the performance of our model. We gradually in-
crease the number of branch and report their performance in Table 3.3. Two
phenomena are observed: 1) Spatial-channel partitions significantly increase
the performance of the neural network in Re-ID task. 2) Multi-branch struc-
ture further enhances performance of the model. We also tested a similar
architecture with 4 branches where the feature map was partitioned into 4 spa-
tial strips and 4 channel groups. It did not give a further improvement. Thus,
we set the number of branches as 3.

Parameters in Total Loss. To balance contributions of softmax cross-
entropy and triplet losses, a weight parameter A should be determined. Four
possibilities A = 1, 2,3 and without triplet loss are tested on CUHKO03 dataset
with both labelled and detected bounding boxes. Results in Table 3.4 shows
that SCR gets best performance with A = 2 on detected bounding boxes, while
it gets best performance with A = 1 on labeled bounding boxes. To form a
unified framework, we set A = 2 for all experiments.

Temporal Partition Pooling (TPP). For video based Re-ID, a traditional
approach for building a tracklet representation is to use a temporal average
(or max) pooling on all sampled image representations for the tracklet. To
generalize partition strategies for the video-based Re-ID task, we conduct a
partition on the temporal dimension over the tracklet. Instead of adopting
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Method Market-1501 | DukeMTMC-relD
Rankl | mAP | Rankl | mAP
HA-CNN [81] 91.2 75.7 80.5 63.8
Mancs [124] 93.1 82.3 84.9 71.8
PCB+RPP [118] | 93.8 81.6 83.3 69.2
SCPNet-a [32] 94.1 81.8 84.4 68.5
HPM [38] 94.2 82.7 86.6 74.3
CAMA [148] 94.7 84.5 85.8 72.9
MGN [128] 95.7 | 86.9 88.7 78.4
CPM [162] 95.7 | 88.2 89.0 79.0
SCR(ours) 95.7 | 89.0 | 91.1 81.4

Table 3.6: Comparison of supervised results (%) on Market-1501 and
DukeMTMC-reID dataset.

directly a temporal pooling on all sampled images in a tracklet, we firstly split
the images into several sub-tracklets and use the temporal pooling separately on
each sub-tracklet. Representations of sub-tracklets are concatenated together
to form a final representation of the tracklet. To validate the performance of
our proposed TPP, we fix the sample size to 15 and partition the 15 images into
3 groups (beginning, middle, end). Different sample size and group number
are tested but they do not have a strong effect on results. A temporal average
pooling is performed on each sub-tracklet. Results in Table 3.5 show that
temporal partition can enhance the performance of our model for the video-
based Re-ID task.

3.4.4 Comparison with State-of-the-art

We compare our proposed model SCR with current state-of-the-art methods
on the 4 candidate datasets.

Results on Market-1501. Comparisons between SCR and state-of-the-art
methods on Market-1501 are shown in Table 3.6. To get a better understand-
ing on how our proposed SCR can outperform previous state-of-the-art, we
compare some retrieved results between PCB [118] and our SCR in Figure 3.4.
These results confirm the effectiveness of spatial-channel partition on keeping
more salient information and that of pyramidal structure to deal with misalign-
ment.

Results on DukeMTMC-relD. Results of SCR and previous state-of-
the-art methods on DukeMTMC-relD dataset are reported in Table 3.6. Our
SCR network also performs excellently on DukeMTMC-relD dataset. SCR
outperforms the former state-of-the-art by 2.1% on Rankl and 2.4% on mAP.

Results on CUHKO03. Table 3.7 shows results on CUHKO03 dataset. Due
to less training samples per identity, algorithms tend to get lower scores on
CUHKO03, which makes CUHKO03 the most challenging evaluation protocol.
With the same parameter settings, SCR outperforms previous state-of-the-art
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CUHKO03

Method Labelled Detected

Rankl | mAP | Rankl | mAP
HA-CNN [81] 44.4 41.0 41.7 38.6
PCB+RPP [118] - - 63.7 57.5
HPM [38] - - 63.9 57.5
MGN [128] 68.0 67.4 68.0 66.0
CAMA [148] 70.1 66.5 66.6 64.2
CPM [162] 78.9 76.9 78.9 74.8
SCR(ours) 83.8 | 80.4 | 82.2 | 77.6

Table 3.7: Comparison of supervised results (%) on CUHKO3 dataset using the
new protocol [170] .

MARS
Method Rankl | mAP
IDE+Kissme [163] | 68.3 | 49.3
TriNet [51] 79.8 | 67.7
DRSTA [77] 82.3 | 65.8
M3D [76] 84.4 | 74.0
SCR(ours) 87.3 | 81.3

Table 3.8: Comparison of supervised results (%) on MARS dataset.

CPM by a large margin.

Results on MARS. To validate the adaptability of our model in the video-
based Re-ID task, we conduct experiments on MARS dataset and report results
in Table 3.8. Our model is able to outperform current state-of-the-art video-
based models. SCR outperforms the previous most performant model M3D
[76] by a large margin.

Unsupervised cross-domain results. Our proposed method also shows
a strong generalizability on unsupervised cross-domain problem, in which a
model is trained on a source domain and tested on a target domain. We
compare results of SCR and unsupervised cross-domain methods in Table 3.9.
Without using unlabeled images in target domain like [27, , 86] or extra at-
tribute annotation [129], our SCR outperforms previous state-of-the-art under
a direct deployment (no re-training on target domain) setting.

3.5 Conclusion

In this chapter, we carry out a comparative study between spatial, channel
partitions and attention mechanism. Based on this study, a novel end-to-end
trainable Spatial and Channel partition Representation network (SCR) is pro-
posed to maintain salient local information by spatial-channel partitions. By
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M—D D—M
Method Rankl | mAP | Rankl | mAP
SPGAN [27] | 4L1 | 223 | 515 | 22.8
TJ-AIDL [129] | 443 | 23.0 | 582 | 26.5
ATNet [36] 45.1 | 24.9 | 55.7 | 25.6
HHL [172] 46.9 | 27.2 | 62.2 | 31.4
SCR(ours) 53.6 | 32.4 | 59.7 | 30.6

Table 3.9: Comparison of unsupervised cross-domain results (%). M — D refers
to training on Market-1501 and testing on DukeMTMC-relD. D — M refers to
training on DukeMTMC-relD and testing on Market-1501.

combining spatial-channel partitioned local features with global features, our
SCR model is able to build a discriminative and generalizable representation
for each sample for Re-ID task. In addition, to address the misalignment
problem, we use spatial-channel partitions in a pyramidal multi-branch archi-
tecture, which can further improve the robustness of local features. To get a
better performance in video based Re-ID, partition is extended to the temporal
dimension. The effectiveness of each proposed component is validated in the
ablation studies. Crucial components, like spatial-channel partition and tem-
poral partition pooling, can be easily embedded into other part based models
for Re-ID. By incorporating all these components, our well-designed method
outperforms current state-of-the-art in both image and video based supervised
Re-ID task, as well as in unsupervised cross domain task. Another approach
of enhancing feature-level diversity is presented in the next chapter.
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Query PCB (ECCV'18) SCR(ours)
#1 #3

Figure 3.4: Examples of several mismatched samples in PCB [118] on Market-
1501 dataset, which are addressed by our proposed SCR. Red borders refers
to mismatched samples. "#1", "#2" and "#3" correspond to top 3 retrieved
gallery samples.
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Chapter 4

Asymmetric branches for
unsupervised person RelD

4.1 Introduction

Enhancing feature-level diversity improve the performance of not only su-
pervised person RelD, but also unsupervised person RelD. As our second con-
tribution, we propose a new decoupling method, namely asymmetric branches,
to avoid the undesired weight consensus in teacher-student networks. Asym-
metric branches have different depths and global pooling methods, which en-
courage the feature diversity in knowledge distillation. The work presented in
this chapter has been published in IEEE/CVF Winter Conference on Applica-
tions of Computer Vision (WACV) 2021 [13].

Since there are domain gaps resulting from illumination condition, camera
property and view-point variation, a Re-ID model trained on a source domain
usually shows a huge performance drop on other domains.

Unsupervised domain adaptation (UDA) targets at shifting the model
trained from a source domain with identity annotation to a target domain
via learning from unlabeled target images. In the real world, unlabeled images
in a target domain can be easily recorded, which is almost labor-free. It is
intuitive to use these images to adapt a pretrained Re-ID model to the de-
sired domain. Fully unsupervised Re-ID further minimises the supervision by
removing pre-training on the labelled source domain.

State-of-the-art UDA Person Re-ID methods [39, | and unsupervised
methods [85] assign pseudo labels to unlabeled target images. The generated
pseudo labels are generally very noisy. The noise is mainly from several in-
evitable factors, such as the strong domain gaps and the imperfection of clus-
tering. In this way, an unsupervised Re-ID problem is naturally transferred
into Generating pseudo labels and Learning from noisy labels problems.

To generate pseudo labels, the most intuitive way is to use a clustering
algorithm, which gives a good starting point for clustering based UDA Re-
ID [158, 36]. Recently, Ge et al. [39] propose to add a Mean Teacher [120]
model as online soft pseudo label generator, which effectively reduces the error
amplification during the training with noisy labels. In this chapter, we also use
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both clustering-based hard labels and teacher-based soft labels in our baseline.

To handle noisy labels, one of the most popular approaches is to train paired
networks so that each network helps to correct its peer, e.g., two-student net-
works in Co-teaching [47] and two-teacher-two-student networks in MMT [39].
However, these paired models with identical structure are prone to converge to
each other and get stuck in a local minimum. There are several attempts to
alleviate this problem, such as Co-teaching+ [154], ACT [146] and MMT [39].
These attempts of keeping divergence between paired models are mainly based
on either different training sample selection [154, | or different initialization
and data augmentation[39]. In this chapter, we propose a strong alternative by
designing asymmetric neural network structure in the Mean Teacher Model. We
use two independent branches with different depth and global pooling methods
as last layers of a neural network. Features extracted from both branches are
concatenated as the appearance signature, which enhances the feature diversity
in the appearance signature and allows to get better clustering-based hard la-
bels. Each branch gets supervision from its peer branch of different structure,
which enhances the divergence between paired teacher-student networks. Our
proposed decoupling method does not rely on different source domain initial-
izations, which makes it more effective in the fully unsupervised scenario where
the source domain is not available.

In summary, our contributions are:

1. We propose to enhance the feature diversity inside person Re-ID appear-
ance signatures by splitting last layers of a backbone network into two

asymmetric branches, which increases the quality of clustering-based
hard labels.

2. We propose a novel decoupling method where asymmetric branches get
cross-branch supervision, which avoids weights in paired teacher-student
networks converging to each other and increases the quality of teacher-
based soft labels.

3. Extensive experiments and ablation study are conducted to validate the
effectiveness of each proposed component and the whole framework.

4.2 Related Work

Unsupervised domain adaptive Re-ID. Recent unsupervised -cross-
domain Re-ID methods can be roughly categorized into distribution alignment
and pseudo label based adaptation. The objective of distribution alignment is
to learn domain invariant features. Several attempts [129, 83] leverage semantic
attributes to align the feature distribution in the latent space. However, these
approaches strongly rely on extra attribute annotation, which requires extra
labor. Another possibility is to align the feature distribution by transferring la-
beled source domain images into the style of target domain with generative ad-
versarial networks [138, , 22]. Style transferred images are usually combined
with pseudo label based adaptation to get a better performance. Pseudo label
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based adaptation is a more straightforward approach for unsupervised cross-
domain Re-ID, which directly assigns pseudo labels to unlabelled target images
and allows to fine-tune a pre-trained model in a supervised manner. Cluster-
ing algorithms are widely used in previous unsupervised cross-domain Re-ID

methods. UDAP [112] provides a good analysis on clustering based adaptation
and use a k-reciprocal encoding [170] to improve the quality of clusters. PCB-
PAST [158] simultaneously learns from a ranking-based and clustering-based

triplet losses. SSG [36] assigns clustering-based pseudo labels to both global
and local features. To mitigate the clustering-based label noise, researchers
borrow ideas from how unlabeled data is used in Semi-supervised learning and
Learning from noisy labels. ECN [173] uses an exemplar memory to save av-
eraged features to assign soft labels. ACT [146] splits the training data into
inliers/outliers to enhance the divergence of paired networks in Co-teaching
[47]. MMT [39] adopts two student and two Mean Teacher networks. Two
students are initialized differently from source pre-training in order to enhance
the divergence of paired teacher-student networks. Each mean teacher network
provides soft labels to supervise peer student network. However, despite dif-
ferent initializations and different data augmentations used in peer networks,
the decoupling is not encouraged enough during the training. We directly use
asymmetric neural network structure inside teacher-student networks, which
encourages the decoupling at all epochs.

Teacher-Student Network for Semi-Supervised Learning. Unsuper-
vised domain adaptation can be regarded to some extent as Semi-Supervised
Learning (SSL), since both of them utilize labeled data (source domain for
UDA) and large amount of unlabeled data (target domain for UDA). A teacher-
student structure is commonly used in SSL. This structure allows student
network to gradually exploit data with perturbations under consistency con-
straints. In IT model and Temporal ensembling [70], the student learns from
either samples forwarded twice with different noise or exponential moving av-
eraged (EMA) predictions under consistency constraints. Instead of EMA pre-
dictions, Mean-teacher model [120] uses directly the EMA weights from the
student to supervise the student under a consistency constraint. Authors of
Dual student [67] point out that the Mean Teacher converging to student along
with training (coupling problem) prevents the teacher-student from exploiting
more meaningful information from data. Inspired by Deep Co-training [101],
they propose to train two independent students on stable samples which have
same predictions and enough large feature difference. However, in unsuper-
vised cross-domain Re-ID, labeled source domain and unlabeled target domain
do not share the same identity classes, which makes traditional close-set SSL
methods hard to use.

Fully unsupervised Re-ID. Recently, several fully unsupervised Re-ID
methods are proposed to further minimize the supervision, which does not
require any Re-ID annotation. A bottom-up clustering framework is proposed
in BUC [84], which trains a network based on the clustering-based pseudo
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Figure 4.1: Source domain pre-training for asymmetric branched network. One
ResNet bottleneck block corresponds to three convolutional layers. For UDA
setting, inputs are labelled images from source training set. GAP refers Global
Average Pooling, while GMP refers to Global Max Pooling. FC refers to Fully
Connected layer.

labels in an iterative way. [35] replaces clustering-based pseudo labels with
similarity-based softened labels. Different to image-based unsupervised Re-ID,
[139] learns tacklet information with clustering-based pseudo labels. MMT [39]
can be transferred into an unsupervised method by removing the pre-training
in source domain. However, without different source domain initializations,
divergence between peer networks can not be enough encouraged in MMT.
Instead of different source domain initializations, divergence is encouraged by
asymmetric network structures, which is more suitable for fully unsupervised
Re-ID.

4.3 Proposed Method

4.3.1 Overview

Given two datasets: one labeled source dataset D, and one unlabeled target
dataset D;, the objective of UDA is to adapt a source pretrained model M,,.
to the target dataset with unlabeled target data. To achieve this goal, we
propose a two-staged adaptation approach based on Mean Teacher Model. We
focus on the coupling problem (teacher and student converge to each other)
existing inside the original Mean Teacher. Asymmetric branches and cross-
branch supervision are proposed in this chapter to address this problem and to
enhance the diversity in the network, which show great effectiveness for UDA
Re-ID.
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4.3.2 Asymmetric branches

A multi-branch structure is widely used in the fully supervised Re-ID meth-
ods, especially in global-local feature based methods [38, 24, 12]. Such structure
keeps independence between branches, which makes features extracted from
different branches diversified. In the unsupervised Re-ID, we conduct cluster-
ing on appearance signatures computed from person images to generate pseudo
labels. The quality of appearance signatures can be improved by extracting
distinct meaningful features from different branches. Thus, we duplicate last
layers of a backbone network and make them different in the structure, which
we call Asymmetric Branches.

Asymmetric branches are illustrated in Figure 4.1. For a ResNet-based
[49] backbone, the layer 4 is duplicated. The first branch is kept unchanged
as the one used in the original backbone: 3 bottlenecks and global average
pooling (GAP). The second branch is composed of 4 bottlenecks and global
max pooling (GMP). The GAP perceives global information, while the GMP
focuses on the most discriminative information (most distinguishable identity
information, such as a red bag or a yellow t-shirt). Asymmetric branches
improve appearance signature quality by enhancing the feature diversity, which
is validated by source pre-training performance boost in Table 4.3 as well as
examples in Figure 4.5. They further improve the quality of pseudo labels
during the adaptation, which is validated by target adaptation performance in
Table 4.3.

4.3.3 Asymmetric Branched Mean Teaching

We call our proposed adaptation method Asymmetric Branched Mean
Teaching (ABMT). Our proposed ABMT contains two stages: Source pre-
training and Target adaptation.

Source domain supervised pre-training

In the first stage, we train a network in the fully supervised way on the
source domain. Thanks to this stage, the model used for adaptation obtains
a basic Re-ID capacity, which helps to alleviate pseudo label noise. Given a
source sample z¢ and its ground truth identity y., the network (with weight )
encodes z{ into average F,(z:|f) and max features F,,,(z{|6) and then gets two
predictions P,(z:|6) and P, (z:|¢). Cross-entropy L. and batch hard triplet
[51] Ly, losses are used in this stage as shown in Figure 4.1.

The whole network is trained with a combination of both losses:

Lser =A% Lee(Pa(z316), y:) + AseLce(Pr (5 16), yé)"‘"

4.1
XL (Fa(@216), 42) + X Lirs(Fon (2216, ) (1)

Target domain unsupervised adaptation

The adaptation procedure is illustrated in Figure 4.2. It contains two com-
ponents: Clustering-based hard label generation and Cross-branch teacher-
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Figure 4.2: ABMT adaptation. For UDA setting, inputs are training set images
from both source and target domains. For fully unsupervised setting, inputs
are unlabeled images from target training set.

based soft label training. After adaptation, only teacher network is used during
the inference.

Clustering-based hard label generation. In previous UDA Re-ID meth-
ods, distance-based K-Means [39] and density-based clustering DBSCAN |
| are main approaches to generate pseudo labels.

We follow the state-of-the-art DBSCAN based clustering method presented
in [112]. To adapt it to our proposed asymmetric branches, we concatenate the
average and max features from asymmetric branches in the teacher network as
appearance signatures. Images belonging to the same identity should have the
same nearest neighbors in the feature space. Distance metric for DBSCAN are
obtained by k-reciprocal re-ranking encoding [170] between target domain and
source domain samples.

The density-based clustering generates unfixed cluster numbers at different
epochs, which means old classifiers from the last epoch can not be reused after
a new clustering. Thus, we simply create new classifiers depending on the
number of clusters at the beginning of each epoch. We take normalized mean
features of each cluster from the average branch to initialize the average branch
classifiers and similarly normalized max features from max branch to initialize
the max branch classifiers. We call these classifiers with flexible dimension
"Dynamic Classifiers". With the help of these Dynamic Classifiers, the student
is trained on cluster components (outliers are discarded) with cross-entropy

loss:
Lee = — ) (vilog(Prm(23]9))) — >_(v; log(Pa(x(6))) (4.2)

where y! is the clustering based hard label and P,(zt|8) and P, (z%|6) are stu-
dent predictions from both asymmetric branches.

)
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Cross-branch teacher-based soft label training. Clustering algorithms
generate hard pseudo labels whose confidences are 100%. Since Re-ID is a
fine-grained recognition problem, people with similar clothes are not rare in
the dataset. Hard pseudo labels of these similar samples can be extremely
noisy. In this case, soft pseudo labels (confidences < 100%) are more reliable.
Learning with both hard and soft pseudo labels can effectively alleviate label
noise.

The Mean Teacher Model [120] (teacher weights 8') uses the EMA weights
of the student model (student weights 8). The Mean Teacher Model shows
strong capacity to handle label noise and avoids error amplification along with
training. We define 6; at training step t as the EMA of successive weights:

£
97,: _ Ot, i 0 (43)
ab, |+ (1 — )b, otherwise

where o is a smoothing coefficient that controls the self-ensembling speed of
the Mean Teacher.

Despite these advantages of Mean Teacher, such self-ensembling teacher-
student networks (the teacher is formed by EMA weights of the student, and
the student is supervised by the teacher) face the coupling problem. We use
the Mean Teacher soft label generator as in [39] and address the coupling prob-
lem by cross-branch supervision. Each branch in the student is supervised by
a teacher branch which has different structure. Weight diversity between the
paired teacher-student can be better kept. Given one target domain sample z,
the teacher (teacher weights 6’) encodes it into two feature vectors from two
asymmetric branches, average features F,(z%|¢’) and max features F,(z|d").
The dynamic classifiers then transform these two feature vectors into two pre-
dictions respectively P,(z%|8') and P, (z%8"). Similarly, features of the student
(student weights 8) are F,(z|f) and F,,(z%|@), while predictions are P,(z%|6)
and P,,(z%|6). The predictions from the teacher supervise those from the stu-
dent with a soft cross-entropy loss [53] in a cross-branch manner, which can be
formulated as

L™ = = ) (Pu(6") log(Pr(2}]6))) (4.4)
L7 = =) (Pu(a}]0") log(Pu(2}]6))) (4.5)

7

To further enhance the teacher-student networks’ discriminative capacity, the
features in the teacher supervise those of the student with a soft triplet loss

[39]:

i = — 2_(Ta(2}]0") log(Tm(3]6))) (4.6)
L3 = = ) (Tm(x3]0) log(T.(x7]6))) (4.7)

ezp(|| F(2}16)—F(2%16)||,)
eap([[F(af]0)— F(2}/0)[[,) +eap([|F(=}|6)~ F(=516)]],)
distance of the sample zf, its hardest positive :r;, and its hardest negative

where T'(zt]9) = is the softmax triplet
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Teac,he{_r

Teacher Teacher1 Teacher2 — I
EMA H | Supenise | EMA H Suparwse EMA H EMA Superwse
Student 1 Student1 Student2 Student
(a) Mean Teacher Baseline (b) Mutual Mean Teaching (c) Ours w/ Asymmetric Branches

Figure 4.3: Comparison between (a) Mean Teacher Baseline (b) Mutual Mean
Teaching [39] and (c) our Mean Teacher with cross-branch supervised asym-
metric branches. Teacher network is formed by exponential moving average
(EMA) values of student network.

2! in a mini-batch. By minimizing the soft triplet loss, the softmax triplet

distance in a mini-batch from the student is encouraged to get as close as
possible to the distance from the teacher. The positive and negative samples
within a mini-batch are decided by clustering-based hard pseudo labels. It can
effectively improve the UDA Re-ID performance. The teacher-student networks
are trained end-to-end with Equation (4.2), (4.4), (4.5), (4.6), (4.7).

Ligrget =M. Lo + X (Lo + LT
e a—mS m—a (48)
+ Astn(L + L, )

stri stri

4.4 Coupling Problem in Mean Teacher Based
Methods

The Mean Teacher Baseline is illustrated in Figure 4.3 (a) where the student
gets supervision from its own EMA weights. In the Mean Teacher Baseline,
the student and the teacher quickly converge to each other (coupling problem),
which prevents them from exploring more diversified information. Authors of
MMT [39] propose to pre-train 2 student networks with different seeds. As
illustrated in Figure 4.3 (b), two Mean Teacher networks are formed separately
from two students, which alleviates the coupling problem. However, differ-
ent initializations decouple both teacher peers only at first epochs. Without
a diversity encouragement during the adaptation, both teachers still converge
to each other along with training. In Figure 4.3 (c), our proposed asymmet-
ric branches provide a diversity encouragement during the adaptation, which
decouples both teacher peers at all epochs.

To validate our idea, we propose to measure Euclidean distance of appear-
ance signature features between two teacher networks or two teacher branches.
We extract feature vectors after global pooling on all images in the target train-
ing set. Then, we calculate the Euclidean distance between feature vectors of
both teachers and sum up the distance of every image as the final feature
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Figure 4.4: Distance comparison between features extracted from a ResNet50
backbone on all samples in DukeMTMC-reid training set for Market — Duke
task. Left: Feature distance between two teacher models in MMT and be-
tween two teacher branches in our proposed method. Right: Feature distance
between teacher and student networks.

distance. If the feature distance is large, we can say that both teacher peers
extract diversified features. Otherwise, the teacher peers converge to each
other. As we can see from the left curves in Figure 4.4, the feature distance
between two teachers in MMT is large at the beginning, but it decreases and
then stabilizes. Differently, the feature distance between two branches in our
proposed method remains large during the training. Moreover, we visualize
the Euclidean distance of appearance signature features on all target training
samples between teacher and student networks in Figure 4.4 right curves. Our
method can maintain a larger distance, which shows that it can better decouple
teacher-student networks.

4.5 Experiments

4.5.1 Datasets and Evaluation Protocols

Our proposed adaptation method is evaluated on 3 Re-ID datasets: Market-
1501, DukeMTMC-reID and MSMT17. Market-1501 [164] dataset is collected
in front of a supermarket in Tsinghua University from 6 cameras. It con-
tains 12,936 images of 751 identities in the training set and 19,732 images of
750 identities in the testing set. DukeMTMC-reID [105] is a subset of the
DukeMTMC dataset. It contains 16,522 images of 702 persons in the training
set, 2,228 query images and 17,661 gallery images of 702 persons for testing
from 8 cameras. MSMT17 [138] is a large-scale Re-ID dataset, which contains
32,621 training images of 1,041 identities and 93,820 testing images of 3,060
identities collected from 15 cameras. Both Cumulative Matching Characteris-
tics (CMC) and mean Average Precisions (mAP) are used in our experiments.

4.5.2 Implementation details

Hyper-parameters used in our proposed method are searched empirically
from the Market— Duke task and kept the same for the other tasks. To con-
duct fair comparison with state-of-the-arts, we use a ImageNet [26] pre-trained
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Market — Duke | Duke — Market | Market — MSMT | Duke — MSMT

UDA Methods mAP Rankl | mAP Rankl |mAP Rank1 mAP  Rankl

HHL (ECCV'18)[172] 272 469 | 314 622 - - - -
ECN (CVPR’19)[173] 404 633 | 430 751 8.5 25.3 102 30.2
PCB-PAST (ICCV’19)[158] 543 724 | 546 784 - - - -
SSG (ICCV’19)[36] 534 730 | 583  80.0 | 132 316 133 322
UDAP (PR’20)[112] 490 684 | 537 758 - - - -
ACT (AAAT20)[146] 545 724 | 60.6  80.5 - - - -
ECN+ (PAMI'20) [174] 544 740 | 638 841 | 152 404 160 425
MMT500 (ICLR’20)(ResNet50)[39] 63.1 768 | 712  87.7 | 16.6 375 179 413
MMT700 (ICLR’20)(ResNet50)[39] 651 780 | 69.0 868 - - - -
MMT1500 (ICLR’20)(ResNet50)[39)] - - - - 22.9 49.2 233 501
ours (ResNet50) 69.1 82.0 |78.3 925 |23.2 492 | 26,5 54.3
MMT500 (ICLR'20)(IBN-ResNet50)[39] | 65.7  79.3 | 765  90.9 | 19.6 433 233 500
MMT700 (ICLR’20)(IBN-ResNet50)[39] | 68.7 818 | 745  9L1 - - - -
MMT1500 (ICLR’20)(IBN-ResNet50)[39] | - - - - 26.6 54.4 293 582
ours (IBN-ResNet50) 70.8 83.3 | 804 93.0 |27.8 555 |33.0 618

Table 4.1: Comparison of unsupervised domain adaptation (UDA) Re-ID meth-
ods (%) on medium-to-medium datasets (Market— Duke and Duke — Market)
and medium-to-large datasets (Market — MSMT and Duke — MSMT).

ResNet-50 [49] as our backbone network. The backbone can be extended to
ResNet-based networks designed for cross domain tasks, e.g., IBN-ResNet-50
[97]. An Adam optimizer with a weight decay rate of 0.0005 is used to opti-
mize our networks. Our networks are trained on 4 Nvidia 1080Ti GPUs under
Pytorch [98] framework. Detailed configurations are given in the following
paragraphs.

Stagel: Source domain supervised pre-training. We set A\, = 0.5 and

iri = 0.5 1In Equation 4.1. The max epoch E,,. is set to 80. For each epoch,
the networks are trained R,,. = 200 iterations.The initial learning rate is set to
0.00035 and is multiplied by 0.1 at the 40th and 70th epoch. For each iteration,

64 images of 16 identities are resized to 256*128 and fed into networks.

Stage2: Target domain unsupervised adaptation. For the clustering,
we set the minimum cluster samples to 4 and the density radius r=0.002. Re-
ranking parameters for calculating distances are kept the same as in [112] for
UDA setting. Re-ranking between source and target domain is not considered
for fully unsupervised setting. The Mean Teacher network is initialized and
updated in the way of Equation 4.3 with a smoothing coefficient o = 0.999.
We set AL, = 0.5, A, = 0.5 and A%,, = 1 in Equation 4.8. The adaptation
epoch F,4, is set to 40. For each epoch, the networks are trained R,4, = 400
iterations with a fixed learning rate 0.00035. For each iteration, 64 images of 16
clustering-based pseudo identities are resized to 256*128 and fed into networks
with Random erasing [171] data augmentation.

4.5.3 Comparison with State-of-the-Art Methods

We compare our proposed methods with state-of-the-art UDA methods in
Table 4.1 for 4 cross-dataset Re-ID tasks: Market— Duke, Duke — Market,
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. Market Duke
Unsupervised methods AP Ranki | mAP Ranki
MMT500*(ICLR'20)[39] 26.9  48.0 7.3 12.7
BUC (AAAT’19)[84] 30.6 61.0 | 21.9  40.2
SoftSim (CVPR’20)[85] 37.8 71.7 | 28.6 52.5
TSSL (AAAT’20)[139] 43.3 71.2 38.5 62.2
MMT*+DBSCAN (ICLR’20)[39] | 53.5 73.1 54.5 69.5
ours w/o Source pre-training 65.1 82.6 | 63.1 77.7

Table 4.2: Comparison of unsupervised Re-ID methods (%) with a ResNet50
backbone on Market and Duke datasets. * refers to our implementation where
we remove the source pre-training step. DBSCAN refers to a DBSCAN clus-
tering based on re-ranked distance.

Market — Duke | Duke — Market
mAP Rankl | mAP Rankl
ResNet50 29.6 46.0 31.8 61.9
ResNet50+AB 31.5 49.7 33.2 63.2
Market — Duke | Duke — Market
mAP Rankl | mAP Rankl

Source pre-training

Target adaptation

MT-Baseline+K-Means 59.9 74.8 68.9 88.2
MT-Baseline+DBSCAN 61.9 77.3 69.9 88.3
MT-Baseline+K-Means+AB 64.7 78.1 74.8 90.5
MT-Baseline+K-Means+AB+Cross-branch 66.4 79.9 76.8 91.7
MT-Baseline+ DBSCAN+AB 67.8 81.1 77.3 92.0
ABMT(MT-Baseline+ DBSCAN+AB+Cross-branch) | 69.1 82.0 78.3 92.5
ABMT+Stochastic data augmentation 68.8 81.2 77.6 91.7
ABMT+Drop out 68.3 81.8 77.9 92.0

Table 4.3: Ablation studies with ResNet50 backbone. MT-Baseline corre-
sponds to the Mean Teacher Baseline in Figure 4.3 (a) with a ResNet-50. K-
Means refers to a K-Means++ clustering whose cluster number is set to 500.
AB refers to asymmetric branches. DBSCAN refers to a DBSCAN clustering

[31].

Market — MSMT and Duke — MSMT. Post-processing techniques (e.g., Re-
ranking [170]) are not used in the comparison. Our proposed method outper-
forms MMT [39] (cluster number is set to 500, 700 and 1500 respectively). We
can also adjust the density radius in DBSCAN depending on target domain
size to get a better performance, but we think it is hard to know the target
domain size in the real world. With an IBN-ResNet50 [97] backbone, the per-
formance on 4 tasks can be further improved. Examples of retrieved images are
illustrated in Figure 4.5. Compared to MMT, embeddings from our proposed
method contain more discriminative appearance information (e.g., shoulder
bag in the first row), which are robust to noisy information (e.g., pose varia-
tion in the second row, occlusion in the third row and background variation in
the fourth row). This qualitative comparison confirms that appearance signa-
tures of our proposed method are of improved quality.
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Market — Duke | Duke — Market
mAP Rankl | mAP Rankl
ABMT 69.1 82.0 78.3 92.5
ABMT w/o different pooling | 65.2 79.7 74.2 90.1
ABMT w/o extra bottleneck | 67.5 80.6 77.6 92.4
ABMT + one more branch 68.1 80.7 76.2 90.4

Structure

Table 4.4: Ablation studies on structure of asymmetric branches.

Market — Duke | Duke — Market
mAP Rankl | mAP Rankl
ABMT 69.1 82.0 78.3 92.5
ABMT w/0 L 52.5 69.6 57.5 79.8
ABMT w/o Ly | 66.7 79.8 7.7 92.2
ABMT w/o Lg,; | 64.7 78.5 75.5 91.2

Loss

Table 4.5: Ablation studies on loss functions.

We compare unsupervised Re-ID methods in Table 4.2. Since the Mean
Teacher is designed for handling label noise, it is interesting to see the perfor-
mance without source pre-training, which introduces more label noise during
the adaptation. This setting corresponds to an unsupervised Re-ID. We use Im-
ageNet pretained weights as initialization. Our proposed method outperforms
previous unsupervised Re-ID by a large margin, which shows that ImageNet
initialization can provide basic discriminative capacity for Re-ID.

MMT [39] is the first Mean Teacher based UDA Re-ID method. Authors of
MMT propose to use 2 students and 2 teachers with different initialization and
stochastic data augmentation to address the coupling problem. We also use
Mean Teacher soft pseudo labels but propose a different decoupling solution.
Features in asymmetric branches are always extracted in different manners
during the adaptation. Compared to MMT, our proposed method has less
parameters (approximately 10% less parameters and 20% less operations) but
achieves better performance. Moreover, in the unsupervised scenario, we can
not pre-train MMT with different seeds to obtain different Re-ID initializations.
This decoupling strategy becomes inappropriate. Our decoupling strategy re-
lies on structural asymmetry instead of different initializations, which is much
more effective in the unsupervised scenario.

ACT [146] uses 2 networks, in which each network learns from its peer.
Input data are split into inliers and ouliers after DBSCAN. Then, the first
network selects small entropy inliers to train the second network, while the
second selects small entropy outliers to train the first. This method enhances
input asymmetry by data split. Differently, our proposed method focuses on
neural network structure asymmetry.
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MMT(ICLR’20)

Figure 4.5: Examples of retrieved most similar 5 images in Market — Duke
task from MMT [39] and our proposed method. Given a query image, different
identity images are highlighted by red bounding boxes, while same identity
images are highlighted by green bounding boxes.
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4.5.4 Ablation Studies

Effectiveness of each component in ABMT. Compared with traditional
clustering-based Re-ID methods, the performance improvement mainly comes
from DBSCAN on re-ranked distance, asymmetric branches and cross-branch
supervision. We use a Mean Teacher Baseline where original ResNet-50 and
a K-Means++ clustering of 500 clusters are adopted. We conduct ablation
studies by gradually adding one component at each time. Results are shown in
Table 4.3. We can observe: (1) Our proposed asymmetric branches bring the
most significant performance improvement during the adaptation. Moreover,
as we can see from first two rows in Table 4.3, they can directly improve the
domain generalizability of appearance signatures without target adaptation.
(2) DBSCAN on re-ranked distance works better than a K-Means++ clustering
of 500 clusters during the adaptation. (3) Cross-branch supervision works on
asymmetric branches, which can further improve the adaptation performance.

Effectiveness of asymmetric branch structure. To validate the effective-
ness of our proposed asymmetric branch structure, we compare several possible
structures: (1) 2 branches with different pooling methods and different depths,
(2) 2 branches with same pooling methods (global average pooling) but dif-
ferent depths, (3) 2 branches with different methods but same depths, (4) 3
branches where the new branch is composed of 5 bottleneck blocks and global
average pooling. From results given in Table 4.4, we can conclude that different
pooling methods play a more important role in asymmetric branches.

Effectiveness of loss functions. We conduct ablation studies on loss func-
tions used in our proposed method and report results in Table 4.5. The degree
of influence of 3 loss functions used in our proposed method: L., > L. > Lgir;.

Can traditional decoupling methods further improve the performance?
Stochastic data augmentation (teacher inputs and student inputs are under
stochastic data augmentation methods) and drop out (teacher feature vectors
and student feature vectors are under independent drop out operations before
classifiers) are 2 widely-used methods to provide random noise, which also
helps to decouple the weights between the teacher and the student. We conduct
experiments with stochastic data augmentation . The results in Table 4.3 show
that they can not further improve the UDA Re-ID performance. These methods
are not designed for fine-grained Re-ID task. As UDA Re-ID performance is
already very high, they can not contribute anymore.

4.6 Conclusion
In this chapter, we propose a novel unsupervised cross-domain Re-ID frame-

work. Our proposed method is mainly based on learning from noisy pseudo
labels generated by clustering and Mean Teacher. A self-ensembled Mean
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Teacher is robust to label noise, but the coupling problem inside paired teacher-
student networks leads to a performance bottleneck. To address this problem,
we propose asymmetric branches and cross-branch supervision, which can ef-
fectively enhance the diversity in two aspects: appearance signature features
and teacher-student weights. By enhancing the diversity in the teacher-student
networks, our proposed method achieves better performance on both unsuper-
vised domain adaptation and fully unsupervised Re-ID tasks. Our proposed
decoupling method augments feature-level diversity. Augmentation can be also
conducted on image-level to enhance the data diversity. In the next chapter,
we use a GAN to conditionally generate more images as augmented views for
contrastive learning to improve the performance of unsupervised Re-ID.
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Chapter 5

Joint generative and contrastive

learning for unsupervised person
RelD

5.1 Introduction

The contributions described in the two previous sections enriches feature-
level diversity via operations on feature maps and network architecture. A
more advanced image-level data augmentation technique is explored in this
chapter, which consists in using GAN to conditionally generate person images
as augmentation. This work has been published in IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR) 2021 [15].

Recently, self-supervised contrastive methods [48, 17] have provided an
effective retrieval-based approach for unsupervised representation learning.
Given an image, such methods maximize agreement between two augmented
views of one instance (see Fig. 5.1). Views refer to transformed versions of
the same input. As shown in very recent works [17, 20], data augmentation
enables a network to explore view-invariant features by providing augmented
views of a person, which are instrumental in building robust representations.
Such and similar methods considered traditional data augmentation techniques,
e.g., ‘random flipping’, ‘cropping’, and ‘color jittering’. Generative Adversar-
ial Networks (GANSs) [45] constitute a novel approach for data augmentation.
As opposed to traditional data augmentation, GANs are able to modify id-
unrelated features substantially, while preserving id-related features, which is
highly beneficial in contrastive RelD.

Previous GAN-based methods [3, 28, , 73, , ] considered unsuper-
vised RelD as an unsupervised domain adaptation (UDA) problem. Under the
UDA setting, researchers used both, a labeled source dataset, as well as an un-
labeled target dataset to gradually adjust a model from a source domain into a
target domain. GANSs can be used in cross-domain style transfer, where labeled
source domain images are generated in the style of a target domain. However,
the UDA setting necessitates a large-scale labeled source dataset. Scale and
quality of the source dataset strongly affect the performance of UDA methods.
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GAN

fi Agreement /fz

fl\“ Agreement /fz

Figure 5.1: Left: Traditional self-supervised contrastive learning maximizes
agreement between representations (f; and f») of augmented views from Data
Augmentation (DA). Right: Joint generative and contrastive learning maxi-
mizes agreement between original and generated views.

Recent research has considered fully unsupervised RelD [125, 75|, where under
the fully unsupervised setting, a model directly learns from unlabeled images
without any identity labels. Self-supervised contrastive methods [48, 17] be-
long to this category. In this work, we use a GAN as a novel view generator
for contrastive learning, which does not require a labeled source dataset.

Here, we aim at enhancing view diversity for contrastive learning via gen-
eration under the fully unsupervised setting. Towards this, we introduce a
mesh-based novel view generator. We explore the possibility of disentangling
a person image into identity features (color distribution and body shape) and
structure features (pose and view-point) under the fully unsupervised ReID
setting. We estimate 3D meshes from unlabeled training images, then rotate
these 3D meshes to simulate new structures. Compared to skeleton-guided
pose transfer [40, 73], which neglects body shape, mesh recovery [64] jointly
estimates pose and body shape. Estimated meshes preserve body shape during
the training, which facilitates the generation and provides more visual clues for
fine-grained RelD. Novel views can be generated by combining identity features
with new structures.

Once we obtain the novel views, we design a pseudo label based contrastive
learning module. With the help of our proposed view-invariant loss, we maxi-
mize representation similarity between original and generated views of a same
person, whereas representation similarity of other persons is minimized.

Our proposed method incorporates generative and contrastive modules into
one framework, which are trained jointly. Both modules share the same identity
feature encoder. The generative module disentangles identity and structure
features, then generates diversified novel views. The novel views are then used
in the contrastive module to improve the capacity of the shared identity feature
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encoder, which in turn improves the generation quality. Both modules work in
a mutual promotion way, which significantly enhances the performance of the
shared identity feature encoder in unsupervised ReID. Moreover, our method
is compatible with both UDA and fully unsupervised settings. With a labeled
source dataset, we obtain better performance by alleviating the pseudo label
noise.

Our contributions can be summarized as follows.

1. We propose a joint generative and contrastive learning framework for
unsupervised person RelD. Generative and contrastive modules mutu-
ally promote each other’s performance.

2. In the generative module, we introduce a 3D mesh based novel view gen-
erator, which is more effective in body shape preservation than skeleton-
guided generators.

3. In the contrastive module, a view-invariant loss is proposed to reduce
intra-class variation between original and generated images, which is
beneficial in building view-invariant representations under a fully unsu-
pervised RelD setting.

4. We overcome the limitation of previous GAN-based unsupervised RelD
methods that strongly rely on a labeled source dataset. Our method sig-
nificantly surpasses the performance of state-of-the-art methods under
both, fully unsupervised, as well as UDA settings.

5.2 Related Work

Unsupervised representation learning. Recent contrastive instance dis-
crimination methods [143, 48, 17] have witnessed a significant progress in un-
supervised representation learning. The basic idea of instance discrimination
has to do with the assumption that each image is a single class. Contrastive
predictive coding (CPC) [96] included an InfoNCE loss to measure the abil-
ity of a model to classify positive representation amongst a set of unrelated
negative samples, which has been commonly used in following works on con-
trastive learning. Recent contrastive methods treated unsupervised represen-
tation learning as a retrieval task. Representations can be learnt by matching
augmented views of a same instance from a memory bank [143, 48] or a large
mini-batch [17]. MoCoV2 [20] constitutes the improved version of the MoCo
[48] method, incorporating larger data augmentation. We note that data aug-
mentation is pertinent in allowing a model to learn robust representations in
contrastive learning. However, only traditional data augmentation was used in
aforementioned methods.

Data augmentation. MoCoV2 [20] used ‘random crop’, ‘random color jitter-
ing’, ‘random horizontal flip’, ‘random grayscale’ and ‘gaussian blur’. However,
‘random color jittering’ and ‘grayscale’ were not suitable for fine-grained person
RelD, because such methods for data augmentation tend to change the color
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distribution of original images. In addition, ‘Random Erasing’ [171] has been a
commonly used technique in person RelD, which randomly erases a small patch
from an original image. Cross-domain Mixup [89] interpolated source and tar-
get domain images, which alleviated the domain gap in UDA RelID. Recently,
Generative Adversarial Networks (GANs) [45] have shown great success in im-
age [66, 65, 6] and video synthesis [122, , 8, , 133]. GAN-based methods
can serve as a method for evolved data augmentation by conditionally modify-
ing id-unrelated features (style and structure) for supervised ReID. CamStyle
[175] used the CycleGAN-architecture [177] in order to transfer images from
one camera into the style of another camera. FD-GAN [40] was targeted to
generate images in a pre-defined pose, so that images could be compared in
the same pose. IS-GAN [30] was streamlined to disentangle id-related and id-
unrelated features by switching both local and global level identity features.
DG-Net [165] recolored grayscale images with a color distribution of other im-
ages, targeting to disentangle identity features. Deviating from such supervised
GAN-based methods, our method generates novel views by rotating 3D meshes
in an unsupervised manner.

Unsupervised person RelD. Recent unsupervised person RelD methods
were predominantly based on UDA. Among UDA-based methods, several works
[129, 83] used semantic attributes to facilitate domain adaptation. Other works
[141, 37, 13, , 39] assigned pseudo labels to unlabeled images and proceeded
to learn representations with pseudo labels. Transferring source dataset images
into the style of a target dataset represents another line of research. SPGAN
[28] and PTGAN [138] used CycleGAN [177] as domain style transfer-backbone.
HHL [172] aims at transferring cross-dataset camera styles. ECN [173, ]
exploited invariance from camera style transferred images for UDA RelD. CR-
GAN [22] employed parsing-based masks to remove noisy backgrounds. PDA
[73] included skeleton estimation to generate person images with different poses
and cross-domain styles. DG-Net++ [179] jointly disentangled id-related/id-
unrelated features and transferred domain styles. While the latter is related to
our method, we aim at training jointly a GAN-based online data augmentation,
as well as a contrastive discrimination, which renders the labeled source dataset
unnecessary, rather than transferring style.

Fully unsupervised methods do not require any identity labels. BUC [84]
represented each image as a single class and gradually merged classes. In

addition, T'SSL [140] considered each tracklet as a single class to facilitate
cluster merging. SoftSim [85] utilized similarity-based soft labels to alleviate
label noise. MMCL [125] assigned multiple binary labels and trained a model

in a multi-label classification way. JVTC and JVTC+ [75] added temporal
information to refine visual similarity based pseudo labels. We note that all
aforementioned fully unsupervised methods learn from pseudo labels. We show
in this work that disentangling view-invariant identity features is possible in
fully unsupervised RelD, which can be an add-on to boost the performance of
previous pseudo label based methods.

Hao CHEN 61



5.3. PROPOSED METHOD

Eia| Shared identity encoder
lE_m] Structure encoder x [N Contrastive
& Decoder r . Module

Discriminator Sngw |

! (a) General Architecture of GCL

v X
Loss R new

memory

>
ol

A [T
So ra/ | ESﬁ.T'. \
G

~ '

P
r
Xne G
o E.
I;g id

(b) Generative Module (c) Contrastive Module

_-Eld<
J .
Sﬂgw ."‘ #Estr

Figure 5.2: (a) General architecture of GCL: Generative and contrastive
modules are coupled by the shared identity encoder E;;. (b) Generative
module: The decoder G combines the identity features encoded by E;; and
structure features E;, to generate a novel view z/,., with a cycle consistency.
(c) Contrastive module: View-invariance is enhanced by maximizing the
agreement between original F,4(z), synthesized F,4(z).,) and memory fuos

new
representations.

5.3 Proposed Method

We refer to our proposed method as joint Generative and Contrastive
Learning as GCL. The general architecture of GCL comprises of two mod-
ules, namely a View Generator, as well as a View Contrast Module, see Fig.
5.2. Firstly, the View Generator uses cycle-consistency on both, image and fea-
ture reconstructions in order to disentangle identity and structure features. It
combines identity features and mesh-guided structure features to generate one
person in new view-points. Then, original and generated views are exploited as
positive pairs in the View Contrast Module, which enables our network to learn
view-invariant identity features. We proceed to elaborate on both modules in
the following.

5.3.1 View Generator (Generative Module)

As shown in Fig. 5.2, the proposed View Generator incorporates 4 networks:
an identity encoder E,4, a structure encoder Ey;,., a decoder G and an image
discriminator D. Given an unlabeled person RelD dataset X = {z1,z2, ..., zn},
we generate corresponding 3D meshes with a popular 3D mesh generator Hu-
man Mesh Recovery (HMR) [64], which simultaneously estimates body shape
and pose from a single RGB image. Here, we denote the 2D projection of a 3D
mesh as original structure s,,;. Then, as depicted in Fig. 5.3, we rotate each
3D mesh by 45°,90°,135",180°,225°,270" and 315", respectively and proceed
to randomly pick one 2D projection of these rotated meshes as a new structure
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Figure 5.3: Example images as generated by the View Generator via 3D mesh
rotation based on left input image.

Snew- We use the 3D mesh rotation to mimic view-point variance from different
cameras. Next, unlabeled images are encoded to identity features by the iden-
tity encoder E;; : £ — fiq, while both original and new structures are encoded
to structure features by the structure encoder Egi, : Sori — fstr(ors), Snew —
fstr(new). Combining both, identity and structure features, the decoder gener-
ates synthesized images G : (fiq, fstr(ori)) = Topir (fids fotr(new)) — Trey, Where
a prime is used to represent generated images.

Given the lack of real images corresponding to the new structures, we con-
sider a cycle consistency [177] to reconstruct the original image by swapping the
structure features in the View Generator. We encode and decode once again
to get synthesized images in original structures G(F;4(z.,.,,), Sori) — Thy;- We
calculate an image reconstruction loss as follows.

Limg = E[l|z — zonill;] + Elllz — 254]l,] (5.1)
In addition, we compute a feature reconstruction loss
Lieat =Ell[fia = Bia(Thew) 1]+
Elllfia — Eia(zon)|l,]-
The discriminator D attempts to distinguish between real and generated images
with the adversarial loss
Loy =E[log D(z) + log(1 — D(z%,,))]+
E[log D(z) + log(1 — D(z) .,))]+ (5.3)
E[log D(z) + log(1 — D(z.,,))]-

(5.2)

Consequently, the overall GAN loss combines the above named losses with
weighting coefficients A;pmg and Afeq:

['ga.n — )\img['img + )\feat['feat + Laogo- (54)
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5.3.2 View Contrast (Contrastive Module)

The previous reconstruction and adversarial losses work in an unconditional
manner. They only explore identity features within the original view-point,
which renders appearance representations view-variant. In rotating an original
mesh to a different view-point, e.g., from front to side view-point, the genera-
tion is prone to fail due to lack of information pertained to the side view. This
issue can be alleviated by enhancing the view-invariance of representations.

Given an anchor image z, the first step is to find positive images that be-
long to the same identity and negative images that belong to different identi-
ties. Here, we store all instance representations in a memory bank [143], which
stabilizes pseudo labels and enlarges the number of negatives during the train-
ing with mini-batches. The memory bank M is updated with a momentum
coeflicient o.

M =a M+ (1—a)- f° (5.5)

where M[i]* and M([:]*~! respectively refer to the identity feature vector in the
t and £ — 1 epochs.

We use a clustering algorithm DBSCAN [31] on all memory bank feature
vectors to generate pseudo identity labels Y = {y1,¥2, ..., ¥s}, Which are re-
newed at the beginning of every epoch. Given the obtained pseudo labels, we
have N, positive and N,., negative instances for each training instance. Np,;
and N,., vary for different instances. For simplicity in a mini-batch train-
ing, we fix common positive and negative numbers for every training instance.
Given an image z, we randomly sample K instances that have different pseudo
identities and one instance representation f,,s that has the same pseudo iden-
tity with z from the memory bank. Note that f,,s is from a random positive
image that usually has a pose and camera style different from z and z/,_,,. =
and z/_,, are encoded by E;; into identity feature vectors f and f!, . Next,
[y frew and fpos are used in turn to form three positive pairs. The f,., and
K different identity instances in the memory bank are used as K negative
pairs. Towards learning robust view-invariant representations, we extend the
InfoNCE loss [96] into a view-invariant loss between original and generated
views. We use sim(u,v) = Tl " Tof; to denote the cosine similarity. We define
the view-invariant loss as a softmax log loss of K + 1 pairs as following.

szl eXp (Sim(f:zew7 kl)/T)
exp (sim(f, fpos)/T)

szl eXp (Sim(f':ww7 kl)/T)
exp (1M frew, F)/T)
K exp(sim(f,,, ki)/T)

XD (ST Frens fror)/T) (58)

where 7 indicates a temperature coefficient that controls the scale of calcu-
lated similarities. £,; maximizes the invariance between original and memory
positive views. L£!. maximizes the invariance between synthesized and original
views. L], maximizes the invariance between synthesized and memory positive

L,; = E[log (1 + )] (5.6)

L,; = Ellog (1 + )] (5.7)

L, = E[log (1 +
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views. Meanwhile, the synthesized view is pushed away from K negative views
in the latent space. Replacing sim(f..,,k:) in Eq. 5.6, Eq. 5.7 and Eq. 5.8
with sem(f, k;) is another possibility, which pushes away the original view from
negative instances. After testing, sim(f..,,k:) works better, because pushing
away the synthesized view from negative instances aid the generation of more

accurate synthesized views that look different from the K negative instances.

5.3.3 Joint Training

Our proposed GCL framework is trained in a joint training way. Both GAN
and contrastive instance discrimination can be trained in a self-supervised man-
ner. While the GAN learns a data distribution via adversarial learning on each
instance, contrastive instance discrimination learns representations by retriev-
ing each instance from candidates. In our designed joint training, the two mod-
ules work as two collaborators with the same objective: enhancing the quality
of representations built by the shared identity encoder E;;. We formulate our
GCL as an approach to augment contrast for unsupervised RelD. Firstly, the
generative module generates online data augmentation, which enhances the
positive view diversity for contrastive module. Secondly, the contrastive mod-
ule, in turn, learns view-invariant representations by matching original and
generated views, which refine the generation quality. The joint training boosts
both modules simultaneously. Our joint training conducts forward propagation
initially on the generative module and subsequently on the contrastive module.
Back-propagation is then conducted with an overall loss that combines Eq. 5.4,
Eq. 5.6, Eq. 5.7 and Eq. 5.8.

Loy = ‘Cgan + Ly + AC;,, + ‘CZz (59)

To accelerate the training process and alleviate the noise from imperfect gener-
ation quality at beginning epochs, we need to warm up the four modules used
in the View Generator F;4, E., G and D. We firstly use a state-of-the-art
unsupervised RelD method to warm up E,;, which is then considered as a
baseline in our ablation studies. Generally speaking, any unsupervised RelD
method can be used to warm up F;;. Before conducting the View Contrast, we
freeze E;y and warm up E,:., G, and D only with GAN loss in Eq. 5.4 for 40
epochs. In the following, we bring in the memory bank and the pseudo labels
to jointly train the whole framework with L£,; for another 20 epochs. During
the joint training, pseudo labels are updated at the beginning of every epoch.

5.4 Experiments

5.4.1 Datasets and Evaluation Protocols

Three mainstream person RelD datasets are considered in our experi-
ments, including Market-1501 [164], DukeMTMC-reID [105] and MSMT17
[138]. Market-1501 is composed of 12,936 images of 751 identities for train-
ing and 19,732 images of 750 identities for test captured from 6 cameras.
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Method Reference Market1501 DukeMTMC-relD
Source | mAP Rankl Rank5 Rankl0 | Source | mAP Rankl Rank5 Rankl0

BUC [84] AAAT'19 None | 29.6 61.9 73.5 78.2 None | 22.1 40.4 52.5 58.2
SoftSim [85] CVPR'20 None | 37.8 717 83.8 87.4 None | 28.6 52.5 63.5 68.9
TSSL [140] AAAT20 None | 433 712 - - None | 385  62.2 - -
MMCL [125] CVPR'20 None | 45.5 80.3 89.4 92.3 None | 40.2 65.2 75.9 80.0
JVTC [75] ECCV’20 None | 41.8 72.9 84.2 88.7 None | 42.2 67.6 78.0 81.6
JVTC+ [75] ECCV’20 None | 47.5 79.5 89.2 91.9 None | 50.7 74.6 82.9 85.3
MMCL* This chapter | None | 45.1 79.5 89.0 91.9 None | 40.9 64.8 75.2 79.8
JVTC* This chapter | None | 47.2 75.4 86.7 90.5 None | 43.9 66.8 77.6 81.0
JVTC+* This chapter | None | 50.9 79.1 89.8 92.9 None | 52.8 74.9 83.3 85.8
ours(MMCL¥*) This chapter | None | 54.9  83.7 91.6 94.0 None | 49.3  69.7 79.7 82.8
ours(JVTC¥*) This chapter | None | 63.4  83.7 91.6 94.3 None | 53.3 724 82.0 84.9
ours(JVTC+*) | This chapter | None | 66.8 87.3  93.5 95.5 None | 62.8 82.9 87.1 88.5
ECN [173] CVPR'19 Duke | 43.0 75.1 87.6 91.6 Market | 40.4 63.3 75.8 80.4
PDA [73] ICCV’'19 Duke | 47.6 75.2 86.3 90.2 Market | 45.1 63.2 77.0 82.5
CR-GAN [22] ICCV’'19 Duke | 54.0 7.7 89.7 92.7 Market | 48.6 68.9 80.2 84.7
SSG [37] ICCV’'19 Duke | 58.3 80.0 90.0 92.4 Market | 53.4 73.0 80.6 83.2
MMCL [125] CVPR'20 Duke | 60.4 84.4 92.8 95.0 Market | 51.4 72.4 82.9 85.0
ACT [147] AAAT'20 Duke | 60.6 80.5 - - Market | 54.5 72.4 - -
DG-Net++ [179] ECCV’20 Duke | 61.7 82.1 90.2 92.7 Market | 63.8 78.9 87.8 90.4
JVTC [75] ECCV’20 Duke | 61.1 83.8 93.0 95.2 Market | 56.2 75.0 85.1 88.2
ECN+ [174] PAMTI'20 Duke | 63.8 84.1 92.8 95.4 Market | 54.4 74.0 83.7 87.4
JVTC+ [75] ECCV’20 Duke | 67.2 86.8 95.2 97.1 Market | 66.5 80.4 89.9 92.2
MMT [39] ICLR’20 Duke | 71.2 87.7 94.9 96.9 Market | 65.1 78.0 88.8 92.5
CAIL [89] ECCV’20 Duke | 71.5 88.1 94.4 96.2 Market | 65.2 79.5 88.3 91.4
ACT* This chapter | Duke | 59.1 78.8 88.9 91.7 | Market | 51.5  70.9 80.0 83.4
JVTC* This chapter | Duke | 65.0 85.7 93.6 95.6 Market | 56.5 73.9 84.5 87.7
JVTC+* This chapter | Duke | 67.6 87.0 95.2 97.0 Market | 66.7 81.0 89.9 91.5
ours(ACT*) This chapter | Duke | 66.7  83.9 91.4 934 | Market | 55.4  71.9 81.6 84.6
ours(JVTC¥) This chapter | Duke | 73.4  89.1 95.0 96.6 | Market | 60.4  77.2 86.2 88.4
ours(JVTC+*) | This chapter | Duke | 75.4 90.5 96.2 97.1 | Market | 67.6 81.9 88.9 90.6

Table 5.1: Comparison of unsupervised ReID methods (%) with a ResNet50
backbone on Market and Duke datasets. We test our proposed method on
several baselines, whose names are in brackets. * refers to our implementation
based on authors’ code.

DukeMTMC-reID contains 16,522 images of 702 persons for training, 2,228
query images and 17,661 gallery images of 702 persons for test from 8 cam-
eras. MSMT17 is a larger dataset, which contains 32,621 training images of
1,041 identities and 93,820 testing images of 3,060 identities collected from 15
cameras.

Following state-of-the-art unsupervised ReID methods [125, 75], we evalu-
ate our proposed method GCL under fully unsupervised setting on the three
datasets and under four UDA benchmark protocols, including Market—Duke,
Duke—Market, Market—MSMT and Duke—MSMT. We report both quantita-
tive and qualitative results for unsupervised person RelD and view generation.

5.4.2 Implementation Details

We firstly present network design details of FE;y, Eg., G and D.
In the following descriptions, we write the size of feature maps in
channelxheight xwidth. Our model design is mainly inspired by [165, ].
(1) Ei4 is a ImageNet [106] pre-trained ResNet50 [49] with slight modifica-
tions. The original fully connected layer is replaced by a fully connected em-
bedding layer, which outputs identity representations f in 512x1x1 for the
View Contrast. In parallel, we add a part average pooling that outputs iden-
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MSMT17

Method Reference Source | mAP RI1 R5 RI10
MMCL [125] CVPR’20 None 11.2 354 448 498
JVTC [75] ECCV’20 None 15.1 39.0 509 56.8
JVTC+ [75] ECCV'20 | Nome | 17.3 43.1 538 59.4
JVTC* This chapter | None | 13.4 36.0 488 54.9
JVTC+* This chapter | None | 16.3 40.4 556 61.8
ours(JVTCH*) This chapter | None | 18.0 41.6 53.2 584
ours(JVTC+%*) | This chapter | None | 21.3 45.7 58.6 64.5
ECN [177] CVPR'19 | Market | 85 253 36.3 42.1
SSG [37] ICCV'19 | Market | 13.2 316 496 -

MMCL [125] CVPR'20 | Market | 151 40.8 51.8 56.7
ECN+ [174] PAMI'20 Market | 15.2 404 53.1 58.7
JVTC [75] ECCV’20 Market | 19.0 42.1 53.4 58.9
DG-Net++ [179] ECCV’20 Market | 22.1 484 609 66.1
CAIL [89] ECCV’20 Market | 20.4 43.7 56.1 61.9
MMT [39] ICLR20 Market | 22.9 49.2 63.1 68.8
JVTC+ [75] ECCV’20 Market | 25.1 486 65.3 68.2
JVTC* This chapter | Market | 17.1 39.6 53.3 59.3
JVTC+* This chapter | Market | 20.5 44.0 59.5 71.1
ours(JVTC¥*) This chapter | Market | 21.5 45.0 57.1 66.5
ours(JVTC+*) | This chapter | Market | 27.0 51.1 63.9 69.9
ECN [173] CVPR'19 | Duke | 102 302 415 468
SSG [37] ICCV’19 | Duke | 13.3 322 512 -

MMCL [125] CVPR’20 Duke 16.2 43.6 54.3 589
ECN+ [174] PAMI'20 | Duke | 160 425 559 615
IVTC [75] ECCV'20 | Duke | 20.3 45.4 584 64.3
DG-Net++ [179] ECCV’20 Duke | 22.1 488 60.9 65.9
MMT [39] ICLR’20 Duke | 23.3 50.1 639 69.8
CAIL [89] ECCV’20 Duke 243 51.7 64.0 68.9
JIVTC+ [75] ECCV'20 | Duke | 27.5 529 705 759
JVTC* This chapter | Duke | 19.9 454 59.1 64.9
JVTC+* This chapter | Duke | 23.6 494 65.2 71.1
ours(JVTC¥*) This chapter | Duke | 249 50.8 63.4 68.9
ours(JVTC+*) | This chapter | Duke | 29.7 54.4 68.2 74.2

Table 5.2: Comparison of unsupervised Re-ID methods (%) with a ResNet50
backbone on MSMT17. * refers to our implementation based on authors’ code.
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tity features f,4 in 2048x4x1 for the View Generator. (2) E, is composed
of four convolutional and four residual layers, which output structure features
fstr in 128x64x32. (3) G contains four residual and four convolutional lay-
ers. BEvery residual layer contains two adaptive instance normalization layers
[58] that transform f;; into scale and bias parameters. (4) D is a multi-scale
PatchGAN [61] discriminator at 64x32, 128x64 and 256x128.

Then, we present the training and testing configuration details. Our frame-
work is implemented in Pytorch and trained with one Nvidia Titan RTX GPU.
(1) For the E;; warm-up, we consider JVTC [75], because it is a state-of-the-
art ReID method that is compatible with both fully unsupervised and UDA
settings. We also test other baselines, e.g., MMCL [125] and ACT [147] to
demonstrate the generalizability of our method. (2) For training, inputs are
resized to 256x128. We empirically set a large weight A;y = Afeqr = b for
reconstruction in Eq. 5.4. With a batch size of 16, we use SGD to train F;4
and Adam optimizer to train E,,, G and D. Learning rate is set to 1 x 1074
during the warm-up. In the joint-training, learning rate in Adam is set to
1 x 10™* and 3.5 x 107 in SGD and are multiplied by 0.1 after 10 epochs.
(3) In the View Contrast module, we set the momentum coefficient o = 0.2 in
Eqg. 5.5 and the temperature 7 = 0.04 in Eq. 5.6. The number of negatives K
is 8192. DBSCAN density radius is set to 2 x 1073, (4) For testing, only F,; is
conserved and outputs representations f of dimension 512.

Important parameters are set by a grid search on the fully unsu-
pervised Market-1501 benchmark. The temperature 7 is searched from
{0.03,0.04,0.05,0.06,0.07} and finally is set to 0.04. A smaller 7 increases
the scale of similarity scores in the Eq. 5.6, Eq. 5.7 and Eq. 5.8, which makes
view-invariant losses more sensitive to inter-instance difference. However, when
T is set to 0.03, these losses become too sensitive and make the training un-
stable. The number of negatives K is searched from {2048, 4096,8192}. A
larger K pushes away more negatives in the view-invariant losses. Since the
Market-1501 dataset has only 12936 training images, we set K = 8192.

5.4.3 Unsupervised RelD Evaluation

Comparison with state-of-the-art methods. Tab. 5.1 shows the quanti-
tative results on the Market-1501 and DukeMTMC-relD datasets. Tab. 5.2
shows the quantitative results on the MSMT'17 dataset. Our method is mainly
designed for fully unsupervised RelD. Under this setting, we test the perfor-
mance of GCL with three different baselines, including MMCL, JVTC and
JVTC+. Our implementation of the three baselines provides results that are
slightly different from those mentioned in the corresponding papers. Thus, we
firstly report results of our implementations and then add our GCL on these
baselines. Our method improves the performance of the baselines by large mar-
gins. These improvements show that GANs are not limited to cross-domain
style transfer for unsupervised RelD.

Under the UDA setting, we also evaluate the performance of GCL with three
different baselines, including ACT, JVTC and JVTC+. The labeled source
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dataset is only used to warm up our identity encoder E;;, but not used in
our joint generative and contrastive training. Compared to fully unsupervised
methods, the UDA warmed FE,; is stronger and extracts improved identity
features. Thus, the performance of UDA methods is generally higher than
fully unsupervised methods. With a strong baseline JVTC+, our GCL achieves
state-of-the-art performance.

Ablation Study. To better understand the contribution of generative and
contrastive modules, we conduct ablation experiments on the two fully un-
supervised benchmarks: Market-1501 and DukeMTMC-relD. Quantitative re-
sults with a JVTC baseline are reported in Tab. 5.3. By gradually adding loss
functions on the baseline, our ablation experiments correspond to three scenar-
ios. (1) Only Generation: with only L£,,, our generation module disentangles
identity and structure features. Since there is no inter-view constraint, F;4
tends to extract view-specific identity features, which decreases the RelD per-

K .
formance. (2) Only Contrast: we use L%°%4N = F[log (1 + Zgg (T:n({;n;(ff;%ﬂ )]
to train our contrastive module without generation. We also add a set of
traditional data augmentation, including random flipping, cropping, jittering,
erasing, to train our contrastive module like a traditional memory bank based
contrastive method. (3) Joint Generation and Contrast: L,;, £, and L],
enhance the view-invariance of identity representations between original, syn-
thesized and memory-stored positive views, while negative views are pushed
away.

We minimize intra-class variance via contrasting generated images, which
leads to a larger inter-class distance in latent space. Learning view-invariant
representations from diversified generated data helps clustering algorithms to
generate more accurate pseudo labels. With a same DBSCAN clustering, the
cluster number of GCL is closer to real identity number than that of con-
trastive learning with traditional data augmentation. For example, Market-
1501 dataset has 751 real identities. DBSCAN in GCL categorizes unlabeled
images into around 520 clusters, while the contrastive learning with traditional
data augmentation has around 460 clusters (see Fig. 5.4).

We also conduct a qualitative ablation study, where synthesized novel views
without and with view-invariant losses are illustrated in Fig. 5.6. Results
confirm that E,; extracts view-specific identity features (black bag), in the
case that view-invariant losses are not used. Given view-invariant losses, F;; is
able to extract view-invariant identity features (red shirt). Another example
is provided in Figure 5.5.

5.4.4 Generation Quality Evaluation

Comparison with state-of-the-art methods. We compare generated im-
ages between our proposed GCL under the JVTC [75] warmed fully unsu-
pervised setting and state-of-the-art GAN-based RelD methods in Fig. 5.7.
FD-GAN [40], IS-GAN [30] and DG-Net [165] are supervised Re-ID methods.
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Figure 5.4: Cluster number curve on Market-1501. TDA denotes traditional
data augmentation, including random flipping, cropping, jittering, erasing.

Market-1501 | DukeMTMC-reID

Loss mAP Rankl | mAP Rank1
Baseline 47.2 75.4 43.9 66.8
+Lgan 416 69.0 | 258 45.9
+ LueGAN 478  75.2 | 44.1 67.8
+LueGAN L TDA 53.7  78.7 | 485 70.0
+Lgan + Lo 54.1  79.4 | 47.4 68.4
+Lgan + Ly; + LL; 59.2 822 | 50.5 71.0
+Lgan + Lo+ L, + L". | 63.4 83.7 | 53.3 72.4

Table 5.3: Ablation study on loss functions used in two modules. (1). Lga,
corresponds to generation w/o contrast. (2). £¥°¢4¥ corresponds to contrast
w/o generation. TDA denotes traditional data augmentation. (3). Lgon + Lo
(L., and L!.) correspond to joint generative and contrastive learning.

Method FID(realism) SSIM(diversity)

Real 7.22 0.350
FD-GAN [40] 216.88 0.271
IS-GAN [30] 281.63 0.165
DG-Net [165] 18.24 0.360

Ours(U) 59.86 0.367
Ours(UDA) 53.07 0.369

Table 5.4: Comparison of FID (lower is better) and SSIM (higher is better) on
Market-1501 dataset. U denotes the fully unsupervised setting. UDA denotes
Duke—Market setting.
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Figure 5.5: More qualitative ablation study on the view-invariant losses. For
simplicity, £,; denotes three view-invariant losses £,; + L., + L., which helps

E;4 to extract better identity features (white shirt).
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Same ID
example

Figure 5.6: Qualitative ablation study on the view-invariant losses. For sim-
plicity, £,; denotes three view-invariant losses £,; + L., + L., which helps E;4
to extract view-invariant features (red shirt).

1S-GAN DG-het GCL(ours) Real

pDA™
N /

Figure 5.7: Comparison of the generated images on Market-1501 dataset. =
refers to methods without sharing source code, whose examples are cropped
from their papers. Examples of FD-GAN, IS-GAN, DG-Net and GCL are
generated from six real images shown in the figure.

72 Hao CHEN



5.4. EXPERIMENTS

315°

Market

Duke

MSMT

Figure 5.8: Generated novel views on the three datasets.

Since the source code of these three methods is available, we compare gener-
ated images of same identities. We observe that there exists blur in images
generated by FD-GAN and IS-GAN. DG-Net generates sharper images, but
different body shapes and some incoherent objects (bags and clothes) are ob-
served. PDA [73] and DG-Net++ [179] are UDA methods, whose source code is
not yet released. We can only compare several generated images with unknown
identities as illustrated in their papers. PDA generates blurred cross-domain
images, whose quality is similar to FD-GAN and IS-GAN. DG-Net++ extends
DG-Net into cross-domain generation, which has same problems of body shape
and incoherent objects. Our GCL preserves better body shape information
and does not generate incoherent objects. Moreover, our GCL is a fully unsu-
pervised method.

We use Fréchet Inception Distance (FID) [52] to measure visual quality,
as well as Structural SIMilarity (SSIM) [136] to capture structure diversity of
generated images. In Tab. 5.4, we compare our method with FD-GAN [40], IS-
GAN [30] and DG-Net [165], whose source code is available. FID measures the
distribution distance between generated and real images, where a lower FID
represents the case, where generated images are similar to real ones. SSIM
measures the intra-class structural similarity, where a larger SSIM represents a
larger diversity. We note that DG-Net is outperforms our method w.r.t. FID,
because the distribution is better maintained with ground truth identities in
the supervised method DG-Net. However, our method is superior to DG-Net
w.r.t. SSIM, as DG-Net swaps intra-dataset structures, whereas our rotated
meshes build structures that do not exist in the original dataset.
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Figure 5.9: Linear interpolation on identity features. Identity features are
swapped between left and right persons.

More discussion. To validate, whether identity and structure features can
be really disentangled under a fully unsupervised RelD setting, two experi-
ments are conducted by changing firstly only structure features and then only
identity features. Results in Fig. 5.8 show that changing structure features
only change structures and do not affect appearances. We also fix structure
features and linearly interpolate two random identity feature vectors. Results
in Fig. 5.9 show that identity features only change appearances and do not af-
fect structures in generated images. More examples are provided in Figure 5.10,
5.11 and 5.12.

5.5 Conclusions

In this chapter, we propose a joint generative and contrastive learning
framework for unsupervised person RelD. Deviating from previous contrastive
methods with traditional data augmentation techniques, we generate diversi-
fied views with a 3D mesh guided GAN. These generated novel views are then
combined with original images in memory based contrastive learning, in or-
der to learn view-invariant representations, which in turn improve generation
quality. Our generative and contrastive modules mutually promote each other’s
performance in unsupervised ReID. Moreover, our framework does not rely on a
source dataset, which is mandatory in style transfer based methods. Extensive
experiments on three datasets validate the effectiveness of our framework in
both unsupervised person RelD and multi-view person image generation. This
chapter mainly focuses on how to create more suitable positive image pairs
for contrastive unsupervised person RelD. In the next chapter, we regularize
inter-instance affinities with different data augmentation techniques to further
enhance the performance of contrastive unsupervised person RelD.
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Figure 5.10: Examples of generated novel views on Market-1501 training and
test sets.
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Figure 5.11: Examples of generated novel views on DukeMTMC-relD train-
ing and test sets.
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Figure 5.12: Examples of generated novel views on MSMT17 training and

test sets.
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Chapter 6

Inter-instance Contrastive

Encoding for unsupervised person
RelD

6.1 Introduction

In this chapter, instead of direct data augmentation techniques to enhance
data diversity, we propose a soft label regularization to enhance the inter-
instance similarity consistency before and after data augmentation. A pre-
requisite for the proposed soft label is low intra-class variance, which can be
achieved by a hard instance contrastive loss. Our proposed hard instance con-
trastive loss and soft instance consistency loss permit our fully unsupervised
RelD models to get competitive performance with recent supervised counter-
parts. The described work in this chapter has been published in IEEE/CVF
International Conference on Computer Vision (ICCV) 2021 [14].

Similar to the last chapter, we continue the research on contrastive learn-
ing applied to unsupervised person RelD. State-of-the-art contrastive methods
[143, 17, 48] consider each image instance as a class and learns representations
by matching augmented views of a same instance. As a class is usually com-
posed of multiple positive instances, it hurts the performance of fine-grained
RelD tasks when different images of a same identity are considered as different
classes. Self-paced Contrastive Learning (SpCL) [42] alleviates this problem
by matching an instance with the centroid of the multiple positives, where
each positive converges to its centroid at a uniform pace. Although SpCL has
achieved impressive performance, this method does not consider inter-instance
affinities, which can be leveraged to reduce intra-class variance and make clus-
ters more compact. In supervised RelD, state-of-the-art methods [12, 90] usu-
ally adopt a hard triplet loss [51] to lay more emphasis on hard samples inside
a class, so that hard samples can get closer to normal samples. In this chapter,
we introduce Inter-instance Contrastive Encoding (ICE), in which we match an
instance with its hardest positive in a mini-batch to make clusters more com-
pact and improve pseudo label quality. Matching the hardest positive refers to
using one-hot “hard” pseudo labels.

78



6.2. RELATED WORK

Since no ground truth is available, mining hardest positives within clusters
is likely to introduce false positives into the training process. In addition,
the one-hot label does not take the complex inter-instance relationship into
consideration when multiple pseudo positives and negatives exist in a mini-
batch. Contrastive methods usually use data augmentation to mimic real-world
distortions, e.g., occlusion, view-point and resolution variance. After data
augmentation operations, certain pseudo positives may become less similar to
an anchor, while certain pseudo negatives may become more similar. As a
robust model should be invariant to distortions from data augmentation, we
propose to use the inter-instance pairwise similarity as “soft” pseudo labels to
enhance the consistency before and after augmentation.

Our proposed ICE incorporates class-level label (centroid contrast), in-
stance pairwise hard label (hardest positive contrast) and instance pairwise
soft label (augmentation consistency) into one fully unsupervised person ReID
framework. Without any identity annotation, ICE significantly outperforms
state-of-the-art UDA and fully unsupervised methods on main-stream person
RelD datasets.

To summarize, our contributions are: (1) We propose to use pairwise simi-
larity ranking to mine hardest samples as one-hot hard pseudo labels for hard
instance contrast, which reduces intra-class variance. (2) We propose to use
pairwise similarity scores as soft pseudo labels to enhance the consistency
between augmented and original instances, which alleviates label noise and
makes our model more robust to augmentation perturbation. (3) Extensive
experiments highlight the importance of inter-instance pairwise similarity in
contrastive learning. Our proposed method ICE outperforms state-of-the-art
methods by a considerable margin, significantly pushing unsupervised RelD to
real-world deployment.

6.2 Related Work

Unsupervised person RelID. Recent unsupervised person RelD methods
can be roughly categorized into unsupervised domain adaptation (UDA) and
fully unsupervised methods. Among UDA-based methods, several works [129,

] leverage semantic attributes to reduce the domain gap between source and
target domains. Several works [138, , 22, , , 15] use generative net-
works to transfer labeled source domain images into the style of target domain.
Another possibility is to assign pseudo labels to unlabeled images, where pseudo
labels are obtained from clustering [112, 37, , 13] or reference data [153].
Pseudo label noise can be reduced by selecting credible samples [10] or using a
teacher network to assign soft labels [39]. All these UDA-based methods require
a labeled source dataset. Fully unsupervised methods have a better flexibility
for deployment. BUC [84] first treats each image as a cluster and progressively
merge clusters. Lin et al. [85] replace clustering-based pseudo labels with
similarity-based softened labels. Hierarchical Clustering is proposed in [155] to
improve the quality of pseudo labels. Since each identity usually has multiple
positive instances, MMCL [125] introduces a memory-based multi-label classi-
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fication loss into unsupervised ReID. JVTC [75] and CycAs [135] explore tem-
poral information to refine visual similarity. SpCL [42] considers each cluster
and outlier as a single class and then conduct instance-to-centroid contrastive
learning. CAP [130] calculates identity centroids for each camera and conducts
intra- and inter-camera centroid contrastive learning. Both SpCL and CAP
focus on instance-to-centroid contrast, but neglect inter-instance affinities.

Contrastive Learning. Recent contrastive learning methods [143, 48, 17]
consider unsupervised representation learning as a dictionary look-up problem.
Wu et al. [143] retrieve a target representation from a memory bank that
stores representations of all the images in a dataset. MoCo [48] introduces
a momentum encoder and a queue-like memory bank to dynamically update
negatives for contrastive learning. In SimCLR [17], authors directly retrieve
representations within a large batch. However, all these methods consider
different instances of a same class as different classes, which is not suitable
in a fine-grained RelD task. These methods learn invariance from augmented
views, which can be regarded as a form of consistency regularization.

Consistency regularization. Consistency regularization refers to an as-
sumption that model predictions should be consistent when fed perturbed ver-
sions of the same image, which is widely considered in recent semi-supervised
learning [120, , 18]. The perturbation can come from data augmentation
[110], temporal ensembling [120, 70, 41] and shallow-deep features [166, 18].
Artificial perturbations are applied in contrastive learning as strong augmen-
tation [20, 137] and momentum encoder [48] to make a model robust to data
variance. Based on temporal ensembling, Ge et al. [41] use inter-instance simi-
larity to mitigate pseudo label noise between different training epochs for image
localization. Wei et al. [137] propose to regularize inter-instance consistency
between two sets of augmented views, which neglects intra-class variance prob-
lem. We simultaneously reduce intra-class variance and regularize consistency
between augmented and original views, which is more suitable for fine-grained
RelD tasks.

6.3 Proposed Method

6.3.1 Overview

Given a person RelD dataset X = {z;, z, ..., Zx}, our objective is to train
a robust model on X without annotation. For inference, representations of a
same person are supposed to be as close as possible. State-of-the-art contrastive
methods [48, 17] consider each image as an individual class and maximize
similarities between augmented views of a same instance with InfoNCE loss

[96]:

exp(q-k./7
Linsoncos = E[~log =g ( (qu-/k:}T)]

6.1
K exp (6.1)

80 Hao CHEN



6.3. PROPOSED METHOD

online momentum @
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f1 -‘/mz ms3 My P1 P2 Ps3
Figure 6.1: General architecture of ICE. We maximize the similarity between
anchor and pseudo positives in both inter-class (proxy agreement between an

instance representation f; and its cluster proxy p;) and intra-class (instance
agreement between f; and its pseudo positive m,) manners.
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where ¢ and k. are two augmented views of a same instance in a set of candi-
dates k;. T is a temperature hyper-parameter that controls the scale of simi-
larities.

Following MoCo [48], we design our proposed ICE with an online encoder
and a momentum encoder as shown in Fig. 6.1. The online encoder is a regular
network, e.g., ResNet50 [49], which is updated by back-propagation. The
momentum encoder (weights noted as 6,,) has the same structure as the online
encoder, but updated by accumulated weights of the online encoder (weights
noted as 6,):

6t = afit + (1 — a)f: (6.2)

where a is a momentum coefficient that controls the update speed of the mo-
mentum encoder. ¢ and ¢ — 1 refer respectively to the current and last iteration.
The momentum encoder builds momentum representations with the moving
averaged weights, which are more stable to label noise.

At the beginning of each training epoch, we use the momentum encoder to
extract appearance representations M = {my, ma, ..., my} of all the samples in
the training set X. We use a clustering algorithm DBSCAN [31] on these ap-
pearance representations to generate pseudo identity labels Y = {y1, ¥2, ---, Un }-
We only consider clustered inliers for contrastive learning, while un-clustered
outliers are discarded. We calculate proxy centroids pi, p,, ... and store them
in a memory for a proxy contrastive loss L,..;y (see Sec. 6.3.2). Note that this
proxy memory can be camera-agnostic [42] or camera-aware [130].

Then, we use a random identity sampler to split the training set into mini-
batches where each mini-batch contains Np pseudo identities and each identity
has Nk instances. We train the whole network by combining the £,,,, (With
class-level labels), a hard instance contrastive loss £ ;,s (with hard instance
pairwise labels, see Sec. 6.3.3) and a soft instance consfstency loss L; ins (with
soft instance pairwise labels, see Sec. 6.3.4): -

L"tatal — 'Cpro:cy + )\hch_ins + )\s‘cs_ins (63)

To increase the consistency before and after data augmentation, we use
different augmentation settings for prediction and target representations in the
three losses (see Tab. 6.1).

Loss Predictions (augmentation) Targets (augmentation)

‘Cpromy f (Strong) p (None)
Ly ins f (Strong) m (Strong)
L ins P (Strong) @ (None)

Table 6.1: Augmentation settings for 3 losses.

6.3.2 Proxy Centroid Contrastive Baseline

For a camera-agnostic memory, the proxy of cluster a is defined as the
averaged momentum representations of all the instances belonging to this clus-
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Figure 6.2: Proxy contrastive loss. Inside a cluster, an instance is pulled to a
cluster centroid by Lygnoestic and to cross-camera centroids by Lcyoss-

ter: )
, 6.4
- > m, (6.4

@ miCYa

p, =

where N, is the number of instances belonging to the cluster a.

We apply a set of data augmentation on X and feed them to the online
encoder. For an online representation f, belonging to the cluster a, the camera-
agnostic proxy contrastive loss is a softmax log loss with one positive proxy p,
and all the negatives in the memory:

_ €xp (fa 'pa./Ta)

Sl exp (fopi/7a)
where |p| is the number of clusters in a training epoch and 7, is a temperature
hyper-parameter. Different from unified contrastive loss [39], outliers are not
considered as single instance clusters. In such way, outliers are not pushed
away from clustered instances, which allows us to mine more hard samples for
our proposed hard instance contrast. As shown in Fig. 6.2, all the clustered
instances converge to a common cluster proxy centroid. However, images inside
a cluster are prone to be affected by camera styles, leading to high intra-
class variance. This problem can be alleviated by adding a cross-camera proxy
contrastive loss [130].

Eagnostic — E[ (65)

For a camera-aware memory, if we have C = {c;,cs,...} cameras, a cam-
€ra proxy P is defined as the averaged momentum representations of all the
instances belonging to the cluster a in camera c;:

1 > o om, (6.6)

Nab m;EYaM;ECch

pab =
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where N,; is the number of instances belonging to the cluster a captured by
camera Cp.

Given an online representation f,;, the cross-camera proxy contrastive loss
is a softmax log loss with one positive cross-camera proxy p,, and N,., nearest
negative proxies in the memory:

Z lo eXp(< fab'pa.i>/7—c) ]

Leross = E[_i N, 1
Plisbmce S0 exp (< far 0y > /7e)

(6.7)
where < - > denotes cosine similarity and 7, is a cross-camera temperature
hyper-parameter. |P| is the number of cross-camera positive proxies. Thanks
to this cross-camera proxy contrastive loss, instances from one camera are
pulled closer to proxies of other cameras, which reduces intra-class camera
style variance.

We define a proxy contrastive loss by combining cluster and camera proxies
with a weighting coefficient 0.5 from [130]:

Eproa:y — 'Cagnostic + 0-5£cross (68)

6.3.3 Hard Instance Contrastive Loss

Although intra-class variance can be alleviated by cross-camera contrastive
loss, it has two drawbacks: 1) more memory space is needed to store camera-
aware proxies, 2) impossible to use when camera ids are unavailable. We pro-
pose a camera-agnostic alternative by exploring inter-instance relationship in-
stead of using camera labels. Along with training, the encoders become strong
and stronger, which helps outliers progressively enter clusters and become hard
inliers. Pulling hard inliers closer to normal inliers effectively increases the
compactness of clusters.

A mini-batch is composed of Np identities, where each identity has Ny
positive instances. Given an anchor instance f* belonging to the ith class,
we sample the hardest positive momentum representation m? that has the
lowest cosine similarity with f¢, see Fig. 6.4. For the same anchor, we have
J = (Np — 1) x N negative instances that do not belong to the ¢th class. The
hard instance contrastive loss for f* is a softmax log loss of J + 1 (1 positive
and J negative) pairs, which is defined as:

€Xp (< fZ : mz > /Thiins)

['h ins — E[_ ]-Og -
B Zjif €xp (< fz "m; > /Th_ins)

(6.9)

where k = argmin,_; v, (< f*-mj, >) and 7, in, is the hard instance temper-
ature hyper-parameter. By minimizing the distance between the anchor and
the hardest positive and maximizing the distance between the anchor and all
negatives, Ly, ns increases intra-class compactness and inter-class separability.
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Figure 6.3: Comparison between triplet and hard instance contrastive loss.

Relation with triplet loss. Both £, ;,s and triplet loss [51] pull an anchor
closer to positive instances and away from negative instances. As shown in
Fig. 6.3, the traditional triplet loss pushes away a negative pair from a positive
pair by a margin. Differently, the proposed L; ;,s; pushes away all the negative
instances as far as it could with a softmax. If we select one negative instance,
the L, ;ns can be transformed into the triplet loss. If we calculate pairwise
distance within a mini-batch to select the hardest positive and the hardest
negative instances, the £, ;. is equivalent to the batch-hard triplet loss[51].
We compare hard triplet loss (hardest negative) with the proposed L£; ins (all
negatives). in Tab. 6.2. -

Market1501 | DukeMTMC-relD
mAP Rankl | mAP Rankl
hardest 80.1 92.8 68.2 82.5

all 82.3 93.8 | 69.9 83.3

Negative in Ly s

Table 6.2: Comparison between using the hardest negative and all negatives in
the denominator of Ly ns-

6.3.4 Soft Instance Consistency Loss

Both proxy and hard instance contrastive losses are trained with one-hot
hard pseudo labels, which can not capture the complex inter-instance similarity
relationship between multiple pseudo positives and negatives. Especially, inter-
instance similarity may change after data augmentation. As shown in Fig. 6.4,
the anchor A becomes less similar to pseudo positives (P, P, P3), because
of the visual distortions. Meanwhile, the anchor A becomes more similar to
pseudo negatives (Ny, N,), since both of them have red shirts. By maintaining
the consistency before and after augmentation, a model is supposed to be more
invariant to augmentation perturbations. We use the inter-instance similarity
scores without augmentation as soft labels to rectify those with augmentation.
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Figure 6.4: Based on inter-instance similarity ranking between anchor (A),
pseudo positives (P) and pseudo negatives (N), Hard Instance Contrastive
Loss matches an anchor with its hardest positive in a mini-batch. Soft In-
stance Consistency Loss regularizes the inter-instance similarity before and
after data augmentation.

For a batch of images after data augmentation, we measure the inter-
instance similarity between an anchor f, with all the mini-batch Nx x Np
instances, as shown in Fig. 6.4. Then, the inter-instance similarity is turned
into a prediction distribution P by a softmax:

exXp (< fA -m > /Tsiins)

= (6.10)
Zj'v:P1XNK €xXp (< fA : mj > /Tsiins)

where 7, ;. is the soft instance temperature hyper-parameter. f4 is an online
representation of the anchor, while m is momentum representation of each
instance in a mini-batch.

For the same batch without data augmentation, we measure the inter-
instance similarity between momentum representations of the same anchor with
all the mini-batch Nx x Np instances, because the momentum encoder is more
stable. We get a target distribution Q:

exp (< ma-m > /T; ins)

Q = ZNPXNK

R exp (< mam; > /Ts i)

(6.11)

The soft instance consistency loss is Kullback-Leibler Divergence between
two distributions:

‘Csiins — DKL(PHQ) (612)

In previous methods, consistency is regularized between weakly augmented
and strongly augmented images [110] or two sets of differently strong aug-
mented images [137]. Some methods [70, 120] also adopted mean square error
(MSE) as their consistency loss function. We compare our setting with other
possible settings in Tab. 6.3.
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Consistency Market1501 | DukeMTMC-relD
mAP Rankl | mAP Rank1
MSE 80.0 92.7 68.4 82.1
Strong-strong Aug | 80.4 92.8 68.2 82.5
ours 82.3 93.8 | 69.9 83.3

Table 6.3: Comparison of consistency loss. Ours refers to KL divergence be-
tween images with and without data augmentation.
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Figure 6.5: Parameter analysis on Market-1501 dataset.

6.4 Experiments

6.4.1 Datasets and Evaluation Protocols

Market-1501 [164], DukeMTMC-reID[105] and MSMT17 [138]| datasets are
used to evaluate our proposed method. Market-1501 dataset is collected in
front of a supermarket in Tsinghua University from 6 cameras. It contains
12,936 images of 751 identities for training and 19,732 images of 750 identities
for test. DukeMTMC-relD is a subset of the DukeMTMC dataset. It contains
16,522 images of 702 persons for training, 2,228 query images and 17,661 gallery
images of 702 persons for test from 8 cameras. MSMT'17 is a large-scale Re-ID
dataset, which contains 32,621 training images of 1,041 identities and 93,820
testing images of 3,060 identities collected from 15 cameras. Both Cumulative
Matching Characteristics (CMC) Rank1, Rank5, Rank10 accuracies and mean
Average Precision (mAP) are used in our experiments.

6.4.2 Implementation details

General training settings. To conduct a fair comparison with state-of-the-
art methods, we use an ImageNet [106] pre-trained ResNet50 [49] as our back-
bone network. Instance-batch normalization (IBN) [97] has shown better per-
formance than regular batch normalization in unsupervised domain adaptation

Backbone Market1501 DukeMTMC-reID MSMT17
mAP RI1 R5 R10 | mAP RI1 R5 R10 | mAP RI1 R5 RI10
ResNet50 82.3 938 97.6 984 | 69.9 833 915 941 | 389 702 805 844
IBN-ResNet50 | 82.5 94.2 97.6 98.5| 70.7 83.6 91.9 93.9| 40.6 70.7 81.0 84.6

Table 6.4: Comparison of ResNet50 and IBN-ResNet50 backbones on Mar-
ket1501, DukeMTMC-reIlD and MSMT'17 datasets.
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Threshold Market1501 DukeMTMC-reID MSMT17
mAP RI1 R5 R10 | mAP RI1 R5 R10 | mAP RI1 R5 RI10
0.45 825 934 975 98.3 | 68.0 828 91.5 934 | 36.6 69.2 79.3 827
0.5 83.0 94.1 97.7 983 | 69.2 829 0912 932 | 384 69.9 80.2 838
0.55 82.3 938 976 984 | 69.9 833 91.5 94.1| 389 702 80.5 844
0.6 81.2 930 973 98.5| 69.4 83.5 914 940 | 39.4 70.9 81.0 84.5

Table 6.5: Comparison of different distance thresholds on Market1501,
DukeMTMC-reIlD and MSMT17 datasets.

[97, 42] and domain generalization [62]. We compare the performance of ICE
with ResNet50 and IBN-ResNet50 backbones in Tab. 6.4. The performance of
our proposed ICE can be further improved with an IBN-ResNet50 backbone
network. An Adam optimizer with a weight decay rate of 0.0005 is used to
optimize our networks. The learning rate is set to 0.00035 with a warm-up
scheme in the first 10 epochs. No learning rate decay is used in the training.
The momentum encoder is updated with a momentum coefficient o = 0.999.
We renew pseudo labels every 400 iterations and repeat this process for 40
epochs. We use a batchsize of 32 where Np = 8 and Nx = 4. We set 7, = 0.5,
T. = 0.07 and N,., = 50 in the proxy contrastive baseline. Our network is
trained on 4 Nvidia 1080 GPUs under Pytorch framework. The total training
time is around 2 hours on Market-1501. After training, only the momentum
encoder is used for the inference.

Clustering settings. We calculate k-reciprocal Jaccard distance [170] for
clustering, where k is set to 30. We set a minimum cluster samples to 4 and a
distance threshold to 0.55 for DBSCAN.

In DBSCAN [31], the distance threshold is the maximum distance between
two samples for one to be considered as in the neighborhood of the other. A
smaller distance threshold is likely to make DBSCAN mark more hard posi-
tives as different classes. On the contrary, a larger distance threshold makes
DBSCAN mark more hard negatives as same class.

The distance threshold for DBSCAN between same cluster neighbors is set
to 0.55, which is a trade-off number for Market1501, DukeMTMC-reID and
MSMT17 datasets. To get a better understanding of how ICE is sensitive to
the distance threshold, we vary the threshold from 0.45 to 0.6. As shown in
Tab. 6.5, a smaller threshold 0.5 is more appreciate for the relatively smaller
dataset Market1501, while a larger threshold 0.6 is more appreciate for the
relatively larger dataset MSMT'17. State-of-the-art unsupervised RelD meth-
ods SpCL [42] and CAP [130] respectively used 0.6 and 0.5 as their distance
threshold. Our proposed ICE can always outperform SpCL and CAP on the
three datasets with a threshold between 0.5 and 0.6.

Data augmentation. All images are resized to 256x128. The strong data
augmentation refers to random horizontal flipping, cropping, Gaussian blurring
and erasing [171].
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Camera-aware memory Market1501 DukeMTMC-relD MSMT17
mAP Rl R5 RI10 | mAP RI1 R5 RI10 | mAP RI1 R5 RI10
Baseline Lyrozy 79.3 915 96.8 976 | 67.3 814 908 929 | 364 67.8 787 825
+Lpy ins 80.5 926 97.3 984 | 688 824 904 936 | 380 69.1 79.9 834
+£;ms 81.1 932 975 985 | 684 820 91.0 932 | 381 68.7 79.8 83.7
+Lh ins + Ly ins 82.3 93.8 97.6 98.4| 69.9 83.3 91.5 94.1 | 38.9 70.2 80.5 84.4
Camera-agnostic memory Market1501 DukeMTMC-relD MSMT17
mAP RI1 R5 RI10 | mAP RI1 R5 RI10 | mAP RI1 R5 RI10
Baseline Lognostic 65.8 85.3 95.1 96.6 | 50.9 67.9 81.6 86.6 | 241 523 66.2 71.6
+Ly ins 782 91.3 969 98.0| 654 79.6 88.9 0919 | 30.3 60.8 729 77.6
+Ly ins 472 66.7 86.0 916 | 36.2 504 703 76.3 | 17.8 388 542 60.9
+Lh ins + Ls ins 79.5 92.0 97.0 98.1| 67.2 81.3 90.1 93.0| 29.8 59.0 71.7 77.0

Table 6.6: Comparison of different losses. Camera-aware memory occupies up
to 6, 8 and 15 times memory space than camera-agnostic memory on Mar-
ket1501, DukeMTMC-reID and MSMT'17 datasets.
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Figure 6.6: Dynamic cluster numbers during 40 training epochs on
DukeMTMC-relD. “hard" and “soft" respectively denote Lj ;55 and L ;ns.
A lower number denotes that clusters are more compact.

6.4.3 Parameter analysis

Compared to the proxy contrastive baseline, ICE brings in four more hyper-
parameters, including A ns, Th ins for hard instance contrastive loss and
As insy Ts ins fOr soft instance co_nsistency loss. We analyze the sensitivity
of each hyper-parameter on the Market-1501 dataset. The mAP results are
illustrated in Fig. 6.5. As hardest positives are likely to be false positives, an
overlarge A, ;ns Or undersized 7 ;,s introduce more noise. Ap ins and Ag jns
balance the v?reight of each loss in Eq. (6.3). Given the results, we set Ay ins = 1
and As s = 10. 7T, s and T, ;s control the similarity scale in hard instance
contrastive loss and soft instance consistency loss. We finally set 7, ;,s = 0.1
and 7, jns = 0.4. Our hyper-parameters are tuned on Market-1501 and kept
same for DukeMTMC-reID and MSMT17. Achieving state-of-the-art results
simultaneously on the three datasets can validate the generalizability of these
hyper-parameters.
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Figure 6.7: Dynamic KL divergence during 40 training epochs on DukeMTMC-
reIlD. Lower KL divergence denotes that a model is more robust to augmenta-
tion perturbation.

6.4.4 Ablation study

The performance boost of ICE in unsupervised RelD mainly comes from the
proposed hard instance contrastive loss and soft instance consistency loss. We
conduct ablation experiments to validate the effectiveness of each loss, which is
reported in Tab. 6.6. We illustrate the number of clusters during the training in
Fig. 6.6 and t-SNE [91] after training in Fig. 6.9 to evaluate the compactness of
clusters. We also illustrate the dynamic KL divergence of Eq. (6.12) to measure
representation sensitivity to augmentation perturbation in Fig. 6.7 .

Hard instance contrastive loss. Our proposed L; ;,s reduces the intra-
class variance in a camera-agnostic manner, which increases the quality of
pseudo labels. By reducing intra-class variance, a cluster is supposed to be
more compact. With a same clustering algorithm, we expect to have less
clusters when clusters are more compact. As shown in Fig. 6.6, DBSCAN
generated more clusters during the training without our proposed L; ;.s. The
full ICE framework has less clusters, which are closer to the real number of
identities in the training set. On the other hand, as shown in Fig. 6.9, the full
ICE framework has a better intra-class compactness and inter-class separability
than the camera-aware baseline in the test set. The compactness contributes
to better unsupervised RelD performance in Tab. 6.6.

Soft instance consistency loss. Hard instance contrastive loss reduces the
intra-class variance between naturally captured views, while soft instance con-
sistency loss mainly reduces the variance from artificially augmented pertur-
bation. If we compare the blue (ICE full) and yellow (w/o soft) curves in
Fig. 6.7, we can find that the model trained without £, ;. is less robust to
augmentation perturbation. The quantitative results in Tab. 6.6 confirms that
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the L; ;ns improves the performance of baseline. The best performance can be
obtained by applying Ly ins and L, ;s on the camera-aware baseline.

Camera-agnostic scenario. Above results are obtained with a camera-aware
memory, which strongly relies on ground truth camera ids. We further validate
the effectiveness of the two proposed losses with a camera-agnostic memory,
whose results are also reported in Tab. 6.6. Our proposed L; ;s significantly
improves the performance from the camera-agnostic baseline. _Hovvever, Lo ins
should be used under low intra-class variance, which can be achieved
by the variance constraints on camera styles L...,;; and hard samples
Ly ins- Ln ins reduces intra-class variance, so that AA~ AP, ~ AP, ~ AP ~
1 before aﬁgmentation in Fig. 6.4. L, ;,s permits that we still have AA ~
AP, ~ AP, ~ AP; ~ 1 after augmente:tion. However, when strong variance
exists, e.g., AA % AP, % AP, % AP; % 1, maintaining this relationship
equals maintaining intra-class variance, which decreases the RelD performance.
On medium datasets (e.g., Market1501 and DukeMTMC-reID) without strong
camera variance, our proposed camera-agnostic intra-class variance constraint
Ly, ins is enough to make L ,,; beneficial to ReID. On large datasets (e.g.,
15 cameras in MSMT17) with strong camera variance, only camera-agnostic
variance constraint £, ;,s is not enough.

We provide the dynamic cluster numbers of camera-agnostic ICE in Fig. 6.8.
The red curve is trained without the hard instance contrastive loss £; ;.. as
intra-class variance constraint. In this case, the soft instance consistency loss
Ls ins maintains high intra-class variance, e.g., AA % AP, % AP, %6 AP; % 1,
which leads to less compact clusters. The is trained without
L ins, which has less clusters at the beginning but more clusters at last epochs
than the blue curve. The blue curve is trained with both £, ;.. and L, ins
whose cluster number is most accurate among the three curves at last epochs.
Fig. 6.8 confirms that combining £;, ;,s and L, ;,s reduces naturally captured
and artificially augmented view variance at the same time, which gives optimal
RelID performance.

6.4.5 Comparison with state-of-the-art methods
We compare ICE with state-of-the-art ReID methods in Tab. 6.7.

Comparison with unsupervised method. Previous unsupervised meth-
ods can be categorized into unsupervised domain adaptation (UDA) and fully
unsupervised methods. We first list state-of-the-art UDA methods, including
MMCL [125], JVTC [75], DG-Net++ [179], ECN+ [174], MMT [39], DCML
[10], MEB [156], SpCL [42] and ABMT [13]. UDA methods usually rely on
source domain annotation to reduce the pseudo label noise. Without any
identity annotation, our proposed ICE outperforms all of them on the three
datasets.

Under the fully unsupervised setting, ICE also achieves better performance
than state-of-the-art methods, including BUC [84], SSL [85], MMCL [125],
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Figure 6.8: Dynamic cluster numbers of ICE(agnostic) during 40 training
epochs on DukeMTMC-relD. A lower number denotes that clusters are more
compact (less intra-cluster variance).
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Figure 6.9: T-SNE visualization of 10 random classes in DukeMTMC-reID test
set between camera-aware baseline (Left) and ICE (Right).
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Method Reference Market1501 DukeMTMC-relD MSMT17

mAP Rl R5 R10|mAP R1 R5 R10 | mAP Rl R5 RI0
Unsupervised Domain Adaptation
MMCL [125] CVPR’20 60.4 844 928 95.0| 51.4 724 829 85.0| 16.2 43.6 54.3 58.9
JVTC [75] ECCV’20 61.1 83.8 93.0 95.2| 56.2 75.0 851 88.2| 20.3 454 584 643
DG-Net++ [179] ECCV’20 61.7 82.1 90.2 92.7| 63.8 78.9 87.8 90.4| 22.1 48.8 60.9 65.9
ECN+ [174] TPAMI'20 | 63.8 84.1 92.8 954 | 544 740 83.7 874 | 16.0 425 559 615
MMT [39] ICLR’20 71.2 877 949 969 | 65.1 78.0 888 92.5| 23.3 50.1 63.9 69.8
DCML [10] ECCV’'20 72.6 879 950 96.7| 63.3 79.1 87.2 89.4 - - - -
MEB [156] ECCV’'20 76.0 89.9 96.0 97.5| 66.1 79.6 88.3 92.2 - - - -
SpCL [42] NeurIPS’20 | 76.7 90.3 96.2 97.7 | 68.8 82.9 90.1 92.5| 26.8 53.7 65.0 69.8
ABMT [13] WACV’21 783 925 - - 69.1 82.0 - - 26.5 543 - -
Fully Unsupervised
BUC [84] AAAT19 296 619 735 782| 22.1 404 525 532 - - - -
SSL [85] CVPR’20 37.8 T71.7 83.8 87.4 | 28.6 525 635 68.9 - - - -
JVTC [75] ECCV’20 41.8 729 84.2 887 | 422 676 78.0 81.6| 151 39.0 509 56.8
MMCL [125] CVPR’20 455 80.3 89.4 923 | 40.2 65.2 75.9 80.0| 11.2 354 448 49.8
HCT [155] CVPR’20 56.4 80.0 91.6 95.2| 50.7 69.6 83.4 87.4 - - - -
CycAs [135] ECCV’20 64.8 84.8 - - 60.1 779 - - 26.7 50.1 - -
GCL [15] CVPR’21 66.8 87.3 935 955 | 62.8 829 87.1 88.5| 21.3 45.7 58.6 645
SpCL(agnostic) [42] NeurIPS’20 | 73.1 88.1 95.1 97.0| 65.3 81.2 90.3 922 | 19.1 423 556 61.2
ICE(agnostic) This chapter | 79.5 92.0 97.0 98.1| 67.2 81.3 90.1 93.0| 29.8 59.0 71.7 77.0
CAP (aware)[130] AAAT21 | 792 914 963 97.7| 67.3 81.1 89.3 91.8| 369 67.4 78.0 8l.4
ICE(aware) This chapter | 82.3 93.8 976 984 | 69.9 83.3 91.5 94.1 | 389 70.2 80.5 84.4
Supervised
PCB [118] ECCV’'18 81.6 93.8 97.5 985 | 69.2 83.3 90.5 92.5| 40.4 68.2 - -
DG-Net [165] CVPR’19 86.0 94.8 - - 748 86.6 - - 523 772 - -
ICE (w/ ground truth) This chapter | 86.6 95.1 98.3 98.9| 76,5 882 94.1 957 | 504 76.4 86.6 90.0

Table 6.7: Comparison of RelD methods on Market1501, DukeMTMC-relD
and MSMT'17 datasets. The best and second best unsupervised results are
marked in red and blue.

JVTC [75], HCT [155], CycAs [135], GCL [15], SpCL [42] and CAP [130].
CycAs leveraged temporal information to assist visual matching, while our
method only considers visual similarity. SpCL and CAP are based on proxy
contrastive learning, which are considered respectively as camera-agnostic and
camera-aware baselines in our method. With a camera-agnostic memory, the
performance of ICE(agnostic) remarkably surpasses the camera-agnostic base-
line SpCL, especially on Market1501 and MSMT17 datasets. With a camera-
aware memory, ICE(aware) outperforms the camera-aware baseline CAP on all
the three datasets. By mining hard positives to reduce intra-class variance,
ICE is more robust to hard samples. We illustrate some hard examples in
Fig. 6.10, where ICE succeeds to notice important visual clues, e.g., characters
in the shirt (1st row), blonde hair (2nd row), brown shoulder bag (3rd row)
and badge (4th row).

Comparison with supervised method. We further provide two well-known
supervised methods for reference, including the Part-based Convolutional Base-
line (PCB) [118] and the joint Discriminative and Generative Network (DG-
Net) [165]. Unsupervised ICE achieves competitive performance with PCB. If
we replace the clustering generated pseudo labels with ground truth, our ICE
can be transformed into a supervised method. The supervised ICE is com-
petitive with state-of-the-art supervised ReID methods (e.g., DG-Net), which
shows that the supervised contrastive learning has a potential to be considered
into future supervised RelD.
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CAP (AAAI'21)

Figure 6.10: Comparison of top b retrieved images on Market1501 between
CAP [130] and ICE. Green boxes denote correct results, while red boxes denote
false results. Important visual clues are marked with red dashes.

6.5 Conclusion

In this chapter, we propose a novel inter-instance contrastive encoding
method ICE to address unsupervised RelD. Deviated from previous proxy
based contrastive ReIlD methods, we focus on inter-instance affinities to make
a model more robust to data variance. We first mine the hardest positive with
mini-batch instance pairwise similarity ranking to form a hard instance con-
trastive loss, which effectively reduces intra-class variance. Smaller intra-class
variance contributes to the compactness of clusters. Then, we use mini-batch
instance pairwise similarity scores as soft labels to enhance the consistency
before and after data augmentation, which makes a model robust to artificial
augmentation variance. By combining the proposed hard instance contrastive
loss and soft instance consistency loss, ICE significantly outperforms previous
unsupervised RelD methods on Market1501, DukeMTMC-reID and MSMT17
datasets. In the next chapter, we talk about limitations of recent person RelD
works and perspectives for future person RelD research.
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Chapter 7

Conclusion and Perspective

In this thesis, we first go through the general context of person RelD, in-
cluding its definition, applications and major challenges. Towards a discrim-
inative and generalizable person RelD system, we mainly concentrate on in-
sufficient data and insufficient annotation problems. Revolving around data
augmentation, we have proposed several novel methods for person RelD, in-
volving both supervised and unsupervised methods. Each method has been
extensively evaluated on main-stream person RelD datasets. We conclude this
thesis by pointing out our main contributions in Section 7.1 and their limita-
tions in Section 7.2. In the end, we discuss future perspectives of our work in
Section 7.3.

7.1 Contributions

We have made four main contributions in this thesis, including Chap-
ter 3: Spatial-channel partitions, Chapter 4: Asymmetric branches for teacher-
student networks, Chapter 5: Joint generative and contrastive learning and
Chapter 6: Inter-instance contrastive encoding.

Spatial-channel partitions

We propose a spatial-channel partition method to learn discriminative and
generalizable representations for supervised person RelD. Previous part-based
ReID models mainly focused on extracting local features from different spa-
tial regions, but neglected channel-wise local features. We conduct a study
to show the difference between spatial attention, channel attention, spatial
partition and channel partition, which demonstrates that spatial partition and
channel partition are complementary. We further use spatial-channel partitions
in a pyramidal structure, which helps us to build robust representations with
multi-granularity local features. The proposed spatial-channel partitions can
be regarded as a feature-level data augmentation technique, which enhances
feature diversity in representations.
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Asymmetric branches for teacher-student networks

We propose another feature-level data augmentation technique by modify-
ing neural network structures. In teacher-student networks, the teacher and
the student are prone to converge to each other, preventing them from explor-
ing diversified features. To overcome this issue, we replace original last layers
of a backbone network, such as a ResNet-50, with two asymmetric branches of
different depths and global pooling methods. The teacher asymmetric branches
supervise the student asymmetric branches in a cross-branch manner, which
alleviates the consensus in knowledge distillation process.

Joint generative and contrastive learning

We propose an image-level data augmentation technique, which consists in
using GAN to generate augmented views as a replacement of traditional data
augmentation. As traditional data augmentation may bring in undesired dis-
tortions on identity features, we use a GAN instead to disentangle a person
image into id-related and id-unrelated features. GAN-based augmentation has
the capabilities to only modify id-unrelated features while preserving id-related
features. By contrasting augmented and original views from different identi-
ties, a neural network learns unsupervised representations that are invariant to
augmented views.

Inter-instance contrastive encoding

As the last contribution, we propose inter-instance contrastive encoding,
a unified contrative framework that combines a class-level contrastive loss, a
hard instance-level contrastive loss and a soft instance-level consistency loss,
for unsupervised person RelD. The hard instance-level contrastive loss aims
at reducing the intra-class variance by mining and contrasting hard pseudo
positive samples, while the soft instance-level consistency loss aims at making
the network robust to perturbations mimicked by data augmentation.

7.2 Limitations

Although significant performance improvements have been witnessed on
main-stream datasets, the earlier mentioned contributions still face some limi-
tations in real-world deployments.

Computational complexity

To quickly match a target person, the computational speed, especially the
inference speed, is an important factor to be considered in real-world deploy-
ments. The first limitation on computational complexity is related to our first
two contributions on feature-level data augmentation. Our proposed spatial-
channel partitions and asymmetric branches use more parameters and opera-
tions to extract more diversified features. Both of them enlarge the dimension
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of representations, which eventually influences the inference speed. For exam-
ple, our spatial-channel partition enlarges the ResNet-50 representation dimen-
sion from 2048 to 3328, which results in slower inference speed for large-scale
person RelD scenario.

Hyper-parameter sensitivity

Most of unsupervised person RelD methods, including Asymmetric
branches for teacher-student networks in Chapter 4, Joint generative and con-
trastive learning in Chapter 5 and Inter-instance contrastive encoding in Chap-
ter 6, are based on clustering-generated pseudo labels. Clustering algorithms
are usually sensitive to hyper-parameters for different domains. For example,
we need to specify a maximal neighbor distance and a minimal neighbor num-
ber in the density-based clustering DBSCAN [31] to have the optimal ReID
performance. However, as the scale and properties of different domains are
quite different, it is difficult to keep these clustering hyper-parameters always
optimal for different datasets.

Data augmentation quality

Our contributions are strongly related to data augmentation. However, in
reality, it is difficult to always have high-quality augmented views. For example,
our proposed Joint generative and contrastive learning in Chapter 5 uses a GAN
to generate a same person in different poses and view-points as augmentation.
However, the current GAN-based augmentation is prone to fail, for example,
when we use front appearance to generate back appearance. Furthermore,
the GAN-based augmentation can easily lose detailed appearance information.
We hope new advances in image generation will eventually increase generated
person image quality and make GAN-based augmentation more suitable for
discriminative tasks.

Domain generalizability

Our proposed unsupervised person RelD methods, including Asymmetric
branches for teacher-student networks in Chapter 4, Joint generative and con-
trastive learning in Chapter 5 and Inter-instance contrastive encoding in Chap-
ter 6, are designed for single-domain scenario. In this case, even though human
supervision is not needed, collecting enough data and re-training the model are
still mandatory every time the person RelD system enters into a new domain.
However, the changeable weather condition and illumination level during a day
make such a re-training process impractical in real-world deployments. The do-
main generalizability on multiple seen domains and unseen domains remains a
understudied question for person RelD.
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7.3 Perspectives

Previous person RelD methods focus more on single-domain discriminabil-
ity rather than multi-domain generalizability. However, an ideal person RelD
system should be discriminative in each single domain while generalizable to
different domains. Towards this goal, current person RelD systems can be
improved from following directions.

Multi-domain generalization

Domain generalization is defined as a task of learning shared domain-
invariant features from multiple domains for novel unseen domains. Due to
its significance in real-world deployments, domain generalization has attracted
increasing attention in person RelD community. However, recent domain gen-
eralizable person ReID methods [111, 63, 16] rely on multiple large-scale la-
beled datasets to learn domain-invariant features, in which annotating multiple
datasets is an extremely cumbersome task. As our unsupervised methods can
get competitive performance with supervised methods in a single domain, it is
interesting to see if unsupervised methods can achieve similar performance in
the multi-domain generalization scenario.

Pre-training

Pre-training on ultra-large scale datasets [2] is another approach that has
proven to be effective in enhancing the generalizability of a person Reld
method. Unsupervised pre-training [21] explores inter-instance relationship,
which has shown better transferability in down-stream tasks than supervised
pre-training. However, clustering can be extremely time-consuming on ultra-
large scale datasets, making clustering-based unsupervised person RelD meth-
ods impossible to be unsupervised pre-training methods. Design efficient and
effective unsupervised person RelD pre-training methods is worth exploring in
the future.

Lifelong learning

Due to constraints on hardware and privacy protection, an ultra-large scale
dataset is hard to collect at once in real world. Instead, when a camera network
is deployed, data can be recorded day by day. A generalizable model can be
trained without an ultra-large scale dataset, but with knowledge accumulated
from daily data. Lifelong learning is a research topic that targets at adapting a
model to new domains without forgetting knowledge learnt from old domains.
A recent work [99] has proven that a lifelong sequential training on several
domains can achieve similar generalizability with training on several domains
at once. Furthermore, it will be more interesting if we can extend unsupervised
person RelD methods to unsupervised lifelong person RelD methods.
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7.3. PERSPECTIVES

To summarize, recent supervised and unsupervised person RelD algorithms
show impressive performance on medium-sized datasets, such as Market-1501
and DukeMTMC-relD. Such methods can be deployed in small or medium
surveillance scenarios, such as a cashier-less supermarket that has around 10
cameras. But for a larger scale surveillance scenario that contains more diver-
sity (indoor/outdoor, different illumination levels, weather conditions, seasons,
etc.), more robust and generalizable person RelD algorithms are needed. To-
wards a robust person RelD system, we will consider more on domain gener-
alization, large-scale pre-training and lifelong learning for future person RelD
research.
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