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Notations

Some notations and preliminary definitions used throughout the thesis are as follows:

• R The set of real numbers.

• | · | The absolute value in R.

• R+ = {x ∈ R : x ≥ 0} The set of real and positive numbers.

• ‖ · ‖ The Euclidean norm in Rn.

• S = {x ∈ Rn : ‖x‖ = 1} The unit sphere in Rn.

• dxcα = |x|α sign(x) for x ∈ R and α ∈ R+.

• B(x0, r) = {x ∈ Rn : ‖x−x0‖ < r} The open ball of radius r > 0 centered at a point x0.

• Mm,n The set of all m × n−matrices over the field of real numbers. When m = n we
writeMn instead ofMn,n.

• ‖ · ‖Mm,n The matrix norm induced by ‖ · ‖. ‖A‖Mm,n = sup
x∈S
‖Ax‖, where A ∈Mm,n.

• ‖d‖[t0,t1) = ess sup
t∈[t0,t1)

‖d(t)‖ The essential supremum (the essential norm) of d→ ‖d(t)‖

for t ∈ [t0, t1) with d is a (Lebesgue) measurable function d : R+ −→ Rm.

• L∞ The set of essentially bounded measurable functions d with ‖d‖∞ < +∞ and ‖d‖∞ =

‖d‖[0,+∞).

• K The set of functions α : R+ → R+ with α(0) = 0 and α(·) is strictly increasing.

• K∞ The set of functions α : R+ → R+ with α ∈ K and lim
s→+∞

α(s) = +∞.

• KL The set of continuous functions β : R+ × R+ → R+ with β(·, t) ∈ K∞ for each
fixed t ∈ R+ and β(s, ·) is a strictly decreasing function in the second argument and

lim
t−→+∞

β(s, t) = 0 for each fixed s ∈ R+.

• GKL The set of continuous functions β : R+ × R+ −→ R+ with β(·, 0) ∈ K∞ for β
is a strictly decreasing function in its second argument t ∈ R+ until T for any fixed
first argument s ∈ R+ \ {0} and β(s, τ) = 0, ∀τ ≥ T for each fixed s ∈ R+ for some
0 ≤ T < +∞.
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viii Notation

• ∇V (x) =
(
∂V
∂x1

(x), · · · , ∂V∂xn (x)
)T

The gradient of a continuously differentiable function
V at point x.

• 〈∇V (x), f(x)〉 =
n∑
i=1

∂V
∂xi

(x)fi(x) The directional derivative of a continuously differen-

tiable function V with respect to the vector field f evaluated at point x ∈ Rn.

• C∞(Rn,R) The space of functions f : Rn −→ R which are smooth.

• CL0(E,F ) (respectively CLk(E,F )) The set of continuous functions on E, locally Lips-
chitz on E \ {0} with value in F (respectively the set of continuous functions on E, Ck
on E \ {0} with value in F ).

• D(F ) The domain of definition of the set-valued map F : Rn ⇒ Rn.

• ∂A The boundary of A.



Résumé long

Les comportements souhaités des systèmes dynamiques sont généralement définis par des
modes d’objectifs: des ensembles admissibles de valeurs de l’état ou des équilibres appropriés
(par exemple, les algorithmes de contrôle et d’estimation doivent garantir la décroissance des
erreurs de régulation et d’observation à zéro). Dans ces scénarios, les performances (la qualité
du contrôle et de l’estimation) peuvent être caractérisées par le temps de convergence des
trajectoires vers les modes cibles, et par la quantité d’écarts des trajectoires par rapport à
ces modes en présence de perturbations (fluctuations paramétriques, perturbations exogènes
ou composants non modélisés), c’est-à-dire la robustesse du système. Un type de convergence
populaire et difficile est le temps fini (FTS), où toutes les trajectoires doivent être attirées
par l’équilibre (ou un ensemble) souhaité dans un temps fini proportionnel à l’écart initial.
Un cas particulier de FTS est lorsque le temps de convergence est indépendant des conditions
initiales et globalement borné, ce qui est appelé convergence à temps fixe (FxTS). Ces deux
types de stabilité, FTS et FxTS, sont les principaux concepts étudiés dans ce travail.

Il existe deux méthodes pour étudier FTS/FxTS: la méthode des fonctions de Lyapunov
et la théorie des systèmes homogènes. La première approche est puissante, mais il est difficile
d’utiliser cet outil. Il n’y a pas de méthodologie pour trouver une fonction de Lyapunov
nécessaire Pour un système dynamique stable (un inconvénient standard de cette approche).
Ce dernier cadre est plus simple à utiliser, mais il présente également certaines limites. Et
la principale est que la classe des systèmes homogènes est plutôt étroite. Cette lacune peut
être évitée en considérant les systèmes dynamiques qui peuvent être localement approximés
par des systèmes homogènes, et même dans ce cas, il y a encore une marge d’amélioration. Et
c’est exactement le point d’investigation de la présente thèse: comment étendre et développer
la théorie de l’homogénéité pour l’appliquer à des systèmes non linéaires non homogènes
(n’admettant pas d’approximations homogènes) pour l’analyse de FTS/FxTS et les propriétés
robustes de stabilité en temps fini.

Pour les systèmes de contrôle non linéaires, le problème de la robustesse par rapport aux
perturbations et à l’incertitude du modèle est aussi ancien que le contrôle par rétroaction. La
complexité des phénomènes non linéaires est problématique même en l’absence de perturba-
tions et d’autres incertitudes. Par conséquent, cette théorie a mis du temps à être développée
dans un sens clair pour certaines classes de systèmes non linéaires et elle devient un sujet
central de la théorie du contrôle. L’une des propriétés de stabilité robustes les plus populaires,
qui a été introduite dans [89], est le concept de stabilité entrée-état (ISS) .Ce cadre est de-
venu indispensable pour diverses branches de la théorie du contrôle non linéaire, telles que
conception d’observateurs non linéaires [4], stabilisation robuste des systèmes non linéaires
[38], etc. Cependant, il est parfois impossible de garantir globalement le comportement ISS
d’un système en boucle fermée, et sa variante locale (LISS) est fréquemment utilisé. De plus,
une autre relaxation de l’ISS concept, connue sous le nom de stabilité d’entrée à l’état inté-
grale (iISS), a été proposée dans [88]. L’interprétation suivante de ces notions est possible:
alors que l’état d’un système ISS est petit si les entrées sont petites, l’état d’un systèmei ISS
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2 Long summary

est petit si les entrées ont une énergie finie. De plus, chaque système ISS est nécessairement
iISS, mais l’inverse n’est pas vrai. Il a été montré que la propriété ISS (resp., iISS, LISS)
équivaut à l’existence d’une fonction Lyapunov smoothISS (resp., iISS, LISS) [90], qui permet
une large utilisation de ce cadre. L’étude de la propriété ISS pour les systèmes homogènes a
également été considérée dans [10]. Ainsi, les auteurs ont montré qu’un système homogène,
qui est globalement asymptotiquement stable (GAS) en l’absence de perturbation, permet
d’obtenir une ISS ou iISS en ce qui concerne les propriétés de la dilatation et le signe de son
degré d’homogénéité. L’étude de l’ISS/iISS à temps fini (FTISS/FTiISS) pour les systèmes
homogènes a également été envisagée par Bernuau et al. dans [9]. Combinant les propriétés
d’homogénéité et l’approche de Lyapunov, certaines questions se posent naturellement lorsque
l’on réfléchit à la robustesse et au FTS des systèmes dynamiques avec ou sans perturbations:

• Est-il possible de garantir la FTS d’un système non linéaire perturbé? Si non, quelles
sont les conditions qui doivent être réunies pour garantir la convergence FT des trajec-
toires du système en présence de perturbations?

• La preuve de la propriété FTS du système peut généralement être effectuée en trouvant
une fonction de Lyapunov satisfaisant à des conditions nécessaires et suffisantes (c’est-à-
dire la fonction FT Lyapunov). Cependant, il n’existe pas de méthode universelle pour
le faire. Par conséquent, tant qu’un système est GAS, quelles sont alors les conditions
que le champ vectoriel d’un tel système doit remplir pour garantir la propriété FTS?

• Est-il possible de trouver une nouvelle approche conduisant à l’établissement de FTS
ou bien FxTS sans exiger l’existence de la fonction FT Lyapunov? la thèse vise à
répondre aux questions ci-dessus. Présentons brièvement les principales contributions
de cette thèse.

Cette thèse vise à répondre aux questions ci-dessus. Présentons brièvement les principales
contributions de cette thèse.

Contributions et structure de la thèse

La thèse est composée de 5 chapitres, et elle est organisée comme suit: Dans le chapitre
1, nous présentons brièvement une revue de FTS, les principaux outils qui ont été introduits
pour étudier cette propriété pour les systèmes continus et discontinus, et certaines caractéris-
tiques que ces systèmes présentent lorsqu’ils possèdent la propriété FTS. Nous présenterons
également la notion d’homogénéité et comment elle a été développée dans le domaine de la
théorie du contrôle. Le chapitre 2 présentera l’énoncé du problème, qui comprend les classes
de systèmes à traiter, certains problèmes spécifiques (par exemple liés à la robustesse à toute
entrée externe) et les principaux outils mathématiques utilisés dans le reste du manuscrit
pour résoudre les questions ouvertes de la thèse . Plus précisément, nous divisons le problème
comme suit:

La première contribution traite des problèmes d’analyse de la stabilité entrée-état (ISS)
et son historique en temps fini (FTISS)) des systèmes affinés non linéaires, c’est-à-dire:

ẋ(t) = f(x(t)) + g(x(t))δ(t), x ∈ Rn, δ ∈ Rm, t ≥ 0,
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soumis à une perturbation δ et il sera présenté au chapitre 3. Ce concept sera également
considéré pour le cas général:

ẋ(t) = f(x(t), δ(t)), x ∈ Rn, δ ∈ Rm, t ≥ 0,

lorsque f est localement homogène. Par conséquent, ces résultats demandent la propriété
GAS en l’absence de perturbations et nécessitent des conditions supplémentaires sur δ. De
plus, le problème de FTS et FTISS sera traité pour le système affine non linéaire lorsqu’il
admet des perturbations dynamiques. Pour garantir de tels résultats, des conditions suffisantes
que les perturbations dynamiques doivent satisfaire seront dérivées.

Le chapitre 4 traite du FTS des systèmes non linéaires, c’est-à-dire

ẋ(t) = f(x(t)), x(0) = x0 ∈ Rn, t ≥ 0,

où f n’a pas d’approximation homogène. Quelques nouvelles extensions, avec des propriétés
appropriées (extension homogène), sont introduites pour étudier les notions de FT et FxTS
des systèmes non linéaires qui n’admet pas d’approximations homogènes à l’origine ni à l’infini.
Dans ce chapitre, les résultats FTS et presque FxTS sont établis pour une classe de systèmes
non linéaires (systèmes homogènes avec perturbation fonctionnelle multiplicative bornée). Ces
résultats sont généralisés pour une somme finie de systèmes homogènes avec des fonctions
multiplicatives bornées:

f(x) =

i=p∑
i=1

Hi(x)bi(x), p ∈ N,

où Hi sont des matrices homogènes et bi sont des champs de vecteurs bornés. En particulier,
on montre que si un système est globalement asymptotiquement stable admet une extension
homogène, alors une fonction de Lyapunov homogène peut être construite pour l’extension,
ce qui permet d’évaluer les taux de convergence et les propriétés de robustesse. FTS découle
d’un degré d’homogénéité négatif de l’extension, comme dans le cas conventionnel.

Enfin, au chapitre 5, de nouveaux concepts assurant la symétrie des solutions pour les
systèmes dynamiques, appelés sur- ou sous-homogénéité, sont introduits. Ces notions
sont utilisées pour étudier FTS et FxTS d’inclusions différentielles. On étudie l’existence
d’une fonction de Lyapunov homogène pour une inclusion différentielle, sur-/sous-homogène
et globalement asymptotiquement stable. Ensuite, les notions d’extensions sur- et sous-
homogènes sont introduites pour les systèmes dynamiques non linéaires, qui n’admettent
pas d’extension homogènes. Par conséquent, cela conduit à établir des conditions suffisantes
pour FTS/FxTS de systèmes asymptotiques stables avec la possibilité qu’ils ne soient pas
localement homogènes. Un nouvel algorithme pour établir FTS et FxTS pour les systèmes
non linéaires utilisant les notions d’extensions sur/sous-homogènes est présenté.

Long de la thèse, pour illustrer les résultats obtenus, des observateurs en temps fini sont
conçus en utilisant les résultats développés pour les systèmes avec perturbations. Tous ces
résultats sont dérivés sans construire une fonction de Lyapunov en temps fini ou en temps
fixe. La robustesse vis-à-vis des perturbations exogènes est vérifiée à l’aide des propriétés ISS
et FTISS.





Long summary

The desired behaviors of dynamical systems are usually defined by goal modes: admissible
sets of values of the state or suitable equilibria (e.g., control and estimation algorithms have to
ensure the decay of regulation and observation errors to zero). In these scenarios, the perfor-
mances (the quality of control and estimation) can be characterized by the time of convergence
of the trajectories to the goal modes, and by amount of deviations of the trajectories from
these modes in the presence of perturbations (parametric fluctuations, exogenous disturbances
or unmodeled components), i.e., how robust is the system. A popular and challenging kind of
convergence is the finite-time one (FTS), where all trajectories have to be attracted by the
desired equilibrium (or a set) in a finite time proportional to the initial discrepancy. A special
case of FTS is when the time of convergence is independent on initial conditions and globally
bounded, which is called fixed-time convergence (FxTS). These two types of stability, FTS
and FxTS, are the principal concepts investigated in this work.

There are two methods to investigate FTS/FxTS: the method of Lyapunov functions
and the theory of homogeneous systems. The former approach is powerful, but it is difficult
to use this tool since there is no methodology how to find a needed Lyapunov function in an
application (a standard drawback of this approach). The latter framework is simpler to utilize,
but it also has certain limitations, and the main one is that the class of homogeneous systems
is rather narrow. This shortcoming can be avoided by considering the dynamical systems that
can be locally approximated by homogeneous ones, and even in this case there is still a space
for improvement. And this is exactly the point of investigation of the present thesis: how to
extend and develop the theory of homogeneity in order apply it to nonlinear non-homogeneous
systems (not admitting homogeneous approximations) for analysis of FTS/FxTS. The robust
finite-time stability properties are examined.

This manuscript consists of five chapters as well as general introduction and conclusion.
The state of the art on the theory of homogeneous systems, FTS/FxTS properties and
related notions are presented in Chapter 1. The problem statement is introduced in Chapter
2, together with the mathematical tools and some resent results, which are used next in the
main body of the thesis.

In Chapter 3, the problems of analysis of input-to-state stability (ISS) and its finite-time
analogue (FTISS) are investigated for non-homogeneous systems obtained as a product of
homogeneous matrix function and a multiplicative bounded state perturbation. Some sufficient
conditions are formulated on the multiplicative part guaranteeing that ISS/FTISS properties
are preserved. These results provide a generalization of that has been already proven for
homogeneous systems (the case when the multiplicative part is a constant function). Two
scenarios for the disturbances are treated: the case of bounded external signals, and the case
when they are generated by another homogeneous autonomous dynamics.

In Chapter 4, the notion of homogeneous extensions is introduced. This concept provides
a qualitative tool for studying robustness and convergence rates of nonlinear systems, which

5



6 Long summary

do not admit homogeneous approximations at the origin nor at infinity. It is shown that if a
globally asymptotically stable system admits a homogeneous extension, then a homogeneous
Lyapunov function can be constructed for the extension, which allows the convergence rates
and the robustness properties to be assessed. In particular, FTS follows from a negative
degree of homogeneity of the extension, as in the conventional case.

Finally, in Chapter 5, new concepts ensuring the symmetry of solutions for dynamical
systems, called sup- or sub-homogeneity, are introduced. These notions are used to investigate
FTS and FxTS of differential inclusions. The existence of a homogeneous Lyapunov function
for a differential inclusion, which is sup-/sub-homogeneous and globally asymptotically stable,
is studied. Next, the notions of sup- and sub-homogeneous extensions are introduced for
nonlinear dynamical systems, which do not admit homogeneous ones. A new algorithm to
establish FTS and FxTS for nonlinear systems using the notions of sup/sub-homogeneous
extensions is presented.

Along the thesis, for illustration of the obtained results, finite-time observer are designed
by using the results developed for the systems wit disturbances. All these results are derived
without constructing a finite-time or fixed-time Lyapunov function. Robustness with respect
to exogenous perturbations is verified using ISS and FTISS properties.



Introduction

Control theory and applications are widely omnipresent in engineering, in many areas such
as aerospace control, manufacturing and robotics, active damping, climate control of build-
ings, process control in chemical plants, electrical power systems, bio-engineering, consumer
products and engine timing in the car industry . . . etc. Many researchers mentioned the gap
between the control theory and engineering practice [93], indicating that this gap is increasing.
From another side, the theory of control has strong relations with the theory of dynamical
system finding applications in the modern problems of physics [37].

A fundamental problem in the theory of dynamical systems is the characterization of
qualitative properties of solutions to a given differential equation. A basic notion is the
stability property of an equilibrium point. Lyapunov stability is one of the classical concepts,
which is at the center of interest for researchers. This concept guarantees the boundedness
of solutions for bounded initial conditions. However, the behavior of the system trajectories
around an equilibrium point may be significant. Therefore, researchers are interested in the
exponential or asymptotic stability (AS). These properties characterize systems for which all
trajectories converge to some equilibrium in a reasonable manner. Considering differential
equations, the AS property combines stability in the sense of Lyapunov with an asymptotic
attractivity property. The convergence of the trajectories to an equilibrium, of an asymptotic
stable system, takes place in an infinite amount of time. Nevertheless, in many engineering
problems, convergence time is a central issue which must be taken into account. Therefore,
a qualitative theory of stability has been initiated recently for finite-time behaviours of
dynamical systems.

Motivation for finite-time stability

The need for a more practical concept of stability, than what is provided by the classical
theory, drives scientists and engineers to develop a recent type of stability called finite-time
stability (FTS) (see Zubov [31], Roxin [82] and Haimo [40]). Also, it becomes popular in many
applications needed an accelerated convergence of the trajectories to the goal reference, and
is studied by [82, 53, 11, 13, 19]. This new concept involves the existence of a scalar function
of initial-condition T , which defines the time-convergence of all trajectories to an equilibrium.
This function is frequently called the settling-time function. Hence, one of the key issues in
FTS is the estimation of T . Accordingly, a more valuable problem is concerned, which is
whether the time convergence of the solutions of a dynamical system can be realized within a
fixed-time interval regardless of the initial conditions. To solve this problem, a uniform FTS
with respect to the initial conditions called fixed-time stability (FxTS) was introduced by
Polyakov [72]. This concept requires that the system is globally FTS and the settling-time is
uniformly bounded with respect to initial conditions in the whole state domain. This property
implies that for any initial condition, all trajectories of a nonlinear system will converge to the

7
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equilibrium before a fixed and known time. Investigating FTS or FxTS can be done either
by using Lyapunov approach or homogeneity.

In 1892, Alexander M. Lyapunov built a novel and effective technique to investigate the
stability of nonlinear systems by using scalar functions similar to some "distance" to the
equilibrium point. This modern stability theory is well-known under the name of "Lyapunov
approach". Lyapunov analysis has been intensively developed for all types of stability including
the above mentioned ones. This concept allows us to determine the stability of a dynamical
system without linearizing it nor calculating the explicit form of its solutions. The aim of this
approach is to find a continuous positive definite scalar function V , called Lyapunov function,
such that its derivative along the trajectories of the dynamical system satisfies a particular
differential inequality. However, the fact that there is no general procedure to find such a
Lyapunov function is still an open problem from which the field of control theory suffers.
Therefore, a notion, called homogeneity, which guarantees some invariant properties of the
solution was defined and used in the control theory to specify the type of stability for a
dynamical system.

On homogeneity theory

Homogeneity is an inherent property of an object (a set, a function, a vector field, etc.),
which operates in an invariant way with respect to a multiplicative dilation. In the classical
sense, a function is homogeneous if it maps an argument scaled by a given constant to the
image of that argument, scaled by the same constant at a fixed power, called a degree. Later,
the classical homogeneity was generalized in control theory to a more general transformation,
namely weighted dilation. In this concept, every coordinate is scaled by the same constant
with different powers:

x ∈ Rn 7−→ (λr1x1, · · · , λrnxn) ∈ Rn,

for λ > 0, where ri > 0 are the weights (see [42, 95, 81]). In the control theory, this notion
of homogeneity involves qualitative properties (e.g., symmetry-like property) for a system’s
trajectories and it is of particular interest in the light of stability. The advantage of ho-
mogeneous systems is that local properties can be extended globally (e.g., local asymptotic
stability always implies the global one). Qualitative results not involving the computation
of a Lyapunov function are therefore of a great interest. This is one of the reasons why, the
homogeneity theory has been developed and used in control theory. It was introduced for
ordinary differential equations (in [95, 52, 42, 49, 13]), time delay systems [33], discrete-time
systems [85] and partial differential equations (in [76, 75]). In all these fields, this concept is
considered as one of the main tools to establish FTS or FxTS of a given system. Indeed,
in [94, page 110] it was shown that any asymptotically stable standard homogeneous system
of negative degree is FTS. In [13], this result is extended to the most generalized concept of
homogeneity called the geometric homogeneity (see [50, 80]). Notice that the same property
holds for homogeneous differential inclusions [55, 8] and homogeneous evolution equations in
Banach spaces [76]. One of the most important results in this context is the existence of
a homogeneous Lyapunov function for any asymptotically stable homogeneous system [81].
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This upshot is used to study the finite-time robustness of non-linear homogeneous systems
with exogenous disturbances.

For non-linear control systems, the problem of achieving robustness with respect to distur-
bances and model uncertainty is as old as feedback control. The complexity of non-linear phe-
nomena is problematic even in the absence of disturbances and other uncertainties. Therefore,
this theory has taken some time to be developed in a clear sense for some classes of non-linear
systems and it becomes a central topic in control theory. One of the most popular robust sta-
bility properties, which was introduced in [89], is the concept of input-to-state stability (ISS).
This framework has become indispensable for various branches of non-linear control theory,
such as design of non-linear observers [4], robust stabilization of non-linear systems [38], etc.
However, sometimes it is impossible to ensure the ISS behavior of a closed loop system glob-
ally, and its local variant (LISS) is frequently used. Moreover, another relaxation of the ISS
concept, known as integral input-to-state stability (iISS), has been proposed in [88]. The fol-
lowing interpretation of these notions is possible: while the state of an ISS system is small if
inputs are small, the state of an iISS system is small if inputs have a finite energy. Moreover,
every ISS system is necessarily iISS, but the converse is not true. It has been shown that
ISS property (resp., iISS, LISS) are equivalent to the existence of a smooth ISS (resp., iISS,
LISS) Lyapunov function [90], which allows this framework to be widely used. Investigating
the ISS property for homogeneous systems has been also considered in [10]. Hence, the au-
thors showed that a homogeneous system, which is Globally asymptotically stable (GAS) in
the absence of disturbance, achieves ISS or iISS regarding the dilation’s properties and the
sign of its degree of homogeneity. Investigating finite-time ISS/iISS (FTISS/FTiISS) for
homogeneous systems has been also considered by Bernuau et al. in [9].

Combining the properties of homogeneity and Lyapunov approach, some questions arise
naturally when thinking about the robustness and FTS of dynamical systems either with or
without perturbations:

• Is it possible to guarantee FTS of perturbed nonlinear system? If not, then what are
the conditions that have to be held to guarantee the FT convergence of the system
trajectories in the presence of disturbances?

• Proving the FTS property of system can be usually done by finding a Lyapunov function
satisfying a necessary and sufficient conditions (i.e., FT Lyapunov function). However,
there is no universal method to do so. Therefore, as long as a system is GAS, then what
are the conditions that the vector field of such a system has to satisfy to guarantee the
FTS property?

• Is it possible to find a new approach which leads to establishment of FTS/FxTS without
requiring the existence of FT Lyapunov function?

This thesis aims at answering the above questions. Let us present briefly the main contribu-
tions of this thesis.

Contributions and the structure of the thesis
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The thesis is made up of 5 chapters, and it is organized as follows: In Chapter 1, we present
briefly a review of FTS, the main tools that have been introduced to investigate this property
for continuous and discontinuous systems, and some features that these systems exhibit when
having FTS property. We will also present the notion of homogeneity and how it has been
developed in field of control theory. Chapter 2 will introduce the problem statement, which
include the classes of systems to deal with, some specific issues (e.g. related to the robustness
to any external input), and the main mathematical tools used in the rest of the manuscript
to solve the open questions in the thesis. More precisely, we split the problem as follows:

1. The first contribution deals with the problem of FTS robustness of nonlinear affine
systems, i.e.,

ẋ(t) = f(x(t)) + g(x(t))δ(t), x ∈ Rn, δ ∈ Rm, t ≥ 0,

subject to a perturbation e.g. δ and it will be presented in Chapter 3. This concept will
also be considered for the general case:

ẋ(t) = f(x(t), δ(t)), x ∈ Rn, δ ∈ Rm, t ≥ 0,

when f is locally homogeneous. Hence, this results ask for the GAS property in the ab-
sence of disturbances and it requires additional conditions on δ. Moreover, the problem
of FTS and FTISS will be treated for the nonlinear affine system when it admits dy-
namical disturbances. To guarantee such results, sufficient conditions that the dynamical
perturbations has to satisfy, will be derived.

2. Chapter 4 deals with FTS of nonlinear systems, i.e.,

ẋ(t) = f(x(t)), x(0) = x0 ∈ Rn, t ≥ 0,

where f may not have a homogeneous approximation.
Some new extensions, with suitable properties (e.g. homogeneous extension ), are intro-
duced to investigate the notions of FT and FxTS. In this chapter, FTS and nearly
FxTS results are established for a class of nonlinear systems (homogeneous systems
with multiplicative bounded functional perturbation). These results are generalized for
a finite sum of homogeneous systems with multiplicative bounded functions, i.e.,

f(x) =
∑i=p

i=0Hi(x)bi(x), p ∈ N,

where Hi are homogeneous matrices and bi are bounded vector fields.

3. To enlarge the class of systems to which our method could apply, we need a new ap-
proach. We will call it (sup- and sub-homogeneity). These properties only apply
for some classes of differential inclusions (DI) allowing to conclude FTS and FxTS
properties of DI. Hence, this leads to establishing sufficient conditions for FTS/FxTS
of asymptotic stable systems with possibility that they may not be locally homogeneous.
The aforementioned contribution is discussed in Chapter 5.



Introduction 11

Publications

Peer reviewed international journals

• Youness Braidiz, Denis Efimov, Andrey Polyakov, and Wilfrid Perruquetti. "On ro-
bustness of finite-time stability of homogeneous affine nonlinear systems and cascade
interconnections". In International Journal of Control (2020), pp. 1–22.

• Youness Braidiz, Andrey Polyakov, Denis Efimov andWilfrid Perruquetti. "On Finite/Fixed-
time stability analysis based on sup- and sub-homogeneous extensions", Systems &

Control Letters, 2020.

• Youness Braidiz, Andrey Polyakov, Denis Efimov and Wilfrid Perruquetti. "On finite-
time stability analysis of homogeneous vector fieldswith multiplicative perturbations", In-
ternational Journal of Robust and Nonlinear Control, 2020.

Peer reviewed international conferences

• Youness Braidiz, Denis Efimov, Andrey Polyakov, and Wilfrid Perruquetti. "Robust
finite-times tability of homogeneous systems with respect to multiplicative disturbances".
In 2019 18th European Control Conference (ECC), pages 668–673, June 2019.

• Youness Braidiz, Wilfrid Perruquetti, Andrey Polyakov, and Denis Efimov. "On finite-
time stability of homogeneous systems with multiplicative bounded function". In 2019
18th European Control Conference (ECC), pages 645–649, 2019.

• Youness Braidiz, Andrey Polyakov, Denis Efimov, and Wilfrid Perruquetti. "On fixed-
time stabilityof a class of nonlinear time-varying systems". In IFAC 2020-21rst IFAC
World Congress, 2020.

• Youness Braidiz, Denis Efimov, Andrey Polyakov, and Wilfrid Perruquetti. "On finite-
time sta-bility of sub-homogeneous differential inclusions". In IFAC 2020-21rst IFAC
World Congress, 2020.





Chapter 1

Finite-time stability and homogeneity
theory: a brief review
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This chapter is made up of three parts. The first part introduces finite-time and fixed-
time stability properties for nonlinear systems together with their Lyapunov analysis. The
second part, after recalling some historical development of the homogeneity property, will
focus on its use for asymptotic and finite-time stability analysis / stabilization of some non-
linear systems. Lastly, two examples show how the homogeneity property can be used in the
controller/observer design to ensure the desired finite-time stability property for the target
system (closed loop system/observer error system).

1.1 Finite-time stability property

1.1.1 Introduction

In the last century, a great effort has been spent to investigate the finite-time convergence
property by a numerous researchers (starting from Erugin 1951 and Zubov 1957, followed by
Roxin 1966, Korobov 1979 and then by many others).

13
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This finite-time concept dates back to 1964, where Zubov studied the so called "uniform
attracting invariant set or equilibrium" of nonlinear systems (see [94]). Latter in 1966, Roxin
studied the notion of finite stability of time-varying systems [82]. 1982, Ryan presented several
systems for which a FT optimal control has been designed [83]. One of these examples is the
double integrator: {

ẋ(t) = y(t), x(t), y(t) ∈ R,
ẏ(t) = u(t) t ≥ 0.

which may arise, after eventually some simplifications, from many practical problems (me-
chanics, . . . ). For such systems (and, in general, for all linear systems), the FT convergence
cannot be achieved using time-invariant linear state feedbacks. Therefore, nonlinear controls
(sometimes discontinuous ones) or time-varying ones have been used to guarantee the FTS
for these systems. However, discontinuous dynamics may lead to a complicated analysis [34]
or to chattering [36] which in practice may destroy or at least damage the actuators. FT
stabilization using time-varying feedback laws has also been considered by Coron in [28].

To introduce the notion of FTS, let us start with the following scalar system:{
ẋ(t) = −cdx(t)cα,
x(0) = x0,

(1.1)

where dxcα = |x|α sign(x), x ∈ R, x0 ∈ R, t ≥ 0, c > 0 and 0 < α < 1. This system
has an equilibrium point at the origin, its right-hand side is continuous and locally Lipschitz
everywhere except at the origin. Hence, for every initial condition from R \ {0}, the system
(1.1) has a unique solution in forward time. Solutions of (1.1) can be obtained by direct
integration as

x(t, x0) =


(
|x0|1−α − c(1− α)t

) 1
1−α sign(x0), t ≤ 1

c(1−α) |x0|1−α;

0, t ≥ 1
c(1−α) |x0|1−α.

Since any trajectory will be exactly 0 for any t ≥ 1
c(1−α) |x0|1−α, we deduce that system (1.1) is

FTS with the settling-time function1 given by T (x0) = 1
c(1−α) |x0|1−α. Note that the settling-

time function is continuous everywhere. In Figure 1.1, one can see the convergence speed
of the solutions x(·, x0) of system (1.1) to zero: they are converging at least faster than the
solutions y(·, x0) of the system ẏ = −y (which corresponds to system (1.1) with c = 1, α = 1).

This example exhibits FT convergence of the solutions to the origin. However this prop-
erty was obtained by computing the solutions in closed form. To circumvent this difficulty in
proving FTS, many results were developed in the last decades: Bhat and Bernstein obtained
several FTS results for continuous autonomous systems [11]; then Moulay and Perruquetti
gave FTS analysis and FT stabilization conditions for continuous autonomous systems [60]
and for non-autonomous systems [61]. FTS has also been considered and treated for discon-
tinuous systems. For example in 2004, Orlov studied FTS property of discontinuous switching

1The settling-time function provides the time for solutions to reach the origin starting from a given initial
condition.
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Figure 1.1: The solutions of the system (1.1) with c = 10, α = 0.5 (blue) and c = 1, α = 1

(red).

system [68]. Afterwards, in 2005, Moulay and Perruquetti established some FTS theorems
for DI [62], which can be used to study discontinuous systems by considering their Filippov
extensions. Here, we have just cited some of the most revelant results among the numerous
obtained ones. More recently, such FTS studies were also devoted to infinite dimensional
systems mainly time-delay systems and systems governed by partial differential equations.
Meanwhile some robustness issues of FTS were considered: the so called FTISS was pro-
posed for continuous systems by Hong et al. [45].

On the basis of FTS, another important concept called FxTS was introduced by Polyakov
for FTS systems with uniformly bounded settling-time function (i.e., the bound does not
depends on the initial states) [77, 72, 57, 56]. FxTS occurs frequently in many practical
systems. For example in mechanics when dry friction acts in conjunction with non-linear
damping or in power systems where FxT stabilization is used to guarantee excellent power
supply quality and to avoid voltage collaps. Nowadays, more and more attention has been
paid to these FTS/FxTS notions: the most revelant obtained properties can be found in [11,
69, 61, 70, 86].

Let us emphasis that more than half of the obtained results about FTS and FxTS are
requiring Lyapunov functions. Researchers obtained necessary and sufficient Lyapunov condi-
tions of FTS/FxTS for nonlinear dynamical systems. The existence of a universal method to
construct a FT or FxT Lyapunov function has not been solved yet (similar for AS). There-
fore, finding sufficient conditions ensuring either FTS or FxTS for a GAS nonlinear systems
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is one of main goals of this thesis. In addition we will require that when testing the sufficient
conditions, we do not need any specific construction of a Lyapunov function.

1.1.2 Finite-time and Fixed-time stability of continuous systems

FTS has been introduced and investigated for continuous, discontinuous, autonomous and
non-autonomous systems. In the sequel, we will be interested in establishing the FTS/FxTS
of continuous autonomous systems. To that end, we will introduce the definition of FT/FxTS
properties and the main tools that have been developed, up to now, when studying and
analysing these properties.

Let us now consider the following continuous system:{
ẋ(t) = f(x(t)),

x(0) = x0 ∈ Rn, (1.2)

where x(t) ∈ Rn is the state and x(t, x0) is the corresponding solution for the initial condition
x0 ∈ R. The rigth-hand side of (1.2)

f : Rn → Rn, f(0) = 0,

is considered such that a unique solution x(t, x0) exists in forward time (forward uniqueness)
and satisfies (1.2) for all x0 ∈ Rn and t ≥ 0.

The following FTS definition is inspired by [11, 26, 78, 94]:

Definition 1.1
The origin of the autonomous system (1.2) is:

1. Lyapunov stable: if there exist a nonempty open neighborhood of the origin V ⊂ Rn
and a function α ∈ K∞ such that for all x0 ∈ V we have

‖x(t, x0)‖ ≤ α(‖x0‖), ∀t ≥ 0.

2. Asymptotically Lyapunov stable (AS): if it is Lyapunov stable and limt→+∞ x(t, x0) =

0, ∀x0 ∈ V, i.e., there exists β ∈ KL such that

‖x(t, x0)‖ ≤ β(‖x0‖, t), for all x0 ∈ V and for all t ≥ 0. (1.3)

3. Finite-time (FT) attractive: if there exists a function T : V → R+ such that ∀x0 ∈ V,

x(t, x0) = 0, ∀t ≥ T (x0).

T is called a settling-time function.

4. Finite-time stable (FTS): if it is Lyapunov stable and FT attractive.
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In addition, if V = Rn, then all these properties hold globally.

Throughout the thesis, V will always denote a neighborhood of the origin.

Remark 1.1
Let us stress that assertion 4. of Definition 1.1 holds if and only if there exists2 β ∈ GKL such
that ‖x(t, x0)‖ ≤ β(‖x0‖, t), ∀t ≥ 0.

Note the following key property: if the origin of (1.2) is FTS, then (1.2) cannot possess
unique solutions in backward time at the origin. Therefore, in particular, we assume that
the vector field f is locally Lipschitz except at x = 0 (this is true for the system (1.1)). In
that case, for a nonlinear system, Lyapunov stability implies the uniqueness of solutions in
forward-time.

The following proposition shows that, if the origin is a FTS equilibrium of (1.2), then the
Cauchy problem associated to (1.2) has a unique solution on R+ for every initial condition in
an open neighborhood of the origin.

Proposition 1.1 (Bhat & Bernstein. 2000 [11, Proposition 2.3])
Let f be locally Lipschitz except at the origin. Assume that the origin is a FTS equilibrium
for (1.2). Let3 V ⊂ Rn and T : V \{0} → (0,+∞) be the settling-time function (see Definition
(1.1)). Then, x(·, ·) : R+ ×V → Rn is well defined and x(t, x0) = 0 for all t ≥ T (x0), x0 ∈ V,
where T (x0)→ 0 as x0 → 0.

Due to Proposition 1.1, one comes out with very nice properties for the solutions and the
settling-time function of a FTS system as highlighted in the next remarks.

Remark 1.2
Proposition 1.1 indicates that FTS guarantees x(·, ·) : R+ × V → V is well defined and is a
continuous function. In addition, it satisfies (semi-group properties)

x(0, x0) = x0, x(t, x(h, x0)) = x(t+ h, x0) and x(T (x0) + t, x0) = 0,

for every x0 ∈ V and for all t, h ∈ R+.

Remark 1.3
Proposition 1.1 shows also that it is reasonable to extend T to all points of V by defining
T (0) = 0. From definition of T on deduce that, for all x0 ∈ V,

T (x0) = inf{t ∈ R+ : x(t, x0) = 0}.

FT convergence is celarly link to the settling-time function which express the time for
2β : R+ × R+ → R+ is said to be a class GKL function, if β(·, t) ∈ K∞ for each fixed t ∈ R+, β is a

strictly decreasing function until T in its second argument t ∈ R+ for any fixed first argument s ∈ R+ \ {0}
and β(s, τ) = 0, ∀τ ≥ T for each fixed s ∈ R+ for some 0 ≤ T < +∞.

3V is a neighborhood of the origin
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solution(s) starting from a given initial contidion to reach excatly the origin. The following
lemma, borrowed from [11], investigates the properties of this so called settling-time function.

Lemma 1.1 (Bhat & Bernstein. 2000 [11])
Let f be locally Lipschitz everywhere except the origin. Assume that the origin of (1.2) is a
FTS equilibrium. Then, the following statements hold:

i) If x0 ∈ V and t ∈ R+, then T (x(t, x0)) = max{T (x0)− t, 0}.

ii) T is continuous on4 V if and only if T is continuous at 0.

As seen in Lemma 1.1, for FTS systems, continuity of the settling-time function T reduces
to its continuity at the origin. But in general, T can be discontinuous as shown in the next
example borrowed from [11] and where the settling-time function is discontinuous at the origin.

Example 1.1 (Bhat & Bernstein. 2000 [11])
Let the vector field f : R2 → R2 be defined in the following four regions of the plane:

QI = {x ∈ R \ {0} : x1 ≥ 0, x2 ≥ 0}, QII = {x ∈ R \ {0} : x1 < 0, x2 ≥ 0},

QIII = {x ∈ R \ {0} : x1 ≤ 0, x2 < 0}, QIV = {x ∈ R \ {0} : x1 > 0, x2 < 0}

as in Figure 1.2. Where f(0) = 0 and x = (x1, x2) = (r cos(θ), r sin(θ)), r > 0, θ ∈ [0, 2π).

Figure 1.2: The trajectories show the behavior of a global FTS system with discontinuous
settling-time function (Example from [13]).

It was shown in [13] that:

• f is continuous on R2 and Lipschitz everywhere except on the x1 and x2 axes;
4V is a neighborhood of the origin
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• the system (1.2) has unique solutions in forward time and its origin is globally FTS;

• when solutions of (1.2) are initiated on the lower half line of the x2-axis, the settling-time
function T tends to infinity as the initial condition tends to zero.

Indeed, if we consider the sequence of initial conditions xn0 = (0,− 1
n), n ∈ N \ {0}, we have

(see [13] for more details)
T (xn0 )→ +∞ as n→ +∞.

Which means that sup
x0∈B(0,r)

T (x0) = +∞, for any r > 0.�

Another extension of FTS concept, called FxTS, is related to uniform5 boundedness of
the settling-time function.

Definition 1.2 (Polyakov. 2011 [72])
The origin of system (1.2) is

1. FxTS, if it is FTS (see Definiton 1.1) and the settling-time function T is uniformly
bounded.

2. nearly FxTS, if for any r > 0, there exists 0 < Tr < +∞ such that x(t, x0) ∈
B(0, r), ∀t ≥ Tr, ∀x0 ∈ Rn \ {0}.

If V = Rn, then all these properties hold globally.

The concept of nearly FxTS guarantees the convergence of the system trajectories to any
ball of the origin in fixed-time (the ball radius can be made arbitrarily small). Consequently,
the nearly FxTS systems behave "almost" like a FxTS system.

In the next chapters and in the following paragraphs, we investigate FTS/FxTS. Since
these two properties are particular cases of the AS one, let us recall some known Lyapunov
characterisation of it before looking at similar results for FTS/FxTS properties. Let us
assume that the system (1.2) is AS. It has been proven (under some conditions to be given
later on) that it is equivalent to the existence a Lyapunov function V for (1.2) such that its
total derivative along the system trajectories is negative definite. Hence, V : V \ {0} → R+ is
asked to be continuously differentiable function on V \ {0}, i.e.,

V̇ (x(t, x0)) =
dV ◦ x(t, x0)

dt
= 〈∇V (x(t, x0)), f(x(t, x0))〉, ∀x0 ∈ V \ {0}.

Moreover, according to Definition 1.1, the stability property of (1.2) holds globally if V = Rn.
For that, the Lyapunov function will be required to be radially unbounded:

5Uniform with respect to initial conditions.
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Definition 1.3 (Bhat & Bernstein. 2005 [13])
A function V : Rn → R+ is said to be radially unbounded if

lim
‖x‖→+∞

V (x) = +∞.

The next theorem investigates AS of (1.2) using Lyapunov approach.

Theorem 1.1 (Clarke et al. 1998 [26])
Let x = 0 be an equilibrium of (1.2). Let V ⊂ Rn be neighborhood of the origin and let
V : V ⊂ Rn → R+ and W : V \ {0} → R+ be two continuous positive definite functions and
V : V \ {0} ⊂ Rn → R+ be a continuously differentiable function such that

1. V (0) = 0, V (x) > 0 and W (x) > 0 for all x ∈ V \ {0},

2. 〈∇V (x), f(x)〉 ≤ 0, ∀x ∈ V.

Then the origin of (1.2) is Lyapunov stable. If condition 2. is replaced by

2bis. 〈∇V (x), f(x)〉 ≤ −W (x), ∀x ∈ V \ {0},

then the origin of (1.2) is AS. Moreover, if V = Rn, V is radially unbounded and condition
2bis. holds for all x ∈ Rn, then the origin of (1.2) is GAS.

Example 1.2
The following system {

ẋ = y + g(x),

ẏ = u,
(1.4)

is globally asymptotically stable for g(x) = −x
5
3 and u(x, y) = −x

1
3 − y, as it is shown in

Figure 3.5. Indeed, by using the following radially unbounded Lyapunov function

V (x, y) =
3

4
x

4
3 +

1

2
y2,

one gets

〈∇V (x, y), f(x, y)〉 = yx
1
3 − x

5
3x

1
3 − yx

1
3 − y2 = −(x2 + y2) < 0, ∀(x, y) 6= (0, 0),

where f(x, y) = (y + g(x), u(x, y))>. Which, by using Theorem 1.1, proves that the origin of
(1.4) is globally asymptotically stable.

FTS has also been considered and studied by using Lyapunov approach. Considering
system (1.2) in one dimension, one can turn to [40] where Haimo builds up necessary and
sufficient conditions on the right-hand side to guarantee the FTS property:
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Figure 1.3: The solutions of the system (1.4) with different initial conditions.

Proposition 1.2 (Haimo 1986 [40])
Assume that the origin is the unique equilibrium point of (1.2) with n = 1. The origin of
(1.2) is FTS if and only if there exists a neighborhood V of the origin such that

∀x ∈ V \ {0}, xf(x) < 0, (1.5)∫ 0

x

dz

f(z)
< +∞. (1.6)

Under the same assumptions of Proposition 1.2, one can prove a similar result for non-
linear differential inequalities through the use of comparison Lemma. Moreover, one may
use Lyapunov theory to extend Proposition 1.2 to the multidimensional case. We shall see
in particular that most of the approaches to investigate FTS of nonlinear systems, for any
n ∈ N, rely heavily on the Lyapunov function methods. Thus, we are going to emphasize the
interest in a variety of theorems which state that, under minimal assumptions, FTS can be
established if we guarantee the existence of Lyapunov functions with suitable properties.

Sufficient conditions using smooth or non-smooth Lyapunov function for FTS, have been
introduced by Moulay et al. in [61]. Necessary conditions have also been presented in [61]. It
has been mentioned in that paper that “for the moment, there is no necessary and sufficient
condition for FTS of general continuous (even autonomous) systems". However, when the
settling time is continuous at the origin, necessary and sufficient conditions were obtained,
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by Bhat & Bernstein in [13], for autonomous systems with uniqueness of solutions in forward
time.

Before giving these necessary and sufficient conditions for FTS , let us start with a sufficient
Lyapunov characterization of FTS for the continuous system (1.2).

Proposition 1.3 (Moulay et al. 2008 [61, Proposition 4.1])
Let V : V → R+ be a continuously differentiable and positive definite, where V is a neigh-
borhood of the origin. Let r ∈ K be a continuous function which is locally Lipschitz in some
neighborhood of the origin excluding the origin. If there exists ε > 0, such that∫ ε

0

ds

r(s)
< +∞ (1.7)

and
〈∇V (x), f(x)〉 ≤ −r(V (x)), ∀x ∈ V. (1.8)

then (1.2) is FTS. The existence of a Lyapunov function V such that (1.8) holds guarantees
also that the settling-time function T , with respect to initial conditions of the system (1.2),
satisfies the inequality:

T (x) ≤
∫ V (x)

0

dz

r(z)
, ∀x ∈ V. (1.9)

Moreover, T is continuous at the origin. If in addition V = Rn, V is radially unbounded and
(1.8) holds, then the origin is a globally FTS equilibrium of (1.2). The Lyapunov function V
is called a FT Lyapunov function.

Proposition 1.3 presents sufficient conditions for FT Lyapunov function. Moreover, one
can define necessary conditions as in [61]. These conditions require the existence of r ∈ K
such that, instead of (1.8), one has

〈∇V (x), f(x)〉 ≥ −r(V (x)), ∀x ∈ V.

The above mentioned conditions have also been investigated for non-autonomous systems (see
[61]). As it has been shown, FT Lyapunov function requires the existence of a couple (V, r),
which fulfills a specific inequality. The most common choice of the function r is r(V ) = cV α for
c > 0 and α ∈ [0, 1) for FTS (see [61, 11]) and α > 1 for nearly FxTS (see next Chapters).
Therefore, we introduce the following FT different inequality to be used later for a function
V : V ⊂ Rn → R+,

〈∇V (x), f(x)〉 ≤ −c[V (x)]α, ∀x ∈ V. (1.10)

The existence of a function V , such that (1.10) holds, guarantees also that the settling-
time function T , with respect to initial conditions of the system (1.2), satisfies the following
inequality:

T (x) ≤
V (x)∫
0

dz

r(z)
=

[V (x)]1−α

c(1− α)
, ∀x ∈ V. (1.11)
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Moreover, T is continuous at the origin.

The following proposition, from [11], resumes the above discussion and provides some
necessary and sufficient conditions for FTS using Lyapunov approach.

Proposition 1.4 (Bhat & Bernstein. 2000 [11, Theorem 4.3])
Let V be an open neighborhood of the origin. Then the two following assertions are equivalents:

A) the origin of (1.2) is FTS and the settling-time function is continuous at 0.

B) there exists a continuous function V : V → R+ such that the following conditions are
satisfied:

• V is positive definite.
• V̇ is real valued and continuous on V and there exist c > 0 and 0 < α < 1 such
that (1.10) holds.

"A) ⇐ B)" was dicussed before and "A) ⇒ B)" comes from the continuity of the settling-
time function T : V → R+. Indeed, since T is assumed to be continuous, one gets that the
function

V : x ∈ V 7−→ V (x) = (T (x)).
1

1− α
∈ R+,

is continuous and well-defined. Moreover, V satisfies:

V (0) = 0,

V (x) > 0, ∀x 6= 0,

V̇ (x) + c(V (x))α = 0, ∀x ∈ V with c =
1

1− α
.

This proves the FTS stability of (1.2).

Similarly to Propositions 1.4, Polyakov in 2011 [72] presented a Lyapunov sufficient con-
dition for FxTS reported in the next proposition:

Proposition 1.5 (Polyakov 2011 [72])
The origin of (1.2) is FxTS with a uniformly continuous and bounded settling-time function
at the origin if and only if there exist a real numbers c1, c2 > 0, α ∈ (0, 1), β > 1 and a
Lyapunov function6 V ∈ CL∞(V,R+), 0 ∈ V ⊂ Rn satisfying

〈∇V (x), f(x)〉 ≤ −c1[V (x)]α − c2[V (x)]β, ∀x ∈ V.

Then, the origin is a FxTS equilibrium of (1.2) and T is bounded by:

T (x) ≤ 1

c1(1− α)
+

1

c2(β − 1)
. (1.12)

If V = Rn and the function V is radially unbounded, then the origin of the system (1.2) is
globally FxTS.

6CL∞(V,R+) denotes the set of continuous functions on V, C∞ on V \ {0} with value in R+. V is a
neighborhood of the origin.
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Proposition 1.5 shows sufficient condition for FxTS stability of an autonomous system.
More elaborated Lyapunov analysis conditions for FxTS have been shown in the very recent
work [56] which provides necessary and sufficient conditions for FxTS of an autonomous
system. These results will be summerized in the next proposition.

Proposition 1.6 (Lopez-Ramirez et al. 2019 [56])
Let V be a neighborhood of the origin. Assume that there exists a continuously differentiable
strict Lyapunov function V : V → R+ for system (2.1) such that

• there exists a continuous positive definite function r : R+ → R+ that satisfies∫ supx∈V V (x)

0

dz

r(z)
< +∞,

• the inequality V̇ (x) ≤ −r(V (x)) holds for all x ∈ V.

Then the origin of (1.2) is FxTS with continuous settling time function T : V → R+ and

T (x) ≤
∫ supx∈V V (x)

0

dz

r(z)
< +∞.

A similar characterization to the one utilized in Proposition 1.6 was derived as a necessary
condition for FxTS (see [56, Theorem 6]). This result is stated as follows: Consider system
(1.2) and assume that the origin is FxTS on V. Then there exist a strict Lyapunov function
V and a class K∞ function q that satisfies

•
∫ supx∈V V (x)

0
dz
r(z) < +∞,

• V̇ (x) ≤ −r(V (x)) holds for all x ∈ V.

Note that, as an example of the function r, one can refer to the results presented in Proposition
1.5, i.e., r(s) = −c1s

α − c2s
β , with c1, c2 > 0, 0 < α < 1 and β > 1.

1.1.3 Finite-time and Fixed-time stability of discontinuous systems

Stability of discontinuous systems is a required propety (sometimes), which may arise in variety
of disciplines (including various areas in engineering, physics, biological sciences, economics,
etc). Indeed, some systems cannot be stabilized by regular static, time-invariant state feedback
laws, e.g. Brockett’s integrator [21]:

ẋ1 = u1

ẋ2 = u2

ẋ3 = x2u1 − x1u2,
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where the state is given by x = (x1, x2, x3)> ∈ R3 and the control u = (u1, u2) ∈ R2. In
addition, FT stabilization is sometimes required7. Therefore, in the control literature, many
works concern this notion for DIs or discontinuous systems (see [68, 62, 84]). Lastly, as we
will see in this thesis, DI extensions can be used to derived properties of the original ordinary
differential equations (see chapter 4 & 5). These are all the motivations for recalling some
results concerning DI and their stability properties (AS, FTS, FxTS).

The DIs appear in models of dynamical systems which do not satisfy the classical assump-
tions of regularity (i.e., systems with discontinuous vector field). Existence of the solution to
(1.2) depends on the smoothness of function f . Therefore, the Cauchy problem (1.2) may not
have a solution, and sometimes may have many solutions.

Accordingly, the study of system (1.2) when it has a discontinuous right-hand-side, (i.e.,
mechanical systems with friction, systems with relay, . . . ), is a multifaceted problem which
embraces mathematical control theory and application aspects (see [34]). Regularization of
system (1.2) proposed by Filippov [34] consists in replacing (1.2) with a suitable DI

ẋ(t) ∈ F (x(t)), ∀t ≥ 0,

x(0) = x0 ∈ Rn,
(1.13)

where F : D(F ) ⊂ Rn → 2R
n
, x ∈ Rn is the state and x0 ∈ Rn is the initial condition. The

notion of solution obtained in this way depend on the construction of the set valued map F.
For example, if

F (x) = ∩r>0 ∩µ(N)=0 co {f(B(x, r) \N)} ,

then the DI (1.13) has an absolutely continuous function x : I ⊂ R+ → Rn, which is differen-
tiable and satisfies ẋ(t) ∈ F (x(t)) almost for all t ∈ I, and we say that the system (1.2) has
a Filippov solution. Here µ is the Lebesgue measure of Rn and co denotes the closure of the
convex hull. One of the sufficient conditions, that F has to satisfy in order to guarantee the
existence of the solutions for (1.13), is the property of upper-semi-continuity defined hereafter.

Definition 1.4 (Filippov 1963 [35])
A set-valued map F is upper-semi-continuous at x̄ ∈ D(F ) if ∀ε > 0, ∃δ > 0 such that:

∀x ∈ B(x̄, δ), F (x) ⊂ B(F (x̄), ε).

To investigate the existence of solutions for (1.13), the following theorem provides sufficient
conditions to be satisfied by F .

Theorem 1.2 (Filippov 1963 [35])
Assume that the set F (x) be non empty, compact and convex for all x ∈ Rn and that the map
F : x 7→ F (x) be upper-semi-continuous. Then, there exists a solution to the Cauchy problem
(1.13).

7Often AS is enough for many practical applications, but in some cases like rendez-vous problems
FTS/FxTS should be used.
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Assertions of Theorem 1.2 will be called the classical conditions for a DI. Now, let us
give an example of a discontinuous system on which the Filippov extension will be applied.

Example 1.3
Consider the system

ẋ = Ax+ bu(x), with u(x) = sign(x1) ∈ R,

where x = (x1, x2, · · · , xn) ∈ Rn, A ∈Mn, b ∈ Rn. The Filippov DI extension is given by

ẋ ∈ {Ax}+ ∪y∈sign(x1){by},

where

sign(s) =


1 if s > 0,

−1 if s < 0,

[−1, 1] if s = 0.

Intensity of discontinuous control systems investigations has been always maintained on the
high level in the entire history of the automatic control theory. Solutions of DIs possess many
(but not all) properties similar to the ones for ordinary differential equations. In particular, if
the set valued map F satisfies the classical conditions, then the set of solutions is compactum
(a compact Hausdorff space). In addition, solutions of DI (1.13) satisfy a continuability
property. Moreover, all the solutions of DI are equi-continuous.

For each Ω ⊆ Rn, we let S(Ω) ⊂ C(R+ × Rn,Rn) denotes the set of solutions of (1.13)
satisfying x(0) ∈ Ω. If Ω is a singleton {x0}, we will use the shorthand S(x0). We denote
S = S(Rn) as the set of all solutions. The domain of a solution x(·) will be denoted by R+ if
it is forward complete.

In the sequel, we will introduce the asymptotic stability, FTS, FxTS and nearly FxTS
properties for DI (1.13) in the strong sens (for all solutions) and in the weak sens (for some
solutions).

Let us now consider the system (1.13) where F is a set valued map such that 0 ∈ F (0).
The next definition concerning the strong and weak uniform GAS of DIs.

Definition 1.5 (Angeli et al. 2004 [3], Bernuau et al. 2014 [9])
The origin of the system (1.13) is

• strongly uniformly AS (i.e., S(x0) is strongly uniformly AS) if there exist a
nonempty open neighborhood of the origin V ⊂ Rn and β ∈ KL such that

‖x(t, x0)‖ ≤ β(‖x0‖, t), ∀t ≥ 0, ∀x0 ∈ Rn,

for any x(·, x0) ∈ S(x0).

In addition, if V = Rn, then this property holds globally.

• weakly uniformly GAS if there exists a subset Ŝ of the set S of solutions of (1.13),
such that Ŝ(x0) is uniformly GAS for all x0 ∈ Rn.
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Lyapunov functions arise naturally in the analysis of the stability theory of DIs. Indeed,
the origin of (1.13) is locally (resp., globally) uniformly Lyapunov stable if and only if there
exists a locally (resp., globally) positive definite functional V : V(resp., Rn)→ R+ such that a
specific inequality holds. Moreover, Lyapunov functions can be used to investigate the uniform
asymptotic stability of DIs.

Theorem 1.3
Let V ⊂ Rn be a neighborhood of the origin. Let a function V : V → R+ (resp., V : Rn → R+)
be proper and positive definite, let a functionW : V → R+ (resp.,W : Rn → R+) be continuous
positive definite and such that

sup
h∈F (x)

〈∇V (x), h〉 ≤ −W (x), ∀x ∈ V,

(resp., sup
h∈F (x)

〈∇V (x), h〉 ≤ −W (x), ∀x ∈ Rn). Then the origin of the system (1.13) is

uniformly AS (resp., uniformly GAS).

Let us now give the following definition concerning FTS of DIs.

Definition 1.6 (Bernuau et al. 2014 [9] )
The origin of (1.13) is said to be FTS if there exist a nonempty open neighborhood of the
origin V ⊂ Rn and β ∈ GKL such that

‖x(t, x0)‖ ≤ β(‖x0‖, t), ∀t ≥ 0, ∀x0 ∈ V,

for any x(·, x0) ∈ S(x0). In addition, if V = Rn, then this property holds globally.

As seen for continuous systems, the use of Lyapunov function leads to some scalar dif-
ferential inequality condition for FTS. Sufficient Lyapunov conditions for FTS of DIs were
provided by Moulay et al. 2005 in [62]:

Theorem 1.4 (Moulay et al. 2005 [62])
Let V ⊂ Rn be a neighborhood of the origin. Let a continuously differentiable function V :

V → R+ be positive definite and there exists a function r ∈ K, which is continuous and locally
Lipschitz in some neighborhood of the origin excluding the origin. If there exists ε > 0, such
that ∫ ε

0

ds

r(s)
< +∞, (1.14)

and
sup

h∈F (x)
〈∇V (x), h〉 ≤ −r(V (x)), ∀x ∈ V, (1.15)

then (1.2) is FTS. If in addition V = Rn, V is radially unbounded and (1.8) holds, then the
origin is a globally FTS equilibrium of (1.2).

The existence of a Lyapunov function V such that (1.15) holds guarantees also that the
settling-time function T , with respect to initial conditions of the system (1.2), satisfies the
inequality (1.9)which implies its continuity at the origin.
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Example 1.4 (Moulay et al. 2005 [62])
Let us consider the set valued function

F (x) =


1 + |x|

1
2 if x < 0

[−1, 1] if x = 0

−1− |x|
1
2 if x > 0,

associated to the DI ẋ ∈ F (x), x ∈ R. Let x 7→ V (x) = 1
2x

2, one gets

sup
h∈F (x)

〈∇V (x), h〉 ≤ −|x|
3
2 = −2V (x)

3
4 , ∀x ∈ R.

The inequality (1.15) holds with the function r : R+ → R+ defined by r(s) = 2s
3
4 . Then,

the origin of ẋ ∈ F (x) is globally FTS and the settling-time function is estimated as follows:
T (x) ≤ 2

3
4 |x|

1
2 , ∀x ∈ R.

Moulay et al. 2005 in [62], mentioned that function r in Theorem 1.4 can be chosen as
r(s) = csα with c > 0 and α ∈ [0, 1). These results are stated in the following theorem (for
more details see [62]).

Theorem 1.5 (Moulay et al. 2005 [62])
Let V ⊂ Rn be a neighborhood of the origin. Let a function V : V → R+ be continuously
differentiable, positive definite and there exist c > 0 and 0 < α < 1 such that

sup
h∈F (x)

〈∇V (x), h〉 ≤ −c [V (x)]α , ∀x ∈ V.

If V = Rn and V is radially unbounded, then the system (1.13) is strongly globally FTS. V
called a FT Lyapunov function. Moreover, the settling time function T is continuous for all
initial conditions x ∈ Rn (due to (1.11))8.

As seen before, researchers are interested in the so-called FxTS of DIs since they appear
as regular extensions of discontinuous systems. For this reason, a Lyapunov based character-
isation has been developed for FxTS DIs as stated in the next theorem.

Theorem 1.6 (Polyakov et al. 2011 [72])
Suppose that there exists a continuous radially unbounded function V : Rn → R+ and real
numbers c1, c2 > 0, 0 < α < 1 and β > 1 such that

sup
h∈F (x)

〈∇V (x), h〉 ≤ −c1 [V (x)]α − c2 [V (x)]β , ∀x ∈ Rn,

Then the origin is a strongly FxTS equilibrium of (1.2) and T satisfies (1.12).

8Indeed (1.11) implies that T is continuous at the origin which combines with Lemma 1.1 implies continuity
for all initial conditions.



1.2. Homogeneity 29

Example 1.5
Let us consider the set valued function

F (x) =


|x|

3
2 + |x|

1
2 if x < 0

[−1, 1] if x = 0

−|x|
3
2 − |x|

1
2 if x > 0,

and the the DI ẋ ∈ F (x), x ∈ R. Let x 7→ V (x) = 1
2x

2, one gets

sup
h∈F (x)

〈∇V (x), h〉 ≤ −|x|
5
2 − |x|

3
2 = −2

5
4V (x)

5
4 − 2

3
4V (x)

3
4 , ∀x ∈ R.

Then, the origin of ẋ ∈ F (x) is strongly globally FxTS and the settling time function is
estimated as follows: T (x) ≤ 2

2
4 (
√

2 + 1), ∀x ∈ R.

Using DIs to investigate the rate of convergence for continuous and discontinuous systems
is very common. In addition, DIs arise also as a regular extension of systems, which are not
easy to be studied (see chapter 4 & 5). In general, these extension may not be strongly FTS
or strongly FxTS. However, these properties may be held weakly in the case of DI (1.13).
Therefore, the next definition introduces the notions of weak FTS, weak FxTS and weak
nearly FxTS for DIs.

Definition 1.7 (Polyakov et al. 2004 [78], Clarke et al. 1998 [26])
The origin of the system (1.13) is

• weakly FTS; (resp., weakly uniformly FxTS) if there exists a subset Ŝ of the set S

of solutions of (1.13), such that all x(·) ∈ Ŝ are uniformly FTS (resp., FxTS) see
Definitions 1.1.

• weakly nearly FxTS; if there exists a subset Ŝ of the set S of solutions of (1.13), such
that all x(·) ∈ Ŝ are nearly FTS (see Definition 1.1).

Note that system (1.2) is Lyapunov stable (resp. AS or FTS or FxTS) if and only if it
is uniformly Lyapunov stable (resp. uniformly AS or uniformly FTS or uniformly FxTS)
(see [78, 26]).

1.2 Homogeneity

In control theory, homogeneity simplifies qualitative analysis of non-linear dynamic systems.
So that, it allows local properties (e.g. local stability) to be extended globally using a scaling
or dilation of the solutions (homogeneity is a kind of Lie symmetry). A first concept called
standard homogeneity appeared for the first time with the work of Euler and his famous
theorem providing a simple characterisation of homogeneous differentiable functions. To study
dynamical systems, homogeneity has been used by Lasalle and Hahn in the 1940s (see for
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example [39]). Moreover, homogeneity of negative degree combined with AS implies FTS for
non-linear systems [14]. These facts motivate the here proposed section.

1.2.1 Standard Homogeneity

In this subsection, let us start with the first introduced notion of homogeneity, which goes
back to Euler, i.e., standard homogeneity (or classical homogeneity). This definition has been
mention in 1958 by Zubov and later by Hermes and Hahn and others (see [39, 43, 95]).

Definition 1.8 (Hahn 1967 [39] )
A mapping f : Rn → Rm is said to be homogeneous of degree k ∈ R, in the classical sense, if

∀λ > 0, ∀x ∈ Rn : f(λx) = λkf(x).

The function f(x) = Ax, where x ∈ Rn and A ∈ Rn×n i.e a linear system, is homogeneous
of degree 1 since f(λx) = λf(x).

Remark 1.4
Another necessary and sufficient condition for homogeneity of differentiable functions is pro-
vided by Euler’s Theorem on homogeneous functions: If f : Rn → Rm is a differentiable
mapping, then f is homogeneous with degree k if and only if for all i ∈ {1, · · · ,m}

n∑
j=1

xj
∂fi
∂xj

(x) = kfi(x), ∀x ∈ Rn.

The following example shows that homogeneous functions can be non-linear or discontin-
uous.

Example 1.6
The function

f(x, y) =


xβ + yβ

xα + yα
, if x 6= 0

0, if x = 0,

is homogeneous of degree β − α and non-linear. Note that f is continuous if β > α, and
discontinuous otherwise.

For homogeneous systems, many properties that hold locally will hold immediately glob-
ally. As the next theorem shows, this includes stability.

Theorem 1.7 (Hahn 1967 [39], Bernuau et al. 2014 [9])
Consider the homogeneous system (1.2) with a continuous vector field f and with forward
uniqueness of solutions. If the origin is a locally attractive equilibrium, then the origin is
globally asymptotically stable.
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Theorem 1.8 (Zubov 1964 [94])
Consider a homogeneous system ẋ = f(x), x ∈ Rn, with a continuous f . Then, the origin is
globally asymptotically stable if and only if there exists a homogeneous and continuous function
V , of class C1 on Rn \ {0}, s.t. V and −V̇ are positive definite.

However, the field of standard homogeneity is very restrictive. For instance, consider the
function xα + y, α > 1. Since x is at the power α while y is at the power 1, this function
cannot be homogeneous in the standard sense. But if one scales y, α times faster than
x, this obstruction is removed. Hence, a generalization of the standard homogeneity was
proposed by Zubov in 1950s [95] and developed by Hermes in the 1990s [42, 41] using different
weights, leading to weighted homogeneity. Nowadays, this is the most popular definition of
homogeneity. The weighted homogeneity has permitted to extend many results to a broader
class of objects.

1.2.2 Weighted Homogeneity

Weighted homogeneity was introduced by V. I. Zubov in late 1950s and independently by H.
Hermes in 1980s when looking at a local approximation of non-linear systems: asymptotic
controllability is shown to be inherited by the original non-linear system if this property
holds for the homogeneous approximation. Weighted homogeneity enlarges the concept of
standard homogeneity by allowing the multiplicative factor λ to have different powers for each
coordinate. Therefore, the dilation is different from the one used in the standard case. Let
us start with the fundamental definition of this property. First, we start with the so-called
weights (i.e., r = (r1, ..., rn) with ri, i ∈ {1, · · · , n} positive real numbers), rmax = max1≤j≤n rj
and rmin = min1≤j≤n rj denote the maximum and the minimum element of r, respectively.
The matrix Λr(λ) = diag{λr1 , · · · , λrn} is called the dilation matrix associated to the vector
of weights r and is defined for all λ > 0. Note that for any x ∈ Rn,

Λr(λ)x = (λr1x1, ..., λ
rixi, ..., λ

rnxn)>.

The r-homogeneous norm9 is denoted for any x ∈ Rn as ‖x‖r, ρ =
(∑n

i=0 |xi|ρ/ri
)1/ρ where

ρ ≥ rmax. When the value of ρ is omitted, i.e. ‖x‖r,, it means that ρ = Πn
i=1ri. Let us

introduce the following definition inspired from [6, 49].

Definition 1.9
A function V : Rn → R is said to be r-homogeneous of degree k ∈ R if

V (Λr(λ)x) = λkV (x), ∀x ∈ Rn,∀λ > 0.

A vector field f : Rn → Rn is said to be r-homogeneous of degree ν ∈ R if

f(Λr(λ)x) = λνΛr(λ)f(x), ∀x ∈ Rn,∀λ > 0, (1.16)

in other words, fi are r-homogeneous of degree ν + ri, for each i ∈ {1, · · · , n}.
9In general, the homogeneous norm is not a norm in the classical sens (it does not satisfy the triangle

inequality).
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Example 1.7
Let k, α, β > 0 the function V (x) = xα1 + xβ2 is r-homogeneous of degree k with r = ( kα ,

k
β )

since
V (λ

k
αx1, λ

k
β x2) = λkV (x), ∀λ > 0, ∀x ∈ R2.

Let us stress that the homogeneity degree and weights are not unique. Indeed, the degree k is
arbitrary. Moreover, it is always possible to select r1 = 1 and scale k and r2. Notice also that
the symmetry-like property of V can be seen along the curve λk. Figure 1.4 compares the plots
of the function V for α = 3 and β = 4 and α = β = 2.
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Figure 1.4: The plot of the r-homogeneous function V when α = β = 2 in the left side; for
α = 3 and β = 4 in right side.

Euler’s Theorem has been generalized in [95] for weighted homogeneity. As in Remark
1.4, this result provides a necessary and sufficient condition for a differentiable function to
be homogeneous with respect to a weighted dilation. Let f : Rn → Rm be a differentiable
mapping. Then, f is r−homogeneous with degree k if and only if for all i ∈ {1, · · · ,m}

n∑
j=1

rjxj
∂fi
∂xj

(x) = (k + ri)fi(x), ∀x ∈ Rn.

For AS homogeneous system the next Lemma links FTS with the system’s degree of homo-
geneity (see [12, 66] for more details).

Lemma 1.2 (Bhat et al. 1997 [12], Nakamura et al. 2002 [66])
If the system (1.2) is r-homogeneous of degree ν and asymptotically stable at the origin, then
it is

i) globally exponentially stable at the origin if ν = 0,

ii) globally FTS at the origin if ν < 0,

iii) globally nearly FxTS if ν > 0.
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Example 1.8 (Bhat & Bernstein. 2000 [13])
Consider the second order system {

ẋ1 = x2

ẋ2 = u(x1, x2).
(1.17)

Designing the control u as

u(x1, x2) = −k1dx1c
α

2−α − k2dx2cα, 0 < α,

will provide the desired stability property for the closed-loop system (1.17). The right-hand-side
of the system (1.17) is given by

fα(x1, x2) = (x2,−k1dx1c
α

2−α − k2dx2cα)>.

I For α = 1, the control u(x1, x2) = −k1x1 − k2x2 and we get the following linear system

ẋ = Ax, x = (x1, x2) ∈ R2, A =

(
0 1

−k1 −k2

)
. (1.18)

We choose the gains k1, k2 > 0 such that A is a Hurwitz matrix, then the origin of (1.18)
is exponentially stable. Let us recall that system (1.18) is r-homogeneous of degree 0 with
Λr(λ) = λIn.

I For 0 < α < 1 the closed loop system (1.17) is FTS for k1, k2 > 0. Indeed, the fact that
the A is Hurwitz implies that there exists a Lyapunov function V such that 〈∇V (x), f1(x)〉 is
continuous and negative definite. Let

A = {x ∈ R2 : 0 ≤ V (x) ≤ 1}.

In [13], the authors proved that there exists some ε > 0 such that the function

ϕ : (0, 1]× ∂A → R with ϕ(α, x) = 〈∇V (x), fα(x)〉

satisfies: ϕ((1− ε, 1]× ∂A) ⊂ (−∞, 0). Then, for any α ∈ (1− ε, 1), ϕ takes negative values
on10 ∂A and therefore A is a positively invariant set of fα for any α ∈ (1−ε, 1). The function
fα is rα-homogeneous with degree of homogeneity ν = α−1

2−α < 0 and

Λrα(λ) =

(
λ 0

0 λ
1

2−α

)
.

Finally, using Theorem 1.2 and the fact that the degree of homogeneity of fα is negative with
respect to r, we conclude that the origin of (1.17) is, furthermore, FTS (for some sufficiently
small ε).

10∂A denotes the boundary ofA.
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Let us emphasis that, in this example, the authors used linear systems techniques and
homogeneity property of the system to conclude FTS without constructing a specific com-
plex non-linear Lyapunov function satisfying one of the previously given inequality conditions
ensuring FTS.

Another fundamental result in the study of FTS has been proven by Malkin in 1952
[58] and Krasovski in 1963 [91] for standard homogeneous systems and it was generalized to
weighted homogeneous systems in [12].

Corollary 1.1 (Bhat & Bernstein. 1997 [12])
Let f1, · · · , fp be continuous homogeneous vector fields of degrees k1 < k2 < · · · < kp and
denote f = f1 + · · ·+ fp. Assume moreover that f(0) = 0. If the origin is GAS under f1 then
the origin is locally asymptotically stable under f. Moreover, if the origin is FTS under f1

then the origin is FTS under f.

The next result is central and provides the existence of homogeneous Lypunov fiunctions
for GAS systems:

Theorem 1.9 (Rosier 1992 [81])
If the system (1.2) is r-homogeneous, then the origin is globally asymptotically stable if and
only if there exists a homogeneous and C1 function V on Rn \ {0}, s.t.

• V (0) = 0 and V (x) > 0 for all x ∈ Rn \ {0};

• −V̇ is positive definite.

1.2.3 Geometric and Local Homogeneity

Nowadays, weighted homogeneity is the most popular definition of homogeneity. Nevertheless,
this definition was still inconsistent with respect to a change of coordinates. Therefore, a more
general definition of dilations was provided in [80, 49, 13, 52].

Definition 1.10 (Bernuau et al. 2014 [9])
A vector field χ : Rn → Rn is said to be Euler if χ is of class C1, complete11 and the system
ẋ = −χ(x) is GAS. We will denote Λ the flow of ẋ = χ(x) and Λ(s, x) = Λsχ(x).

Definition 1.11 (Bernuau et al. 2014 [9])
Let χ be an Euler vector field. A function f is said to be Λsχ-homogeneous of degree ν if and
only if for all s ∈ R and all x ∈ Rn we have

f(Λsχ(x)) = e−νsf(x).

A vector field f is said to be Λsχ-homogeneous of degree ν iff for all s ∈ R and all x ∈ Rn we

11A vector field is complete if its flow curves exist for all time.
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have:

f(Λsχ(x)) = eνs
∂Λsχ
∂x

(x)f(x).

Going back to the weighted homogeneity, one can see that, considering the vector field
χ(x) = diag{r1, · · · , rn}x with a Λsχ-homogeneous vector field f , then we get

f(diag{eris}x) = eνs diag{eris}f(x).

Choosing λ = es, one obtains exactly the definition of the weighted homogeneity. This proves
that weighted homogeneity is a particular case of the geometric homogeneity and standard
one as well. To ensure the homogeneity of a function or a vector field, the following Lemma
provides some sufficient conditions.

Lemma 1.3 (Bernuau et al. 2014 [9])
Let χ be an Euler vector field and f ∈ C1(Rn,Rn). If f is Λsχ-homogeneous with degree ν ∈ R,
then

1. for all t ≥ 0 we have x(t,Λsχ(x0)) = Λsχ(x(eνst, x0)), ∀s ∈ R and x0 ∈ Rn.

2. χ∂f∂x =
(
ν + ∂χ

∂x

)
f .

If f is a C1 function (i.e., f ∈ C1(Rn,R)), then it is Λsχ-homogeneous with degree ν if and
only if χ∂f∂x = νf .

Item 1. of the above lemma is an explanation why "for homogeneous systems, local
attractivity implies global asymptotic stability". For homogeneous systems (in the geometric
sens), the rate of convergence can be evaluated via its degree as in Lemma 1.2 which was given
for weighted homogeneity.

However, homogeneity does not cover all the systems. Therefore, homogeneity was refor-
mulated into a local version [2]. It lead to the notion of homogeneous approximation allowing
to study more general non-linear control systems (see [2] and [32] for more details).

Definition 1.12 (Andrieu et al. 2008 [2])
A function (resp., a vector field) f is said to be homogeneous in the 0-limit with associated
triple (ν0, Λsχ0

, f0) if

lim
s−→−∞

sup
x∈K
‖e−ν0sf(Λsχ0

(x))− f0(x)‖ = 0,

resp., if

lim
s−→−∞

sup
x∈K

∥∥∥∥∥e−ν0s
(
∂Λsχ0

∂x
(x)

)−1

f(Λsχ0
(x))− f0(x)

∥∥∥∥∥ = 0

for all compact subsets K of Rn \ {0} .
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Definition 1.13 (Andrieu et al. 2008 [2])
A function (resp., a vector field) f is said to be homogeneous in the ∞-limit with associated
triple (ν∞, Λsχ∞, f∞) if

lim
s−→+∞

sup
x∈K

∥∥e−ν∞sf(Λsχ∞(x))− f∞(x)
∥∥ = 0,

resp., if

lim
s−→+∞

sup
x∈K

∥∥∥∥∥e−ν∞s
(
∂Λsχ∞
∂x

(x)

)−1

f(Λsχ∞(x))− f∞(x)

∥∥∥∥∥ = 0

for all compact subsets K of Rn \ {0} .

Note that it is sufficient to check these limits properties only on the unit sphere associated
to the corresponding homogeneous norm.

Example 1.9 (Andrieu et al. 2008 [2])
Let f : (x1, x2) ∈ R2 7−→ (x2, x

1.5
2 + 5x3

2)T ∈ R2. The vector field f is homogeneous in
the 0-limit with associated triple(

ν0,Λ
s
χ0
, f0(x)

)
=

(
0.5,

(
e0.5s 0

0 es

)
,
(
x2, x

1.5
2

)T)
.

If a vector field fails to exhibit a global degree of homogeneity but behaves as a homoge-
neous vector field near infinity and/or near the origin, we say that it is bi-/locally homogeneous.
Let us now focus on the consequences that the scaling behavior of homogeneous systems have
in the study of stability and robustness of such systems.

Proposition 1.7 (Andrieu et al. 2008 [2])
Assume that the vector field f is homogeneous in the 0-limit with associated triple (ν0,Λ

s
χ0
, f0).

If the origin of ẋ = f0(x) is locally asymptotically stable, then the origin of (1.2) is locally
asymptotically stable.

Example 1.10
Consider the non-linear system {

ẋ1 = x2 − x3
1,

ẋ2 = −x5
1 + x2

2.
(1.19)

Its linearized system is given by {
ẋ1 = x2,

ẋ2 = 0.

The origin of the linearized system is not stable and we cannot infer anything about the stability
of the original system (1.19). In addition, it is not possible to find real numbers r1, r2 and ν
such that f is homogeneous. However, we can prove that f is homogeneous in the 0-limit with
associated triple (2,Λsχ, f0) where

Λsχ =

(
es 0

0 e3s

)
and f0(x1, x2) =

(
x2 − x3

1

−x5
1

)
.
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Eliminating the term x2
2 produces the following homogeneous approximation of system (1.19):{

ẋ1 = x2 − x3
1,

ẋ2 = −x5
1.

(1.20)

Using the Lyapunov function V (x) = 1
18(4x6

1 − 6x3
1x2 + 21x2

2), it can be easily shown that
the origin of the homogeneous approximation is asymptotically stable and then the original
system also is asymptotically stable. This example show that, for some systems, homogeneous
approximation captures better the system’s behavior than its linearization.

Stabilization of control system is another important field of control theory which has gained
attention in the recent years and it is still currently under active developments. Stabilization of
nonlinear homogeneous systems started from 1995 by Kawski in [49] where some local/global
stabilization of homogeneous affine systems is provided. More details have been shown later
about the asymptotic, FT and FxT stabilization for nonlinear control systems [27, 59, 64].
A brief review about stabilization of control systems is presented in the next section.

1.2.4 Stabilization in the light of homogeneity

Stabilizability is a control oriented version of the stability property. It has been largely studied
in the case of linear systems:

ẋ = Ax+Bu,

where x ∈ Rn, u ∈ Rm, A ∈ Mn and B ∈ Mn,m. For this class of systems, a complete and
satisfactory theory is available. Let us remind the Kalman controllability rank condition for
the pair (A,B)

rank[B,AB,A2B, · · · , An−1B] = n. (1.21)

If (1.21) holds, then there exists a feedback matrix K such that A+BK is Hurwitz (see [54]).
Obviously, one can see that the designed control u(x) = Kx is homogeneous and it guarantees
the homogeneity of the stabilized linear system (i.e., ẋ = (A + BK)x is homogeneous with
degree ν = 0 (in the standard sens)). However, in general, this is not the case for nonlinear
systems where the problem is considerably more difficult. Systematic studies started at the
end of the 70’s [1, 48].

Let us consider the following nonlinear system

ẋ = f(x, u), (1.22)

where the state is x ∈ Rn, the control is u ∈ Rm and the function f is of class C0 in the
neighborhood of (0, 0) ∈ Rn × Rm and such that f(0, 0) = 0. The system (1.22) cannot, in
general, be stabilized using a continuous closed loop control u(x). We say that the control
system (1.22) is asymptotically stabilizable by means of a continuous stationary feedback law
if there exists a control u ∈ C0(Rn;Rm), satisfying:

1. u(0) = 0,
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2. 0 ∈ Rn is a locally (or globally) asymptotically stable point, for the closed-loop system:

ẋ = f(x, u(x)). (1.23)

The existence of such an asymptotic stabilizable control can be guaranteed if the vector field
f is of class C1 in a neighborhood of (0, 0) ∈ Rn × Rm and the pair(

∂f

∂x
(0, 0),

∂f

∂u
(0, 0)

)
is controllable,

as stated in the following proposition

Proposition 1.8 (Coron 2007 [27])
Assume that f is of class C1 and the linearized control system

ẋ =
∂f

∂x
(0, 0)x+

∂f

∂u
(0, 0)u, (1.24)

is controllable. Then there exists K ∈Mm,n such that the closed-loop system ẋ = f(x,Kx) is
locally asymptotically stable at the origin.

The controllability of
(
∂f
∂x (0, 0), ∂f∂u(0, 0)

)
implies that there exists K ∈ Mm,n such that

all the eigenvalues of
∂f

∂x
(0, 0) +

∂f

∂u
(0, 0)K,

are placed within the left complex half-plane.
Let g : x ∈ Rn 7−→ g(x) = f(x,Kx) ∈ Rn. Hence, g(0) = 0 and g′(0) = ∂f

∂x (0, 0) + ∂f
∂u(0, 0)K,

this implies that all the eigenvalues of g′(0) are placed within the left complex half-plane.
Then, 0 ∈ Rn is locally asymptotically stable for ẋ = g(x). This concludes the results of
Proposition 1.8.

Proposition 1.8 shows that if the linearized control system of a given nonlinear control
system is controllable, then the control system can be asymptotically stabilized (at least
locally) by means of continuous stationary feedback law (i.e., u(x) = Kx). The choice of
K is crucial in order to have a good performances for the closed-loop system ẋ = f(x,Kx).

In general, one desires to have robust feedback laws for uncertain linear or nonlinear control
systems. There are many tools available to deal with this problem. Let us now give the
following example, which shows an application of Proposition 1.8.

Example 1.11 (Coron 2007 [27])
Let us consider the following mechanical system (i.e., the attitude of a rigid spacecraft): η̇ = A(η)ω,

Jω̇ = S(ω)Jω +
m∑
i=1

uibi,
(1.25)

where η = (φ, θ, ψ) is the Euler angles, ω = (ω1, ω2, ω3) is the angular velocity, J is the
inertia matrix ui ∈ R, 1 ≤ i ≤ m are the controls, b1, · · · , bm are m fixed vectors in R3
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(biui ∈ R3, 1 ≤ i ≤ m and S(ω) is the matrix representation of the wedge-product, i.e.,

S(w) =

 0 ω3 ω2

−ω3 0 ω1

ω2 ω1 0

 and A(η) =

 cos(θ) 0 sin(θ)

sin(θ) tan(φ) 1 − cos(θ) tan(φ)

− sin(θ)
cos(φ) 0 cos(θ)

cos(φ)

 .

bi, i ∈ {1, · · · ,m} and m ∈ N will be considered such that the system (1.25) is controllable.
Then, the linearized control system at the equilibrium (0, 0) ∈ R6+m is η̇ = ω,

ω̇ =
m∑
i=1

uiJ
−1bi,

(1.26)

where (η1, η2, η3, ω2, ω3)> ∈ R6 is the state and (u1, · · · , um) ∈ Rm is the control. Hence,
as it has been proven in [27] when m = 3, the control system (1.26) is controllable at the
equilibrium (0, 0) ∈ R6+m. Therefore, the control system (1.25) is locally stabilizable by means
of a continuous feedback law at (0, 0) ∈ R6+m.

As we have seen, Lyapunov approach is defined to describe and study the asymptotic
behavior of an equilibrium point (see [6]). Moreover, this concept is also useful for the sta-
bilization of control systems. In the framework of control systems, the Lyapunov function
approach leads to the following definition.

Definition 1.14 (Coron 2007 [27], Bacciotti et al. 2007 [6])
A function V ∈ C1(Rn,R+) is a control Lyapunov function for the control system (1.22) if

1. V (0) = 0, lim
‖x‖→+∞

V (x) = +∞ and V (x) > 0, ∀x ∈ Rn \ {0}

2. ∀x ∈ Rn \ {0}, ∃u ∈ Rm such that

〈∇V (x), f(x, u)〉 < 0.

Moreover, V satisfies the small control property if, for every number ε > 0, there exists η > 0

such that, for every x ∈ Rn with 0 < ‖x‖ < η, there exists u ∈ Rm satisfying ‖u‖ < ε and
〈∇V (x), f(x, u)〉 < 0.

From Definition 1.14, one deduces that if the control system (1.22) is globally asymptot-
ically stabilizable by means of continuous stationary feedback laws, then it admits a control
Lyapunov function satisfying the small control property. If (1.22) is a control affine system,
i.e.,

f(x, u) = f0(x) +
m∑
i=1

uifi(x), ∀(x, u) ∈ Rn × Rm,

f0, · · · , fm ∈ C∞(Rn,Rn),
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and it admits a control Lyapunov function satisfying the small control property, i.e., there
exists a positive definite function V ∈ CL∞(V,R+) such that for all x ∈ V \ {0}:

inf
u∈U

(a(x) + 〈B(x), u〉) < 0,

where U ⊂ Rm, a(x) = 〈∇V (x), f0(x)〉, B(x) = (b1(x), · · · , bm(x))> with bi(x) = 〈∇V (x), fi(x)〉
for 1 ∈ {1, · · · ,m}. Then the control system (1.22) can be globally asymptotically stabilized
by means of continuous stationary feedback laws. Eduardo Sontag in [87] gives an explicit and
simple feedback laws and it has been used to prove the following theorem about stabilization
via homogeneous feedback controls:

Theorem 1.10 (Moulay et al. 2008 [59])
Assume that V is a control Lyapunov function satisfying the small control property for the
control system (1.22). Then u = (u1, · · · , um)> : Rn → Rm defined by

ui(x) = −φ

〈∇V (x), f0(x)〉,
m∑
j=1

(〈∇V (x), fj(x)〉)2

 〈∇V (x), fi(x)〉, ∀i ∈ {1, · · · ,m},

(1.27)
with

φ(a, b) =


a+ p
√
|a|p+|b|q
b if b 6= 0,

0 if b = 0,

where, p, q > 1 are positive real numbers. ui, i ∈ {1, · · · ,m} is continuous, vanishes at 0 ∈ Rn
and globally asymptotically stabilizes the control system (1.22).

Remark 1.5
The function φ : E = {(a, b) ∈ R2 : a < 0 or b > 0} → R is continuous. Indeed,

lim
b→0,a<0

φ(a, b) = lim
b→0,a<0

a+ p
√
|a|p+|b|q
b = lim

b→0,a<0

a+|a| p
√

1+
|b|q
|a|p

b

= lim
b→0,a<0

−a|b|q
pb|a|p

= lim
b→0,a<0

|b|q−1

p|a|p−1 = 0.

This proves also the continuity of the control ui for all i ∈ {1, · · · , n}. Moreover, (1.27) implies
that: 〈

∇V (x), f0(x) +
m∑
i=1

fi(x)ui(x)

〉
= − p

√
a(x)p + b(x)q < 0, ∀x ∈ V \ {0}.

Then, the control u = (u1, · · · , um) stabilizes the system (1.22) asymptotically.

Constructing such a smooth Lyapunov function is sometimes difficult or simply impossible
. It was shown by many authors (see Artstein [5] for the affine case, and Clarke, Ledyaev,
and Stern [26] for the general case) that there is no hope for obtaining a smooth Lyapunov
function in the general case of globally asymptotically controllable systems.
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Moreover, control Lyapunov functions were used to stabilize an affine control system in
finite-time [64]. Hence, to obtain the finite-time stabilization, an additional condition is
needed. The control Lyapunov function V ∈ CL∞(V,R+) has to be chosen such that:

inf
u∈U

(a(x) + 〈B(x), u(x)〉) < −c[V (x)]α, ∀x ∈ V \ {0},

where c > 0 and 0 < α < 1. This inequality involves also the continuity of the settling-time
function at the origin of the closed-loop system. To guarantee this inequality, the following
proposition defines a sufficient Lyapunov-like condition.

Proposition 1.9 (Moulay et al. 2005 [64])
Let V be a neighborhood of the origin. If there exists a continuously differentiable control
Lyapunov function V : V → R+ for the control system (1.22) verifying the small control
property and

p
√
a(x)p + b(x)q ≥ c[V (x)]α, ∀x ∈ V,

where p, q > 1 are positive real numbers, and where c > 0 and 0 < α < 1 then the system
(1.22) is finite time stabilizable under the continuous feedback control (1.27). The settling-time
function is given by the estimation (1.11), which proves its continuity at the origin.

The next example provides a FTS stabilizable control based on such construction via
control Lyapunov function.

Example 1.12 (Moulay et al. 2005 [64])
Let us consider the following system:{

ẋ1 = −dx1cγ − x2,

ẋ2 = dx1cβ|x2|1−β − |x2|γu,

with 0 < β, γ < 1 such that 4(β + γ) < β + 1 (for example β = γ = 1
8). Using the C1 function

V (x) = |x1|1+β + |x2|1+β, we obtain

a(x)

|B(x)|
=
−|x1|β+γ

|x2|β+γ
≤ 0, ∀x 6= 0,

where
a(x) = −(β + 1)|x1|β+γ ,

b(x) = (β + 1)2|x2|2(β+γ),

B(x) = (β + 1)dx2cβ+γ .

Then, V satisfies the small control property and infu∈R(a(x) + B(x)u) < 0. The functions a
and b satisfies the following condition

a(x)4 + b(x)2 = (1 + β)4
(
|x1|4(β+γ) + |x2|4(β+γ)

)
,

≥ (1 + β)4
(
|x1|β+1 + |x2|β+1

) 4(β+γ)
β+1

,
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≥ (1 + β)4[V (x)]
4(β+γ)
β+1 ,

− 4
√
a(x)4 + b(x)2 ≤ −(1 + β)[V (x)]α,

with 0 < α = (β+γ)
β+1 < 1 and (p, q) = (4, 2). A simple calculation gives the feedback control

(1.27)

u(x) =
|x1|β+γ − 4

√
|x1|4(β+γ) + |x2|4(β+γ)

dx2cβ+γ
.

Using this control, the inequality (1.10) holds. Then, the closed-loop system (1.22) with the
proposed continuous control is FTS.

Control Lyapunov function is a very powerful tool used to design stabilizing feedback laws.
But one needs to guess Lyapunov candidates. Additionally, control Lyapunov function is not
the unique technique to design stabilizing feedback law for the control system (1.22). There
are other tools such as backstepping [22], damping, homogeneity [80], . . . , etc. In this thesis,
we will focus on the notion of homogeneity property and the theory of differential inclusion
to analyse the stability of nonlinear systems.

1.3 Applications of Finite-time stability and homogeneity

The relevance of FTS, in control theory, drives researchers to establish this property for differ-
ent kinds of robot systems. Hence, over the last few decades, several works have shown some
fulfillment of FTS control. These works include applications to secure network communica-
tions [70], FT regulation of robot manipulators [46, 29] and FT Consensus for Multi-Agent
Networks [92]. . . etc. In this section we will mention two examples: one about FT controller
for the robot manipulator and the second one is about FT observer.

1.3.1 Finite-time stabilizing control for robot manipulators

In the paper [46], authors studied the global FT stabilization of robot system described by

M(q)q̈ + C(q, q̇)q̇ +G(q) = τ, q ∈ Rn, (1.28)

where q is the vector of generalized coordinates and τ is the vector of external torque represent-
ing the control input, M(q) denotes the inertia matrix, C(q, q̇)q̇ is the Coriolis and centrifugal
forces, and G(q) represents gravitational force and they are all assumed to be smooth. Let us
emphasis that the system (1.28) is such that M(q), C(q, q̇)q̇ and G(q) satisfy some specific
properties, for more details we refer to the paper [46].
In [46], the following controller was proposed:

τ = C(q, q̇)q̇ +G(q)−M(q) (k1sign(q − q∗)α1 + k2sign(q̇)α2) ,

where sign(x)α = (dx1cα, · · · , dxncα)> ∈ Rn, x ∈ Rn. This control enforces FTS behaviors
of the robot manipulator (e.g., Figure 1.5).
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Figure 1.5: Robot Manipulator (Robot Arm).

1.3.2 Finite-time Observer (Chua’s Oscillator)

Homogeneity has been used to investigate FTS of some classes of non-linear systems. A
particular attention was paid for FTS stabilization of linear systems [72]. In [70], in the
framework of secure communications , such homogeneity based technique was used to design
a FT observer for some class of observable nonlinear systems that can be related to some
linear system with a non-linear output injection term.

Figure 1.6: Chua’s Circuit.

In [70], authors considered the Chua’s oscillator given by:
C1v̇C1 = 1

R(vC2 − vC1) + h(vC1),

C2v̇C2 = 1
R(vC1 − vC2) + iL,

Li̇L = −vC2 ,

(1.29)

where L is an inductor, R is a resistor, C1 and C2 are two capacitors, h is the piece-wise linear
Chua’s function and the measured output is y = vC1 . Using a change of variable (see [70] for
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more details), the system (1.29) is transformed into the observable canonical form:{
ż = Az + f(y),

y = Cz,

where z ∈ R3 is the state and y ∈ R is the measured output, and

A =

 0 1 0

0 0 1

0 0 0

 , C = (1, 0, 0),

are in a canonical representation. An observer for this system is designed as

˙̂z = A

 ẑ1

ẑ2

ẑ3

+ f(y)−

 k1dz1 − ẑ1cα1

k2dz1 − ẑ1cα2

k3dz1 − ẑ1cα3

 ,

where ẑ ∈ R3 is an estimate of z, αi are constant powers and ki are constant observer gaisn
(for 1 ≤ i ≤ 3). The estimation error dynamics can be written as follows (e = z − ẑ is the
error): 

ė1 = e2 − k1de1cα1 ,

ė2 = e3 − k2de1cα2 ,

ė3 = −k3de1cα3 ,

(1.30)

To guarantee FTS of (3.15), the homogeneity framework is used [70] resulting in the choice
αi = 1 + iα, 1 ≤ i ≤ 3 where α > −1

3 is a tuning parameter (related to the homogeneity
degree of the system), for the dilation

Λs = diag
[
es, e(1+α)s, e(1+2α)s

]
.

The gains ki, 1 ≤ i ≤ 3 should be selected so that λ3+k1λ
2+k2λ+k3 is a Hurwitz polynomial.
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This chapter introduces the considered classes of systems together with the problem state-
ment (goals to be achieved in this work). In addition to that, the main required mathematical
concepts are introduced and discussed.

2.1 Introduction

As seen in the previous chapter, FTS and FxTS properties have been investigated intensively
in the last two decades (see [12, 11, 63, 62, 56] · · · etc). A large part of these works are using
Lyapunov characterization of these properties. They require the existence of a Lyapunov func-
tion V , such that a specific inequality holds, i.e., there exists a continuously differentiable and
positive definite function V : V → R+ and r ∈ K such that (1.8) is fulfilled (for example). But
finding such a function satisfying precise conditions is not obvious. Therefore, these properties
were investigated using also homogeneity property which do not necessitate constructing such
a Lyapunov function (most of the time). Thus, using the homogeneity property, FTS/FxTS
results were derived for nonlinear systems, DIs and evolution systems (for more details see
[13, 62, 68, 75]). However, because of the restrictive field of geometric homogeneity, Andrieu
in 2008 (see [2]) came out with another less restrictive technique base on the notion of local
homogeneity. This new concept were used to establish the FT and FxTS for some class of
nonlinear systems that are not homogeneous in the geometric sense. Both concepts geometric
and local homogeneity do not require the existence of FT or FxT Lyapunov function. For
example, an asymptotic stable homogeneous or locally homogeneous system with negative
degree of homogeneity is FTS (see for example [2, 13, 75]).

However, these fields are still limited. Therefore, in this chapter, and in turn, in the
subsequent chapters, we will consider nonlinear systems that may not have a homogeneous

45
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approximation at the origin nor at infinity.

2.2 Problem Statement

Rougthly speaking we are going to investigate FTS & FxTS properties for non-linear systems
of the form {

ẋ(t) = f(x(t)), t > 0,

x(0) = x0, x0 ∈ Rn, x(t) ∈ Rn, (2.1)

without requiring a homogeneity property and their robustness for the corresponding per-
turbed system

ẋ(t) = f(x(t), δ(t)), t ≥ 0, (2.2)

where x(t) ∈ Rn is the state and δ(t) ∈ Rm is the external input, δ ∈ L∞.

Thus, once some conditions for robustness1 will be obtained in the presence of external
inputs for the systems, which are homogeneous for any fixed value of the input (in Chapter 3),
we will switch to the case when our system is not homogeneous, neither globally nor locally
in Chapters 4 and 5.

Let us give more details about the first problem. For that, we consider system (2.1) (which
corresponds to (1.2) in Chapter 1) under the following assumptions:

Assumption 2.1
The vector field f is chosen such that the system (2.1) has a unique solution in forward time
(for example f is assumed to be locally Lipschitz except at the origin).

Assumption 2.2
The origin of system (2.1) is GAS.

Under these assumptions, FTS and FxTS of (2.1) will be derived under some additional
conditions:

Q1 : Firstly, we consider the system (2.1) with f given by:

f(x) =

i=p∑
i=0

Hi(x)bi(x), p ∈ N, (2.3)

where2 Hi : Rn →Mn,m, i = 0, · · · , p are homogeneous functions and bi : Rn → Rm i =

0, · · · , p are bounded maps. For this class of systems, no result exist for FTS/FxTS
without looking for a Lyapunov function. Therefore, the question of FTS/FxTS for the
dynamical system (2.3) will be treated without requiring to construct a specific Lyapunov

1more precisely FTISS see below for a definition.
2Mm,n is the set of all m× n−matrices over the field of real numbers. When m = n we writeMn instead

ofMn,n. (Notation)
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function when applying the result. More precisely, what should be the conditions on
functions bi in order to guarantee FTS or FxTS of (2.3)? Chapter 4 addresses this
problem and presents a new approach called homogeneous extensions. This concept will
be used to derive the system’s rate of convergence and its ISS robustness in the presence
of disturbances.

Q2 : Secondly, if the vector field f is not given in the special form (2.3), then what are the
conditions on f to guarantee either the FTS or FxTS of (2.1)? This is the central topic
of Chapter 5, where new conditions ensuring FTS and FxTS of (2.1) will be presented
using new notions of sub-and sup-homogeneity.

Now, let us give more details about the second problem concerning robustness of FTS
with respect to perturbations (to be considered in Chapter 3). Thereby, we consider nonlinear
system given by (2.2) under the following assumptions:

Assumption 2.3
The vector field f : Rn × Rm → Rn is a locally Lipschitz (or Hölder) continuous function,
f(0, 0) = 0. For an initial condition x0 ∈ Rn and input δ ∈ L∞, define the corresponding
solutions by x(t, x0, δ) for any t ≥ 0 for which the solution exists.

This class of systems have been intensively studied in many works such as [4, 10, 38, 88,
89, 90]. Most of these contributions present the ISS, iISS, FTiISS or FTISS properties of
(2.2) starting from the assumption that (2.2) is AS when δ = 0 (see [10, 59, 63, 64]). Sufficient
conditions have been exhibited in [10] for ISS, iISS, FTISS and FTiISS of homogeneous
systems. Moreover, another property has also been established for the system (2.2) and it
is called strong iISS [23, 24]. But the FT version of this notion has not been treated yet.
Additionally, the problem of FTS of the system (2.2) (uniformly in δ) has also not been
considered. Therefore, in Chapter 3, we will be considering the following questions concerning
robustness of FTS property under perturbations:

Q3 : If the vector field f is given in the form

f(x, δ) = f1(x) + f2(x)δ, (2.4)

and the origin of (2.2) is AS when δ = 0, then what are the conditions on the pertur-
bation δ to ensure FTS of (2.2) when f1 and f2 are two homogeneous functions?

Q4 : If the vector filed f is locally homogeneous and its homogeneous approximation is given
by (2.2). Then, is it possible to guarantee its FTS in the presence of disturbances?

Q5 : Another question will also be considered in Chapter 3, which is the problem of FTISS
of a class of interconnected systems given as follows:{

ẋ = f1(x) + f2(x)δ.

δ̇ = g(x, δ),

with g is homogeneous.
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All these robustness notions ISS, iISS, FTISS, FTiISS will be detailled in the next sec-
tion but roughly speaking they are providing deviation of the asymptotic/finite-time stability
property in the presence of "small" disturbances.

2.3 Preliminaries on the main mathematical tools

As discussed in the previous section, in order to answer the above described questions, we
need to:

1. introduce and recall some results about the recently introduced notion of generalized ho-
mogeneity3 that will be combined with some new DI extensions for answering questions
Q1−Q2,

2. introduce and recall some results about these robsutness notions (namely ISS, iISS,
FTISS, FTiISS) to be used for answering questions Q3− 5.

For these reasons and for the reader’s benefit, we shall now list briefly the preliminary
notions, which will be used in the sequel of this work. Hence, the next subsections we present
the so-called generalized linear dilation and the robustness stability property.

2.3.1 Generalized homogeneity

Let us start with the notion of generalized linear dilation. It is a generalization of linear di-
lation (which includes the weighted dilation) in [74, 75, 76, 71]. As seen previously, weighted
homogeneity is the most prevalent definition of homogeneity in the field of stability analy-
sis. However, this concept is based on a precise choice of the dilation, which is coordinate-
dependent.

For instance, let us start with the following example from [73]:

x ∈ R3 7−→ f(x) =

 x2
2 + x2

3

x2
1 (cos(ln(|x1|)) + sin(ln(|x1|)))
x2

1 (cos(ln(|x1|))− sin(ln(|x1|)))

 ∈ R3,

where x = (x1, x2, x3)> ∈ R3. According to the definition of weighted homogeneity, the
function f is not homogeneous with respect to a weighted dilation. But, considering the
following map

d : s ∈ R 7−→ d(s) = es

 1 0 0

0 cos(s) sin(s)

0 − sin(s) cos(s)

 ∈M3, (2.5)

3Chapter 1 recalls the main well known homogeneity notions which are not used here but help to understand
this quite new notion of generalized homogeneity.
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one can see that f satisfies the following relation

f(d(s)x) = esd(s)f(x).

Hence, in order to say that f is homogeneous, d has to be a dilation. Therefore, in this
subsection we will give the assertions that a generalized linear dilation has to satisfy. To do
so, let us start with the following definition (see [74, 75, 76, 71] )

Definition 2.1
A map d : R −→Mn is called a generalized linear dilation in Rn if it satisfies

• Group property: d(0) = In, d(t+ s) = d(t)d(s), t, s ∈ R.

• Continuity property: d is continuous, i.e. ∀t > 0, ∀ε > 0, ∃γ > 0 :

|s− t| < γ ⇒ ‖d(s)− d(t)‖Mn ≤ ε,

where ‖ · ‖Mm,n denotes the matrix norm induced by ‖ · ‖. ‖A‖Mm,n = sup
x∈S
‖Ax‖, where

A ∈Mm,n (see Notations).

• Limit property: lim
s−→−∞

‖d(s)x‖ = 0 and lim
s−→+∞

‖d(s)x‖ = +∞ uniformly on the unit
sphere.

Example 2.1
Matrix (2.5) satisfies all properties of Definition 2.1. Indeed:

• d(0) = e0

 1 0 0

0 cos(0) sin(0)

0 − sin(0) cos(0)

 = I3 and

d(t+ s) = et+s

 1 0 0

0 cos(t+ s) sin(t+ s)

0 − sin(t+ s) cos(t+ s)



= et+s

 1 0 0

0 cos(t) cos(s)− sin(t) sin(s) sin(t) cos(s) + sin(s) cos(t)

0 − sin(t) cos(s)− sin(s) cos(t) cos(t) cos(s)− sin(t) sin(s)


= d(s)d(t).

This proves the group property of d.

• Continuity property:

lim
s→0
‖d(s)− In‖Mn = lim

s→0
es
√

2(cos(s)− 1)2 + 2 sin2(s) = 0.

This proves the continuity of s 7−→ d(s) at 0, and the group property implies the conti-
nuity of d on R.
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• Limit property:

lim
s→−∞

‖d(s)x‖ = lim
s→−∞

es
√
x2

1 + (cos(s)x2 + sin(s)x3)2 + (cos(s)x3 − sin(s)x2)2 = 0,

lim
s→+∞

‖d(s)x‖ = lim
s→+∞

es
√
x2

1 + (cos(s)x2 + sin(s)x3)2 + (cos(s)x3 − sin(s)x2)2 = +∞,

uniformly for all x ∈ S.

Thus, d is a generalized linear dilation.

This notion of generalized linear dilation can be also called geometric dilation. They have
been studied in [50, 80, 13] and they are assumed to be generated by smooth vector fields.
Below we deal only with the so-called linear geometric dilation [74] defined as follows

d(s) = eGds =

+∞∑
i=0

siGid
i!

,

where Gd ∈ Mn is an anti-Hurwitz4 matrix known as the generator of the dilation group d.
It is well known that d

dsd(s) = Gdd(s) = d(s)Gd for all s ∈ R. The next definition provides
the definition of a monotonic (or monotone) dilation d (see [75, 76, 71]).

Definition 2.2
The dilation d is monotone in Rn if ‖d(s)‖Mn < 1, ∀s < 0.

Note that the standard and weighted dilation are always monotone (see example 2.2).
Definition 2.2 emphasis that, in general, generalized linear dilation is not monotone. Therefore,
this definition is required, and this class of dilation will be used in the next chapters.

Example 2.2
As an example we consider the dilation d(s) = diag{eris}ni=1, ri > 0. Its norm is given by

‖d(s)‖Mn = sup {‖d(s)x‖ : x ∈ Rn with ‖x‖ = 1}
= sup{eris : i = 1, · · · , n} < 1, ∀s < 0.

Then, the dilation d is monotone.

The monotonicity property is mandatory for introducing the so-called homogeneous norm.

Definition 2.3 (Polyakov 2020 [71])
For a monotone dilation d, the continuous mapping x 7→ ‖x‖d = esx where sx ∈ R :

‖d(−sx)x‖ = 1, is called the canonical homogeneous norm. It is

1. positive definite (i.e., ∀x ∈ Rn, ‖x‖d ≥ 0 and ‖x‖d > 0, ∀x 6= 0) ,
4A matrix is anti-Hurwitz if all its eigenvalues are placed in the right-half complex plane.
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2. lim
x→0
‖x‖d = 0,

3. d-homogeneous of degree 1 (i.e., ‖d(s)x‖d = es‖x‖d, for all x ∈ Rn \ {0} and s ∈ R).

The homogeneous unit sphere is defined as Sd = {x ∈ Rn : ‖x‖d = 1}. Note the relation:

‖x‖d = esx = 1⇔ ‖x‖ = 1,

this means that x ∈ S (x ∈ Sd ⇔ x ∈ S).

Let us emphasis that the homogeneous norm is not a norm in the usual sense, since it
does not satisfy the triangle inequality. The next lemma shows a relevant relation between
the Euclidean norm and the d-homogeneous norm (see [74, 75] for more details and proof).

Lemma 2.1
Let d be a generalized linear dilation. For any x ∈ Rn, there exists some σ, σ ∈ K∞ such that
σ(‖x‖d) ≤ ‖x‖ ≤ σ(‖x‖d) holds.

Example 2.3
Let us consider the dilation d(s) = diag{eris}ni=1, ri > 0, the homogeneous norm is given by

‖x‖d =

(
n∑
i=1
|xi|

ρ
ri

) 1
ρ

, where ρ = Πn
i=1ri. The inequality holds for x = 0. Let us consider

x 6= 0. There exists y ∈ S such that x = d(s)y with s = ln(‖x‖d). If s ≥ 0 we have

‖x‖ = ‖d(s)y‖ =

(
n∑
i=1

|erisyi|2
) 1

2

which leads to
ermins‖y‖ ≤ ‖x‖ ≤ ermaxs‖y‖,

which implies
‖x‖rmind ≤ ‖x‖ ≤ ‖x‖rmaxd .

If s ≤ 0, we get similarly
‖x‖rmaxd ≤ ‖x‖ ≤ ‖x‖rmind .

Setting

σ(s) =

{
srmax if 0 ≤ s ≤ 1,

srmin if s ≥ 1,
and σ(s) =

{
srmin if 0 ≤ s ≤ 1,

srmax if s ≥ 1,

we get
σ(‖x‖d) ≤ ‖x‖ ≤ σ(‖x‖d).

The notion of generalized linear dilation will be used to define the so called homogeneous
functions, vector fields and DIs. In the following definition, we introduce the homogeneity for
functions and vector fields with respect to a generalized linear dilation (for more details see
[71, 74]).
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Definition 2.4
A vector field f : Rn −→ Rn (resp., a function h : Rn −→ R) is said to be d-homogeneous of
degree ν ∈ R (resp., µ ∈ R) if for all s ∈ R and all x ∈ Rn we have

e−νsd(−s)f(d(s)x) = f(x),

(resp., e−µsh(d(s)) = h(x)). We say that (2.1) is a d-homogeneous system if its corresponding
vector fields f is d-homogeneous.

Homogeneity property was introduced also for Banach and Hilbert spaces, and it is given
by a group of dilations. Let us remark that there is a key difference between a homogeneous
function and a homogeneous vector field. The following lemma provides a useful comparison
between homogeneous functions (see for more details [13, 71]).

Lemma 2.2
Suppose that V1 and V2 are continuous real-valued functions on Rn, d-homogeneous of degrees
l1 > 0 and l2 > 0, respectively, and V1 is positive definite. Then, for every x ∈ Rn, we have

a1[V1(x)]
l2
l1 ≤ V2(x) ≤ a2[V1(x)]

l2
l1 ,

where a1 = min
{z∈Rn: V1(z)=1}

V2(z) and a2 = max
{z∈Rn: V1(z)=1}

V2(z).

Let us now state a key result about invariance property of solutions for homogeneous
systems and from which many interesting properties are derived (see [71, 74]).

Theorem 2.1
Assume that f : Rn → Rn is a d-homogeneous vector field of degree ν, let x0 ∈ Rn. If x(t, x0)

is a solution of (2.1), then any curve of the family d(s)x(eνst, x0), s ∈ R, is also a solution
of (2.1), i.e.

d(s)x(eνst, x0) = x(t,d(s)x0), ∀s ∈ R. (2.6)

Theorem 2.1 shows that once a solution of the system is known, a whole family of solutions,
with a scaled initial condition, can be obtained. Moreover, (2.6) shows also that knowing the
behavior of a solution starting from x0 ∈ Rn allows us to know the behavior of solutions
starting from d(s)x0, s ∈ R [39]. In addition, by the definition of the dilation d, we have: for
all y ∈ Rn there exists a unique s ∈ R and unique x ∈ Sd such that

s = ln(‖y‖d) and y = d(s)x.

This implies that to study a homogeneous system can be done only on the unit sphere (and
not for all initial conditions x0).

The existence of a homogeneous Lyapunov function for a GAS homogeneous system was
provided in [81] and [95, in Russian] by using weighted dilation. The proof for any other kind
of dilation is literally the same [73, 74, 81].
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Additionally, any generalized homogeneous system is diffeomorphic to standard homo-
geneous one when the dilation d is monotone (for more details see [73]). Moreover, for
such asymptotically stable systems, it has been proven that they are also diffeomorphic to
a quadratically asymptotically stable system.

Theorem 2.2 (Polyakov 2018 [74])
Assume that the vector field f in the system (2.1) is d-homogeneous with degree of homogeneity
ν ∈ R. The next five claims are equivalent

1. The origin of (2.1) is AS.

2. There exists a d-homogeneous C∞ Lyapunov function V for the system (2.1).

3. The origin of the system

ż = ‖z‖1+ν

(
(In −Gd)z>zP

z>PGdz
+ In

)
f

(
z

‖z‖

)
is AS, where ‖z‖ =

√
z>Pz with

PGd +G>dP > 0, P = P> > 0, P ∈Mn. (2.7)

4. For any matrix P ∈ Mn satisfying (2.7) there exists a d-homogeneous mapping Ψ ∈
C∞(Rn \ {0}) with degree of homogeneity νΨ = 0 such that Ψ is a diffeomorphism on
Rn \ {0}, a homeomorphism on Rn, Ψ(0) = 0 and

∂(Ψ>(ζ)PΨ(ζ))
∂ζ f(ζ) if Ψ>(ζ)PΨ(ζ) = 1.

Moreover, ‖Ψ(·)‖d ∈ C∞(Rn \ {0}) is a d-homogeneous Lyapunov function for (2.1).

5. For any matrix P ∈Mn satisfying (2.7) there exists a map Ξ ∈ C∞(Rn \ {0},Mn) such
that

det(Ξ(z)) 6= 0, ∂Ξ(z)
∂zi

z = 0, Ξ(esz) = Ξ(z) for z ∈ Rn \ {0}, s ∈ R

and

z>Ξ>(z)PΞ(z)

(
(In −Gd)z>zP

z>PGdz
+ In

)
f

(
z

‖z‖

)
< 0.

Remark 2.1
The claim 5. in Theorem 2.2 shows that since the property ∂Ξ(z)

∂zi
z = 0 holds, then the exis-

tence of a quadratic Lyapunov function for AS standard homogeneous system can be always
guaranteed. Moreover, the fact that any generalized homogeneous system is diffeomorphic to
standard homogeneous one implies that we can always find a quadratic Lyapunov function for
a d-homogeneous AS system.
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Remark 2.2
Due to the fact that a d−homogeneous system is diffeomorphic to standard homogeneous one
(claim 3. in Theorem 2.2), the fundamental results of Theorem 1.7 may be generalized to
d-homogeneous systems (see [71] and [74]). This result, in another word, may also roughly
stated as "for homogeneous systems, attractivity implies GAS".

Regarding non-asymptotic stability rates, stable homogeneous systems also provide a char-
acterization based only on its homogeneity degree, this is, without relying on Lyapunov analy-
sis (see [74, 66]): Lemma 1.2 remains true if we replace "r-homogeneous" by "d-homogeneous".

Stabilization of homogeneous dynamical systems can, be derived using Sontag’s formula
(for more details see [59, 67]). Combining Sontag’s formula with Theorem 2.2, Polyaklov
provides a homogeneous dynamical feedback for d−homogeneous systems (see [73] for more
details).

Lastly, in the next chapters, we will build some differential inclusions extensions (DI
extensions) for deriving new FTS / FxTS results regarding non-homogeneous systems. For
that, the notion of d−homogeneous differential inclusions will be needed: DI are recalled
in Chapter 1 together with some basic properties and homogeneity for differential inculsions
follows the definition of homogeneous set-valued map given below.

Definition 2.5
F : D(F ) ⊂ Rn ⇒ Rn is d-homogeneous with degree of homogeneity ν ∈ R :

F (d(s)x) = eνsd(s)F (x), ∀s ∈ R.

Results of Lemma 1.2 have been generalized to DIs (see [8]).

2.3.2 Robustness, ISS, iISS, FTISS and FTiISS

Robust control design has to take into account, somehow, a description of the plant uncertainty.
Moreover, in control theory, an uncertain dynamical system is described by a set of models
rather than a single model. For example, a system with an unknown parameter generates a
set of models, one for each possible value of the parameter. Likewise for a system with an
unknown disturbance (which can be a function of time as well as state variables and control
inputs).

Reducing the effect of disturbances on vital dynamic systems is one of the main purposes
of every feedback loop. Feedback can be used for stabilization, but inappropriately designed
feedback controllers may reduce, rather than enlarge, regions of stability (more details about
the stabilization tools are presented in the next section). Generally speaking, robustness is a
property which guarantees the appropriate behavior for a plant in the presence of unknown
parameters. During the last decade, great efforts were devoted to the study of FTS robustness
for non-linear systems with exogenous disturbances. The class of systems considered in this
orientation is given by (2.2).
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Let us start with some definitions of robust stability5 and its FTS counterpart which will
be investigated for systems with disturbances:

Definition 2.6 (Sontag 1989 [89], Hong et al. 2008 [44])
System (2.2) is said to be

• ISS if there exist a class KL function β and a class K function γ such that for any
initial state x0 ∈ Rn and any δ ∈ L∞, the solution x(t, x0, δ) of (2.2) exists for all t ≥ 0

and satisfies
‖x(t, x0, δ)‖ ≤ β(‖x0‖, t) + γ(‖δ‖∞). (2.8)

If ISS property holds with6 β ∈ GKL, then (2.2) is called finite-time ISS (FTISS).

• ISS with respect to small input if there exist a contant r > 0 such that for all x0 ∈ Rn
and all t ≥ 0, we have

‖δ‖∞ < r =⇒ ‖x(t, x0, δ)‖ ≤ β(‖x0‖, t) + γ(‖δ‖∞). (2.9)

If (2.8) (resp., (2.9)) holds for x0 ∈ V ⊂ Rn with V is a neighborhood of the origin, then the
previous ISS properties hold locally.

Example 2.4
Let us consider system

ẋ = −2x− x3 + (x2 + 1)δ.

It is GAS when there is no disturbance (δ = 0, i.e., ẋ = −2x − x3). In addition, it is ISS.
Intuitively, for large x, the term x3 dominates the term (x2 + 1)δ, for all bounded disturbances
δ(·), and this prevents the state from getting too large.

Definition 2.7 (Sontag. 1998 [88])
The system (2.2) is called iISS, if there are some functions α ∈ K∞, γ ∈ K and β ∈ KL such
that for any x0 ∈ Rn and δ ∈ L∞ the following estimate holds:

α(‖x(t, x0, δ)‖) ≤ β(‖x0‖, t) +

t∫
0

γ(‖δ(s)‖)ds, ∀t > 0. (2.10)

If β ∈ GKL, we say that system (2.2) is finite-time iISS (FTiISS).

Definition 2.8 (Chaillet et al. 2014 [23], Chaillet et al. 2014 [24])
The system (2.2) is said to be strongly iISS if it is both iISS and ISS with respect to small
inputs.

5For more details about it links with homogeneity see [10].
6β : R+ × R+ −→ R+ is said to be a class GKL function, if β(·, t) ∈ K∞ for each fixed t ∈ R+, β is a

strictly decreasing function until T in its second argument t ∈ R+ for any fixed first argument s ∈ R+ \ {0}
and β(s, τ) = 0, ∀τ ≥ T for each fixed s ∈ R+ for some 0 ≤ T < +∞. (See Notations).
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Lyapunov Characterization of ISS/FTISS and iISS/FTiISS

Definition 2.9 (Sontag et al. 1995 [90] for ISS)
A smooth function V : Rn −→ R+ is called

• an ISS Lyapunov function if for all x ∈ Rn, δ ∈ Rm and some functions α1, α2, α3 ∈
K∞ and γ ∈ K :

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖), (2.11)

〈∇V (x), f(x, δ)〉 ≤ −α3(‖x‖) + γ(‖δ‖), (2.12)

such a function V is called ISS Lyapunov function with respect to A = {x ∈ Rn : ‖x‖ ≤ A}
for some A ≥ 0, if the inequality (2.12) holds for all x ∈ Rn \ A;

• an iISS Lyapunov function if in the above definition, the function α3 : R+ → R+ is
positive definite instead of belonging to K∞;

• a FTISS or FTiISS Lyapunov function, if there exists ε > 0 such that α3(‖x‖) ≥
cV (x)α for all ‖x‖ ≤ ε with c > 0 and 0 < α < 1;

• a local ISS Lyapunov function if there exist some functions α1, α2, α3 ∈ K∞, γ ∈ K and
r > 0 such that the inequalities (2.11) and (2.12) hold ∀x ∈ Rn with ‖x‖ ≤ r, ∀δ ∈ Rm
with ‖δ‖ ≤ r.

Note that an ISS Lyapunov function can also satisfy the following equivalent condition
for some χ ∈ K and α3 ∈ K∞ (see [90]):

‖x‖ ≥ χ(‖δ‖) =⇒ 〈∇V (x), f(x, δ)〉 ≤ −α3(‖x‖). (2.13)

Theorem 2.3 (Sontag et al. 1995 [90])
The following properties are equivalent:

1) System (2.2) is ISS (resp., iISS) with δ as input;

2) There is an ISS-Lyapunov (resp., iISS-Lyapunov) function V ∈ C1(Rn,R+).

The property 1) holds in finite-time iff there exists a FTISS- (resp., FTiISS-) Lyapunov
function as mentioned in Definition 2.9.

Theorem 2.4 (Chaillet et al. 2014 [24])
The system (2.2) is strong iISS if

• there exists an iISS-Lyapunov function W for (2.2);

• there exists an ISS-Lyapunov function with respect to small inputs V ; i.e., there exists
a smooth function V : Rn → R+ such that for all x ∈ Rn, δ ∈ Rm and some functions
α1, α2, α3 ∈ K∞ and γ ∈ K : such that (2.11) holds and

‖δ‖ < R =⇒ 〈∇V (x), f(x, δ)〉 ≤ −α3(‖x‖) + γ(‖δ‖), R > 0.
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Example 2.5
Let us consider the system

ẋ = f(x, δ) = −(δ + 1)dxcα, 0 < α < 1.

Using the Lyapunov function V (x) = 1
2x

2, we get

〈∇V (x), f(x, δ)〉 = −(δ + 1)|x|α+1 ≤ −(1− |δ|)|x|α+1,

which implies that the system ẋ = f(x, δ) is

• ISS with respect to small inputs, i.e., if

0 < |δ| < β < 1⇒ 〈∇V (x), f(x, δ)〉 = −(1− β)|x|α+1;

• FTISS with respect to small inputs if 0 < α < 1;

• iISS if 0 < α < 1, i.e., using the Lyapunov function W (x) = ln
(
1 + 1

2x
2
)

〈∇W (x), f(x, δ)〉 = −(δ + 1)
2|x|α+1

2 + |x|2

≤ − 2|x|α+1

2 + |x|2
+ |δ| 2|x|

α+1

2 + |x|2

≤ −σ(|x|) + 2|δ|,

where σ(s) = 2sα+1

2+s2
and 0 < α < 1. This implies the iISS property.

The following theorem is about strong iISS under cascade interconnection.

Theorem 2.5 (Chaillet et al. 2014 [24])
Assume that the systems ẋ1 = f1(x1, u1) and ẋ2 = f2(x2, u2) (f1(0, 0) = 0, f2(0, 0) = 0) are
strongly iISS with respect to u1 and u2 respectively. Then, the cascade system{

ẋ1 = f1(x1, x2),

ẋ2 = f2(x2, u2),
(2.14)

is strongly iISS.

As for ISS, homogeneous systems also possess a convenient property. If the origin is
GAS for input zero, then the homogeneity degree will determine its robustness. Define
f̃(x, d) = [f(x, d)T 0m]T ∈ Rn+m. It is an extended auxiliary vector field for the system
(2.2), where 0m is the zero vector in Rm.

Theorem 2.6 (Bernuau et al. 2013 [10])
Let the vector field f̃ be d-homogeneous with

d(s) = diag{dr(s),dr̃(s)} = diag{er1s, · · · , erns, er̃1s, · · · , er̃ms}

of degree ν ≥ −rmin, (i.e., f(dr(s)x,dr̃(s)δ) = eνsdr(s)f(x, δ) for all x ∈ Rn, δ ∈ Rm).
Assume that the system (2.2) is GAS for δ = 0, then the system (2.2) is
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1. ISS if r̃min > 0;

2. FTISS if it is ISS and ν < 0;

3. iISS if r̃min = 0 and ν ≤ 0.

In the case of locally homogeneous systems, ISS stability can be asserted through their
homogeneous approximations at 0 and at ∞.

Example 2.6
Consider the system {

ẋ = y

ẏ = −αx3 − βdyc
3
2 + δ.

(2.15)

Using the Lyapunov function V (x) = 1
4αx

4 + 1
yy

2, one can prove that the origin of system
(2.15) is globally asymptotialltc stable when δ = 0. Indeed, we have that

〈∇V (x, y), f(x, y, 0)〉 = −β|y|
5
2 , f(x, y, δ) = (y,−αx3 − βdyc

3
2 + δ)>.

Then, using LaSalle principle, one deduces that for δ = 0, the origin of (2.15) is GAS. In
general cases, it is not easy to find a strict Lyapunov function. Then, it won’t be straightfor-
ward to prove the ISS property with respect to δ. However, the fact that f is d-homogeneous
with degree ν = 1 and d(s) = diag

{
es, e2s, e

3
2
s
}

and using Theorem 2.6 we can prove ISS
property of the considered system. As we can see, Figure 2.1 shows the behavior of the solu-
tions of (2.15), starting from the same initial condition (1, 4), with and without perturbations.
The figure on the right side shows that the solution still bounded in the presence of bounded
disturbances (i.e., δ(t) = cos(t)).

The last result connects ISS property withGAS properties of the original system together
with is bi-limit homogeneous approximation (when there is no perturbation).

Theorem 2.7 (Andrieu et al. 2008 [2])
Let the vector field f̃ be continuous and

1. homogeneous in the ∞-limit with associated triple (ν∞,d∞, f̃∞) where

d∞(s) = diag{er∞,1s, · · · , er∞,ns, er̃∞,1s, · · · , er̃∞,ms},

r∞,1, · · · , r∞,n > 0 and r̃∞,1, · · · , r̃∞,m > 0.

2. homogeneous in the 0-limit with associated triple (ν0,d0, f̃0) where

d0(s) = diag{er0,1s, · · · , er0,ns, er̃0,1s, · · · , er̃0,ms},

r0,1, · · · , r0,n > 0 and r̃0,1, · · · , r̃0,m > 0.

If the origin for the systems ẋ = f̃0(x, 0), ẋ = f̃(x, 0) and ẋ = f̃∞(x, 0) are GAS then the
system (2.2) is ISS.
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Figure 2.1: The trajectory in the left side shows the GAS behavior of (2.15) with δ = 0 and
the second trajectory shows the ISS behavior of the system (2.15) for δ(t) = cos(t).
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The problem of robustness analysis of nonlinear control systems is at the center of attention
of researchers for many decades [89, 47, 88, 23, 4, 38, 24], etc. This property gained its
importance due to the fact that all industrial plants are usually accompanied by exogenous
disturbances and uncertainties. The aim of robustness analysis is to warranty the boundedness
of the system’s states in the presence of perturbations. As we have seen in this direction, there
are many different kinds of robust stability properties (as ISS, iISS, strong iISS, etc.) that
have been treated for linear and nonlinear systems. However, it can also be the case that the
rate of convergence and stability of the origin are uniform and preserved even under influence
of the disturbances.

For example, consider the following system:

ẍ(t) = −dx(t)cα − (1 + δ(t))dẋ(t)cβ, t ≥ 0; (3.1)

where x(t), ẋ(t) ∈ R form the state and δ(t) ∈ R is an input, α, β ∈ (0, 1). This system is
homogeneous for any constant δ and FTiISS for 0 < β = 2α

α+1 < 1 (see [10]).

The questions that we may ask in this case are: is it possible to ensure a uniform FTS
of generic homogeneous nonlinear dynamical systems even in the presence of disturbances?
Otherwise, what robust stability properties can we guarantee?

61
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Following [18, 17], in this chapter we are going to answer these questions and explore several
robust stability concepts for a class of homogeneous systems and their interconnections. Note
that the basic conditions of ISS and iISS for homogeneous systems have been established in
[10], and in this part we are going to go beyond with a more evolved analysis.

To start with the thesis’ problematic, this chapter investigates robustness issues and finite-
time stability property for dynamical systems in the presence of sufficiently small affine inputs.
It is assumed that for any constant value of the input the system is homogeneous (as (3.1)),
or it admits a local homogeneous approximation at the origin or at infinity. Two cases are
studies: the input is just a bounded external signal, or it is generated by another homogeneous
system. The utility of the obtained results is illustrated via robustness analysis of homogeneous
observer with time-varying gains.

The following stability concept will be used next in the chapter.

3.1 Finite-time strong iISS

Let us consider again a nonlinear system in the form (2.2), where, to recall, x(t) ∈ Rn is the
state and δ(t) ∈ Rm is the external input, δ ∈ L∞. The vector field f : Rn × Rm −→ Rn is a
locally Lipschitz (or Hölder) continuous function, f(0, 0) = 0.

A simple combination of previously introduced properties gives a new concept:

Definition 3.1
The system (2.2) is said to be FT strongly iISS if it is FTiISS and FTISS with respect to
small input.

As it has been mentioned in the previous chapter, strong iISS takes an intermediate
place sharing the utility of ISS and widespread of iISS. Let us now introduce a Lyapunov
characterization of the FT strong iISS.

Lemma 3.1
The system (2.2) is FT strong iISS if and only if

1. there exists a FTiISS Lyapunov function W for (2.2);

2. there exists a FTISS Lyapunov function with respect to small inputs V , i.e., there
exists a smooth function V : Rn → R+ such that for all x ∈ Rn, δ ∈ Rm and some
α1, α2, α3 ∈ K∞ and γ ∈ K :

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖), (3.2)

‖δ‖ < R =⇒ 〈∇V (x), f(x, δ)〉 ≤ −α3(‖x‖) + γ(‖δ‖). (3.3)
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∃ε > 0, α3(‖x‖) ≥ cV (x)α, ∀‖x‖ ≤ ε

with c > 0 and 0 < α < 1.

Proof of Lemma 3.1:

=⇒) we assume that the system (2.2) is FT strong iISS. This means that (2.2) is FTiISS
and FTISS with respect to small inputs. Using Theorem 2.3 one deduces the existence
of a couple of Lyapunov functions such that 1. and 2. hold.

⇐=) Let us now assume that there exist two functions V and W such that 1. and 2. are
fulfilled. Then, Again by using Theorem 2.3, one gets that the system (2.2) is both
FTiISS and FTISS with respect to small inputs.

This concludes the proof.�

Below we will demonstrate that the property of FT strong iISS appears naturally for a
class of homogeneous systems and nonlinear systems admitting homogeneous approximations.
This concept will also allow us to study the FTiISS for some classes of interconnected systems.

3.2 Robustness analysis of a homogeneous system and inter-
connections

In this section, first, we will consider stable homogeneous systems, which are affine in the
external perturbations, and establish the conditions of uniform (robust) stability. Next, we
will analyze locally homogeneous dynamics by looking for similar properties. And finally, a
cascade connection will be investigated.

3.2.1 Robustness of Finite-time Stability of Homogeneous Systems

In this section we will study the system (2.2) satisfying the following hypotheses:

Assumption 3.1
f(x, δ) = f1(x) + f2(x)δ, ∀x ∈ Rn,∀δ ∈ Rm.

Assumption 3.2
f1 : Rn → Rn and f2 : Rn → Mn,m are continuous and d-homogeneous with degree of
homogeneity ν ∈ R for a monotone dilation d.

Assumption 3.3
The system (2.2) with δ = 0 (i.e., ẋ = f(x, 0)) is GAS.
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Assumptions 3.1 and 3.2 imply that the function f is also d-homogeneous with degree of
homogeneity ν for any constant δ.

Theorem 3.1
Assume that the system (2.2) satisfies Assumptions 3.1, 3.2 and 3.3.

• If ν ∈ R, then (2.2) is uniformly GAS for small inputs.

• If ν < 0, then (2.2) is

- uniformly GFTS for small inputs,
- FT strongly iISS (in the sense of Definition 3.1).

Proof of Theorem 3.1:

Step I: In this step we will prove the uniform GAS of (2.2) for any ν ∈ R
and small inputs δ. We assume that the system ẋ = f(x, 0) is GAS (Assumption 3.3)
and d-homogeneous. Then, Theorem 2.2 implies that there exists a d-homogeneous positive
definite Lyapunov function V ∈ C∞(Rn \ {0},R+) ∩ C(Rn,R+) with degree of homogeneity
k > max{−ν, 0}, such that:

〈DV (x), f(x, 0)〉 < 0, ∀x ∈ Rn \ {0}.

Using Lemma 2.2 and Assumption 3.2 with V1(x) = ‖x‖d and V2(x) = 〈DV (x).f(x, 0)〉, we
get

〈DV (x), f(x, 0)〉 ≤ −a‖x‖k+ν
d , ∀x ∈ Rn, (3.4)

where a = min
‖y‖d=1

[−〈DV (y), f(y, 0)〉] . Let x ∈ Rn and y ∈ Sd be such that y = d(− ln(‖x‖d))x,

Due to Assumptions 3.1 and 3.2, one gets

〈DV (d(ln(‖x‖d))y), f2(d(ln(‖x‖d))y)δ〉

=
〈
ek ln(‖x‖d)d(− ln(‖x‖d))DV (y), eν ln(‖x‖d)d(ln(‖x‖d))f2(y)δ

〉
= ‖x‖ν+k

d 〈DV (y), f2(y)δ〉
by using Cauchy-Schwarz inequality and (3.4), one gets

〈DV (x), f(x, δ)〉 = 〈DV (x), f(x, 0)〉+ 〈DV (d(ln(‖x‖d))y), f2(d(ln(‖x‖d))y)δ〉
= 〈DV (x), f(x, 0)〉+ ‖x‖k+ν

d 〈DV (y), f2(y)δ〉
≤ −a‖x‖k+ν

d + ‖x‖k+ν
d

〈
f2(y)TDV (y), δ

〉
≤ −a‖x‖k+ν

d + c‖x‖k+ν
d ‖δ‖,

(3.5)

with c = sup
‖y‖d=1

∥∥f2(y)TDV (y)
∥∥ .

For ‖δ‖ ≤ a
2c , we have 〈DV (x), f(x, δ)〉 ≤ −a

2‖x‖
k+ν
d , which implies that the system (2.2)

with Assumptions 3.1, 3.2 and 3.3. is uniformly GAS for small inputs δ and for every ν ∈ R.

Step II: ν < 0
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1. Recall that if ‖δ‖ ≤ a
2c , then

V̇ (x(t)) = 〈DV (x(t)), f(x(t), δ(t))〉 ≤ −a
2
‖x(t)‖k+ν

d .

Using the homogeneity of V, there exist v1 = min
‖x‖d=1

V (x), and v2 = max
‖x‖d=1

V (x) such

that
v1‖x‖kd ≤ V (x) ≤ v2‖x‖kd. (3.6)

Consequently, V̇ (x) = 〈DV (x), f(x, δ)〉 ≤ − a
2vα2

V (x)α, with 0 < α = k+ν
k < 1, for all

x ∈ Rn. This inequality implies the finite-time rate of convergence to the origin
globally and uniformly with respect to such small inputs δ.

2. Let the function W be defined by:

W (x) = ln[1 + V (x)]. (3.7)

It is continuously differentiable, positive definite and radially unbounded, which means
that it is a Lyapunov function for (2.2) when δ = 0. The conditions k+ ν > 0 and ν < 0

give

‖x‖k+ν
d ≤ v(‖x‖d), with v(s) =

{
1, if s ≤ 1

sk, if s ≥ 1
.

This implies that, if ‖x‖d ≤ 1,
‖x‖k+νd
1+V (x) ≤

v(‖x‖d)
1+V (x) ≤ 1. If ‖x‖d ≥ 1, then

‖x‖k+ν
d

1 + V (x)
≤

‖x‖kd
1 + v1‖x‖kd

≤ 1

v1

using (3.6). Therefore,
‖x‖k+ν

d
1 + V (x)

≤ max

{
1,

1

v1

}
= v3. (3.8)

Combining properties (3.5) and (3.8) we obtain:

〈DW (x), f(x, δ)〉 ≤ −a
‖x‖k+ν

d
1 + V (x)

+ v3‖δ‖

≤ −a
‖x‖k+ν

d
1 + v2‖x‖d

+ v3‖δ‖,

≤ −α3(‖x‖d) + v3‖δ‖,

where α3(s) = a sk+ν

1+v2s
is a positive definite function. This implies the iISS property for

the system (2.2) (Definition 2.9). Recall that eW − 1 ≥W for any W ≥ 0, select ε > 0,

then

‖x‖d ≤ ε =⇒ a
‖x‖k+νd
1+v2εk

≤ a ‖x‖
k+ν
d

1+V (x)

=⇒ 〈DW (x), f(x, δ)〉 ≤ −a‖x‖
k+ν
d

1+v2εk
+ v3‖δ‖

≤ −CV (x)
k+ν
k + v3‖δ‖

≤ −CW (x)α + v3‖δ‖,
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with C = a

v
k+ν
k

2 (1+v2εk)

. The fact that 0 < α = k+ν
k < 1 and Definition 2.9 imply that system

(2.2) is finite-time iISS. Combining this result with the uniform GFTS for small inputs
proven previously (which is stronger than FTISS for small inputs) we substantiates that the
system (2.2) is finite-time strongly iISS. The theorem is proven.�

Example 3.1
We consider example (3.1) with y = ẋ, we get{

ẋ(t) = y(t), t ≥ 0

ẏ(t) = −dx(t)cα − (1 + δ(t))dy(t)c
2α
α+1 , 0 < α < 1.

Moreover, this system can be also written in the following form

ż = f1(z) + f2(z)δ

with
z = (x, y)>, f1(z) =

(
y,−dx(t)cα − dy(t)c

2α
α+1

)>
and f2(z) =

(
0,−dy(t)c

2α
α+1

)>
f1 and f2 are d-homogeneous with degree of homogeneity ν = α−1

2 where

d(s) =

(
es 0

0 e
α+1
2
s

)
.

For 0 < α < 1, one gets that this system is GFTS for small inputs and FT strong iISS for
all disturbances with bounded energy. These conclusions are illustrated in Figure 3.1.

To conclude the analysis of the system (2.2) given in this subsection, ISS and FTISS
conditions are formulated for generalized homogeneous systems with exogenous disturbances
(extending the result of [10]). These results will be used in the last subsection to study the
interconnected homogeneous systems with different degrees of homogeneity.

Theorem 3.2
Consider the system (2.2) with f ∈ C0(Rn+m,Rn), let e−µsdx(−s)f(d(s)(x, δ)T ) = f(x, δ) for
all s ∈ R, all x ∈ Rn and all δ ∈ Rm, where d(s) = diag{dx(s),dδ(s)} forms a generalized
linear dilation and let the system (2.2) be GAS for δ = 0. Then, the system (2.2) is ISS for
all µ ∈ R, and FTISS if µ < 0.

Proof of Theorem 3.2.

Using the fact that the system ẋ = f(x, 0) is GAS and homogeneous implies that there
exists a homogeneous Lyapunov function V such that the inequality (3.4) is satisfied, where
k > max {0,−µ} is the degree of homogeneity of V and a = inf

‖x̄‖dx=1
[−〈DV (x̄), f(x̄, 0)〉] . Let
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Figure 3.1: The states starting from the same initial condition (15, 10), α = 1
3 , for small inputs

(i.e., δ(t) = 0.5 cos(t)) and input with bounded energy (i.e., δ(t) = e−t
2).
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s = − ln(‖x‖dx) and x̃ = dx(s)x, using the inequality (3.4), we get

〈DV (x), f(x, δ)〉 ≤ ‖x‖µ+k̃
dx

(
−a+ b sup

‖x̃‖dx=1
‖f(x̃,dδ(s)δ)− f(x̃, 0)‖

)
,

with b = sup
‖x̃‖dx=1

‖DV (x̃)‖ . The continuity of the function f implies that there exists a constant

c > 0 such that

‖x‖dx > c−1‖δ‖dδ ⇔ ‖dδ(s)δ‖dδ < c =⇒ sup
‖x̃‖dx=1

‖f(x̃,dδ(s)δ)− f(x̃, 0)‖ ≤ a
2b

=⇒ 〈DV (x), f(x, δ)〉 ≤ −a
2‖x‖

µ+k̃
dx ,

which due to (2.13) proves the ISS property of the system (2.2). If µ < 0, we deduce that the
system (3.11) is globally FTISS.�

3.2.2 Robustness of Locally Homogeneous Systems

As we have demonstrated, FTS can be guaranteed for a special class of nonlinear systems
in the presence of disturbances. Inherited properties may also be held for some other classes
of systems failing to satisfy Assumptions 3.1 and 3.2. Below, the notions of FTS stability
and FT strong iISS will be investigated for nonlinear systems that are locally homogeneous
(nonlinear dynamics, which admit a homogeneous approximation either at 0 or at ∞, and
whose approximation satisfies Assumptions 3.1, 3.2 and 3.3).

Theorem 3.3
Assume that ∀δ ∈ Rm, f(·, δ) is homogeneous in the 0-limit with associated triple (ν0,d, f0(·, δ))
where f0 satisfies Assumptions 3.1, 3.2 and 3.3. Then,

1) if ν0 ∈ R, the system (2.2) is uniformly AS for small inputs;

2) if ν0 < 0, the system (2.2) is uniformly FTS for small inputs.

Proof of Theorem 3.3:

1) We assume that the function f(·, δ) : Rn −→ Rn has a homogeneous approximation
f0(·, δ), i.e.,

lim
s−→−∞

‖e−ν0sd(−s)f(d(s)x, δ)− f0(x, δ)‖ = 0, ∀x ∈ Sd, ∀δ ∈ Rm. (3.9)

The function f0 satisfies the Assumptions 3.1, 3.2 and 3.3. Similarly to the proof of Theorem
3.1, there exists d-homogeneous Lyapunov function V of degree k > max{−ν0, 0} and two
positive constant a and c such that

〈DV (x), f0(x, δ)〉 ≤ −a‖x‖k+ν0
d + c‖x‖k+ν0

d ‖δ‖, ∀x ∈ Rn.
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Below we will use the coordinate transformation x = d(s)y with s = ln(‖x‖d), which connects
any x ∈ Rn \ {0} with corresponding point y ∈ Sd, leading to

〈DV (x), f(x, δ)〉 = 〈DV (d(s)y), f(d(s)y, δ)〉

=
〈
eksd(−s)DV (y), f(d(s)y, δ)

〉
= e(k+ν0)s

〈
DV (y), e−ν0sd(−s)f(d(s)y, δ)

〉
= e(k+ν0)s 〈DV (y), f0(y, δ)〉

+ e(k+ν0)s
〈
DV (y),

(
e−ν0sd(−s)f(d(s)y, δ)− f0(y, δ)

)〉
≤ ‖x‖k+ν0

d (−a+ c‖δ‖) + ‖x‖k+ν0
d

〈
DV (y),

(
e−ν0sd(−s)f(d(s)y, δ)− f0(y, δ)

)〉
.

It is clear that s −→ −∞ when ‖x‖d −→ 0. The property (3.9) holds, and it implies that we
can define an open set containing the origin

V = {x ∈ Rn : x = d(s)y,∀y ∈ Sd, ∀s < εa},

for some εa ∈ R+, such that:〈
DV (y),

(
e−ν0sd(−s)f(d(s)y, δ)− f0(y, δ)

)〉
≤ a

2
, ∀y ∈ Sd, ∀s < εa.

Thus
〈DV (x), f(x, δ)〉 ≤ −a

2
‖x‖k+ν0

d + c‖x‖k+ν0
d ‖δ‖, ∀x ∈ V, ∀δ ∈ Rm.

Therefore, for ∀δ ∈ Rm such that ‖δ‖ ≤ a
4c we have

〈DV (x), f(x, δ)〉 ≤ −a
4
‖x‖k+ν0

d , ∀x ∈ V.

This implies that the system (2.2) is uniformly AS with respect to small inputs and for any
ν0 ∈ R.

2) Note that if ν0 < 0 and the inputs are small (i.e., ∀δ ∈ Rm, ‖δ‖ ≤ a
4c), then by using

(3.6), one gets

〈DV (x), f(x, δ)〉 ≤ −a
4
‖x‖k+ν0

d ≤ − a

4vα2
V (x)α, ∀x ∈ V,

with 0 < α = k+ν0
k < 1. Then, the system preserves a uniform finite-time rate of

convergence to the origin locally.�

Example 3.2
Consider the system (2.2) with the vector field f given by

f((x, y), (δ1, δ2)) =

(
0 −yx2

x3 + y4 −y3 + x4

)[(
7

7

)
+

(
δ1

δ2

)]
,

it is homogeneous in 0-limit with associated triple (2,d, f0) with

d(s) =

(
es 0

0 es

)
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Figure 3.2: The trajectories of the systems (homogeneous and locally homogeneous one)
starting from the same initial condition (0.4, 0.5) and pertubation (δ1, δ2) = 7(1+0.5 cos(t), 1+

0.5 cos(t)).

and

f0((x, y), (δ1, δ2)) =

(
0 −yx2

x3 −y3

)[(
7

7

)
+

(
δ1

δ2

)]
.

For the homogeneous Lyapunov function V (x, y) = 1
2x

2 + 1
2y

2, we get

〈DV (x, y), f0((x, y), (0, 0))〉 = −7y4.

It follows that the origin for the system (ẋ, ẏ) = f0((x, y), (0, 0)) is GAS (using Lasalle in-
variance principle). Then, according to Theorem 3.3, the system (ẋ, ẏ)T = f((x, y), (δ1, δ2))

is uniformly AS for small inputs (see Figure 3.2).

Theorem 3.4
If a function f(·, δ) is homogeneous in ∞−limit with respect to the triple (ν∞,d, f∞(·, δ)) ,
where the function f∞ satisfies Assumptions 3.1, 3.2 and 3.3. Then,

1) if ν∞ ∈ R, the system (2.2) is uniformlyGFTS with respect to A = {x ∈ Rn : ‖x‖d ≤ A}
for some A > 0 and small inputs.

2) if ν∞ < 0, the set A is iISS.
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3) if ν∞ > 0, the rate of convergence to the set A is uniform (independent on initial
conditions) for small inputs.

Proof of Theorem 3.4: 1) Repeating the arguments of Theorem 3.3, there is a Lyapunov
function V such that

〈DV (x), f(x, δ)〉 ≤ ‖x‖k+ν∞
d (−a+ c‖δ‖)

+‖x‖k+ν∞
d

〈
DV (y),

(
e−ν∞sd(−s)f(d(s)y, δ)− f∞(y, δ)

)〉
.

Using the definition of f∞ and the fact that the limit of

〈DV (y),
(
e−ν∞sd(−s)f(d(s)y, δ)− f∞(y, δ)

)
〉

goes to zero when s tends to +∞, we deduce that there exists a positive constant A such that
for all x ∈ Rn and ∀δ ∈ Rm

‖x‖d > A, ‖δ‖ ≤ a

4c
=⇒ 〈DV (x), f(x, δ)〉 ≤ −a

4
‖x‖k+ν∞

d .

This implication substantiates that the system (2.2) is uniformly GFTS with respect to
A = {x ∈ Rn : ‖x‖d ≤ A} for small inputs for all ν∞ ∈ R.

2) If ν∞ < 0, we use the same Lyapunov function W (x) = ln(1 + V (x)) as above, and we
get

‖x‖d > A =⇒ 〈DW (x), f(x, δ)〉 ≤ −
a‖x‖k+ν∞

d
2(1 + V (x))

+ c̃‖δ‖, c̃ > 0.

Then the system (2.2) is iISS with respect to A = {x ∈ Rn : ‖x‖d ≤ A} .

3) If ν∞ > 0, one gets the relation:

‖x‖d > A, ‖δ‖ ≤ a

4c
=⇒ 〈DV (x), f(x, δ)〉 ≤ − a

4v
k+ν∞
k

2

V (x)
k+ν∞
k .

Recall that in this case k+ν∞
k > 1, denote V0 = V (x(0)) ∈ R+, then we obtain the following

estimate on the trajectory of V (x(·)) :

‖x‖d > A, ‖δ‖ ≤ a
4c =⇒ V (x(t)) ≤ 1V − ν∞k0 + a

4v

k+ν∞
k

2

ν∞
k
t

 k
ν∞

, for all V0,

=⇒ V (x(t)) ≤ 1 a

4v

k+ν∞
k

2

ν∞
k
t

 k
ν∞

.

Define the ball B =
{
x ∈ Rn : V (x) ≤ v1A

k
}
, which means that B ⊂ A. Obviously, for small

inputs the time of convergence to the set A is upper bounded by T = 4k

aν∞v
ν∞
k

1 v
k+ν∞
k

2 Aν∞
and

it is uniform (independently on initial conditions).�

Theorems 3.3 and 3.4 show that if a system has a homogeneous approximation, which
satisfies Assumptions 3.1, 3.2 and 3.3, then it preserves some finite-time convergence even in
the presence of exogenous inputs.
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3.2.3 Robustness of Finite-Time Stability of Cascade System

In many cases, for analysis or design purposes, the system model can be decomposed on several
blocks, which are representing physical components (actuators, sensors, process dynamics,
etc.) or a part the behavior (e.g., fast-slow or modeled-unmodeled, etc.). Then the problem of
analysis of stability properties of a cascade or an interconnection arises, and it is a well-known
fact that cascade of (strong integral) ISS systems inherits the quality of the ingredients [47,
24]. In this section we will investigate the robustness of FTISS/FTiISS for two serially
connected systems, which are homogeneous with different degrees of homogeneity:

ẋ(t) = f(x(t), y(t)), (3.10)

ẏ(t) = g(y(t), δ(t)), (3.11)

where x(t) ∈ Rn, y(t) ∈ Rm are the state components and δ(t) ∈ Rp represents an external
input, δ ∈ L∞. Before studying the cascade (3.10), (3.11), we introduce the following lemma,
which gives the conditions for forward existence of solutions for the system (3.10) with bounded
inputs.

Lemma 3.2
If the system (3.10) satisfies Assumptions 3.1, 3.2 with ν ≤ 0 and the input y does not blow
up in finite-time, then the solutions of the system (3.10) are well-defined for all t ≥ 0.

Proof of Lemma 3.2: By the imposed conditions (Assumption 3.1) f(x, y) = f1(x) +

f2(x)y with d-homogeneous vector fields f1 and f2 of degree ν. Select any positive definite and
continuously differentiable d-homogeneous Lyapunov function V of degree k > max{−ν, 0},
then the relations (3.6) are satisfied. For any x ∈ Rn define s = ln(‖x‖d) and x̃ ∈ Sd such
that x = d(s)x̃, then we derive the estimates:

−‖y‖ sup
‖x̃‖d=1

‖f2(x̃)TDV (x̃)‖ ≤
〈
f2(x̃)TDV (x̃), y

〉
≤ ‖y‖ sup

‖x̃‖d=1
‖f2(x̃)TDV (x̃)‖.

From this using homogeneity we obtain:

〈DV (x), f(x, y)〉 = 〈DV (x), f1(x)〉+ 〈DV (x), f2(x)y〉
= 〈DV (d(s)x̃), f1(d(s)x̃)〉+ 〈DV (d(s)x̃), f2(d(s)x̃)y〉
= e(ν+k)s 〈DV (x̃), f1(x̃)〉+ e(ν+k)s 〈DV (x̃), f2(x̃)y〉
≤ ‖x‖ν+k

d 〈DV (x̃), f1(x̃)〉+ ‖x‖ν+k
d

〈
f2(x̃)TDV (x̃), y

〉
≤ ‖x‖ν+k

d sup
‖x̃‖d=1

〈DV (x̃), f1(x̃)〉

+‖x‖ν+k
d ‖y‖ sup

‖x̃‖d=1
‖f2(x̃)TDV (x̃)‖

= ‖x‖ν+k
d (a+ c‖y‖) ,

(3.12)
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and
〈DV (x), f(x, y)〉 = ‖x‖ν+k

d
(
〈DV (x̃), f1(x̃)〉+

〈
f2(x̃)TDV (x̃), y

〉)
≥ ‖x‖ν+k

d

(
inf
‖x̃‖d=1

〈DV (x̃), f1(x̃)〉

− ‖y‖ sup
‖x̃‖d=1

‖f2(x̃)TDV (x̃)‖

)
= ‖x‖ν+k

d (a′ − c‖y‖) ,

(3.13)

where

a = sup
‖x̃‖d=1

〈DV (x̃), f1(x̃)〉 , a′ = inf
‖x̃‖d=1

〈DV (x̃), f1(x̃)〉 ,

c = sup
‖x̃‖d=1

‖f2(x̃)TDV (x̃)‖.

From (3.12) and (3.13), the derivative of V for the system (3.10) satisfies the following rela-
tions:

‖x(t)‖k+ν
d

(
a′ − c‖y‖[0,t)

)
≤ V̇ (t) = 〈DV (x(t)), f(x(t), y(t))〉 ≤ ‖x(t)‖k+ν

d

(
a+ c‖y‖[0,t)

)
,

on the time interval [0, t) for any finite t ≥ 0 for which the solution x(t) exists. Hence, if ν < 0

then an upper estimate on the behavior of V (x(t)) can be obtained:

V̇ (x(τ)) ≤ (v−1
1 V (x(τ)))α

(
a+ c‖y‖[0,t)

)
for all τ ∈ [0, t) and for α = k+ν

k , or equivalently

V 1−α(x(t)) ≤ V 1−α(x0) + v−α1 (1− α)
(
a+ c‖y‖[0,t)

)
t

for any t ≥ 0 and all initial conditions x(0) = x0 ∈ Rn. Note that the right-hand side is
bounded for all t ≥ 0 provided that ‖y‖[0,t) is finite (which is assumed in the conditions of the
lemma). Therefore, V (t) is well-defined and the solutions exists for any t ≥ 0. �

Lemma 3.2 shows that if the degree of homogeneity ν is negative, then the solutions of the
system (3.10) are well-defined for all t ≥ 0 if the system (3.11) possesses the same property.

Remark 3.1
For the system (3.10), if the degree of homogeneity ν is positive, then its solutions may escape
to infinity in finite-time for some inputs y.

The theorem bellow fixes the conditions of robust stability of the interconnection (3.10),(3.11)
when the vector field f of the system (3.10) satisfies Assumptions 3.1, 3.2 and 3.3 and y rep-
resents filtered by (3.11) perturbation δ.

Theorem 3.5
If

(a) the vector field f satisfies Assumptions 3.1, 3.2, 3.3, and ν < 0,
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(b) the vector field g is chosen such that

e−µsdy(−s)g(dy(s)y,dδ(s)δ) = g(y, δ),

∀s ∈ R, ∀y ∈ Rm, ∀δ ∈ Rp where diag{dy(s),dδ(s)} forms a generalized dilation,

(c) ẏ = g(y, 0) is GAS.

Then, the system (3.10),(3.11) is

• strongly iISS for every µ ∈ R,

• if µ < 0 globally FTISS for small inputs.

Proof of Theorem 3.5: Since (b) and (c) are verified, by using Theorem 3.2, we conclude
that (3.11) is ISS for every µ ∈ R, and if µ < 0, then (3.11) is FTISS. According to (a) and
using theorems 3.1 and 2.5, we deduce that the system (3.10), (3.11) is strongly iISS.

To prove global FTISS property for small inputs if µ < 0, select any (x0, y0) ∈ Rn ×Rm,
and denote z(t, z0, δ) =

(
xT (t, x0, y), yT (t, y0, δ)

)T the common solution of the cascade for
initial conditions z0 = (xT0 , y

T
0 )T . Theorem 3.1 implies that for ν < 0 the system (3.10) is

uniformly GFTS for small inputs, i.e. there exist m > 0 and βx ∈ GKL such that

‖y‖[0,Tx(x0)) ≤ m =⇒ ‖x(t, x0, y)‖ ≤ βx(‖x0‖, t)
=⇒ lim

t−→Tx(x0)
‖x(t, x0, y)‖ = 0,

for all x0 ∈ Rn, where Tx : Rn → R+ is the settling-time function of the system (3.10). The
system (3.11) is FTISS if µ < 0, i.e. there exist βy ∈ GKL and σ ∈ K such that

‖y(t, y0, δ)‖ ≤ βy(‖y0‖, t) + σ(‖δ‖[0,t)) =⇒ lim sup
t−→Ty(y0)

‖y(t, y0, δ)‖ ≤ σ(‖δ‖∞),

where Ty : Rn −→ R+ is the settling-time function of the system (3.11).
Assume that ‖δ‖∞ ≤ σ−1

(
m
2

)
.

First case: If βy(‖y0‖, 0) ≤ m
2 , this implies that ‖y(t, y0, δ)‖ ≤ m, ∀t ≥ 0 then

lim
t−→Tx(x0)

‖x(t, x0, y)‖ = 0.

Consequently,

lim
t−→max{Tx(x0),Ty(y0)}

‖z(t, z0, δ)‖ ≤ lim
t−→max{Tx(x0),Ty(y0)}

(‖x(t, x0, y)‖+ ‖y(t, y0, δ)‖)

≤ σ (‖δ‖∞) .

Second case: If βy(‖y0‖, 0) > m
2 , since βy ∈ GKL there exists Ty0 > 0 such that

t ≥ Ty0 =⇒ βy(‖y0‖, t) ≤
m

2
,
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this implies that
‖y(t)‖ ≤ m, ∀t ≥ Ty0 .

and, consequently, x(t, x0, y) will converges to zero provided that it is well defined for t ∈
[0, Ty0 ]. Using the result of Lemma 3.2 we substantiate that the value x(Ty0 , x0, y) is finite for
any x0 ∈ Rn (see the estimate obtained in the proof), then

‖x(t, x(Ty0), y)‖ ≤ βx (‖x(Ty0)‖, t− Ty0) =⇒ lim
t−→Tx(x(Ty0 ))+Ty0

‖x(t, x(Ty0), y)‖ = 0.

Which leads to

lim
t−→max{Tx(x(Ty0 ))+Ty0 ,Ty(y0)}

‖z(t, z0, δ)‖

≤ lim
t−→max{Tx(x(Ty0 ))+Ty0 ,Ty(y0)}

(‖x(t, x0, y)‖+ ‖y(t, y0, δ)‖)

≤ σ (‖δ‖∞)

and the finite-time convergence is proven for small inputs. Applying the same arguments the
global boundedness of all trajectories can be established. Then we deduce that the system
(3.10),(3.11) is FTISS for small inputs for the case ν < 0 and µ < 0. �

In the above theorem we also have shown that in the latter case the system (3.10),(3.11)
is uniformly globally FTS for small inputs.

The following corollary extends the above stability result to the interconnected system
(3.10),(3.11) when the vector field f of the system (3.10) has a homogeneous approximation.

Corollary 3.1
Assume that conditions (b) and (c) of Theorem 3.5 are satisfied, while the condition (a)
is replaced by f(·, y) is homogeneous in the 0-limit (resp., ∞−limit) with associated triple
(ν0,d, f0(·, y)) (resp., (ν∞,d, f∞(·, y))), where d is a generalized linear dilation and ν0 < 0

(resp., ν∞ < 0) and f0 (resp., f∞) satisfies Assumptions 3.1, 3.2 and 3.3.. Then, if µ < 0

the interconnected system (3.10),(3.11) is locally FTISS (resp., is FTISS with respect to

B = {(x, y) ∈ Rn × Rm : ‖x‖dx ≤ A, y = 0}

for some A > 0) for small inputs.

Proof of Corollary 3.1: By using the conditions of Corollary 3.1 and Theorem 3.5 we
deduce that the system (3.11) is ISS. If ν0 < 0, from Theorem 3.3, the system (3.10) is
uniformly FTS for small inputs. By using the same method as in the Step II of the proof of
Theorem 3.5, we substantiate that if µ < 0, the interconnected system (3.10),(3.11) is locally
FTISS for small inputs.

Theorem 3.4 implies that, if we choose A > 0 sufficiently big, for all ‖x0‖ > A, if ν∞ < 0,

the system (3.10) is uniformly GFTS for small inputs to the set A = {x ∈ Rn : ‖x‖dx ≤ A} .
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Using the same method as in the proof of Theorem 3.5 one deduce that the set B is FTISS
for small inputs for the interconnected system (3.10),(3.11) when µ < 0.�

Remark 3.2
Assume that instead of (3.11), we have

ẏ = g(y), (3.14)

with g is dy−homogeneous function with degree of homogeneity µ and the system (3.14) is
GAS. Then if ν < 0, the dynamical system (3.10),(3.14) is GAS for all µ ∈ R. If ν < 0 and
µ < 0 in the conditions of Theorem 3.5, then the system (3.10),(3.14) is GFTS.

In the next section, to illustrate the utility of these results we are going to analyze the
robustness of a finite-time observer with respect to time variations of its gains.

3.3 Application

In [70] a finite-time observer is proposed for a nonlinear system in the form:

ż = Az + h(o, u),

o = Cz,

where z ∈ Rn is the state, u ∈ Rm is the known input and o ∈ R is the measured output, and

A =


0 1 0 · · · 0

0 0 1 · · · 0
...

...
. . . . . .

...

0 0 . . .
. . . 1

0 0 . . . . . . 0

 , C = (1, 0, · · · , 0)

are in a canonical representation. An observer for this system is designed as

˙̂z = Aẑ + h(o, u)−


k1do− ẑ1cα1

k2do− ẑ1cα2

...
kndo− ẑ1cαn

 ,

where ẑ ∈ Rn is an estimate of z, αi is a constant power and ki is a constant observer gain for
1 ≤ i ≤ n. The dynamics of the estimation error e = z − ẑ can be written as follows:

ė1 = e2 − k1de1cα1

ė2 = e3 − k2de1cα2

...
ėn−1 = en−1 − kn−1de1cαn−1

ėn = −knde1cαn

(3.15)
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To guarantee FTS of the system (3.15), the homogeneity framework is used [70] resulting
in the choice αi = 1 + iα, 1 ≤ i ≤ n where α > − 1

n is a tuning parameter linked to the
homogeneity degree of the system, for the dilation

dx(s) = diag
[
es, e(1+α)s, · · · , e(1+(n−1)α)s

]
.

The gains ki, 1 ≤ i ≤ n should be selected to form a Hurwitz polynomial.

3.3.1 Homogeneous Affine Nonlinear Dynamical System

Our goal is to study the same problem with multiplicative disturbances introduced as follows:

˙̂z = Aẑ + h(o, u)−


(k1 + y1)do− ẑ1cα1

(k2 + y2)do− ẑ1cα2

...
(kn + yn)do− ẑ1cαn

 , (3.16)

where all symbols keep their meaning, and yi ∈ R, 1 < i ≤ n represent variations of the gains
ki, 1 ≤ i ≤ n occurred due to an additional on-line tuning (via adaptation algorithms) or
due to an auxiliary measurement information (usually the values of ki are related with the
amplitude of uncertainty to compensate).

It is straightforward to verify that the error dynamics for (3.16) satisfies Assumptions 3.1
and 3.2 for f(e, y) = f1(e) + f2(e)y with

f1(e) =


−k1de1c1+α + e2

−k2de1c1+2α + e3
...

−knde1c1+nα

 ,

and
f2(e) = −diag

[
de1c1+α, · · · , de1c1+nα

]
and the functions f1 and f2 are dx-homogeneous with the same degree of homogeneity α.

Using the method proposed in [70] it is possible to show that Assumption 3.3 is also verified
for α sufficiently close to zero (of both signs). Therefore, Theorem 3.1 allows us to conclude
that the estimation error dynamics for the observer (3.16) is uniformly GAS for small inputs
for any α > − 1

n and it is strongly finite-time iISS and uniformly GFTS for small inputs if
α ∈ (− 1

n , 0).

Let n = 3 and select k1 = 1000, k2 = 240 and k3 = 24, the figures 3.3 and 3.4 show
the uniform GAS and GFTS of the state of the system (3.16) for different degree α and
sufficiently small inputs y.
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3.3.2 Interconnected System

In order to illustrate the results of Theorem 3.5 we will consider also the system (3.16) in a
cascade with

ẏ = g(y, δ) (3.17)

which may represent an adaptation algorithm influenced by a measurement noise or a distur-
bance δ ∈ Rp (a stable filter).

For simulations with n = 3, let

g(y, δ) =

 y
1
3
2 − dy1c

1
2

y3 − y1 − dy2c
2
3

−y
1
3
2 − dy3c

1
2 + δ

 ,

where g : R3 × R 7−→ R3 is continuous and d-homogeneous with degree of homogeneity

µ = −1
3 , d(s) =


e

2
3
s 0 0 0

0 es 0 0

0 0 e
2
3
s 0

0 0 0 e
1
3
s

 and the system ẏ(t) = g(y(t), 0) is GAS. Then, if

1
n < α < 0, Theorem 3.5 implies that the system (3.16), (3.5) in cascade are finite-time ISS
for small inputs and FT strongly iISS. From Figure 3.5 we see that the state is bounded when
inputs are bounded.

3.4 Conclusion

In this chapter, we studied the robustness features of FT stable homogeneous dynamical sys-
tems with respect to additive perturbations. Some extensions are established for the systems
admitting homogeneous approximations at the origin and at infinnity. Influence on robustness
of additional dynamics in the input channel is also investigated. The efficiency and practical-
ity of the obtained conditions are demonstrated by considering a homogeneous observer with
the gains dependent on functions of time, i.e., on additional measured information or adaptive
tuning. Simulation results and academic examples are included for illustration.
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In this chapter, we consider the problem of finite-time and fixed-time stability analysis
for a specific class of nonlinear non-homogeneous systems, which do not have homogeneous
approximations at zero or at infinity, but admit the so-called homogeneous extension. It is
shown that under certain conditions on the system, its asymptotic stability implies finite-time
stability for negative homogeneity degree or nearly fixed-time stability for positive homogene-
ity degree of the extension. An example of a mechanical system is presented to illustrate the
obtained results.

4.1 Introduction

As it is stated in Chapter 2 (see Section 2.2), we focus here on FTS and nearly FxTS analysis
of non-homogeneous systems having the form:{

ẋ = f(x)

x(0) = x0, x0, x ∈ Rn (4.1)

Below we assume that f(x) = H(x)b(x), where H is homogeneous (in a certain sense) matrix-
valued function and b is a bounded vector-valued function. We show that under certain
conditions on the function b, the finite-time or the nearly fixed-time stability of the system
can be derived from its asymptotic stability and the homogeneity of H. To simplify the
corresponding analysis we use the so-called homogeneous extensions, which were introduced

81
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originally for evolution systems in Banach spaces [75]. Notice that the homogeneous extension
can be defined even when the homogeneous approximation [2] does not exist.

4.2 Homogeneous extension

Let us introduce the definition of homogeneous extension [75] which allows homogeneity-based
methods of analysis to be applied for non-homogeneous systems.

Definition 4.1
A set-valued map F : Rn ⇒ Rn is said to be a d-homogeneous extension of a vector field
f : Rn → Rn with a degree ν ∈ R if f(x) ∈ F (x) for any x ∈ Rn and F is d-homogeneous of
the degree ν.

Such extensions appear, for example, as a result of Filippov regularization of a homoge-
neous discontinuous vector field (see [55]). In this paper we deal with the d-homogeneous
extensions given by [75]

F (x) =
⋃
s∈R
{e−νsd(−s)f(d(s)x)}, x ∈ Rn, (4.2)

where d is a linear dilation and ν ∈ R. The set-valued map F given above is, obviously, a
d-homogeneous extension of the vector field f and

eντd(τ)F (x) = F (d(τ)x), τ ∈ R, x ∈ Rn.

Such an extension exists even for functions which do not have a homogeneous approximation1.
Therefore, to study its stability and a convergence rate, the homogeneous extension can be
used. However, to use the classical methods of stability analysis such as Lyapunov functions
or LaSalle invariance principle, the differential inclusion must satisfy the classical conditions
[26], [30]. For example, the right-hand side of the system

ẋ(t) = −
(

2 + cos

(
1

x(t)

))
x1/3(t), t ≥ 0. (4.3)

does not have a homogeneous approximation at zero, but it has a homogeneous extension
ẋ(t) ∈ F (x(t)) = −x1/3(t) [1, 3] , t ≥ 0, which allows us to study the finite-time stability using
the homogeneity of set-valued mappings.

Remark 4.1
We do not need to prove the existence of strong solutions for the differential inclusion ẋ ∈ F (x)

with F given by (4.2) provided that f is a continuous vector field. Indeed, since f(x) ∈ F (x)

then solutions of the system (4.1) belong to a set of solutions of the differential inclusion
ẋ ∈ F (x).

1We refer the reader to Chapter 1 and to [2] for more details about homogeneous approximations.
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The stability definitions for differential inclusions are literary the same as for the differential
equations (Definition 1.5).

4.3 On stability analysis via homogeneous extensions

4.3.1 Homogeneous Lyapunov function theorem

Let the vector field f : Rn → Rn of the system (4.1) satisfy the following assumptions

Assumption 4.1
Let f be continuous on Rn and f(x) = H(x)b(x) for all x ∈ Rn;

Assumption 4.2
The mapping H : Rn →Mn,m is continuous and d-homogeneous of a degree ν ∈ R i.e.,

e−νsd(−s)H(d(s)x) = H(x), ∀x ∈ Rn

and ∀s ∈ R.

Assumption 4.3
The function b : Rn → Rm is uniformly bounded

sup
x∈Rn

‖b(x)‖ < +∞

and continuous on Rn \ {0}.

Assumption 4.4
The origin of the system (4.1) is GAS.

The hypothesis 4.4 implies that 1) f(0) = 0; 2) b(x) does not belong to the kernel of
H(x), ∀x ∈ Rn \ {0} and 3) H(x) = 0 ⇔ x = 0. Recall [6] that, in the view of Kurzweil’s
converse Lyapunov theorem, any globally asymptotically stable system (4.1) with a contin-
uous vector field f admits a smooth positive definite and proper2 (or, equivalently, radially
unbounded [26]) Lyapunov function. We use this fact in order to derive a sufficient condition
allowing an expansion of the global asymptotic stability of the system (4.1) to its homogeneous
extension (1.13), (4.2).

Theorem 4.1
Let the system (4.1) satisfies Assumptions 4.1, 4.2, 4.3, 4.4 and there exists a positive definite
proper Lyapunov function

V ∈ C1(Rn\{0},R+) ∩ C(Rn,R+)

2A continuous function V : Rn → R is proper if the inverse image of any compact set is a compact set.
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for the system (2.1) such that

sup
y 6=0
‖b(y)− b(x)‖ ≤ −β 〈∇V (x), f(x)〉

‖H>(x)∇V (x)‖
, (4.4)

for any x ∈ S̃ and some constant β ∈ (0, 1), where S̃ = {x ∈ Rn : V (x) = 1}.

Then the differential inclusion (1.13) with F given by (4.2) is globally asymptotically stable
and there exists a positive definite radially unbounded d-homogeneous Lyapunov function

Vd ∈ C1(Rn\{0},R+) ∩ C(Rn,R+)

of a degree 1 such that

sup
h∈F (x)

〈∇Vd(x), h〉 ≤ −Wd(x), ∀x ∈ Rn \ {0} . (4.5)

where the positive definite function Wd : Rn → R+ is d-homogeneous of the degree 1 + ν.

Proof of Theorem 4.1: Assumptions 4.1, 4.2 and 4.3 imply that the homogeneous
extension is defined as follows F (x) =

⋃
s∈R
{H(x)b(d(s)x)} and the set F (x) is bounded and

sup
h∈F (x)

〈∇V (x), h〉 < +∞

for every x ∈ Rn. Let us consider the set

Kγ1,γ2 ={x ∈ Rn : γ1≤V (x)≤γ2}

and prove that for some parameters γ1 ∈ [1/2, 1) and γ2 ∈ (1, 3/2] sufficiently close to 1 we
have

suph∈F (y)〈∇V (y), h〉 ≤ −c, ∀y ∈ Kγ1,γ2

or, equivalently,
〈∇V (y), H(y)b(d(s)y)〉 ≤ −c, ∀y ∈ Kγ1,γ2 , ∀s ∈ R,

where c := −0.5(1−β) max
x∈S̃
〈∇V (x), f(x)〉 > 0. Indeed, using the Cauchy-Schwartz inequality

and (4.4) we derive

〈∇V (x), H(x)[b(z)− b(x)]〉 ≤ ‖H>(x)∇V (x)‖‖b(z)− b(x)‖
≤ −β 〈∇V (x), f(x)〉 , (4.6)

for all z ∈ Rn and x ∈ S̃. Hence, for any x ∈ S̃, any s ∈ R and any ∆ ∈ Rn : ∆ 6= −x we have

〈∇V (x+∆), H(x+∆)b(d(s)(x+∆))〉 = 〈H>(x+∆)∇V (x+∆)−H>(x)∇V (x), b(d(s)(x+∆))〉+

〈∇V (x), f(x)〉+〈∇V (x), H(x)[b(d(s)(x+∆))−b(x)]〉

≤ ‖H>(x+ ∆)∇V (x+ ∆)−H>(x)∇V (x)‖b̄

+ 〈 ∇V (x), f(x)〉 − β 〈∇V (x), f(x)〉
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≤ −2c+ ‖H>(x+ ∆)∇V (x+ ∆)−H>(x)∇V (x)‖b̄,
where b̄ := sup

x∈Rn
‖b(x)‖. On the one hand, since V is proper then the set Kγ1,γ2 is compact.

On the other hand, since the vector field x 7−→ g(x) := H>(x)∇V (x) is continuous on Rn\{0}
then by Heine-Cantor theorem it is uniformly continuous3 on the compact set K1/2,3/2 with
some modulus of continuity ω ∈ K. Notice that g is uniformly continuous on Kγ1,γ2 ⊂ K1/2,3/2

with the same modulus of continuity. For any x ∈ S̃ and any ∆ ∈ Rn : x + ∆ ∈ K1/2,3/2 we
have

‖H>(x+ ∆)∇V (x+ ∆)−H>(x)∇V (x)‖b̄ ≤ b̄ω(‖∆‖).
Let δ > 0 be such that b̄ω(δ) ≤ c. Such δ > 0 always exists due to ω ∈ K. Let γ1 ∈ [1/2, 1)

and γ2 ∈ (1, 3/2] be selected sufficiently close to 1 such that

Kγ1,γ2 ⊂
{
x+ ∆ ∈ Rn : x ∈ S̃ and ‖∆‖ ≤ δ

}
.

Such γ1 and γ2 always exist due to uniform continuity of the vector field g on K1/2,3/2, which
implies the convergence Kγ1,γ2 → S̃ as |1− γ1|+ |γ2− 1| → 0 in the Hausdorff metric (see e.g.
[34]).

The rest part of the proof uses the scheme suggested in [81]. We consider the d-homogeneous
function Vd : Rn → R defined as follows

Vd(x) =

∫ +∞

−∞
e−sa(V (d(s)x))ds

where a : R → R is an arbitrary a ∈ C∞ function such that a(ρ) = 0 for ρ ≤ γ1, a(ρ) = 1

for ρ ≥ γ2 and a′(ρ) > 0 for ρ ∈ (γ1, γ2). The function Vd is continuous on Rn, continuously
differentiable on Rn\{0} and d-homogeneous of the degree 1. Moreover, for any x ∈ Rn\{0}
we have

sup
h∈F (x)

〈∇Vd(x), h〉 = sup
h∈F (x)

∫ +∞

−∞
e−sa′(V (d(s)x))〈∇V (d(s)x),d(s)h〉ds

≤
∫ +∞

−∞
e−sa′(V (d(s)x)) sup

h∈F (x)
〈∇V (d(s)x),d(s)h〉ds

≤
∫ +∞

−∞
e−sa′(V (y)) sup

h̃:e−νsd(−s)h̃∈F (d(−s)y)

〈∇V (y), e−νsh̃〉ds,

where the following notation y = d(s)x and h̃ = eνsd(s)h is utilized. Since a′(V (y)) = 0 for
y /∈ Kγ1,γ2 and suph∈F (y)〈∇V (y), h〉 ≤ −c for y ∈ Kγ1,γ2 , then using d-homogeneity of F we
derive

sup
h∈F (x)

〈∇Vd(x), h〉 ≤
∫ +∞

−∞
e−(ν+1)sa′(V (d(s)x)) sup

h̃∈F (y)

〈∇V (y), h̃〉ds

≤ −c
∫ +∞

−∞
e−(ν+1)sa′(V (d(s)x))ds = −Wd(x).

3A vector field g : Rn → Rn is said to be uniformly continuous on a set Ω ⊂ Rn if there exists the so-called
modulus of continuity ω ∈ K such that ‖g(x)− g(y)‖ ≤ ω(‖x− y‖) for all x, y ∈ Ω.
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The function Wd is, obviously, positive definite and d-homogeneous of the degree ν + 1.
The proof is complete.�

Remark 4.2
The most sophisticated condition of Theorem 4.1 is (4.4). This condition gives a maximal
upper bound of the admissible deviation of b(·) with respect to its values on the sphere S̃. In
the right-hand side of (4.4), only the values of b from the sphere are used. Therefore, the
condition (4.4) evaluates how far b(y) is varying with respect to b(x), where y ∈ Rn \ {0} and
x ∈ S̃, respectively. Hence, (4.4) quantifies the variation of values of b(·). Obviously, if b(·) is
a constant function, then the left-hand side is zero and the condition (4.4) is always satisfied
(in such a case f is a homogeneous function).

Remark 4.3
Theorem 4.1 proves also that if the condition (4.4) holds, then there exists a d-homogeneous
Lyapunov function for the system (4.1). In particular, this property holds if the function b is
a constant function (i.e. f = Hb is d-homogeneous) [81, 74, 73].

For a scalar-valued function b the condition (4.4) can be omitted.

Corollary 4.1
If the vector field f of the system (4.1) satisfies Assumptions 4.1, 4.2, 4.3 and 4.4 with b :

Rn → R and
inf
x∈Rn

|b(x)| > 0,

then conclusions of Theorem 4.1 remain true.

Proof of Corollary 4.1: Using Assumption 4.3 and the fact that b(d(s)y)
b(y) > 0, for y ∈

Kγ1,γ2 we derive

〈∇V (y), H(y)b(d(s)y)〉 = 〈∇V (y), H(y)b(y)〉b(d(s)y)

b(y)

≤ 〈∇V (y), H(y)b(y)〉b/b̄ ≤ −c,

where

b := infx∈Rn |b(x)| ≤ b := supx∈Rn |b(x)| and c = −b b−1
maxy∈Kγ1,γ2 〈∇V (y), f(y)〉.

All the remaining considerations literally repeat the proof of Theorem 4.1. �

Example 4.1
Let us illustrate this results by the following example

ẋ = y − x
2
3 sign(x),

ẏ = −αx
1
3 − β

(
2− cos

(
1√

x2 + y2

))
|y|

1
2 sign(y)

(4.7)
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with α, β > 0. We can write the system (4.15) as follows

ż = H(z)b(z), z =

(
x

y

)
, (4.8)

with

H(x, y) =

(
y − x

2
3 sign(x) 0

−αx
1
3 −β|y|

1
2 sign(y)

)
and

b(x, y) =

 1

2− cos

(
1√
x2+y2

)  .

The function H is continuous and d-homogeneous of degree ν = −1, provided that the dilation

d is defined as follows d(s) =

(
e3s 0

0 e2s

)
. The function b is continuous and bounded. We use

the Lyapunov function

V (x, y) = α
3

4
x

4
3 +

1

2
y2, (4.9)

one gets V̇ = −α|x| −β
(

2− cos

(
1√
x2+y2

))
|y|

3
2 . Then, we deduce that the origin of system

(4.15) is GAS. The homogeneous extension of the function f is given by

F (z) =
⋃
s∈R
{H(z)b(d(s)z)}. (4.10)

Using again the homogeneous Lyapunov function V we derive

〈DV (z), H(z)b(d(s)z)〉 = −α|x| − β
(

2− cos

(
1√

e6sx2+e4sy2

))
|y|

3
2 < 0, (4.11)

∀z ∈ Sd and ∀s ∈ R. This proves that the differential inclusion given by the homogeneous
extension (4.10) is GAS, and the degree of homogeneity ν = −1 < 0, then the theorem 4.1
implies that the origin of system (4.7) is FTS. The Figure 4.1 shows the solution of the system
(4.7) with initial condition (3, 2) which reaches the origin in FT.

Remark 4.4
If the Assumptions 4.1, 4.2, 4.3 and 4.4 hold and in addition if the function b satisfies the
condition

sup
y 6=0
‖b(y)− b(x)‖ ≤ βα∗‖b(x)‖, (4.12)

for all x ∈ S̃, where α∗ = infx∈S̃

〈
−H>(x)∇V (x)
‖H>(x)∇V (x)‖ ,

b(x)
‖b(x)‖

〉
. Then, the results of Theorem 3.4

holds.

The following result is an extension of Theorem 3.4 to the system (4.1) with f is a homo-
geneous vector fields with different degrees and multiplicative perturbations.



88 Chapter 4. Finite-time stability analysis based on homogeneous extensions

0 1 2 3 4 5 6 7 8

Time

0

1

2

3

4

5

6

T
h
e
 s

ta
te

x(t)

y(t)

Figure 4.1: The solutions of the system (4.15) with α = 0.5, β = 2 and the initial condition
(x0, y0) = (3, 6).

Remark 4.5
Let us assume that the system (4.1) is globally asymptotically stable and: f : x ∈ Rn → f(x) =
p∑
i=0

Hi(x)bi(x) ∈ Rn, p ∈ N, is continuous on Rn, where

• the matrix-valued functions Hi : Rn → Mn,mi are continuous and d-homogeneous of a
degree νi ∈ R with ν0 ≤ ν1 ≤ ... ≤ νp;

• the functions bi : Rn\{0} → Rmi are continuous on Rn\{0} and there exists ν ∈ R such

that function x→ b(x) :=

(
b1(x)
...

bp(x)

)
satisfies the following condition

0< inf
x 6=0,s∈R

‖Λ(s)b(d(s)x)‖≤ sup
x 6=0,s∈R

‖Λ(s)b(d(s)x)‖<+∞,

Λ(s) =


e(ν0−ν)sIm0 0 · · · 0

0 e(ν1−ν)sIm2

. . .
...

...
. . . . . . 0

0 · · · 0 e(νp−ν)sImp

 .

If there exist a Lyapunov function V ∈ C1(Rn\{0},R+)∩C(Rn,R+) for the system (2.1) and
a number 0 < β < 1 such that

sup
y 6=0,s∈R

‖Λ(s)b(d(s)y)− b(x)‖≤−β〈∇V (x), f(x)〉
‖H>(x)∇V (x)‖

(4.13)



4.3. On stability analysis via homogeneous extensions 89

for any x ∈ S̃, where S̃ = {x ∈ Rn : V (x) = 1}. Then conclusions of Theorem 3.4 remain
true.

4.3.2 Finite-time and near fixed-time stability

If the d-homogeneous differential inclusion (1.13), (4.2) is GAS, then it is globally uniformly
finite-time, exponentially or nearly fixed-time stable dependently of the sign of the homogene-
ity degree.

Corollary 4.2
If the system (4.1) satisfies the assumptions of Theorem 4.1 (resp. Remark 4.5), then the
origin of the system (4.1) is globally

• uniformly FTS for ν < 0;

• exponentially stable for ν = 0;

• nearly FxTS for ν > 0.

Proof of Corollary 4.2: From the proof of Theorem 4.1 and Lemma 2.2 we derive

sup
h∈F (x)

〈∇Vd(x), h〉 ≤ −a1V
1+ν
d (x), ∀x 6= 0,

where a1 = min
x∈Rn:Vd(x)=1

Wd(x). The latter implies that for any strong solution φx0 of the

differential inclusion (1.13), (4.2) we have

d

dt
Vd(φx0(t))

a.e.
≤ −a1V

ν+1
d (φx0(t)), t > 0 : φx0(t) 6= 0.

Since V is differentiable on Rn\{0} and φx0 is absolutely continuous then t 7−→ Vd(φx0(t))

is absolutely continuous as well. For ν < 0 the latter inequality and the positive definiteness
of Vd implies ‖φx0(t)‖ = 0 for t ≥ V −νd (x0)/(−νa1) for any strong solution φx0(t) of the
differential inclusion (1.13), (4.2) and, in particular, for all solutions of the system (4.1).

For ν > 0 we need to show that any neighborhood of the origin (4.1) is fixed-time time
attractive. Indeed, since Vd is positive definite and continuous at 0 then for any neighborhood
M of the origin there exists γ > 0 such that {x ∈ Rn : Vd(x) ≤ γ} ⊂M . For ν > 0 the above
differential inequality implies

Vd(φx0(t)) ≤ γ, ∀t ≥ 1

a1νγν

independently of x0. For ν = 0 we derive similarly Vd(φx0(t)) ≤ e−a1tVd(φx0(0)), t ≥ 0. The
proof is complete.

�
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In the case of a scalar-valued function b the restriction to the Lyapunov function V can
be omitted.

Corollary 4.3
Let conditions of Corollary 4.1 be fulfilled then the system (4.1) is globally uniformly FTS for
ν < 0, globally uniformly exponentially stable for ν < 0 and nearly FxTS for ν > 0.

As a trivial example illustrating the presented corollary, the system

ẋ = −
(

2 + cos

(
1

x(t)

))
x1/3(t), t ≥ 0

can be considered. This system does not have a homogeneous approximation at zero, but it
has a homogeneous extension that uniformly GFTS.

4.4 A planar system example

In this section, we consider the class of planar systems studied in [15, 79], which has the
following form: {

q̇ = v,

v̇ = f(q, v) + u(q, v),
(4.14)

where q = (q1, · · · , qn)T ∈ Rn is the vector of generalized coordinates, v = (v1, . . . , vn)T ∈
Rn is the vector of generalized velocities while f(q, v) = (f1(q, v), · · · , fn(q, v))T represents
generalized forces and u is the vector of the inputs. For simplicity we consider n = 2 and

f1(q, v) = −β1b1(q, v)dv1c
1
2 ,

f2(q, v) = −β2b2(q, v)dv2c
1
2 ,

where β2 > 0, β1 > 0, (without loss of generality we choose β2 ≥ β1 > 0) and continuous
functions bi : R4\{0} → R satisfy the following conditions: ∃b > 0 and ∃b̄ > 0 such that
b ≤ bi(q, v) ≤ b̄, ∀(q, v) ∈ R4, i = 1, 2. Under these conditions the system has only one
equilibrium at the origin. The considered system

q̇1 = v1,

q̇2 = v2,

v̇1 = −β1b1(q, v)dv1c
1
2 + u1(q, v),

v̇2 = −β2b2(q, v)dv2c
1
2 + u2(q, v),

(4.15)

can be represented as follows
ż = H(z)b(z),

with z = (q, v)>,

b(z) = (1, 1, b1(z), b2(z))>
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and

H(z) =


v1 0 0 0

0 v2 0 0

u1(q, v) 0 −β1dv1c
1
2 0

0 u2(q, v) 0 −β2dv2c
1
2

 .

The function b is uniformly bounded and it is continuous on R4\{0} due to imposed properties
of b1 and b2. If we define

(u1, u2)> =

(
−α1q

1
3
1 ,−α2q

1
3
2

)>
, α2 ≥ α1 > 0

then the function H : R4 → M4,4 is continuous and d-homogeneous of the degree ν = −1,

provided that the dilation d is weighted homogeneous d(s) = diag{e3sI, e2sI}, I ∈ R2×2.

Consider the following Lyapunov function

V (z) = cU
5
4 (z) + α

3
4
1 q1v1 + α

3
4
2 q2v2,

where U(z) = 3
4

2∑
i=1

αi|qi|
4
3 + 1

2‖v‖
2 and

c > max


α

3
4
2

(
1 + β2

b
4

)
5b
4 β1

(
1
2

) 1
4

,

(
4

5

) 5
4

 . (4.16)

Applying Young’s inequality produces(
2∑
i=1

α
3
4
i |qi||vi|

) 4
5

≤
2∑
i=1

(
α

3
4
i |qi|

) 4
5

|vi|
4
5 ≤ 3

5

2∑
i=1

αi|qi|
4
3 + 2

5‖v‖
2.

Hence, V is positive definite for c > (4
5)

5
4 . From the definition of U, we obtain

〈∇U(z), H(z)b(z)〉 = −β1b1(z)|v1|
3
2 − β2b2(z)|v2|

3
2 ≤

−β1b|v1|
3
2 − β2b|v2|

3
2 ≤ −bβ1‖v‖

3
2 ,

(U(z))
1
4 ≥

(
1
2

) 1
4 ‖v‖

1
2 and again by applying Young’s inequality, we have

〈∇V (z), H(z)b(z)〉 = 5c
4 〈∇U(z), H(z)b(z)〉U

1
4 (z) + α

3
4
1 v

2
1 + α

3
4
2 v

2
2

+α
3
4
1 q1(f1(z) + u1(z)) + α

3
4
2 q2(f2(z) + u2(z))

≤ −
(

1
2

) 1
4 5bc

4 β1‖v‖2 + α
3
4
2 β2

b̄
4‖v‖

2 + α
3
4
2 ‖v‖2

−α
7
4
1

2∑
i=1
|qi|

4
3 + α

3
4
2 β2

3b̄
4

2∑
i=1
|qi|

4
3

= −k1‖v‖2 − k2

2∑
i=1
|qi|

4
3 ,

with
k1 = 5b

4 β1

(
1
2

) 1
4 c− α

3
4
2

(
1 + β2

b̄
4

)
,
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and
k2 =

(
α

7
4
1 − α

3
4
2 β2

3b̄
4

)
.

By choosing α
7
4
1 > α

3
4
2 β2

3b
4 and c such that (4.16) holds, we get k1, k2 > 0. This implies that

the origin of the system (4.15) is GAS. According to Theorem 4.1 and Corollary 4.2 this
system is FTS provided that there exists β ∈ (0, 1) such that

sup
y 6=0
‖b(y)− b(z)‖ ≤ −β〈∇V (z),H(z)b(z)〉

‖H>(z)∇V (z)‖ , ∀z ∈ S̃,

where S̃ = {z ∈ Rn : V (z) = 1} (inequality (8) for this example). The latter inequality can
be restricted to √

2(b̄− b) ≤ −βmaxz∈S̃〈∇V (z),H(z)b(z)〉
maxz∈S̃ ‖H>(z)∇V (z)‖ .

For b̄ sufficiently close to b this condition holds and implies the finite-time stability of the
system (4.15). Since

a1‖z‖5d ≤ V (z) ≤ a2‖z‖5d,

with

‖z‖4d = ‖v‖2 +
2∑
i=1

|qi|
4
3 ,

a1 =
(
c− (4/5)

5
4

)
min

{
(3α2/4)

5
4 , (1/2)

5
4

}
and

a2 =
(
c+ (4/5)

5
4

)
max

{
(3α2/4)

5
4 , (1/2)

5
4

}
.

We obtain
−maxz∈S̃〈∇V (z), H(z)b(z)〉 ≥ min{k1,k2}

a
4
5
2

= 0.3985,

and
maxz∈S̃ ‖H

>(z)∇V (z)‖ ≤ maxz∈S̃
{
m1‖z‖4d

+m2
‖z‖d

4 +m2‖z‖5d +m3
‖z‖

9
2
d

4 + m3‖z‖
1
2
d

}
≤ m1

a
4
5
1

+m2

(
1

4a
1
5
1

+ 1
a1

)
+m3

(
1

4a
9
10
1

+ 1

a
1
10
1

)
= 2.1626,

with

m1 = max

{(
α

3
4
2 + α

5
2
2 + α

3
2
2 β

2
2/2

) 1
2

,

(
α

7
2
2 + α

5
2
2 + α

3
2
2 β

2
2/2

) 1
2

}
,

m2 = β2cmax

{
1

2
,
3α2

2

4

} 1
4

,

m3 = β2

√
cmax

{
1

2
,
3α2

2

4

} 1
8

,

α1 = 1, α2 = 1, β1 = 0.1, β2 = 0.2, b = 4, b = 4.01 and c = 17.2776. Then
√

2(b̄− b) = 0.0141 ≤ 0.0243β ≤ −βmaxz∈S̃〈∇V (z),H(z)b(z)〉
maxz∈S̃ ‖H>(z)∇V (z)‖ .
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Figure 4.2: The solutions of the system (4.15) with (α1, α2) = (1, 1), (β1, β2) = (0.1, 0.2),
b1(z) = 4.005 − 0.005 sin

(
1
‖z‖

)
, b2(z) = 4.005 − 0.005 cos

(
1
‖z‖

)
and the initial condition

(q0, v0) = (−20,−50, 30, 40).

For 0.0765 < β = 0.08 < 1, the functions b1(z) = 4.005 − 0.005 sin
(

1
‖z‖

)
and b2(z) =

4.005 − 0.005 cos
(

1
‖z‖

)
satisfy the condition (4.4). The simulation results for this case are

depicted in Figure 4.2.

4.5 Conclusion

FTS and nearly FxTS of a class of non-homogeneous systems are investigated using the
homogeneous extension and Lyapunov function method. More precisely, we presented some
sufficient conditions to guarantee FT or nearly FxTS of a non-homogeneous ODE using
homogeneity degree of a homogeneous extension of the system.
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In this chapter, we investigate the properties of differential inclusions using the introduced
notions of sup- and sub-homogeneity. These concepts allow the systems that do not admit
homogeneous approximations to be analyzed using the relaxed homogeneity notions of their
extensions, then finite-time stability and fixed-time stability properties can be recovered. An
academic example is presented in the last section, to show that sup- and sub-homogeneity
can be utilized for an analysis of non-homogeneous systems which do not admit homogeneous
extensions satisfying the classical conditions.

5.1 Introduction

Requiring homogeneity for FTS/FxTS analysis is restrictive. However, many useful proper-
ties can be guaranteed for non homogeneous systems admitting homogeneous extension. The
class of such dynamics is very large [19], but still limited. In this chapter we will present a
new notion, which also induces the symmetry of the solutions of DIs. It is called sup/sub-
homogeneity (see [16, 20]).

Sup- or sub-homogeneity is a sort of symmetry, which appears as a certain relaxation of
homogeneity of DIs. An advantage of these concepts is that a system may do not admit a

95
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homogeneous approximation or homogeneous extension possessing, at the same time, sup- or
sub-homogeneity properties. This chapter proves that if a sup- or sub-homogeneous DI is
GAS, then there exists a homogeneous Lyapunov function, which characterizes its behaviour.
This result is a generalization of the converse Lyapunov theorem for homogeneous DI [65].
The property of weak FTS/FxTS is also investigated for this class of DIs. The obtained
results lead to simple conditions for a nonlinear GAS system guarantying its FTS/FxTS.

The main contribution of this chapter deals with a new and simpler approach to ana-
lyze FTS or FxTS of nonlinear systems. The principal novelty is the concept of sub/sup -
homogeneous extension, which can be constructed for any nonlinear system (in contrast to
homogeneous approximation).

5.2 Model description

We consider again the system

ẋ(t) = f(x(t)), (5.1)

In order to develop our approach and study the FTS and FxTS property of this system, we
first study another class of system: differential inclusions that ( see Chapters 1 and 2). We
recall it here as follows:

ẋ(t) ∈ F (x(t)), ∀t ≥ 0. (5.2)

For this class of systems, we are going to introduce a new concept that we call sub- and sup-
homogeneity that we present in the next sections.

Recall that a solutions of DI is an absolutely continuous functions satisfying (5.2) almost
everywhere. Let us also recall some notations:

• S(x0) denotes the set of all solutions of (5.2) with x(0) = x0.

• Given β ∈ KL, we denote by Ŝβ(x0) a set of weakly uniformly GAS solutions of (5.2)
with x(0) = x0 such that x ∈ Ŝβ(x0) iff x ∈ S(x0) and ‖x(t)‖ ≤ β(‖x0‖, t),∀t ≥ 0.

• S =
⋃

x0∈Rn
S(x0) and Ŝβ =

⋃
x0∈Rn

Ŝβ(x0)

5.3 Sub-homogeneous DI

In this section, we define sub-homogeneous DI and we investigate its FTS.

Definition 5.1
A set-valued mapping F : Rn ⇒ Rn is said to be d-sub-homogeneous of degree ν ∈ Rn, if for
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all x ∈ Rn and s ≥ 0 we have

eνsd(s)F (x) ⊆ F (d(s)x),

where d is a linear dilation in Rn.

Let us introduce the following assumptions for (5.2):

Assumption 5.1
F is d-sub-homogeneous of degree ν ∈ R.

Obviously, the sub-homogeneity implies the inclusion

F (d(s)x) ⊆ eνsd(s)F (x), ∀s ≤ 0, ∀x ∈ Rn

but not the equality as in the conventional case. Below we show that such DIs may appear as
extensions of some dynamical systems, which do not have homogeneous approximation. The
sub-homogeneity simplifies the FTS analysis in the latter case. The following proposition
ensures symmetry of solutions of sub-homogeneous DI (5.2)

Proposition 5.1
Let F satisfy Assumption 5.1. If t → x(t) is a solution of (5.2) then for each s ≥ 0 the
function t→ d(s)x(eνst) is a solution of (5.2) as well.

Proof of Proposition 5.1: We consider a trajectory x(·) of (5.2). The curve t →
d(s)x(eνst) is continuous for all s ≥ 0. Moreover, for almost all t ∈ R we have:

d
dt [d(s)x(eνst)]

a.e.
= eνsd(s)ẋ(eνst)

a.e.
∈ eνsd(s)F (x(eνst)).

Since F is d-sub-homogeneous with degree ν, one gets

d

dt
[d(s)x(eνst)]

a.e.
∈ F (d(s)x(eνst)),

i.e. t→d(s)x(eνst) is a solution of (5.2) for any s≥0. �

The following result generalizes the Rosier’s theorem [81] to sub-homogeneous DI.

Theorem 5.1
Let F satisfy Assumption 5.1 and be nonempty-, compact-, convex-valued and upper-semi-
continuous. Let p ∈ N be an arbitrary natural number. The origin of (5.2) is GAS if and
only if there exists a pair (V,W ) of continuous functions such that:

1) V ∈ Cp(Rn,R+), V is positive definite and d-homogeneous with a degree k > 0 i.e.,

V (d(τ)x) = ekτV (x),∀τ ∈ R,∀x ∈ Rn,

such that the matrix pGd − kIn is Hurwitz
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2) W ∈ C∞(Rn \ {0},R+), W is positive definite and d-homogeneous with degree k + ν;

3) max
h∈F (x)

〈∇V (x), h〉 ≤ −W (x) for all x 6= 0.

Proof of Theorem 5.1: Let us prove the necessity, since the sufficiency is trivial. For
non-homogeneous V0 and W0 the claimed result is proven in [25], i.e. there exists a pair
(V0,W0) of continuous functions, such that:

1) V0 ∈ C∞(Rn,R+), V0 is positive definite;

2) W0 ∈ C∞(Rn \ {0},R+), W0 is positive definite;

3) max
h∈F (x)

〈∇V0(x), h〉 ≤ −W0(x) for all x ∈ Rn\{0}.

Since V0(0) = 0, V0(x) → +∞ as ‖x‖ → +∞ and d is a dilation then there exist γ > 0

and 0 < v1 < v2 such that

V0(d(s)x) ≤ v1 for any x : ‖x‖ = 1 and ∀s ≤ 0,

V0(d(s)x) ≥ v2 for any x : ‖x‖ = 1 and ∀s ≥ γ.

Following Rosier’s theorem (see [81]) to build a homogeneous Lyapunov function V we consider
a C∞ function a : [0,+∞)→ [0, 1] such that

a(t) =

{
0, if t ≤ v1,

1, if t ≥ v2,

and ȧ(t) > 0 for all t ∈ (v1, v2). If k > max {−ν, 0} then the function

x→ V (x) :=

∫
R
e−ksa ◦ V0(d(s)x)ds

is well defined, continuous on Rn and C∞ on Rn\{0}. Moreover, V is d-homogeneous V (d(τ)x) =

ekτV (x), and for any x : ‖x‖ = 1 and any h ∈ F (x) we have

〈∇V (x), h〉=
∫
R
e−ksȧ (V0(d(s)x)) 〈∇V0(d(s)x),d(s)h〉ds.

and, due to Assumption 5.1, we get

max
h∈F (x)

〈∇V (x), h〉 =
∫
R
e−ksȧ (V0(d(s)x)) max

h∈F (x)
〈∇V0(d(s)x),d(s)h〉ds

≤
γ∫
0

e−ksȧ (V0(d(s)x)) max
h∈e−νsd(−s)F (d(s)x)

〈∇V0(d(s)x),d(s)h〉ds

=
γ∫
0

e−(k+ν)sȧ (V0(d(s)x)) max
h∈F (d(s)x)

〈∇V0(d(s)x), h〉ds

≤ −
γ∫
0

e−(k+ν)sȧ (V0(d(s)x))W0(d(s)x)ds = −W (x) ≤ 0.
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These inequalities are derived by using the sub-homogeneity of F. Notice that, W is a d-
homogeneous positive definite function with the degree (ν + k) > 0. This proves that V is
a d-homogeneous Lyapunov function for (5.2). Now, let k > max{−ν, 0} be such that the
matrix pGd − kIn is Hurwitz. Then for s ∈ R and x : ‖x‖ = 1 we have

dp

d(d(s)x)p
V (d(s)x) = eksd(−ps) d

p

dxp
V (x).

To guarantee that V ∈ Cp(Rn,R+) it is enough to show

lim
s→−∞

∥∥∥dpV (d(s)x)
d(d(s)x)p

∥∥∥ = lim
s→−∞

∥∥∥eksd(−ps) dp

dxpV (x)
∥∥∥=0.

This is true, because the matrix pGd − kIn is Hurwitz and

eksd(−ps) = es(kIn−pGd).

We use the same argument to prove that W ∈ C∞(Rn \ {0},R+). �

The proposition 5.1 implies that the function t → d(s)x(eνst) belongs to S(d(s)x0) for
any x ∈ S(x0) and any s ≥ 0. Notice that this inclusion may not hold for a set of weakly
uniformly GAS solutions. Let us introduce this as an assumption:

Assumption 5.2
There exists βd ∈ KL such that the function t → d(s)x(eνst) belongs to Ŝβd(d(s)x0) for any
x∈ Ŝβd(x0), any x0 ∈ Rn and any s≥0.

The next corollary shows that the latter assumption is fulfilled under certain conditions.

Corollary 5.1
Let F satisfy Assumption 5.1 and let Ŝβ ⊂ S be a set of weakly uniformly GAS solutions of
(5.2) with some β ∈ KL. If

∃βd∈KL : βd(ρ,t)≥sups≥0‖d(−s)‖β(‖d(s)‖ρ, e−νst), (5.3)

for all t ≥ 0 and all ρ ≥ 0, then there exists Ŝβd ⊂S satisfying the Assumption 5.2 such that
Ŝβ ⊂ Ŝβd .

Proof of Corollary 5.1: If

Ŝβd(x0) :=
⋃
s≥0

{
x̃∈C(R+,Rn) : x̃(t) = x(eνst), t ≥ 0, x ∈ Ŝβ(d(−s)x0)

}
,

where Ŝβ is the set of weakly GAS solutions with β ∈ KL, then Ŝβ ⊂ Ŝβd and the prop-
erties mentioned in Assumption 5.2 are fulfilled by construction. Moreover, Ŝβd ⊂ S due to
Proposition 5.1. Let us prove that Ŝβd is a set of weakly GAS solutions with βd ∈ KL.

By construction, for any x0 ∈ Rn the inclusion x̃ ∈ Ŝβd(x0) means that for any s ≥ 0 there
exists x ∈ Ŝβ(d(s)x0) such that

x̃(t) = d(−s)x(e−νst), x(0) = d(s)x0.



100Chapter 5. Finite-time stability analysis based on sup- and sub-homogeneity

Hence, we derive

‖x̃(t)‖ = ‖d(−s)x(e−νst)‖ = ‖d(−s)‖ · ‖x(e−νst)‖ ≤

‖d(−s)‖β(‖d(s)‖ · ‖x0‖, e−νst) ≤ βd(‖x0‖, t),

for all t ≥ 0, all x0 ∈ Rn and all x̃ ∈ Ŝβd . �

Taking into account that any function β ∈ KL admits the estimate [51, Lemma 7]

σ1(β(ρ, t)) ≤ σ2(ρ)e−t, σ1, σ2 ∈ K∞,

the condition (5.3) can be represented as follows

∃σd ∈ K∞ : σd(ρ) ≥ sup
s≥0
‖d(−s)‖σ2(‖d(s)‖ρ),

provided that ν ≤ 0. Indeed, since e−e−νst ≤ e−t, ∀s ≥ 0,∀ν ≤ 0, ∀t ≥ 0 then we can select

βd(ρ, t) = σ−1
1

(
σd(ρ)e−t

)
, ρ, t ≥ 0.

Theorem 5.2
If the set Ŝβ ⊂ S of weakly uniformly GAS solutions satisfies the Assumption 5.2 for ν < 0

then Ŝβ is a set of weakly uniformly GFTS solutions.

Proof of Theorem 5.2: Step I: Let Ŝβ be the set of solutions of (5.2) satisfying As-
sumption 5.2. Let R > 0 be an arbitrary real number and let us define a time τR for weakly
uniformly GAS solutions from Ŝβ which start from the set Bd(2R) and converge into the set
Bd(R):

τR = sup
x∈Ŝβ(Bd(2R))

inf {T >0 : x(t)∈Bd(R), ∀t≥T} .

Let us denote

ρ(R) = sup
z∈Bd(2R)

‖z‖ and ρ(R) = inf
z∈Rn\Bd(R)

‖z‖.

Notice that ρ(R) > 0, ρ(R) > 0 for any R > 0 and

‖x(t)‖ ≤ β(‖x(0)‖, t) ≤ β(ρ(R), t), ∀t ≥ 0

for any x ∈ Ŝβ(Bd(2R)), where monotonicity of β ∈ KL with respect to the first argument is
taken into account. Since β(ρ̄(R), t) monotonically tends to 0 as t → +∞ then there exists
a finite number T βR > 0 such that β(ρ̄(R), t) ≤ ρ(R), ∀t ≥ T βR. This means τR < +∞ for any
R > 0.
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On the other hand, we derive

τR/2 = sup
x∈Ŝβ(Bd(R))

inf {T > 0 : x(t) ∈ Bd(R/2),∀t ≥ T}

= sup
x∈Ŝβ(Bd(R))

inf {T > 0 : d(ln(2))x(t) ∈ Bd(R), ∀t ≥ T}

= 2ν sup
x∈Ŝβ(Bd(R))

inf

{
2−νT > 0 :

d(ln(2))x(2νt) ∈ Bd(R),

∀t ≥ 2−νT

}
≤ 2ν sup

y∈Ŝβ(d(ln(2))Bd(R))

inf
{
T̃ > 0 : y(t) ∈ Bd(R), ∀t ≥ T̃

}
= 2ν sup

y∈Ŝβ(Bd(2R))

inf
{
T̃ > 0 : y(t) ∈ Bd(R), ∀t ≥ T̃

}
= 2ντR,

where y(t) = d(ln(2))x(2νt).

Step II In this step we will prove the FTS of the differential inclusion (5.2) when ν < 0.

Let x(·, x0) ∈ S(x0), Proposition 5.1 implies that

xs(t, x0) = d(s)x(eνst, x0) ∈ S(d(s)x0)

xs(t0, x0) ∈ Bd(2R) =⇒ xs(t, x0) ∈ Bd(R); ∀t ≥ t0 + τR, t0 ≥ 0.

Let x0 ∈ Bd(R) and t0 = 0, we consider the solution xs(t, x0) = d(s)x(eνst, x0), xs(0, x0) =

d(s)x0, and s = ln(2). Let t̃0 = 2−ντR, one has

xln(2)(t̃0, x0) = d(ln(2))x(τR, x0) ∈ Bd(2R)

=⇒ xln(2)(t, x0) ∈ Bd(R), ∀t ≥ t̃0 + τR,

which means that for every t ≥ t̃0 + τR, we have

‖d(− ln(R))xs(t, x0)‖ ≤ 1 ⇔ ‖d(− ln(R))d(ln(2))x(2νt, x0)‖ ≤ 1,

⇔ ‖d(− ln(R) + ln(2))x(2νt, x0)‖ ≤ 1,

⇔ ‖d(− ln(R2 ))x(2νt, x0)‖ ≤ 1.

Then, we deduce that x(t, x0) ∈ Bd
(
R
2

)
, ∀t ≥ 2ν [t̃0 + τR]. Let now t̃1 = t̃0 + τR, then

xln(2)(t̃1, x0) = d(ln(2))x(2ν [t̃0 + τR], x0) ∈ Bd(R).

Again, from this we have xln(2)(t, x0) ∈ Bd
(
R
2

)
, ∀t ≥ t̃1 + τR

2
, which implies that

x(t, x0) ∈ Bd

(
R

4

)
, ∀t ≥ 2ν

[
t̃1 + τR

2

]
.

By iterating on i, we get

x(t, x0) ∈ Bd

(
R

2i+1

)
; ∀t ≥ 2ν

[
t̃i + τ R

2i

]
.

Where the sequence {t̃i}i∈N is given by

t̃i+1 = t̃i + τ R
2i
≤ t̃i + 2iντR ≤ 2−ντR + τR

i∑
k=0

2kν .
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The degree of homogeneity ν < 0, then we obtain

lim
i→+∞

t̃i ≤ lim
i→+∞

(
2−ντ(x0, BR) + τR

i∑
k=0

2kν
)

=
(

2−ν + 1
1−2ν

)
τR < +∞.

Hence, the convergence time of x ∈ Ŝβ(Bd(2R)) to zero, i.e.

x(t, x0) ∈ ∩∞i=1B R

2i
= {0},

for every t ≥ 2−ντR + τR
2ν

1−2ν

admits the estimate (
2−ν +

2ν

1− 2ν

)
τR < +∞.

�

Theorem 5.2 generalizes the results from [68], [7] about FTS of homogeneous DI with
negative degree.

Proposition 5.1 implies that Assumption 5.2 is fulfilled for the set of all solutions of (5.2)
provided that (5.2) is strongly uniformly GAS. Therefore, strongly uniformly GAS sub-
homogeneous DI (5.2) with negative degree is strongly uniformly GFTS. Notice that the
latter theorem does ask (explicitly) any restriction to F . Under some additional restrictions
on F the same conclusion can be made using Theorem 5.1.

Corollary 5.2
Let F satisfy the hypothesis of Theorem 5.1 with ν < 0. If (5.2) is strongly GAS then it is
strongly uniformly GFTS.

Proof of Corollary 5.2: According to Theorem 5.1, there exists a continuous pair (V,W )

such that

1. V ∈ Cp(Rn,R+), V0 is positive definite and d-homogeneous with degree of homogeneity
k > max{−ν, 0};

2. W ∈ C∞(Rn \ {0},R+), W is positive definite and d-homogeneous with degree of ho-
mogeneity k + ν;

3. max
h∈F (x)

〈DV (x), h〉 ≤ −W (x) for all x 6= 0.

Let τ ≥ 0, using the homogeneity of V and the sub-homogeneity of F, we get

e(k+ν)τ max
h∈F (x)

〈DV (x), h〉 = ekτ max
h∈eντd(τ)F (x)

〈DV (x),d(−τ)h〉

≤ max
h∈F (d(τ)x)

〈DV (d(τ)x), h〉

≤ −W (d(τ)x).

(5.4)
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Let R > 0, for τ = − ln
(
‖x‖d
R

)
≥ 0, from (5.4) and due to homogeneity, we obtain

max
h∈F (x)

〈DV (x), h〉 ≤ − W̄
aRk+ν

V (x)
k+ν
k , (5.5)

∀‖x‖d ≤ R, where a =

(
max
‖y‖d=1

V (y)

) k+ν
k

and W̄ = min
‖y‖d=R

W (y). If ν < 0, the inequality

(5.5) implies that:

V̇ (x(t)) ≤ −c [V (x(t))]α =⇒ V̇ (x(t))
[V (x)]α

≤ −c

[V (x(t))]1−α ≤

 [V (x0)]1−α − (1− α)ct, t ≤ [V (x0)]1−α

(1−α)c

0, t ≥ [V (x0)]1−α

(1−α)c

(5.6)

∀‖x0‖d ≤ R, c = W̄
aRk+ν

and 0 < α = k+ν
k < 1, then from (5.6) we conclude that the

origin of (5.2) is FTS for all initial conditions x0 ∈ B(0, R). The GAS property of (5.2)
implies that, for any x0 ∈ Rn and any R > 0 there exists TR,x0 > 0 such that x(t) ∈
B(0, R), ∀t ≥ TR,x0 . This implies the GFTS of (5.2) (settling time function is bounded by

T (x0) ≤ [V (x(TR,x0 ))]
1−α

(1−α)c + TR,x0). We complete the proof noticing that for F satisfying the
hypothesis of Theorem 5.1 the strong GAS is equivalent to strong uniform GAS (see [25] for
more details). �

5.4 Sup-homogeneous DI

Definition 5.2
The set-valued mapping F : Rn ⇒ Rn is said to be d-sup-homogeneous with a degree of
homogeneity ν ∈ R if it satisfies

eνsd(s)F (x) ⊆ F (d(s)x), ∀s ≤ 0, ∀x ∈ Rn,

where d is a linear dilation in Rn.

In this section we consider DI (5.2) satisfying the assumption:

Assumption 5.3
F is d-sup-homogeneous of the degree ν ∈ R.

The following proposition shows the symmetry of solutions to the differential inclusion
(5.2) provided that F satisfies the sup-homogeneity property.

Proposition 5.2
Let F satisfy Assumption 5.3. If x(·) is a solution of (5.2), then for any s ≤ 0 the function
t→ d(s)x(eνst) is a solution of (5.2).
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Proof of Proposition 5.2: Proof of proposition uses the sup-homogeneity property and
follows the same steps as the proof of Proposition 5.1.�

The following theorem shows the existence of a homogeneous Lyapunov function for an
asymptotically stable sup-homogeneous differential inclusion.

Theorem 5.3
Let F satisfy Assumption 5.3 and be nonempty-, compact-, convex-valued and upper-semi-
continuous. Let p ∈ N be an arbitrary natural number. The origin of (5.2) is GAS if and
only if there exists a pair (V,W ) of continuous functions

1) V ∈ Cp(Rn,R+), V is positive definite and d-homogeneous with a degree k > 0 such that
the matrix pGd − kIn is Hurwitz;

2) W ∈ C∞(Rn \ {0},R+), W is positive definite and d-homogeneous with degree of homo-
geneity k + ν;

3) max
h∈F (x)

〈∇V (x), h〉 ≤ −W (x) for all x ∈ Rn\{0}.

Proof of Theorem 5.3: We follow the arguments of the proof of Theorem 5.1 and we
construct the so-called cut-off function a. For any constant γ > 0, by the definition of the
dilation d and since V0(0) = 0 and V0(x) → +∞ as ‖x‖ → +∞, there exist two numbers
0 < v1 < v2, such that

V0(d(s)x) ≤ v1, for ‖x‖ = 1 and ∀s ≤ −γ,
V0(d(s)x) ≥ v2, for ‖x‖ = 1 and ∀s ≥ 0.

(5.7)

This is the difference with the proof of Theorem 5.1 (the property (5.7) holds for a different
interval of s). The cut-off function a will have the same form that we defined in the proof
of Theorem 5.1, then for k > max {−ν, 0} The Lyapunov function V is given by V (x) =∫
R e
−ksa ◦ V0(d(s)x)ds and the function W (x) =

∫
R e
−(k+ν)sȧ (V0(d(s)x))W0(d(s)x)ds. �

Let us introduce the assumption

Assumption 5.4
The property given in Assumption 5.2 is fulfilled for s ≤ 0 .

Similarly to Corollary 5.1, it can be shown that Assumption 5.4 is fulfilled if there exists
a set Ŝ

β ⊂ S of weakly uniformly stable solutions and

∃βd∈KL : βd(ρ, t)≥sups≤0 ‖d(−s)‖β(‖d(s)‖ρ, e−νst), (5.8)

for all ∀t ≥ 0 and all ρ ≥ 0, where β ∈ KL corresponds to Ŝ
β
.

Taking into account that any function β ∈ KL admits the estimate [51, Lemma 7]

σ1(β(ρ, t)) ≤ σ2(ρ)e−t, σ1, σ2 ∈ K∞,
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the condition (5.8) can be represented as follows

∃σd ∈ K∞ : σd(ρ) ≥ sup
s≤0
‖d(−s)‖σ2(‖d(s)‖ρ),

provided that ν ≥ 0. Indeed, since e−e−νst ≤ e−t,∀s ≤ 0, ∀ν ≥ 0,∀t ≥ 0 then we can select

βd(ρ, t) = σ−1
1

(
σd(ρ)e−t

)
, ρ, t ≥ 0.

Theorem 5.4
If the set Ŝβ ⊂ S of weakly uniformly GAS solutions satisfies the Assumption 5.2 for ν > 0

then Ŝβ is the set of weakly globally nearly FxTS solutions.

Proof of Theorem 5.4: Let Ŝβ be the set of solutions of satisfying Assumption 5.4. For
a given R > 0 and let us define

τR = sup
x∈Ŝβ(Bd(2R))

inf {T > 0 : x(t) ∈ Bd(R),∀t ≥ T} .

If ν > 0 then repeating the proof of Theorem 5.2 we derive τ2iR ≤ 2−iντR and the time of
convergence of any solution from Ŝβ to a d-homogeneous ball of the radus R > 0 is finite

+∞∑
i=0

τ2iR ≤ τR
+∞∑
i=0

2−iν =
2ντR

2ν − 1
< +∞

independently of the initial value x(0). �

The latter theorem guarantees that the strongly uniformly GAS sup-homogeneous DI
with positive degree is strongly globally nearly FxTS. Under additional restrictions on F
this can be proven using Theorem 5.3.

Corollary 5.3
Let F satisfies the hypotheses of Theorem 5.3 with ν > 0. If (5.2) is strongly GAS then it
is strongly globally nearly FxTS.

Proof of Corollary 5.3: Since (5.2) satisfies Assumption 5.3 and it is strongly GAS,
then there exists a continuous pair (V,W ) such that

1. V ∈ Cp(Rn,R+), V0 is positive definite and d-homogeneous with degree of homogeneity
k > max{−ν, 0};

2. W ∈ C∞(Rn\{0},R+), W is strictly positive definite outside the origin and d-homogeneous
with degree of homogeneity k + ν;

3. max
h∈F (x)

〈DV (x), h〉 ≤ −W (x) for all x 6= 0.
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Using the homogeneity of V and the sub-homogeneity of F, we get for all τ ≤ 0

e(k+ν)τ max
h∈F (x)

〈DV (x), h〉 = ekτ max
h∈eντd(τ)F (x)

〈DV (x),d(−τ)h〉

≤ max
h∈F (d(τ)x)

〈DV (d(τ)x), h〉

≤ −W (d(τ)x).

(5.9)

For τ = − ln
(
‖x‖d
R

)
≤ 0, R > 0, we obtain

V̇ (x) = max
h∈F (x)

〈DV (x), h〉 ≤ − W̄
bRk+ν

V (x)
k+ν
k , ∀‖x‖d ≥ R, (5.10)

where b =

(
max
‖y‖d=1

V (y)

) k+ν
k

and W̄ = min
‖y‖d=R

W (y). For ν > 0 the latter implies the fixed-

time convergence to ‖x‖ ≤ R.�

5.5 FTS/FxTS of non-homogeneous systems

In this section, we consider the dynamical systems like (5.1) which are not homogeneous but
admit the FTS and FxTS analysis using sub- and sup-homogeneity.

5.5.1 Sub-homogeneous extension

Studying the finite-time stability of a dynamical system by construction of a strict Lyapunov
function is not easy sometimes. To simplify this analysis, we consider the DI (5.2) with

F (x) =
⋃
s≤0

{
e−νsd(−s)f(d(s)x)

}
, (5.11)

where d is a linear dilation and ν ∈ R. Indeed, the set valued mapping F is d-sub-homogeneous
with the degree of homogeneity ν ∈ R. The set F (x) is nonempty for every x ∈ Rn. Since,
by construction, f(x) ∈ F (x) for all x ∈ Rn then any solution of (5.1) is a solution of (5.2),
(5.11). Hence, Corollary 5.2 immediately implies

Corollary 5.4
Let f be continuous and F given by (5.11) with some ν < 0 be nonempty, convex, compact-
valued and upper-semi-continuous. If the system (5.2) is GAS then (5.1) is globally uni-
formly FTS.

Corollary 5.5
If (5.1) is uniformly GAS with β ∈ KL satisfying the condition (5.3) for some ν < 0 then it
is globally uniformly FTS.

Proof of Corollary 5.5: The set of solutions of (5.1) is a subset Ŝβ of weakly AS
solutions of (5.2) with F given (5.11). Using Corollary 5.1 we conclude that all conditions of
Theorem 5.2 are fulfilled and the origin of (5.1) is globally uniformly FTS.�
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5.5.2 Sup-homogeneous extension

In this section we define the sup-homogeneous extension of a vector field f as follows

F (x) =
⋃
s≥0

{
e−νsd(−s)f(d(s)x)

}
, (5.12)

where d is a linear dilation and ν ∈ R.

Similarly to the previous section, the following condition of the nearly FxTS of the system
(5.1) can be derived.

Corollary 5.6
Let f be continuous and F given by (5.12) with some ν > 0 be nonempty, convex, compact-
valued and upper-semi-continuous. If the system (5.2) is GAS then (5.1) is globally nearly
FxTS.

Corollary 5.7
If (5.1) is GAS with β ∈ KL satisfying the condition (5.8) then it is globally nearly FxTS.

The rate of convergence of the system (5.1) is defined the sign of the homogeneity degree
ν. If the system (5.1) satisfies the conditions (5.3) and (5.8) for two different degrees ν− <

and ν+ >, respectively, then one can provide FxTS results.

Combining the above results we derive the condition of global FxTS.

Corollary 5.8
If (5.1) is GAS with β ∈ KL satisfying both (5.3) and (5.8) with some ν− < 0 and ν+ > 0,
respectively, then (5.1) is globally FxTS.

Proof of Corollary 5.8: Using Corollary 5.7 we deduce that the system (5.1) is nearly
fixed-time stable and to a ball BR in a fixed time T . In addition, Corollary 5.5 implies that
the system (5.1) is FTS for all x0 ∈ BR. These two facts imply that the state of the system
(5.1) converges to the origin in a fixed time (see Fig. 5.1).�

Corollary 5.9
If hypotheses of both corollaries 5.4 and 5.6 hold, simultaneously, then (5.1) is globally FxTS.

5.6 Academic example

Let us consider the second order system{
ẋ1 = x2,

ẋ2 = −k1(x1)− k2(x2),
(5.13)
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Figure 5.1: Fixed-time stable solution.

where x1(t), x2(t) ∈ R are components of the state vector x = (x1, x2)> and

ki ∈ C(R,R), ki(ρ)ρ > 0, ∀ρ ∈ R, i = 1, 2.

Let us denote by f the vector field, which defines the right-hand side of the considered system.
It is easy to see that f is continuous on R2. The system (5.13) can be interpreted as a
mechanical model with the total energy (i.e. the sum of kinetic and potential energy) given
by

U(x) =

∫ x1

0
k1(σ)dσ +

x2
2

2
.

The mechanical system is dissipative since

〈∇U(x), f(x)〉 = −k2(x2)x2 < 0 for x2 6= 0.

Applying LaSalle invariance principle (Barbashin-Krasovski Theorem) we conclude that
the origin of the considered system is GAS. Its FTS and (nearly) FxTS can be studied
using the sub/sup-homogeneous extensions. Taking

d(s) = diag{es, e(1+ν)s}, s ∈ R, and ν > −1

we derive

g(s, x) := e−νsd(−s)f(d(s)x) =

(
x2

−e−(1+2ν)s
(
k1(esx1) + k2(e(1+ν)sx2)

) ) .
Let the functions k1, k2 and the degree ν be such that

e−(1+2ν)sk1(esx1) = k1(x1), ∀s ∈ R, x1 ∈ R.



5.6. Academic example 109

Then
〈∇U(x), g(s, x)〉 = −e−(1+2ν)sx2k2(e(1+ν)sx2) < 0

and for any sub-homogeneous extension

F (x) = co
⋃
s≤0

{g(s, x)} (5.14)

we have
sup

y∈F (x)
〈∇U(x), y〉 ≤ 0, x2 6= 0.

If

0 < lim inf
s→−∞

e−(1+2ν)sx2k2(e(1+ν)sx2) ≤ lim sup
s→−∞

e−(1+2ν)sx2k2(e(1+ν)sx2) < +∞, ∀x2 6= 0.

then, obviously, F is nonempty-, compact-, convex-valued and upper-semi-continuous. More-
over, the sub-homogeneous extension (5.2), (5.11) is strongly GAS due LaSalle invariance
principle (see Theorem 14, [30] for an extension of the LaSalle invariance principal to DI).
Hence, from Corollary 5.4 we conclude that (5.13) is globally uniformly FTS. For example,
if

k1(x1) = −x1/3
1 , k2(x2) = − x2√

|x2|
(1 + |x2|(1 + cos(1/x2)) + 0.5 sin(1/x2)))

the system (5.13) does not have an asymptotically stable d-homogeneous approximation at
0. Moreover, the homogeneous extension (4.2) studied in Chapter 4 is not bounded-valued,
but the system is globally FTS since the conditions given above are fulfilled for ν = −1/3

and the sub-homogeneity allows us to apply the conventional homogeneity-based arguments
for analysis of this non-homogeneous system as well.

Similarly if ν > 0 and

0 < lim inf
s→+∞

e−(1+2ν)sx2k2(e(1+ν)sx2) ≤ lim sup
s→+∞

e−(1+2ν)sx2k2(e(1+ν)sx2) < +∞, ∀x2 6= 0

then the sup-homogeneous extension

F (x) = co
⋃
s≥0

{g(s, x)} (5.15)

is nonempty-, compact-, convex-valued and upper-semi-continuous. Moreover, the system
(5.2),(5.12) is GAS and the origin of the system (5.13) is globally nearly FxTS in the
view of Corollary 5.4. For example, the required conditions are fulfilled for k1(x1) = −x3

1 and
k(x2) = −x2|x2|(1 + 0.5 sin(x)).

Notice that to analyze FTS (nearly FxTS) of (5.13) a strict Lyapunov function V (x) =

Uγ(x) + εx1x2 with ε, γ > 0 can be utilized. However, in this case, to prove FTS we need
to show V̇ (x) ≤ −cV 1−α(x) with α ∈ (0, 1), c > 0 at least close to the origin (to infinity,
respectively). The corresponding derivations are much more cumbersome (see e.g. [79]) than
the given above sub-homogeneous extension-based analysis.
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5.7 Conclusion

The notions of sup- and sub-homogeneity were introduced. These concepts allow some sys-
tems which do not admit homogeneous approximations to be analyzed using the homogeneity
technique. FTS/FxTS of sub/sup-homogeneous DIs as well as weak FTS/FxTS are in-
vestigated. Some sufficient conditions to a set of uniformly GAS solutions to guarantee its
FTS/FxTS are derived. It is shown that non-homogeneous systems, which admit GAS
sub/sup-homogeneous extensions, are FTS/FxTS for negative/positive homogeneity degree.
The results are supported with academic example.



Conclusion and perspectives

The investigations of this thesis focused on analysis of FT convergence rates and stability
robustness for dynamical systems in control and estimation. These kinds of performance were
selected due to their importance and popularity in many industrial applications. Since detailed
qualitative and quantitative analysis of plant’s comportment via Lyapunov function method
may be quite difficult (there is no tool for selection of a Lyapunov function for a generic
nonlinear dynamical system), the theory of homogeneity was considered. The advantage
of homogeneity is that this property can be checked algebraically, then many features of
homogeneous dynamical systems (like convergence rates and robustness, for instance) can
be established by the homogeneity degree. However, the class of homogeneous systems or
ones, which yield local homogeneous approximations, is still limited. That is why different
relaxations of the concepts of homogeneity were proposed in this work.

The main results of the thesis are presented in chapters 3–5.

The problems of robustness and uniformity of FTS for nonlinear dynamical systems were
considered in Chapter 3. Starting with an affine system, which is homogeneous for any con-
stant value of the disturbance, the conditions of uniform FTS were derived in the presence of
disturbances. These results were developed to assess the behavior of perturbed systems admit-
ting a homogeneous approximation. Additionally, the notions of FTISS and strong FTiISS
were also investigated. One section was devoted to analysis of interconnected systems. In
particular, it was proven that a cascade of homogeneous affine systems with disturbances
preserves either FTS or FTISS property. It was demonstrated that the key condition to
check is the degree of homogeneity, i.e., the concept of homogeneity showed its utility, since it
allows the construction of a Lyapunov function to be avoided in applications for verification
of assumptions imposed in this chapter.

In Chapter 4 the notion of homogeneous extensions was introduced. This concept provides
qualitative means to study the robustness and the convergence rates of nonlinear systems that
do not admit homogeneous approximation at the origin nor at infinity. It was demonstrated
that a homogeneous Lyapunov function can be found for a homogeneous extension provided
that it is derived for a globally asymptotically stable nonlinear system. This result allows the
exact rate of convergence of dynamical systems to be established regarding only the degree of
homogeneity of their homogeneous extensions.

Finally, in Chapter 5 we considered the problem of FTS/FxTS for nonlinear dynamical
systems, which may do not admit a homogeneous extension. New relaxed "homogeneity" con-
cepts, called sup- or sub-homogeneity, were introduced, which guarantee a sort of symmetry of
solutions for admitted dynamical systems. It was shown that a sup-/sub-homogeneous system
can be embedded in a homogeneous differential inclusion, which can be used to investigate
FTS and near FxTS properties of the nominal dynamics. It was proven that for a GAS
system the corresponding sup-/sub-homogeneous differential inclusion admits a homogeneous
Lyapunov function. This result was used to derive the conditions of FTS/near FxTS for
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these class of systems by analyzing the degree’s sign of sup-/sub-homogeneity.

To summarize, the introduced notions of homogeneous extensions and sub-/sup-homogeneity
allow the FT convergence rates and stability robustness features to be investigated for a rather
general class of nonlinear dynamical systems by avoiding an explicit design of respective (e.g.,
FT or ISS) Lyapunov functions. The efficiency of these new tools was demonstrated by
several their applications to design and analysis of control and estimation algorithms.

In the light of real-world applications and their needs, some open research directions in
the domain of the thesis’ research are presented below:

• The problem of robust (and uniform) state observer design for nonlinear systems with
uncertainty can be treated for many classes of nonlinear dynamical systems by using the
techniques of sup- and sub-homogeneous extensions. An issue for designing an observer
for uncertain systems is that it is difficult to use the copy of the plant’s model in the
estimator construction due to the presence of unknown or varying elements. However,
the differential inclusions obtained for sup-/sub-homogeneous dynamical systems may
hide these uncertain elements, and an observer can be designed for this differential
inclusion using the conventional methodology.

• The extensions introduced in this work can also be used to draw new methods of design-
ing FT or FxT controllers for uncertain nonlinear systems having parametric variations
and time-varying components. Again, analysis of robustness or convergence rate can be
simplified greatly in such a case.

• Another direction, which can be considered for a future research, is to generalize the
obtained in this work results to nonlinear evolution systems. Some preliminary results
can be found in [75, 76] for design of FT controllers for homogeneous evolution systems.
Since development of the theory of Lyapunov functionals is really sophisticated in the
field of partial differential equations, the sup-/sub- and homogeneous extensions can be
very useful for the analysis and investigation of the rate of convergence for nonlinear
evolution systems.

• The sup- and sub-homogeneous extensions can also be constructed for initially discontin-
uous systems. Hence, they can be used to study the existence and regularity of solutions
for some class of set-valued models by using the theory of Filippov. Moreover, these
extensions may be applied to design a controller, which guarantees the asymptotic, FT
or FxT stability for discontinuous dynamical systems.

To conclude, the properties of homogeneity and homogeneous extensions are very useful
for the stability analysis, control, observer design, and the Lyapunov function’s construction.
Theoretical advances in these research directions will likely further the development of more
comprehensive frameworks for stability of practical applications.
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Titre en français :  Notions d'homogénéité assouplies pour l'analyse de stabilité en temps 

fini et en temps fixe 

Résumé en français : Ce manuscrit présente des nouveaux résultats sur la stabilité en 

temps fini et en temps fixe des systèmes non linéaires. Une nouvelle approche pour 

étudier la stabilité en temps fini et stabilité en temps fixe pour les systèmes non 

linéaires, spécialement ceux qui n'ont pas d'approximation homogène, est introduite. 

Les chapitres 1 et 2 se concentrent sur les outils principaux (propriétés de stabilité et de 

robustesse ainsi que la notion d'homogénéité), nous étudions la robustesse de la 

stabilité en temps fini pour les systèmes affines homogènes non linéaires (chapitre 3). 

Au chapitre 4, nous introduisons la notion d'extensions homogènes. Ce concept fournit 

des outils qualitatifs pour étudier la robustesse et le taux de convergence de systèmes 

non linéaires qui n'admettent pas d'approximation homogène à l'origine ni à l'infini. 

Enfin, dans le cinquième chapitre, le problème de la stabilité en temps fini et en temps 

fixe des systèmes dynamiques non linéaires, qui peuvent ne pas admettre une extension 

homogène, est considéré. De nouveaux concepts garantissant la symétrie des solutions 

pour les systèmes dynamiques, appelés sup- ou sub-homogénéité, sont introduits. Ces 

notions sont utilisées pour étudier la stabilité en temps fini et en temps fixe des 

inclusions différentielles et des systèmes dynamiques non linéaires. Ensuite, un 

contrôleur à temps fixe a été conçu en utilisant les résultats obtenus pour des systèmes 

non homogènes. De plus, un algorithme d'observation en temps et en temps fixe et sa 

procédure de conception pour un système de type canonique ont été obtenus. 
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Titre en anglais : Relaxed homogeneity notions for finite-time and fixed-time stability 

analysis 

Résumé en anglais : This manuscript presents new results on the finite-time stability (FTS) 

of nonlinear systems. In addition, the case where the convergence time is a bounded 

function is studied. This property, called fixed-time stability (FxTS), is studied in the case 

of non-homogeneous systems. A new approach to study FTS and FxTS for nonlinear 

systems, especially those which do not have a homogeneous approximation, is 

introduced. Stability of the trajectories of the systems with respect to exogenous 

disturbances is also established for certain classes of nonlinear systems. Chapters 2 and 

3 focus on the main tools (stability and robustness properties as well as the notion of 

homogeneity), we study the robustness of FTS for nonlinear homogeneous affine 

systems in chapter 3. In chapter 4 we introduce the notion of homogeneous extensions. 

This concept provides qualitative tools to study the robustness and the rate of 

convergence of nonlinear systems which do not admit a homogeneous approximation 

at the origin or at infinity. Finally, in the fifth chapter, the problem of finite-time and 

fixed-time stability of nonlinear dynamical systems, which may not admit a 

homogeneous extension, is considered. New concepts guaranteeing the symmetry of 

solutions for dynamical systems, called sup- or sub-homogeneity, are introduced. These 

notions are used to study the finite-time and near fixed-time stability of differential 

inclusions and nonlinear dynamic systems. Then, a fixed time controller was designed 

using the results obtained for nonhomogeneous systems. In addition, a finite-time 

observation algorithm and its design procedure for a canonical-type system were 

obtained. 

 

Mots-clefs : 

homogeneity 

finite time stability 

nonlinear dynamical systems 

differential inclusions 

lyapunov approach 
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