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Ingénieur de Recherche, CEA Grenoble
CHAPPAZ Alban Invité
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Chargé de Recherche, CNRS Lyon UMR 5128 - CP2M





Aknowledgments

Les travaux de recherche présentés dans cette thèse ont été réalisés au sein du LRP (Laboratoire
Réacteurs et Procédés) au CEA-LITEN de Grenoble et du CP2M (Laboratoire de Catalyse,
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Je remercie également mes encadrants au CEA : Alain Bengaouer et Alban Chappaz. Merci
Alain pour tous ce que j’ai appris en travaillant avec toi. Merci pour le temps que tu m’as
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Résumé en français

La thèse, intitulée “ Etude et optimisation du procédé d’hydrogénation du CO2 vers des hydro-
carbures gazeux et liquides ”, consiste en l’étude expérimentale et la modélisation de la réaction
catalytique d’hydrogénation de CO2 pour la production d’hydrocarbures gazeux et liquides. Les
objectifs principaux de la thèse sont les suivants :

• Le développement d’un modèle cinétique détaillé capable de décrire la vitesse de la réaction
et la distribution des hydrocarbures dans différentes conditions opératoires.

• Le développement d’un modèle mathématique pour décrire le comportement du réacteur
d’hydrogénation de CO2 dans différentes conditions en tenant compte des phénomènes de
transfert de chaleur et de masse entre la phase gazeuse et le catalyseur solide.

• L’étude du procédé globale pour comprendre et améliorer son efficacité énergétique et de
matière.

• La compréhension du mécanisme réactionnel et des possibles voies de formation des différents
produits, ainsi que des sites actifs impliqués.

Introduction.
Dans le contexte actuel de la transition énergétique, des nouvelles technologies se développent

comme alternatives au pétrole dans différents domaines de l’énergie. La technologie Power-to-
Liquid permet de produire des hydrocarbures synthétiques à partir de CO2 et représente en
même temps une technologie d’utilisation du CO2 (contribuant à la réduction de la concentra-
tion de CO2 dans l’atmosphère) et une solution pour le stockage de l’électricité renouvelable
sous forme de vecteurs énergétiques liquides (limitant les problèmes de stockage et transport
propres aux produits gazeux). La technologie de conversion directe du CO2 en hydrocarbures
gagne donc de l’intérêt et pourrait représenter une technologie de production d’hydrocarbures
synthétiques pour le secteur des transports, notamment l’aviation, et l’industrie chimique. La
plupart des travaux publiés dans la littérature sur l’hydrogénation de CO2 vers des hydrocarbu-
res ont été focalisés principalement sur le développement d’un catalyseur optimal pour maximiser
la sélectivité vers les hydrocarbures visés. En particulier, l’ajout de promoteurs (comme du K
et du Cu) aux catalyseurs à base de fer permet d’augmenter la production de chaines longues
et la conversion du CO2. A contrario, peu des travaux ont été dédiés à la modélisation de cette
réaction : la plupart des modèles cinétiques qui ont été développés sont très simples et ne per-
mettent pas de prédire la distribution des hydrocarbures. En conséquence, on a identifié d’une
part la nécessité de développer un modèle mathématique détaillé qui soit capable de décrire le
comportement du réacteur et d’autre part la nécessité d’évaluer le rendement énergétique et
matière du procédé et de comprendre comment il pourrait être amélioré pour une éventuelle
application à l’échelle industrielle.
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Resultats experimentaux.
La plupart des essais expérimentaux ont été conduits dans un réacteur tubulaire à lit fixe

à l’échelle du laboratoire, rempli avec un catalyseur à base de Fe, synthétisé par imprégnation
du support Al2O3 et dopé avec du potassium. Un protocole analytique a été développé pour
permettre l’identification et la quantification de la plupart des produits obtenus, en phase gaz,
ainsi qu’en phases liquides (organique et aqueuse). Différentes conditions opératoires ont été
testées, en variant le GHSV, la température du four, la pression totale et le ratio H2/CO2 en
entrée du réacteur. Les résultats obtenus dans les conditions de référence (2080 Nml/g/h, 300˝C,
15 bar, H2/CO2=3) sont montrés dans la Figure 1. On peut observer qu’une conversion de CO2

autour de 30% a été obtenue, avec une sélectivité de CO autour de 10%. Le méthane représente
35% et les oléfines C2-C4 31% des produits obtenus (CO exclu). Globalement, les oléfines
linéaires (majoritairement à chaines courtes) représentent le produit principal. Au contraire, les
paraffines sont produites en quantités inférieures. Une fraction significative est représentée par
les oxygénés, acides et alcools principalement. Des chaines ramifiées et des composés aromatiques
ont également été observées en petites quantités (ils sont regroupés dans la catégorie ! others
").

Figure 1. Résultats des essais expérimentaux obtenus en conditions de référence (2080
Nml/g/h, 300˝C, 15 bar, H2/CO2=3).

Développement du modèle macro-cinétique.
A partir des données expérimentales obtenues, un modèle macro-cinétique a été développé

pour décrire le comportement de la réaction dans les différentes conditions testées. L’objectif est
de développer un modèle qui soit assez détaillé pour décrire la formation des principaux produits
observés (oléfines linéaires, paraffines linéaires et oxygénés), tout en restant assez simple pour
pouvoir être introduit dans des modèles de réacteur plus complexes. Pour le développement
du modèle on a donc choisi des lois cinétiques pour décrire les lois de vitesse de RWGS et FT
basés sur des travaux antérieurs (Riedel et al., 2001). A ces lois cinétiques on a rajouté des
paramètres qui permettent de décrire la distribution selon le nombre de carbone (α1 et α2) et
la nature chimique du produit (O, P, OX). Les paramètres cinétiques du modèle ont été dérivés
via la méthode des moindres carrés à l’aide du logiciel Matlab. Une partie des résultats obtenus,
comparés aux données expérimentales, est présentée dans la Figure 2. On peut observer que
le modèle est capable de décrire avec une bonne précision les données expérimentales, même
s’il nécessite encore quelques améliorations, notamment dans la description de la formation de
méthane et des oléfines à chaines courtes dans certaines conditions. Néanmoins, ce modèle
permettra la simulation des comportements cinétiques dans des modèles de réacteur ou de
procédés plus complexes.



Figure 2. Résultats du modèle cinétique comparés aux données expérimentales. Les lignes
représentent les résultats du modèle, les points les données expérimentales.

Développement du modèle micro-cinétique.

En suivant une procédure identique à celle utilisée pour développer le modèle macro-cinétique,
deux modèles cinétiques basés sur des hypothèses mécanistiques ont été développés et comparés.
Le but de cette approche est de comprendre au moins partiellement comment les différents pro-
duits sont formés. En particulier, la formation d’oxygénés est investiguée. Le premier modèle
est basé sur l’hypothèse que les oxygénés d’une part et les paraffines et oléfines d’autre part se
forment sur les mêmes sites actifs, notamment des carbures de fer, considérés comme la phase
active pour la réaction FT. Le deuxième modèle au contraire est basé sur l’hypothèse que les
oxygénés se forment sur des sites actifs différents de ceux où les paraffines et les oléfines sont
formés.

Figure 3. Distribution ASF des oxygénés prédit par le modèle mono-site (à gauche) et par
le modèle multi-site (à droite).

La Figure 3 montre la distribution ASF pour les oxygénés prédite par les deux modèles



et comparée aux résultats expérimentaux. L’étude menée montre que le modèle basé sur
l’hypothèse selon laquelle les oxygénés sont formés sur des sites actifs différents de ceux des
oléfines et paraffines permet de mieux prédire la distribution des oxygénés observée expérimentalement.
Par contre, ce modèle présente une erreur statistique plus élevée que le modèle mono-site et
ressent de la grande quantité de paramètres cinétiques. Une amélioration des deux modèles est
donc nécessaire pour mieux comprendre la formation des oxygènes.

Développement du modèle réacteur et étude du procédé.
Le modèle macro-cinétique développé a été inclus dans un modèle idéal de réacteur à piston,
homogène en 1D, pour étudier les profils de température et de concentration le long du réacteur.
Ce modèle a été comparé à un modèle plus complexe, hétérogène, qui prend en compte la présence
de deux phases : le fluide et le catalyseur solide. Cette comparaison montre des différences très
limitées entre les deux modèles et a permis de vérifier qu’aucune limitation de transport de
masse ni de chaleur n’intervient dans le système.

Ensuite, on a étudié des possibles voies d’optimisation du procédé, par exemple par l’utilisation
d’un réacteur membranaire qui permettrait d’éliminer l’eau produite pendant la réaction, évitant
ainsi une cause probable de désactivation du catalyseur. On a montré que l’utilisation d’un
réacteur membranaire avec l’hydrogène comme gaz de balayage permet d’augmenter la conver-
sion de CO2 sans modifier significativement les sélectivités en hydrocarbures et en CO.

Enfin, le procédé a été simulé pour estimer son efficacité énergétique et comprendre comment
l’optimiser. Une voie possible est l’utilisation de deux réacteurs en série afin d’augmenter la
conversion du CO2, suivis par un système de séparation par des membranes polymériques où les
réactifs qui n’ont pas réagi sont séparés des produits valorisables et recyclés en entrée du réacteur.
Un système de ce type permet d’obtenir une phase vapeur riche en méthane qui pourrait être
injectée dans les réseaux de gaz naturel et une phase organique riche en oléfines qui peut être
raffinée pour obtenir différents types de produits (combustibles ou matières premières pour
l’industrie chimique). L’efficacité énergétique estimée est autour de 66%.

Conclusions et perspectives.
En conclusion, ce travail montre une étude complète de la réaction d’hydrogénation du CO2 vers
les hydrocarbures, de la synthèse du catalyseur et son étude expérimentale dans un réacteur
à l’échelle du laboratoire aux simulations à l’échelle du procédé, en passant par l’étude du
mécanisme de la réaction et la dérivation de modèles cinétiques et leur utilisation dans un
modèle de réacteur. Des progrès ont été accompli dans le développement de modèles macro et
micro cinétiques de la réaction, qui peuvent être appliqués dans des modèles de réacteur plus
complexes ou dans des simulations des procédés.

Des possibles voies pour améliorer le procédé ont aussi été proposées, par exemple l’utilisation
de réacteurs membranaires pour éviter la désactivation des catalyseurs et donc augmenter la
conversion du CO2 et le rendement en hydrocarbures.

Enfin, de nombreuses améliorations sont nécessaires avant l’implémentation de ce type de
procédé à l’échelle industrielle. Entre autres, une connaissance approfondie du mécanisme de
réaction peut aider à optimiser la composition du catalyseur afin d’améliorer la sélectivité vers
les produits visés ; une étude expérimentale des réacteurs membranaires est aussi nécessaire pour
valider le modèle réalisé et pour comprendre les effets de l’élimination de l’eau sur la distribution
des hydrocarbures.



Abstract

This thesis is focused on the study of the carbon dioxide hydrogenation reaction towards gaseous
and liquid hydrocarbons over a supported Fe-K/Al2O3 catalyst. The subject is part of the
framework of the Power-to-X technologies that aim at storing surplus electric power derived
from renewable energy into the form of gaseous and liquid chemical compounds. In particular,
the electricity is used to perform the water electrolysis to produce hydrogen, then the obtained
hydrogen is used to convert carbon dioxide into hydrocarbons. These hydrocarbons can have
applications as feedstock in the chemical industry or as fuels in the transport field. The car-
bon dioxide hydrogenation is a catalytic reaction, generally performed over Fe-based catalysts,
consisting in two steps: first, carbon dioxide is converted into carbon monoxide via the reverse
water-gas shift reaction (RWGS), and then it is further transformed into hydrocarbons via the
Fischer-Tropsch synthesis (FT). One of the main constraints of this reaction is its low selectivity,
as a variety of hydrocarbons can be obtained. For an eventual application of this process at
the industrial scale, it is necessary to deeper understand and better describe the selectivity of
the reaction to optimize the productivity of the desired products. In this work, we have carried
out an experimental study of the reaction in a lab-scale fixed bed reactor and developed an
analytic protocol that allows the quantification of all the products obtained. Moreover, we have
developed a macro-kinetic model that describes with a semi-empirical approach the formation of
all the products considered; and a micro-kinetic model, that contributes to give insights about
the reaction mechanism. Finally, we have modelled a scaled-up reactor with a heterogeneous
and a pseudo-homogeneous approach and we have simulated the global process to estimate its
carbon and energy efficiencies.
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Introduction

In the last decades, the increase of global population and the increase of the energy consump-
tion, have led to the increase of the greenhouse gas emissions in the atmosphere, causing the
global warming of the planet. In order to avoid disastrous consequences on our planet, different
international agreements, such as the Paris agreement in 2016, have fixed the objective to keep
the greenhouse gases concentration under 450 ppm before 2100. In this way, the increase of the
average temperature of the planet could be kept below 2˝C, limiting the disastrous consequences
on the planet. With the aim to reduce greenhouse gases emissions, the transition from fossil
fuels to renewable sources is necessary in every economic sector.

In this context, novel technologies - based on renewable sources - are developing as an
alternative to fossil fuels. However, renewable energies present a problem connected to their
intermittent nature. This causes periods with higher demand than production and periods with
higher production than demand. In these periods of excess production, it is necessary to store
the produced electricity into another form, so that it can be used when required. The renewable
electricity storage can be done in many different ways, such as hydraulic storage, electrochemical
storage, or chemical storage.

In this work, we are interested in the chemical storage of renewable electricity in the form of
gaseous and liquid hydrocarbons. This technology, known as Power-to-X, allows the storage of
renewable electricity in the form of hydrocarbons: first H2 is produced from water via electrolysis
and then it is converted into fuels, via CO2 hydrogenation. Transport and storage of H2 is
known to be complicated and expensive because of its low energy density per volume unit.
Thus, its conversion into other kinds of chemical compounds could contribute to avoid these
problems. Moreover, the synthetic hydrocarbons obtained from this process could be suitable
for applications as fuels for the transport sector, especially aviation, and as feedstock for the
chemical industry.

Despite the advantages of this technology, its deployment at the industrial scale is still far,
as H2 production via water electrolysis still has a very high impact on the final cost of the fuels
and CO2 capture technologies still need some improvements, as well as the CO2 hydrogenation
reaction.

In this work, we are focusing on the CO2 hydrogenation reaction. This reaction includes two
steps, the reverse water-gas shift that converts CO2 into CO, followed by the Fischer-Tropsch
synthesis that further converts CO into hydrocarbons:

nCO2 ` nH2 Ø nCO ` nH2O

nCO ` 2nH2 Ø p´CH2´qn ` nH2O

1



2 Introduction.

These two reactions are very different from each other: the first one is an endothermic and fast
reaction, favoured at high temperature; the second one is an exothermic and slower reaction,
favoured at low temperature and high pressure.

This process is currently performed at pilot scale in the so-called indirect way, where the
two reactions are separated in two different reactors, so that they can be optimized. This
process, however, requires cooling and eventually compression between the two steps, thus from
an energetic point of view, it may be advantageous to perform both reactions in the same reactor,
in the so-called direct way. In order to perform both reactions in the same reactor, a suitable
catalyst is needed and the operating conditions have to be optimized. Other limitations of this
reaction are the very low selectivity, as many hydrocarbons are obtained as products, and the
formation of water as co-product that can lead to fast deactivation of the catalyst.

Most of the work published in the literature on the hydrogenation of CO2 to hydrocarbons
is focused primarily on the development of an optimal catalyst that maximizes the selectivity
to the targeted hydrocarbons. In particular, the addition of promoters (such as K and Cu) to
iron-based catalysts has been observed to increase the production of long-chain hydrocarbons
and the conversion of CO2.

Conversely, only few works have been dedicated to the modelling of this reaction. In view
of industrial applications, having mathematical models that describe the reaction behaviour is
very important, as it allows to study the scale-up of the reaction and the phenomena that could
be involved. Most of the models that are available in the literature are very simple and do not
allow to predict the hydrocarbons distribution.

Our work has the aim to understand if the direct pathway of the CO2 hydrogenation towards
hydrocarbons can be energetically competitive, compared to the indirect pathway, and to eval-
uate its feasibility. To do that, it is very important to understand the behaviour of the reaction,
its mechanism and its limitations. Moreover, it is crucial to develop tools for the modelling and
the study of the reaction in scaled-up systems and different configurations.

The work presented in this manuscript is the result of a collaboration between the CEA-
LITEN of Grenoble (the Laboratory Reactors and Processes - LRP) and the CP2M (Laboratory
of Catalysis, Polymers, Processes and Materials) of Lyon (UMR 5128). It includes an experi-
mental study of the reaction and a detailed mathematical modelling:

• an experimental study of the reaction in a laboratory-scale reactor and in a scaled-up
reactor for the comprehension of the reaction behaviour and mechanism;

• the development of a detailed macro-kinetic model that describes the reaction rates and
the hydrocarbons distribution under different operating conditions;

• the development of a detailed micro-kinetic model that is based on hypothesis about
the reaction mechanism and provides insights about the formation pathways of olefins,
paraffins ans oxygenates;

• the development of a mathematical model that describes the behaviour of a scaled-up
reactor for the CO2 hydrogenation under different conditions, taking into account the
heat and mass transfer phenomena between the gas and the solid catalyst;

• the simulation of the overall process and the estimation of mass and energy efficiencies.

The manuscript is structured in 6 chapters:

• the 1st chapter deals with the state-of-the-art of the hydrogenation of carbon dioxide
towards hydrocarbons. We review the most important work made about this reaction and
we identify which advancements are needed.



3

The analysis of the context of the work and the state-of-the-art has been the subject of a
review:

Panzone, C., Philippe, R., Chappaz, A., Fongarland, P. and Bengaouer, A. 2020. ‘Power-
to-Liquid Catalytic CO2 Valorization into Fuels and Chemicals: Focus on the Fischer-
Tropsch Route’. Journal of CO2 Utilization 38: 314–47.

• the 2nd chapter describes the experimental procedures followed for the synthesis of the
catalyst and for the experimental study of the reaction. The chapter is structured in 4
main parts that refer to: 1. the synthesis and caracterisation of the catalyst; 2. the
experimental study in the laboratory-scale reactor of CP2M; 3. the experimental liquid
co-feeding study in the same laboratory-scale reactor of CP2M; 4. the experimental study
in the scaled-up reactor of CEA.

• the 3rd chapter presents the results of the experimental studies whose procedures were
described in Chapter 2. First the characterisation of the catalyst is presented, then the
experimental kinetic study of the CO2 hydrogenation in absence of transfer limitations
is shown, to conclude with the results of the co-feeding study and the scaled-up reactor
study.

• the 4th chapter is focused on the development of a detailed macro-kinetic model that
describes the reaction rates of the main compounds and is validated on the experimental
data obtained in the laboratory-scale reactor of CP2M.

The contents of the third and fourth chapters have been the subject of a paper, recently
accepted by the Industrial & Engineering Chemistry Research journal:

Panzone, C., Philippe, R., Nikitine, C., Vanoye, L., Bengaouer, A., Chappaz, A. and
Fongarland, P. 2021. ‘Catalytic and Kinetic Study of the CO2 Hydrogenation Reaction
over a Fe-K/Al2O3 Catalyst towards Liquid and Gaseous Hydrocarbons Production.’

• the 5th chapter shows the development of a micro-kinetic model based on hypothesis on the
reaction mechanism and gives insights about the mechanism of formation of the different
species and the active sites involved. This Chapter is presented in form of a paper that
will be soon submitted:

Panzone, C., Philippe, R., Nikitine, C., Vanoye, L., Bengaouer, A., Chappaz, A. and
Fongarland, P. ‘Development and validation of a detailed micro-kinetic model for the CO2

hydrogenation reaction towards hydrocarbons over a Fe-K/Al2O3 catalyst.’

• finally, the 6th chapter focuses on the scale-up of the process. First, a scaled-up reactor
model is presented and validated on the experimental data obtained during the experi-
mental campaign performed in CEA. Then, a membrane reactor model is presented, as a
solution to improve the hydrocarbons yield by removing water produced during the reac-
tion. Finally, the global process is simulated and the carbon and energy efficiencies are
estimated.

The manuscript ends with conclusions and perspectives of the work.

The results of this work have been presented to the following international conferences:
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K-Fe/Al2O3 catalyst for gaseous and liquid hydrocarbons production.’

2. EUBCE, 29th European Biomass Conference and Exhibition, April 2021, On-
line event - Oral communication

Panzone, C., Philippe, R., Nikitine, C., Vanoye, L., Bengaouer, A., Chappaz, A. and Fon-
garland, P. ‘Study of Catalytic Performances and Kinetics of CO2 Hydrogenation Reaction
over a K-Fe/Al2O3 Catalyst for Gaseous and Liquid Hydrocarbons Production.’

Winner of the Student Award.

3. ECCE, 13th European Congress of Chemical Engineering, September 2021,
Online event - Oral communication

Panzone, C., Philippe, R., Chappaz, A., Nikitine, C., Vanoye, L., Bengaouer, A. and
Fongarland, P. ‘Kinetic study and reactor modelling of the CO2 hydrogenation reaction
for hydrocarbons production.’
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CHAPTER 1

State-of-the-art of CO2 hydrogenation
towards hydrocarbons.

1.1 General introduction.

1.1.1 Context.

1.1.1.1 The energy sector.

The increase of the global population since the Sixties (see Figure 1.1), together with the increase
of the quality of life have contributed to the increase of the global energy consumption that
passed from 43000 TWh in 1965 to 154600 TWh in 2020. (https://ourworldindata.org/energy)
The increase of the global energy consumption by world region is presented in Figure 1.2 and
shows that the main energy consumers are currently Asia, North America and Europe. The
energy consumption in Europe is almost stable since the late Nineties and has been showing a
slight decrease over the last ten years.

Figure 1.1: World population from 1960 to 2020. Data from https://ourworldindata.org/world-
population-future-eductation now/.

7
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Figure 1.2: Primary energy consumption by world region from 1965 to 2020. Data from
https://ourworldindata.org/energy.

Predictions expect a further increase of the global population with a resulting additional rise
of the energy consumption. (Siegemund et al., 2017) Energy consumption is currently based
mainly on fossil fuels (see Figure 1.3) that constitute the 84% of the global energy consumption
in the world. (https://ourworldindata.org/energy)

Figure 1.3: World energy consumption by source in 2019. Data from
https://ourworldindata.org/energy.

This kind of fuels, beside being non-renewable, involve the release of greenhouse gases (GHG)
in the atmosphere. The repartition of GHG emissions by gas expressed in percentage of CO2-
equivalents is shown in Figure 1.4. (https://ourworldindata.org/greenhouse-gas emissions) CO2
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thus represents the gas with the highest impact on climate change.

Figure 1.4: Global greenhouse gas emissions by gas. Greenhouse gas emissions are converted
to CO2-equivalents by multiplying each gas emissions by the corresponding 100-year global
warming potential (GWP). Data from https://ourworldindata.org/greenhouse-gas emissions.

The CO2 concentration in the atmosphere has increased from 317 ppm in 1960 to 414 ppm
in 2020. (https://climate.nasa.gov/) This increase has been accompanied by a gradual increase
of the mean surface temperature of the Earth, that in 2020 reached an increase of 1˝C compared
to the pre-industrial level (see Figure 1.5).

Figure 1.5: Increase of the CO2 concentration in the atmosphere and of the global land-ocean
temperature anomaly (compared to average temperature of the period 1951-1980). Data from
https://climate.nasa.gov/.

This level of CO2 in the atmosphere is expected to rise by 20% in the next 20 years if measures
are not taken to decrease the CO2 emissions. (Siegemund et al., 2017) The Intergovernmental
Panel on Climate Change (IPCC) has determined a critical threshold of 450 ppm that does not
have to be overcome before 2100. (IPCC, 2014) This level of CO2 is likely to guarantee the
global warming below 2˝C. For this scenario, reductions of GHG emissions from 40 to 70% by
2050 (in reference to 2010) are required and zero or below CO2 emissions are required by 2100.

The IPCC has identified four different scenarios depending on the effort that is made to
reduce CO2 emissions. Figures 1.6-1.8 show some results of the different scenarios analysed. In
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the worst scenario considered, named RCP8.5, with no additional effort to constrain emissions,
CO2 emissions would continue to increase until values over 100 GtCO2/year in 2100, and the
average surface temperature would increase over 4˝C compared to the pre-industrial level. This
would have disastrous consequences on the whole planet. An increase of 4˝C of the average
surface temperature would imply an increase of more than 7˝C in some parts of the planet,
above all at the North Pole, as shown in the image on the right of Figure 1.8. This also entails
significant increase of the mean sea level, reduction of the sea ice extent and acidification of the
oceans. In the best possible scenario, RCP2.6, zero emissions of CO2 would be achieved in 2100
and average temperature increase would be limited below 1˝C. However, even in this scenario,
consequences at the North Pole would be serious, with an increase of the temperature higher
than 3˝C.

Figure 1.6: Annual anthropogenic CO2 emissions predicted according to different proposed
scenarios. Figure adapted from IPCC (2014).
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Figure 1.7: Global average surface temperature change (compared to the period 1986-2005).
Figure adapted from IPCC (2014).

Figure 1.8: Change in average surface temperature for the period 2081-2100 compared to the
period 1986-2005. Figure on the left refers to scenario RCP2.6, figure on the right to RCP8.5.
Figure adapted from IPCC (2014).

Scenarios like the RCP2.6 consider substantial net negative emissions of CO2 by 2100, around
2 GtCO2/year on average. This means that the effort to reduce the CO2 emissions, besides
the development of alternative fuels not based on fossil sources, should include neutral CO2

emissions and thus the development of technologies for capture and storage or utilisation of
CO2. Therefore, it is necessary to transform the whole economic sector, by changing the way
fuels are produced and consumed and by developing new technologies for the CO2 capture.

Figure 1.9 presents the evolution of the European CO2 emissions by sector. These data reveal
that transport is currently the sector responsible for the highest GHG emissions. Figure 1.10
shows the emissions from transport sector: almost 80% of the emissions derived from transport
are caused by road transport, while only 12% and 9% derive from aviation and shipping, re-
spectively. (IEA, 2020) It is thus clear that a strong effort should be focused on the reduction
of CO2 emissions deriving from the transport sector.

The reduction of GHG emissions through the substitution of fossil fuels by renewable sources
is the objective of the energy transition which is currently ongoing in the whole world.
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Figure 1.9: CO2 emissions by sector in Europe in the period from 1990 to 2016. Data from
https://www.eea.europa.eu/.

Figure 1.10: Shares of CO2 emissions from transport sector by transport type. Data from IEA
(2020).

1.1.1.2 The energy transition.

The energy transition represents the gradual substitution of the current system of production,
distribution and consumption of energy, which is based on fossil sources and emits GHGs, by
renewable energy sources, with the aim to reduce the CO2 emissions and to mitigate climate
change.

In the energy transition context, renewable energies play a very important role. The global
consumption of renewable energy has been increasing very rapidly, especially over the last 10
years, as shown in Figure 1.11. Currently, about 18000 TWh, or the 11%, of the global energy
consumption derives from renewable energy. In Europe, more than 10% of the total energy con-
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sumption comes from renewable energies, in particular from hydropower and wind power. If only

Figure 1.11: Consumption of renewable energy in Europe (up) and in the world (down). Data
from https://ourworldindata.org/grapher/renewable-energy consumption.

electricity generation is taken into account, the percentage of renewable energy used becomes
higher. In Europe, renewable sources represent the 37.5% of the total electricity production,
while fossil fuels represent the 38%, as shown in Figure 1.12.

The main issue connected to the use of renewable energies is their intermittence, meaning
that electricity is not always produced when it is needed. The production of electricity from
renewable sources is strongly dependent on meteorological conditions, with periods where the
production is higher than the demand and periods where the production does not satisfy the
demand. Therefore, during excess production periods, it becomes necessary to convert the
electricity into storable forms of energy.
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Figure 1.12: Share of production of electricity by sources. Data from
https://ourworldindata.org/electricity mix.

1.1.1.3 Energy storage.

Energy can be stored in different ways. Figure 1.13 classifies different energy storage systems
according to their volumetric and gravimetric energy densities. Some energy storage systems
are already proven, such as pumped hydropower or electrochemical storage. Hydraulic storage
offers high efficiency and capacity but is limited by geographical constraints, while electrochem-
ical storage in batteries is limited in terms of power and energy density. Different kinds of
batteries exist: lead acid battery is currently the most developed technology on the market;
nickel metal hydrides battery has the advantage to require minimal maintenance and not con-
tain hazardous products; lithium ion battery has high gravimetric energy density, but presents
safety constraints and is quite expensive. (Gallandat et al., 2017) Other storage systems are still
under development, such as compressed air or chemical storage. Chemical storage in form of
gaseous or liquid hydrocarbons presents high value of both volumetric and gravimetric energy
density, representing a good solution for renewable energy storage.
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Figure 1.13: Volumetric and gravimetric energy densities of different energy storage systems.
Figure from Panzone et al. (2020).

1.1.1.4 Chemical storage.

Chemical storage of renewable energy could be in form of gas, such as hydrogen or methane, or
in form of liquid, such as methanol, DME, formic acid, or liquid hydrocarbons.

All these technologies, known as Power-to-X technologies, are based on the idea that excess
electricity derived from renewable energy can be converted into H2 via water electrolysis. H2

could be directly used as a fuel for mobility, heat and power generation, or as raw material
for the chemical industry. Hydrogen has a high mass energy density and a clean combustion,
but its low volumetric energy density makes difficult and expensive its transport and storage.
Hydrogen can thus be further converted into other chemical compounds by reaction with CO2.
This allows to overcome the problem of itermittence of renewable energies, as electricity is
stored in form of one or several chemical compounds, and to contribute to reduce the CO2

emissions via carbon capture and utilization (CCU). CO2 hydrogenation reactions can lead to
the formation of different products, according to the catalyst used and the operating conditions
adopted. Figure 1.14 illustrates different possible pathways of CO2 hydrogenation and their
possible applications.

Conversion of H2 to CH4 through the Sabatier reaction is generally performed over Ni cata-
lysts (Wang et al., 2011; Chang et al., 2002; Champon et al., 2019) and involves a slight loss of the
process efficiency (a decrease from 75% for Power-to-Hydrogen to 65% for Power-to-Methane).
(Ducamp et al., 2018) Methane can be used as a substitute of natural gas.

CO2 could also be converted into liquid compounds. The energy storage in form of liquid
chemicals has many advantages: transport and storage of liquid compounds is much easier than
that of gaseous, their energy density per unit volume is higher and the mass loss during long-
term storage is lower. Moreover, their extraction from the reactor is generally easier and does
not need expensive separation systems. (Varone and Ferrari, 2015; Gallandat et al., 2017; König
et al., 2015b)
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Figure 1.14: Power-to-X technologies and their applications.

Methanol can be obtained from CO2 over Cu-based catalysts. It can be used as fuel in
the direct methanol fuel cells (DMFC) (McGrath et al., 2004) or in modified diesel engines
(Bromberg and Cohn, 2010), as its combustion is cleaner than that of petrol and does not
involve the emission of NOx and SOx. Methanol is also extensively used in the chemical industry.
Processes to convert methanol into gasoline (MtG) (Mignard and Pritchard, 2006) or olefins
(MtO) (Goeppert et al., 2014) have already been developed at industrial scale. DME can
be obtained from methanol via dehydration over acid catalysts or directly from CO2 over bi-
functional catalysts. (Li et al., 2018a; Larmier et al., 2017; An et al., 2017; Vanoye et al., 2013)
It can be used as a substitute for diesel, as it has a high cetane number and cleaner combustion.
Formic acid can be obtained from CO2 via homogeneously catalysed reaction, over Ru-based
catalysts. (Jessop et al., 2004; Filonenko et al., 2014; Wang et al., 2015b) Formic acid is largely
used in industry, in particular in pharmaceutical, paper production, garments finishing, leather
and rubber industries.

CO2 can also be converted into liquid hydrocarbons, a mixture of olefinic and paraffinic chains
of different lengths that can be post-processed to obtain gasoline, diesel, kerosene... and applied
in the transport field. Alternatively, the pool of hydrocarbons obtained can have applications
in the chemical and petrochemical industry. The advantage of this pathway compared to other
Power-to-Liquid (PtL) pathways is that these liquid fuels could be easily integrated with the
existent infrastructure or used in the transport field, without the need of huge investments
or technological renovations. Moreover, the technological transformation is made upstream the
consumers, resulting in a high level of popular acceptance. (Varone and Ferrari, 2015; Gallandat
et al., 2017; König et al., 2015b; Schmidt et al., 2018)

We have shown previously that the transport field is the highest contributor to GHG emis-
sions and that alternative fuels as substitutes of those derived from fossil sources are needed.
A recent report of the International Energy Agency (IEA) shows predictions of the future en-
ergetic mix of the transport sector. (IEA, 2020) Figure 1.15 summarizes some of the results
presented in the IEA report. According to this scenario, the transport energy transition will
pass primarily by electricity and biofuels that will mainly substitute gasoline; later, hydrogen
and synthetic fuels will also become a significant part of the mix. Decarbonized electricity will
become the most important form of energy by 2070, especially for passenger cars and light-duty
vehicles. For heavy-duty vehicles, electricity and hydrogen will represent the main form of en-
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ergy by 2070, while for maritime transport ammonia will contribute for more than the half of
the demand. The aviation sector is the most difficult to renovate and kerosene from fossil fuels
will still be an important energy source in 2070. In parallel, biofuels and synthetic fuels will
gradually substitute fossil-derived kerosene, becoming more than the 75% of the global energy
demanded for the aviation transport by 2070.

Figure 1.15: Energy consumption of the transport sector by fuel in 2020 and predictions for
2040 and 2070. Data from IEA (2020).

Therefore, according to this scenario, synthetic fuels obtained from CO2 hydrogenation will
be part of the energetic mix and necessary for the aviation transport by 2070. This technology
is still at very early stage of development, thus a significant effort is essential to contribute to
its development.

As it is the purpose of our work, in the following we will focus only on the synthesis of
hydrocarbons via CO2 hydrogenation.

1.1.2 The CO2 hydrogenation to hydrocarbons concept.

The process of hydrogenation of CO2 into liquid fuels consists in the conversion of CO2 and H2

into hydrocarbons (see Figure 1.16). The process needs electricity to convert water into H2 via
electrolysis. Ideally, if renewable electricity is used, this technology allows to create a zero net
CO2 emissions cycle (where all CO2 emitted is reconverted) and provides a possible solution for
the intermittence problem of renewable energy.
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Figure 1.16: Concept of Power-to-Liquid for the production of synthetic liquid fuels.

In this Section, the possible technologies for CO2 capture and for H2 production via elec-
trolysis are discussed.

1.1.2.1 CO2 capture.

CO2 capture technologies allow the separation of CO2 from concentrated sources, so that it can
be used for other purposes, such as injection in natural reservoirs (Carbon capture and Storage
- CCS) or its valorization (Carbon Capture and Utilisation - CCU).

Possible sources of CO2 could be represented by the exhaust gases of industrial processes.
Global CO2 emissions from the industry sector in 2018 have been estimated to be around 8.5
Gt. (https://www.eea.europa.eu/) Figure 1.17 shows the repartition of the direct CO2 emissions
from different industrial sectors. The main carbon emitting industries are cement, iron and steel
and chemical and petrochemical sectors. However, the concentration of CO2 in the exhaust gases
coming from these sectors is relatively low (see Table 1.1). Natural gas processing, ammonia
production, ethylene oxide production and hydrogen production by steam-methane reforming
on the contrary give very concentrated CO2 sources. Thus, even if they constitute only a small
part of the CO2 emissions, they could still represent an important source of CO2 with high
purity and thus lower separation cost. (Leeson et al., 2017)
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Figure 1.17: Direct CO2 emissions by industrial sectors. Percentages are referred to
the total direct CO2 emissions from industry. Data from https://www.iea.org/data-
and-statistics/charts/industry-direct-co2-emissions-in-the-sustainable-development-scenario
2000-2030.

Table 1.1: CO2 content of flue gases from different industrial processes. Data from Bains et al.
(2017).

CO2 source CO2 content
Petroleum power plant 3-8%
Natural gas power plant 3-5%
Coal power plant 10-15%
Cement production 14-33%
Petroleum refineries 3-20%
Iron and steel manufacturing 16-42%
Ethylene production 7-12%
Ethylene oxide production 30-100%
Ammonia processing 98-100%
Natural gas processing 96-99%
Hydrogen production 30-100%
Ethanol production 98-99%

Alternatively, biomass and low-value wastes can represent a source of CO2 as well. Biomass-
derived syngas contains a quantity of CO2 between 10 and 35%. The global amount of CO2

emitted by biomass burning (including fires and agriculture and energy sectors) has been es-
timated to be 13.4 Gt/year, where the 25% of those emissions are from biofuels burning and
charcoal making and burning. (Andreae, 2019) Biogas obtained by anaerobic digestion of solid
wastes contains 50-65% of methane and 30-40% of CO2, which is generally removed to increase
the energy density of the biogas. CO2 available for capture from biogas plants has been estimated
to reach values higher than 19.4 Mt/year. (Li et al., 2017)

Three approaches are generally adopted for the capture of CO2 from concentrated sources.
They are graphically described in Figure 1.18. The most common process used in industries, the
post-combustion process, consists in performing the capture from large volumes of flue gases at
low CO2 concentrations (3-14%), without modifying the combustion process. Another option
is the pre-combustion process, where the combustion technology is changed in order to directly
create concentrated CO2 streams. First, syngas is produced from fossil fuel and then CO is
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converted to CO2 via WGS and then removed. The big advantage is that CO2 concentration is
much higher. The third option is oxy-combustion, which uses pure or highly enriched oxygen
for fossil fuel combustion. Highly concentrated CO2 gases (85–95%) are directly obtained from
the combustion and no nitrogen is present.

Figure 1.18: CO2 capture approaches. Figure from IEA (2016).

The main technologies used for the CO2 capture are summarized in Figure 1.19 according
to their technology readiness level. Currently, the most used technology is the absorption with
monoethanolamine (MEA) or diethanolamine (DEA). The absorption leads to the formation of
carbamates and bicarbonates. The reaction is then reversed to separate CO2 from the absorbent.
The H2S eventually present in the flue gas can deactivate the amine, while oxygen can form stable
salts with the amine solutions. Despite these limitations, amine absorption is currently the most
suitable technology for CO2 separation from flue gases. (Kohl and Nielsen, 1997; Aresta, 2003;
Olah et al., 2009, 2011) Cryogenic separation of CO2 consists in the partial liquefaction of the
flue gas at temperature and pressure above the triple point of CO2 (-56.6

˝C, 5.18 bar). To obtain
a pure gas, a distillation process could be necessary. This process is very energy expensive and
economically convenient only for highly concentrated flue gases (CO2 concentration in the gas
ą75%). (Aresta, 2003; Olah et al., 2011) CO2 can also be captured by adsorption technologies.
Typically, microporous solids with pore diameters up to a few tens of Å are used, such as
silica gel, alumina, activated carbon or zeolites. The main issues of this technology are the fast
decline in adsorption capacity when temperature increases and the difficult applications for low-
concentrated sources. (Olah et al., 2011) Calcium looping is a developing promising technology
for CO2 capture. It is based on the use of a CaO-based sorbent. First the flue gas reacts with
CaO at moderate temperature (650-700˝C) to form CaCO3. The desorption step is performed
at higher temperatures (900-950˝C), allowing the decomposition of CaCO3 into CaO and CO2.
This technology has the advantage to use a cheap sorbent and to introduce a very low penalty
on a power station (about 6-8%). Its application would be particularly suitable for the cement
industry. However, it is still at early stages of development, as some problems of loss of the
sorbent reactivity still have to be solved. (Blamey et al., 2010; Dean et al., 2011) Separation
of CO2 via polymeric membrane can have applications in power plant flue gases. However, the
efficiency of this process needs to be improved, because these membranes still have very low
selectivity to permeation and the driving force is low, due to the low partial pressure difference.
(Aresta, 2003)
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Figure 1.20 compares the avoidance costs of different CO2 capture technologies applied to
different industrial sources, according to the results obtained by the study of Leeson et al.
(Leeson et al., 2017) The avoidance cost takes into account both the CO2 capture cost and the
CO2 emissions reduction. A small value of this parameter represents a technology that with
a small increase of the power cost can lead to a high reduction of CO2 emissions. From this
study it appears that capturing CO2 from highly concentrated sources leads to lower avoidance
costs, as expected. Moreover, oxy-fuel technology appears to currently be the most competitive
technology for each industrial sector analysed. The only exception is the cement industry where
the calcium looping technology was found to have significantly lower avoidance cost.

Developing technologies aim at capturing CO2 directly from air (about 400 ppm). Direct
air capture (DAC) is a technology that can sequester previously emitted carbon dioxide from
atmosphere, where the concentration is orders of magnitude lower than that of point sources.
The lower concentration in air increases thermodynamic limitations and moving great quantity
of air into an adsorbing system requires high energy and material costs. Despite all these issues,
air capture is gaining a lot of interest as it allows negative global CO2 emissions. Moreover,
since CO2 concentration in air is at the equilibrium, DAC systems could be placed anywhere.
(Olah et al., 2009; Keith, 2009) The technology is based on a medium that has affinity to the
CO2, in order to create a covalent bond with the partially acidic C atom of the CO2 molecule.
The most common used medium for DAC is solid sorbents containing amines, which are able to
capture CO2 by chemisorption. To collect CO2, a desorption process is necessary by application
of vacuum and/or heat. The temperature-vacuum swing adsorption (TVSA) process applies
both heat and vacuum, allowing the operation of desorption at a lower temperature. Some
improvements are needed for a better use of this technology: the development of adsorbent
properties is necessary to increase the CO2 working capacity; the adsorption chamber design
also requires an improvement, because the system needs large quantities of air due to the very
low concentration of CO2; moreover, the DAC uses ambient air which is very dependent on the
weather conditions, so a process control is needed in order to optimize the energy consumption.
(Vázquez et al., 2018)

Figure 1.19: CO2 capture technologies and their technology readiness level. Data from UNECE
(2021).

In conclusion, different sources and different technologies are available or are under develop-
ment for the CO2 capture. Some of them, such as absorption with ethanolamines, are currently
used in industrial applications, even if they still present some limitations. Other technologies
are still in course of development and are generally difficult to apply with low CO2 concentrated
sources. The development of the direct air capture technology is an important challenge, as such
a technology would significantly contribute to achieve neutral CO2 emissions.
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Figure 1.20: CO2 avoidance cost of different technologies applied to different industry sectors.
Figure from Panzone et al. (2020) with data from Leeson et al. (2017).

1.1.2.2 H2 production.

Hydrogen is conventionally produced by steam reforming of methane, coal gasification, or partial
oxidation of heavy oil, but these methods are all based on the consumption of fossil fuels and
lead to the emission of CO2 in the atmosphere. Figure 1.21 shows the distribution of the current
world hydrogen production according to the different sources. (IRENA, 2018) Water electrolysis
could be a sustainable way to produce hydrogen. Water electrolysis is an electrochemical process
that splits the water molecule into H2 and O2. At the anode, the oxidation reaction generates
the electrons which are consumed at the cathode to reduce water and form hydrogen.

Figure 1.21: H2 global production by sources. Data from IRENA (2018).

Different electrolysis technologies are under development and they are compared in Table 1.2.
Alkaline electrolysis (AE) is the first technology that has been developed and it is currently a
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mature technology. It uses as electrolyte a solution of potassium hydroxide and operates at
low temperatures. The polymer electrolyte membrane (PEM) electrolysis uses as electrolyte
a polymeric membrane that allows the conduction of protons. It is a technology in early-
commercialization stage for high power applications and it has been developed for flexible energy
storage applications. Its compact system design and high voltage efficiency at larger current
densities make this technology very interesting. Although this type of electrolysis is currently
more expensive than alkaline, PEM electrolysis cost is expected to decrease by 1/4 if large-scale
applications are reached. (Ursua et al., 2012; Vázquez et al., 2018) New technologies are being
developed, such as solid oxide electrolysis (SOEC) which is a very promising solution, as it
can electrochemically reduce H2O to produce H2 at high efficiency (ą80%) by working at high
temperatures. Moreover, these cells can work both as electrolysis cells or as fuel cells, only
inverting the current direction; furthermore, H2 and O2 are physically separated within the cell
and they have extremely high purity, eliminating the need of a purification step. (Varone and
Ferrari, 2015; Chiang et al., 2014; Ursua et al., 2012; Aicart, 2014; Buttler, 2018) SOEC cells
can also be used as co-electrolysis cells, because of their ability to directly reduce H2O and CO2

into syngas.

Table 1.2: Comparison of water electrolysis technologies. Table adapted from Panzone et al.
(2020).

AE PEM SOEC
Temperature 20-80˝C 20-200˝C 500-1000˝C
Pressure 3-30 bar 10-50 bar 1-10 bar
Current density 0.2-0.8 A/cm2 0.8-2 A/cm2 1-2 A/cm2

Electricity consumption 4.3-6.5 kWh/Nm3 4.3-6.5 kWh/Nm3 3.7 kWh/Nm3

Efficiency 65-82% 65-78% 85-90%
Capacity 150 MW 150 kW (stacks) Lab scale

1 MW (systems)
Flexibility 20-100 0-100 -100/+100

(% of nominal load) (% of nominal load) (% of nominal load)
Investment cost 80-1500 USD/kW 1500-3800 USD/kWh
Life time 60000-90000 h 20000-60000 h 1000 h
Maturity Mature Early market Pre-industrial

In conclusion, water electrolysis is certainly the most suitable technology for the production
of H2 without the use of fossil sources. Currently, alkaline electrolysis is the most developed and
the less expensive technology but the PEM and SOEC electrolysis, which are currently at a less
mature stage and more expensive compared to the AE, have higher potential, thanks to their
higher flexibility and the possibility to operate at higher current density. Further improvements
in these technologies could allow the reduction of the capital cost and the increase of their
efficiency.

1.1.2.3 FT vs MeOH pathways.

The reaction between hydrogen and carbon dioxide to yield hydrocarbons can follow two different
pathways:

• the FT pathway, if the intermediate product of the hydrocarbons synthesis is CO (or a
syngas);

• the MeOH pathway, if the intermediate product of the hydrocarbons synthesis is methanol.

Both pathways can occur in one step or two steps, as illustrated in Figure 1.22. When
the one-step (direct) process is performed, liquid hydrocarbons are directly formed from H2 and
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CO2, while when the two-step (indirect) process is carried out, two different units are needed: in
the FT pathway, RWGS is performed to produce syngas and then syngas reacts in a traditional
FT synthesis to form hydrocarbons; in the two-step methanol pathway, methanol is first formed
from CO2 and H2 and then liquids are produced through a Methanol-to-Liquid process.

Figure 1.22: Schematic description of the Fischer-Tropsch and Methanol direct and indirect
pathways.

Many advances have been made in the production of hydrocarbons via the methanol pathway.
In the indirect route, methanol is produced from CO2 over metallic catalysts. Cu is the main
active catalyst for this reaction, often promoted with different elements (Zn, Zr, V, Ga, B, Cr,
Mo) and supported on oxides (SiO2, Al2O3, TiO2, CeO2). (Sun and Sermon, 1994; Koeppel
et al., 1992; Wambach et al., 1999) Methanol is then converted to the desired hydrocarbons
over acidic catalysts (such as acidic zeolites). (Westg̊ard Erichsen et al., 2013; Álvaro Muñoz
et al., 2013) Several processes have already been commercialized, such as the Methanol-to-
Gasoline (MtG) by Mobil (Chang, 1983), the Topsøe TIGAS process (Topp-Jørgensen, 1988),
the Methanol-to-Olefins (MtO) by UOP/Hydro and the Methanol-to-Propylene (MtP) by Lurgi
(Koempel and Liebner, 2007). The conversion of methanol into diesel or kerosene is also being
studied and could constitute a valid solution for the aviation transport. The formation of diesel
or kerosene involves a first step of conversion into light olefins, followed by oligomerization.
(Avidan, 1988)

More recently, research has been focused on the direct conversion of CO2 to hydrocarbons
via methanol pathway over bi-functional catalysts, containing both metallic and acidic sites.
(Fujiwara et al., 1995; Park et al., 1998; Angelo, 2014; Kobl, 2015; Ahouari et al., 2015; Wang
et al., 2016a; Gao et al., 2017) Indium oxide catalysts supported on zeolites have been re-
ported to have high selectivity towards the formation of long hydrocarbons. (Gao et al., 2017;
Numpilai et al., 2019b) Products obtained from methanol pathways contain mainly aromatics
and branched aliphatics, making it suitable for direct application as gasoline (with high octane
number 90–95). (Wang et al., 2016b; Li et al., 2018b)

The indirect Fischer-Tropsch pathway (including the RWGS step, followed by the FT syn-
thesis unit) has been widely studied and some applications at pilot plants scale already exist.
(Vázquez et al., 2018; Sunfire, 2017) RWGS is generally performed over metal catalysts such
as Ni, Fe or Cu at high temperatures (400-800˝C). FT is performed over Ru, Co (for low-
temperature) or Fe (for high temperature) at temperatures between 180 and 250˝C and pres-
sures between 20 and 30 bars. The direct conversion of CO2 to hydrocarbons via FT pathway
would allow to avoid compression and cooling between the two steps, but is very challenging
because it requires an optimal catalyst, active for both reaction steps, and optimized operating
conditions. Iron has been identified as the most suitable catalyst, as we will discuss in the next
section.
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Products obtained from FT pathways mainly consist in a mixture of hydrocarbons of different
lengths. Selectivity towards gasoline and diesel products is generally limited. (Wang et al.,
2016b; Li et al., 2018b) However, the wide range of products obtained makes this pathway
more versatile, with possible applications in the transport field but also in the chemical and
petrochemical industries. Thus, even if the FT route requires higher energy and higher hydrogen
quantity compared to the methanol route, the lower cost of catalyst and the versatility of its
applications make this pathway very interesting. A technical-economic analysis applied to the
aviation sector has shown that MeOH and FT pathways have very similar efficiencies and specific
jet fuel production cost, with FT-derived jet fuel only 7% more expensive than methanol-derived
fuel. (Schmidt et al., 2018) The results of this study are summarized in Table 1.3.

Table 1.3: Comparison of production cost and efficiency of MeOH ad FT pathways applied to
the aviation sector. Data from Schmidt et al. (2018).

LT electrolysis HT electrolysis
FT pathway MeOH pathway FT pathway MeOH pathway

Jet fuel cost [e/L] 1.10 0.98 0.93 0.94
Efficiency [%] 53 54 64 63

In conclusion, the FT direct route still needs some improvements in increasing the selectivity
towards the desired products, with simultaneous minimization of the undesired products, such
as CO and CH4. However, it could have a good potential for applications in the aviation field or
in the chemical and petrochemical industry. As this work is focused on the study of the direct
FT pathway, in the following our attention will be given only to this route.

1.2 Review of the most used catalysts and their performances
in different operating conditions.

The direct hydrogenation of CO2 to hydrocarbons generally takes place with two reactions in
series:

nCO2 ` nH2 Ø nCO ` nH2O ΔH298K
r “ 41kJ{mol (1.1)

nCO ` 2nH2 Ø p´CH2´qn ` nH2O ΔH298K
r “ ´166kJ{mol (1.2)

A small part of hydrocarbons can also be formed by the direct hydrogenation of CO2 as primary
products.

nCO2 ` 3nH2 Ø p´CH2´qn ` 2nH2O ΔH298K
r “ ´125kJ{mol (1.3)

The first step that converts CO2 into CO via the reverse water-gas shift is a reversible and
endothermic reaction that rapidly reaches the equilibrium. It is favoured at high temperatures
and not influenced by pressure. The second step consists in the conversion of CO to organic
products, via Fischer-Tropsch synthesis. This is an exothermic reaction and involves a decrease of
the number of product molecules, so it is favoured at high pressures. Thus, optimal conditions for
the process have to be found, so that both reactions can occur. Figure 1.23 shows the composition
obtained at thermodynamic equilibrium for the RWGS as function of the temperature. At
low temperatures, the hydrocarbons formation reactions are favoured and the most favoured
product is methane. To shift the equilibrium towards the formation of CO, higher temperatures
are needed. However, the equilibrium does not need to be completely shifted towards the
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formation of CO, as it is further converted into hydrocarbons via FT, contributing to the shift
of the equilibrium towards further formation of CO. The equilibrium can also be shifted by the
presence of water, which is formed as by-product and can contribute to limit the CO2 conversion.

Figure 1.23: Composition at thermodynamic equilibrium of RWGS simulated at 1 bar and
H2/CO2=3. Adapted from Panzone et al. (2020).

Hence, a catalyst is needed in order to reach high conversion of CO2 and avoid limitations due
to the thermodynamic equilibrium. A suitable catalyst for CO2 hydrogenation has to be active
for both the RWGS and the FT reactions. For this reason, Fe-based catalysts are generally
favoured over Co, Ni or Ru, because of their higher activity towards RWGS and selectivity
towards C2+ hydrocarbons. However, the performances of the catalysts can be affected by the
presence of promoters and supports, that can influence the hydrocarbons distribution. In the
next section we review the most used catalysts for the CO2 hydrogenation.

1.2.1 Iron-based catalysts.

Iron-based catalysts are commonly used for the CO2 hydrogenation, because of their relatively
high selectivity to long hydrocarbons and their ability to reduce the methane formation. Among
the products obtained with these catalysts, olefins have been observed as the most important
one, especially the short fraction C2-C4, while paraffins are generally obtained in smaller quan-
tities. Oxygenated products are also observed (mainly alcohols) in the products pool. The
performances of the best Fe-based catalysts reported in literature are summarized in Table 1.4.

The main part of these Fe-based catalysts are used in combinations with other elements
that act as promoters. Some authors obtained good performances by using an Fe-based catalyst
without the need to add promoters, but only using a proper method for the catalyst synthesis.
(Albrecht et al., 2017) They obtained a stable catalyst able to give a high selectivity towards
C2-C18 hydrocarbons (65%) for CO2 conversion of 23%. However, in general, non-doped Fe-
based catalysts have shown low selectivity towards the long hydrocarbons chains and important
formation of methane. (Riedel et al., 1999; Wang et al., 2013; Choi et al., 2017; Hwang et al.,
2019)

Promoters can act as structural or electronic promoters and are generally catalytically or
chemically active. Among the promoters that are generally used, potassium is probably the
one with the most positive effects, thanks to its electronic role. It is able to promote the CO
adsorption and thus to weaken the bond between C and O, leading to a promotion of the CO
dissociation instead of its desorption. Moreover, it favours the CO2 dissociation, thus increasing
the rate of carburization of metallic iron and promoting the supply of CO as feedstock for
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the chain-growth. These aspects result in an increase of the chain-growth activity that leads
to higher selectivity towards long chain hydrocarbons. Moreover, K is able to limit the H2

adsorption, thus lowering the activity towards the secondary hydrogenation of olefins and thus
resulting in higher selectivity towards alkenes and less methane formation. (Lee et al., 1989;
Martinelli et al., 2014; Fischer et al., 2016; Amoyal et al., 2017; Visconti et al., 2017) The degree
of alkalization is very important and seems to highly influence the effects of the K promotion.
It has been reported that high content of K (ą 5 ´ 6 wt%) can have a negative effect on the
catalytic performances because the C deposition is favoured, leading to faster deactivation of
the catalyst. (Wang et al., 2013; Schulz, 2014) The limit value on the K content can depend on
different parameters, such as the synthesis method, and has to be determined case by case. The
K/Fe mass ratio generally adopted varies between 0.1 and 0.4. However, in some cases higher
ratios have been used. For example, Xie et al. used a catalyst containing a K/Fe ratio of 0.67
that showed relatively high values of CO2 conversion and good selectivity towards C2-C4 chains.
(Xie et al., 2017) Very good performances were obtained by Jiang et al. with a Fe-K catalyst
with K/Fe ratio of 0.24. The formation of CO and CH4 was limited, while the selectivity towards
C5+ hydrocarbons was enhanced (63%). (Jiang et al., 2018) Very high selectivity towards long
chains (SC5` “ 57%) were obtained with the Fe-K catalyst synthetized by Hwang et al. (Hwang
et al., 2019) Values of the chain-growth probability α for these catalysts are reported around
0.67. (Visconti et al., 2017; Hwang et al., 2019)

Another important element used as promoter for Fe-based catalysts is copper. It is considered
to be responsible of promoting the carburization process of iron oxides and to increase the
dispersion of the catalytic particles. Moreover, it is able to increase the surface basicity, leading
to decreased methane formation. The strong surface interaction between Fe and Cu results in
an increase of the CO2 conversion and the C5+ hydrocarbons selectivity. Cu also promotes the
RWGS reaction, favouring the decrease of CO selectivity. (Dorner et al., 2010a; Pastor-Pérez
et al., 2017) The addition of copper has also been reported to favour the secondary hydrogenation
of olefins, leading to enhanced formation of paraffins. (Liu et al., 2018) Some interesting results
have been obtained over the Fe-Cu catalyst synthesised by Choi et al. (Choi et al., 2017) that
led to the minimization of the formation of methane and to high selectivity towards long chains
(SC5` “ 66% CO-free).

The combination of K and Cu as promoters for Fe-based catalysts can lead to improved
catalytic performances. (Kim et al., 2006; Sai Prasad et al., 2008; Hwang et al., 2019) Hwang
et al. were able to obtain high selectivity towards C5+ hydrocarbons and a value of the chain-
growth probability α of 0.72, with low methane formation. (Hwang et al., 2019)

Many other elements have been used to promote Fe-based catalysts. Among them, chromium
is known to especially increase the C2-C4 alkenes formation (Sai Prasad et al., 2008), while
zirconium has been shown to promote the CO2 and CO adsorptions, thus increasing the CO2

conversion, but to reduce the H2 adsorption, thus increasing methane selectivity. (Wambach
et al., 1999; Su et al., 2015) Manganese has a role similar to that of copper: it favours the
catalyst reduction and the carburization process and increases the surface basicity, promoting
the chemisorption of acid molecules such as CO2. This results in higher CO2 conversions. (Kuei
et al., 1991) Molybdenum increases the electron deficiency of the surface iron, favouring its
activity for the RWGS. (Kharaji et al., 2013) These promoters, though able to increase the CO2

conversion, generally lead to the production of a lot of CO and CH4. (Lee et al., 1991; Kuei
et al., 1991) Cerium is known to catalyse both RWGS and WGS, but its influence in Fe-based
catalyst was observed to be only an acceleration of the carburization process. (Pérez-Alonso
et al., 2008) Cesium can facilitate the CO2 adsorption and inhibit the formation of methane.
(Pastor-Pérez et al., 2017) Ruthenium was found to increase CO2 conversion and to reduce
methane selectivity. (Sai Prasad et al., 2008) Zinc can increase the selectivity towards light
olefins. (Sai Prasad et al., 2008; Zhang et al., 2015)

Combinations of different promoters with Fe-based catalysts have been tested in literature,
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but the main part of them led to very high selectivity towards methane. Su et al. (Su et al.,
2015) were able to enhance the formation of light chains C2-C4 (SC2´C4 “ 60%), with limited
formation CO (ă 10%), by using a catalyst containing Fe promoted with Zr and K. Recently,
a K-Mn-Fe-Ti catalyst was reported to have very high selectivity towards long hydrocarbons
(ą 51% of the total products were C5+) with limited formation of CO and methane. (Zhao
et al., 2021)

The performances of a catalyst are also significantly influenced by the presence and the
nature of supports. Supports provide stability and help to reach a better distribution of the
active phase. Alumina and titania have been observed to have better performances then silica,
as supports, because of their ability to inhibit the formation of methane. (Sai Prasad et al., 2008;
Rodemerck et al., 2013; Wang et al., 2013) Alumina has been reported to provide resistance to
sintering. Moreover, in presence of K it can form a catalytically active phase, the potassium
alanate KAlH4, that can reversibly adsorb hydrogen at moderate temperatures, leading to lower
methane selectivity and higher alkenes selectivity. (Dorner et al., 2010b; Ares et al., 2009)

Zeolites have been used as supports for Fe-base catalysts. HY-zeolites have been observed
to lead to high formation of methane, while alkalized structures can increase the formation of
C5+ hydrocarbons. (Nam et al., 1999; Riedel et al., 1999) Iron catalysts supported on zeolites
show in general worse performances than Fe-based catalysts supported on alumina or titania,
which can be due to pore blockage and drastic decrease of the surface area when iron is added
to the zeolite. (Riedel et al., 1999) However, Wei et al. reported very positive performances of a
Na-Fe catalyst supported on HZSM-5 zeolites. (Wei et al., 2017) Very high selectivity towards
the C5+ fraction were observed (SC5` “ 74%) with a value of α of 0.70 and limited methane
formation.

Catalyst particle size and active phase dispersion are two other parameters that significantly
influence the stability and activity of a catalyst. FT synthesis is known to be a very structure-
sensitive process and iron particle size is known to influence the reaction rate and the products
distribution, as reported by many authors. (Nakhaei Pour et al., 2011; Torres Galvis et al.,
2012; Nakhaei Pour et al., 2014; Nakhaei Pour and Housaindokht, 2014; Liu et al., 2015, 2017)
The activity of catalysts during CO2 hydrogenation has also been observed to be influenced
by the catalytic particle size. Over a Fe/Cu/K catalyst, it was observed that reducing the
particle size from 38 to 14 nm led to the increase of both the catalytic activity and the amount
of reactants that can be adsorbed, resulting in higher values of kinetic rates. (Nakhaei Pour
and Housaindokht, 2017) Furthermore, over a Fe-K/Al2O3 catalyst, the selectivity towards long
hydrocarbons was found to be maximized when iron oxide particle had sizes in the range 5-8
nm. Too small particle sizes were found to be not effective for the chain-growth, while too large
particle sizes could decrease the iron dispersion. (Xie et al., 2017)
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1.2.2 Cobalt-based catalysts.

Cobalt-based catalysts, which are commonly used in the traditional FT synthesis, are not very
performing in presence of CO2, as they are almost inactive for the RWGS and WGS. Thus,
the CO partial pressure at the catalyst surface during the reaction remains very low, hindering
the establishment of a FT regime and making the catalyst act as a methanation one. (Visconti
et al., 2016) Using Co catalysts for CO2 hydrogenation generally leads to very high formation
of methane and short chains. The performances of some catalysts reported in literature are
summarized in Table 1.5.

As for Fe-based catalysts, many promoters can be added to Co-based catalysts to improve
their performances, in particular to help the suppression of methane formation. Shi et al. have
shown that the addition of 4.2%(mol) of K to a CuCo/TiO2 catalyst could decrease the methane
formation and lead to higher selectivity towards C5+ products and higher values of α. (Shi et al.,
2018) Co-based catalysts supported on micro-porous metal-organic framework MIL-53(Al) were
shown to act as bi-functional catalyst and limit the methane formation. (Tarasov et al., 2018)

The most promising application of Co catalysts could be in bi-metallic Fe-Co catalysts. The
effect of Fe-Co catalysts in CO hydrogenation has been investigated by different authors and
different works observed an improvement of activity and selectivity. (Tihay et al., 2002; Ishihara
et al., 1987) Satthawong et al. studied the effects of adding Co to Fe-based catalysts during CO2

hydrogenation and showed that the increase of Co content in the catalyst could improve the CO2

conversion, but led to very important formation of CH4 and very low values of α. (Satthawong
et al., 2013) It was also shown that the addition of K on Co-Fe bimetallic catalysts can contribute
to limit the methane formation and to enhance the formation of longer hydrocarbons.

In conclusion, a lot of work has been and still is focused on the development of an effective
catalyst for CO2 hydrogenation with the ability to convert a good extent of CO2, by limiting
the formation of CH4 and CO and by maximizing the formation of long hydrocarbons. We have
summarized the properties and the performances of the most used catalysts for this application
and we have evidenced that Fe-based catalysts are the most promising.

One of the catalysts that has been studied the most is the Fe-K/Al2O3 because of its relative
simplicity of synthesis and its ability to limit the methane formation in favour of olefins produc-
tion. (Lee et al., 2003; Kim et al., 2006; Xie et al., 2017; Liu et al., 2018) The alumina-supported
form of Fe-K catalysts has been observed to be more stable and to be more active than their
bulk form. (Kim et al., 2006) The presence of K is crucial to minimize the methane formation
on this kind of catalyst (Riedel et al., 1999) and Cu can also be added to decrease the formation
of methane and CO. With these Fe-based catalysts promoted with K and eventually Cu values
of α in the range 0.66-0.72 can be obtained.

In the following, we will focus only on the CO2 hydrogenation over iron catalysts, as we have
shown that they are the most appropriate for this reaction and as our work is based on a Fe
catalyst.

In the next section we will summarize the most used operating conditions at which these
catalysts have been tested and the effects of the operating conditions on the catalytic perfor-
mances.
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1.2.3 Effects of operating conditions on the catalytic performances.

Different authors have reported results obtained by varying different operating parameters, such
as reaction temperature and total pressure, contact time and molar H2/CO2 inlet ratio. Ta-
ble 1.6 summarizes the conditions used for different studies and their effects on the hydrocarbons
distribution.

Table 1.6: Summary of operating conditions tested in literature and their effects on the hydro-
carbons distribution. Ø indicates a value almost constant. Arrows between parenthesis indicate
values that did not change significantly or not monotonically.

Parameter Range χCO2
SCO SCH4

SC2` α Olefins Reference

T [˝C]

300-350 Ò Ó Ø Ò (Albrecht et al., 2017)
245-297 Ò (Ò) Ø Ò Ò (Iglesias Gonzalez et al., 2015)
270-300 Ò (Ó) Ó Ò Ò Ò (Visconti et al., 2017)
230-260 Ò Ó Ó Ò (Ning et al., 2017)
260-340 Ò Ó Ò Ó (Jiang et al., 2018)
300-400 Ò Ó (Ò) (Ò) (Riedel et al., 2001)
300-400 Ò (Mokou et al., 2015)

H2{CO2

3-6 Ò Ó Ò Ó (Albrecht et al., 2017)
4-8 Ò (Ó) (Iglesias Gonzalez et al., 2015)
1-3 Ò Ó Ò Ò Ò Ó (Visconti et al., 2017)
1-3 Ò Ó Ò Ó (Yao et al., 2011)

GHSV [Nml/g/h]

1200-18000 Ó Ò Ò Ó Ó (Iglesias Gonzalez et al., 2015)
2700-16000 Ó Ò Ó Ó Ø Ø (Visconti et al., 2017)
168-85700 Ó Ò Ó Ó Ò (Riedel et al., 2001)
1800-3600 Ó Ó Ø Ò (Mokou et al., 2015)
169.2-334.8 Ó Ò (Ó) Ó Ò (Willauer et al., 2013)

p [MPa]

1-2 Ò Ø (Iglesias Gonzalez et al., 2015)
0.1-0.6 Ò Ó Ò Ò Ò (Visconti et al., 2017)
1-3 (Ò) Ø Ø Ø (Jiang et al., 2018)
0.1-1 Ò Ó Ó Ò Ò Ó (Lee et al., 1991)

The effects of temperature have been investigated in the range between 230 and 400˝C. Tem-
perature has an obvious effect of increasing CO2 conversion and reducing the CO formation.
Increasing the reaction temperature has in fact a kinetic effect, that leads to an increase of the
kinetic constants, thus the reaction rates; and a thermodynamic effect, since the RWGS equilib-
rium is shifted towards the conversion of CO2 to CO. The effect on hydrocarbons distribution
are less clear. Temperature is known to favour the desorption of hydrocarbons and at the same
time to favour the CO dissociation and the consequent formation of carbides and decreases the
H2/CO surface ratio. All this contributes to promote the chain-growth process and to obtain
higher values of α, as observed by some authors. (Visconti et al., 2017; Iglesias Gonzalez et al.,
2015; Riedel et al., 2001)

At relatively high temperatures (ą297˝C or ą400˝C) some authors observed deactivation of
the catalyst, that could be explained by the presence of high partial pressures of water, formed
by the enhanced RWGS equilibrium shift. (Riedel et al., 2001; Iglesias Gonzalez et al., 2015)

The effects of the molar H2/CO2 inlet ratio have been studied in the range between 1 and
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8. An increase of the H2/CO2 ratio is observed to significantly increase the CO2 conversion and
to decrease the CO selectivity. This is due to the increased H2 content in the feed that favours
the CO hydrogenation rate, promoting the formation of hydrocarbons. The selectivity towards
methane is observed to increase and the olefin content to decrease. (Visconti et al., 2017; Yao
et al., 2011; Albrecht et al., 2017) The chain-growth probability has been observed to increase
when the H2/CO2 ratio was increased. (Visconti et al., 2017) The higher H surface coverage and
CO faster hydrogenation rate can explain the increase of the chain-growth monomer formation
and thus the increase of α.

The effects of space velocity have been studied in a very wide range (168-85700 Nml/gcat/h).
The increase of space velocity leads to a decrease of the CO2 conversion and to an increase of the
CO selectivity. The general trend is a decrease of the chain-growth probability, with enhanced
formation of shorter hydrocarbons and methane. (Iglesias Gonzalez et al., 2015; Riedel et al.,
2001) Some authors however observed very light influence of space velocity on hydrocarbons
distribution. (Visconti et al., 2017)

Pressure is a parameter that does not have evident effects on the catalytic performances.
The RWGS is not influenced by the total pressure, as it does not involve any change in the
number of moles. The FT reaction rate seems to be influenced more by the CO dissociation
rate than the CO molecules concentration, thus the effect of pressure should not have significant
effects, at least at sufficiently high values. (Jiang et al., 2018) An increase of pressure from 0.1
to 1.5 MPa has been observed to increase the CO2 conversion and to contribute to shift from
the RWGS regime to an FT one. (Visconti et al., 2017; Lee et al., 1991) Over a certain value
(between 0.6 and 1.1 MPa) the effects of an increase pressure become negligible. (Visconti et al.,
2017; Iglesias Gonzalez et al., 2015)

1.3 Review of the information available about the reaction mech-
anism.

We have shown in the previous section that a lot of work has been done to develop an optimal
catalyst able to convert CO2 to a good extent preferably into long-chain hydrocarbons. However,
we have observed that the formation of long hydrocarbons (C5+) is significantly harder than in
the case of CO hydrogenation and C2-C4 products are generally the most abundant fraction.
Moreover, the formation of methane is very relevant and very hard to contain. It is thus
very important to understand the mechanism of the reaction. Information about the reaction
mechanism could be used to understand how to better design the catalyst so that methane
formation could be minimized and long hydrocarbons production enhanced.

In this section we review the information existing about the CO2 hydrogenation reaction
mechanism, investigating the possible active sites and how the different products can be formed.

1.3.1 Advances on the reaction mechanisms for the CO2 hydrogenation re-
action.

1.3.1.1 Active sites.

The main part of the information about the CO2 hydrogenation mechanism derive from the
works of Schulz and Visconti and their collaborators. (Schulz and Claeys, 1999; Schulz et al.,
2005; Schulz, 2014; Riedel et al., 2003; Martinelli et al., 2014; Visconti et al., 2017)

Over Fe-based catalysts, differently from what happens on Co, many species are involved in
the catalysis of the reaction. It is commonly believed that three types of active sites are involved
in the CO2 hydrogenation catalysis (Martinelli et al., 2014; Schulz, 2014; Visconti et al., 2017):

• the Fe3O4 sites are responsible for the RWGS reaction activity and eventually for the
production of oxygenates products;
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• the Fe carbides (in particular the Hägg phase Fe5C2) are responsible for the chain-growth
process through the formation of the C-C bond and for the formation of primary products;

• the metallic iron Fe(0) that is responsible for the olefin re-adsorption and their secondary
hydrogenations.

The relative amount of these active sites can influence the final composition of the product and
it depends on process conditions and catalyst reduction conditions. CO is known to promote the
carburization process of iron oxides and Fe into carbides, promoting the chain-growth process.
CO2 on the contrary favours the decarburization process, causing a decrease of the carbides
sites amount. (Visconti et al., 2017) It has however been shown that, even with CO2 feeds, a
highly carburized catalyst can be obtained, thanks to the “construction” process to which it
undergoes that allows the conversion of metallic and oxide species into carbides. (Schulz and
Claeys, 1999; Riedel et al., 2003; Sai Prasad et al., 2008; Schulz, 2014) The “construction” of
the active catalyst consists in the increase of the number of sites specifically active for the CO
conversion towards hydrocarbons. Five different episodes have been discriminated for the CO2-
hydrogenation over Fe catalysts, as shown in Figure 1.24: at the beginning, in episode I, carbon
deposition on the catalyst surface and carbiding of the catalyst are the dominant events and no
hydrocarbons are formed. The fresh catalyst, mainly made of α-iron, Fe3O4 and a small amount
of Fe2O3, does not show any activity for FT. A very small activity for the RWGS reaction allows
the formation of small quantities of CO, which is converted into carbides species according to
an associative/dissociative chemisorption and a carbiding mechanism:

CO Ñ COads

COads Ñ Cads ` Oads

Cads Ñ Ccarbure

In episode II, the carbiding process reaches a pseudo-stationary state and RWGS activity devel-
ops. In episode III, FT activity starts to slowly develop and RWGS activity accelerates, while
carbides formation declines. The RWGS activity rapidly increases only when FT activity starts
to develop: to explain this observation, it has been proposed that RWGS needs the presence of
some water and thus it can occur only when the FT synthesis has provided enough H2O. (Schulz
and Claeys, 1999) From episode IV, the FT activity is completely developed and it reaches the
steady-state in episode V. Thus, FT can occur only when the carbiding of the catalyst is com-
plete (in other words, when the metal α-Fe phase disappeared, forming the carbide phase Fe5C2)
and RWGS has provided enough CO. At the end of episode IV, until episode V, a change in
BET area, pore volume and pore diameter has been observed when using bulk iron catalysts.
These changes are related to the accumulation of liquid organic products that fill the pores,
without causing an activity decline.

With CO feed, the same episodes are observed, but they are less extended in time because
the carbiding process is faster. CO is in fact directly available on the surface and does not need
to be generated from the RWGS reaction. An additional episode, corresponding to the catalyst
deactivation, is observed during the CO hydrogenation. The deactivation seems to be connected
to the process of carbiding/C formation, that occurs at high rates in alkalized catalysts in
presence of CO. This is not observed with CO2 because of the lower CO partial pressure. The
very slight difference between the two hydrogenations suggests that the composition of the feed
gas has no crucial effect on the product distribution. (Schulz and Claeys, 1999; Riedel et al.,
2003)

1.3.1.2 Formation of products.

The mechanism of the CO2 hydrogenation involves the breaking of the C-O bond, first the bond
of CO2 to form CO and then that of CO that leads to the formation of the C monomer responsible
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Figure 1.24: Catalyst construction process: a) evolution of Fischer-Tropsch, RWGS and carbides
formation yields during CO2 hydrogenation over Fe-based catalyst; b) evolution of iron phase
composition during CO2 hydrogenation over Fe-based catalyst; c) evolution of Fischer-Tropsch,
RWGS and carbides formation yields during CO hydrogenation on the same Fe-based catalyst.
Figure adapted from Riedel et al. (2003).

for the chain-growth. (Shafer et al., 2019) The catalyst’s surface coverage of CO/CO2/H2 has an
influence on the composition of the final product. Furthermore, over Fe-K catalysts, K has been
reported to have a role in controlling the rate of CO dissociation into C. (Visconti et al., 2017;
Amoyal et al., 2017; Jiang et al., 2018; Schulz, 2014) The CO dissociation forms a C adsorbed
species as intermediate that can undergo different reactions, as shown in Figure 1.25:

• if it reacts with hydrogen, it can form the ´CHx monomer, responsible for the chain-
growth, thus enhancing the formation of long hydrocarbons;

• if it reacts with the metal iron, it can form iron carbides, the active phase for chain-growth,
thus enhancing again the formation of long hydrocarbons;

• if it reacts with other adsorbed C, it can form a carbon phase that deposits on the catalyst
surface, causing its deactivation.

K controls the rate of CO decomposition and can thus influence the further reaction of the
adsorbed C and the type of products formed. Too high content of K favours the carbon deposi-
tion, thus increasing the deactivation (Jiang et al., 2018; Schulz, 2014), while optimal contents
of alkali favour the chain-growth. K in fact favours the CO dissociation rate, increasing the rate
of formation of adsorbed C and thus their surface concentration. Therefore, the formation of
the C-C bond is enhanced and so is the formation rate of long hydrocarbons. Moreover, the
presence of K reduces the H2 adsorption rate, reducing the concentration of adsorbed H on the
catalytic surface and thus leading to decreased methane formation. Catalyst with high (but not
too much) alkali level were observed to have less metallic iron at the end of the “construction”
and the formation of secondary products was limited. (Dorner et al., 2010b; Jiang et al., 2018;
Schulz, 2014)

Figure 1.25: Possible reaction pathways of the adsorbed C intermediate.

Chain-growth can theoretically occur with linear growth or branching, both addressed as
primary reactions. (Schulz et al., 2005; Schulz, 2014) Linear chain-growth is the reaction between
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the alkylene and a methyl species to form an alkyl intermediate, which is attached to the site with
its α-carbon atom. The chain branching follows the same mechanism but the alkyl intermediate
is attached to the site with its β-carbon atom. A further growth of this intermediate causes
the formation of a branched chain. The branching growth probability is significantly lower than
the linear growth probability, as shown in Figure 1.26. This is due to spatial constraints that
are more important for the branching growth than for the linear one. Moreover, these spatial
constraints increase with the increase of the chain length, leading to a decrease of the branching
growth probability with increasing carbon number (for NCą4). (Riedel et al., 2003; Sai Prasad
et al., 2008; Schulz et al., 2005; Schulz, 2014) Carbon number of 3 presents an exception to this
trend, as its branching probability has a relatively high value.

Figure 1.26: Probability of linear chain-growth and probability of branching as functions of
carbon number. Adapted from Schulz (2014).

Olefins can be in principle formed as primary products or as secondary products. (Schulz,
2014; Schulz et al., 2005; Schulz and Claeys, 1999) The formation of primary olefins and paraf-
fins occur over the chain-growth sites. Then, two competitive reactions can occur on the same
active sites: the dissociative desorption to give α-olefins and the associative desorption to give
n-paraffins (see Figure 1.27). Over Fe catalysts and during CO2 hydrogenation, the formation
of α-olefins as primary products appears to be prevalent (70-80% of primary products were
found to be olefins). (Riedel et al., 2003; Schulz, 2014; Schulz et al., 2005; Schulz and Claeys,
1999) α-olefins can undergo secondary hydrogenation, isomerization or double bond shift reac-
tions. Those reactions occur on hydrogenation sites, typically α-iron and lead to the formation
of paraffins, as shown in Figure 1.28. The tendency of the olefins to undergo hydrogenation
reactions depends on their carbon number: the longer the olefin chain, the slower the molecule’s
diffusion rate and the higher the conversion to the corresponding paraffin. (Visconti et al., 2017)
Ethylene represents an exception, because of its high reactivity for secondary reactions. (Riedel
et al., 2003; Schulz, 2014) Formation of secondary products from rehydrogenation of olefins has
been reported to be minor over alkalised Fe catalysts. (Schulz et al., 1999; Riedel et al., 2003)

Figure 1.27: Mechanism of formation of primary olefins and primary paraffins. Adapted from
Schulz et al. (2005).
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Figure 1.28: Description of the formation of secondary products. Adapted from Schulz et al.
(2005).

Oxygenates are frequent by-products of the FT process and they can be formed both as
primary or secondary products. Riedel et al. proposed that oxygenates form from a first
dissociation of adsorbed CO that forms adsorbed O. (Riedel et al., 2003) The subsequent reaction
of adsorbed O with adsorbed H leads to the production of adsorbed OH groups that react with
the hydrocarbon growing species, leading to the formation of oxygenates. This mechanisms is
described by Eqs. 1.4-1.6.

COads Ñ Cads ` Oads (1.4)

Oads ` Hads Ñ OHads (1.5)

R ´ CH2 ´ CHads ` OHads Ñ R ´ CH2 ´ CH ´ OHads Ñ R ´ CH2 ´ CH “ O (1.6)

Other mechanisms have been proposed, such as the CO insertion (in analogy to what happens
over Co catalysts) and secondary olefin hydroformilation. (Schulz et al., 1999) Among alcohols,
methanol is generally produced in very low quantities, because of the low activity for methanol
production of Fe catalysts and because of non-favouring thermodynamically conditions. On
the contrary, oxygenates with 2 carbon atoms are very abundant, due to the high reactivity of
ethylene.

Thus, we have summarized the most important results derived from mechanistic studies
performed on the CO2 hydrogenation over Fe catalysts. In addition, as the CO2 hydrogenation
reaction is a two-step reaction that passes by the formation of CO via RWGS and then converts
the formed CO into hydrocarbons via the FT synthesis, many information can be derived from
the wide work that already exists on the reaction mechanism of the FT synthesis. In the next
section we will focus on the results reported in literature on the reaction mechanism of the FT
reaction.

1.3.2 Mechanism of the FT reaction.

The FT synthesis is a polymerization reaction that occurs with stepwise chain-growth (Dry,
1996), but unlike other polymerization reactions, the feed should be first converted into monomer
and initiator, before polymerizing into the final hydrocarbon. Thus, for the understanding of
the reaction mechanism, it is essential to identify the nature and the formation pathways of
the initiator and the monomer. Though lot of effort has been dedicated to this purpose, the
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reaction mechanism of the FT reaction is still extensively debated. Many authors have reviewed
the most important works that investigate the mechanism of FT. (Novak et al., 1981; Van der
Laan and Beenackers, 1999; Maitlis, 2004; Mousavi et al., 2015; Saeidi et al., 2017; Mahmoudi
et al., 2017) Here, we give an overview of the mechanisms proposed for the FT reaction over Fe
catalysts.

Many mechanisms have been proposed for the FT synthesis. The two most accepted ones
are the carbide and the CO-insertion mechanisms.

The carbide mechanism.

According to the carbide mechanism (represented in Figure 1.29), CH2 is the monomer
that is formed from the reduction of iron carbides, produced via the reaction of CO with the
active metal phase. (Fischer and Tropsch, 1926) Strong evidence exist about the involvement
of carbides in the FT synthesis. (Ponec, 1978; Biloen and Sachtler, 1981) An initiator is needed
for the polymerization of the CH2 monomer. Different hypothesis exist about which species
act as initiators. According to the alkyl mechanism, an alkyl species CH3 is the initiator of
the polymerization. Then, chain-growth can occur via consecutive insertion of the CH2 surface
species into the growing hydrocarbon chain. (Brady and Pettit, 1980) This simple mechanism
can easily describe the formation of linear alkanes and alkenes and it is generally recognized for
the formation of those species. However, the formation of branched chains and oxygenates cannot
be explained by the alkyl mechanism, thus more complex mechanisms have been proposed.

Figure 1.29: Schematic representation of carbide mechanism, alkyl mechanism and alkenyl mech-
anism. Figures from Saeidi et al. (2017).

The alkenyl mechanism considers as initiator a vinyl surface species ´CH “ CH2 which is
formed from the reaction of the species CH and CH2. (Maitlis, 2004) Reaction of the vinyl
species with the monomer CH2 forms an allyl species ´CH2CH “ CH2 that can undergo
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isomerization and form an alkenyl species ´CH “ CHCH3, from which alkenes are formed.
This mechanism has some limitations, such as that it does not explain the formation of branched
products and considers the formation of alkanes only as secondary products.

The alkylidene-hydride-methylidyne mechanism proposes that CH and H act as monomer
instead of CH2. (Ciobıcă et al., 2002) In this way, the formation of methyl branched hy-
drocarbons is possible, as well as the formation of alkanes as primary products. Thus, the
alkylidene-hydride-methylidyne mechanism is currently the most general mechanism discussed
so far to explain the FTS mechanism. (Saeidi et al., 2017)

The CO-insertion mechanism.
In CO insertion mechanism (represented in Figure 1.30), the CO absorbed on active metal

surface is considered as the monomer. (Pichler and Schulz, 1970) The chain-growth is considered
to occur in two steps: first, a CO adsorbed species dissociates and another CO inserts into a
hydrocarbon fragment species; then, the CO bond of the inserted CO cleaves, leading to chain-
growth of the hydrocarbon chain. This mechanism remains postulated rather than validated as
experimental data are missing to prove it in heterogeneous catalysis. (Hindermann et al., 1993;
Schulz and Claeys, 1999)

Figure 1.30: Schematic representation of the CO insertion mechanism. Figure from Saeidi et al.
(2017).

Other mechanisms proposed for the FT reaction.
Many other mechanisms have been proposed to describe the FT reaction. The enolic mech-

anism assumes that the species CHOH acts as monomer and initiates the reaction. CHOH is
formed by hydrogenation of the chemisorbed CO, while chain-growth occurs via condensation
reactions between enolic species. (Huff Jr and Satterfield, 1984) Major debate is addressed to
this mechanism: some authors reported that alcohols and aldehydes can initiate the reaction
over Fe catalysts (Kokes et al., 1957); others reported that alcohols can initiate but not propa-
gate the reaction (Tau et al., 1992); others identified the monomer in an alkoxide structure but
not CHOH (Blyholder and Wyatt, 1966; Blyholder and Neff, 1966; Benziger and Madix, 1980,
1982). The formate mechanism proposes that CO is the monomer that gives chain-growth via
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insertion into the O ´ R bond of a surface hydroxyl group to form a COOR species. Over Co
catalysts, the chain-growth probability α was found to be proportional to the partial pressure
of CO, but with a relationship that strongly depends on the support properties. (Frennet and
Hubert, 2000; Schweicher et al., 2012) The formate mechanism would not be able to take into
account the type of support, thus it is generally not considered as an accurate mechanism.

More complex mechanisms have been proposed, combining different mechanisms in order to
explain the formation of different species. The CO insertion-carbide mechanism for example
assumes that CO insertion and alkyl mechanisms take place simultaneously. (Gaube and Klein,
2010) This mechanism could explain the observed double-α ASF distribution and the formation
of oxygenated compounds.

Another important aspect that is debated about the FT reaction mechanism is the CO
dissociation that can be direct or H-assisted. One of the main limit of carbides mechanisms
is that direct CO dissociation rates is limiting because of the high activation energy barrier.
Assuming that CO dissociation is H-assisted would avoid this limitation, as the activation energy
barrier would be decreased. However, assuming that CO dissociation is H-assisted would exclude
any interaction between the metal and support, which has been observed to influence the reaction
mechanism.

1.3.2.1 Distribution of hydrocarbons products of the FT synthesis.

To describe the distribution of hydrocarbons obtained as products during the FT synthesis,
an important parameter is the chain-growth probability α defined as the fraction of the chain
propagation rate rP,n to the total turnover rate rP,n ` rT,n:

αn “ rP,n
rP,n ` rT,n

(1.7)

This definition derives from the approach developed by Schulz (Schulz, 1935) and Flory (Flory,
1936) for polymerization reactions and adapted to Fischer-Tropsch by Herington (Herington,
1946) and Anderson (Friedel and Anderson, 1950; Anderson et al., 1951; Storch, 1951; Anderson,
1956). The ideal Anderson-Schulz-Flory (ASF) distribution is based on the hypothesis that the
chain-growth probability α is not dependent on the chain length and can be written as:

zn “ p1 ´ αqαn´1 (1.8)

where zn is the mole fraction of components with carbon number n. This is a simple way to
represent the hydrocarbons distribution according to their carbon number. The value of chain-
growth probability can influence the hydrocarbons selectivity, as shown in Figure 1.31-b. The
ideal model applies to the obtained experimental values if the logarithm of the mole fractions
zn plotted as function of the carbon number shows a straight line, as shown in Figure 1.31-a.

Deviations from the ideal ASF distribution are often observed, such as positive C1 deviations,
negative C2 deviations and long-chain hydrocarbons positive deviations.

Positive deviations of C1 are generally observed together with negative deviations of C2,
especially over Ru and Co catalysts. (Henrici-Olivé and Olivé, 1976; Patzlaff et al., 2002; Van der
Laan and Beenackers, 1999; Iglesia et al., 1991) The reason of the observed positive deviations
of methane are still debated in literature. Different explications have been proposed, such as
the presence of different active sites, very active for methane formation (Schulz et al., 1988), or
an increased termination probability (Wojciechowski, 1988; Sarup and Wojciechowski, 1988), or
by a separate reaction pathway that would lead to the formation of methane from secondary
hydrogenolysis by demethylation, especially at high temperatures (ą275˝C) (Komaya and Bell,
1994; Kuipers et al., 1996).

Negative deviations of C2 have been observed over Co and Ru catalysts, but also over Fe
catalysts promoted with K. (Kuipers et al., 1995; Dictor and Bell, 1986; Patzlaff et al., 1999)
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Figure 1.31: a) ASF distribution of compounds C1-C20: logarithm of the mole fraction of
compounds with carbon number n as function of carbon number; b) Mole percentage of C1, C2-
C4 and C5+ hydrocarbons fraction as functions of α, estimated from the ideal ASF distribution.

The high reactivity of ethylene seems to represent the cause of such a deviation, as ethylene
is supposed to re-adsorb on the catalytic surface and to contribute to the formation of longer
hydrocarbons. (Iglesia et al., 1991; Komaya and Bell, 1994; Patzlaff et al., 1999, 2002)

Deviations of long hydrocarbons (C10+) from the ideal ASF distribution are found especially
over iron catalysts. (Donnelly et al., 1988; Dictor and Bell, 1986; Patzlaff et al., 1999; Van der
Laan and Beenackers, 1999) These deviations have been interpreted in different ways. Some
authors assumed the existence of two different active sites, each one characterized by its own
chain-growth probability. (Madon, 1981; Donnelly et al., 1988) This led to the development of
double-ASF distributions. Other explanations were given, such as different chain termination
reactions (Wojciechowski, 1988; Sarup and Wojciechowski, 1988), or re-adsorption of olefins and
their secondary hydrogenations (Kuipers et al., 1995; Schulz and Claeys, 1999; Patzlaff et al.,
2002).

The double-ASF distribution is often used to describe the deviations of long hydrocarbons
from the ideal distribution. This method, proposed by Satterfield and collaborators (Donnelly
et al., 1988), is based on the superposition of two independent ideal ASF distributions, each
characterised by a value of chain-growth probability α. The two α are both assumed to be
independent on the carbon number.

zn “ Aαn´1
1 ` Bαn´1

2 (1.9)

At the intersection point ξ the contributions of the two terms of the previous equation are equal:

Aαn´1
1 “ Bαn´1

2 at n “ ξ (1.10)

Methane and ethane are generally considered to not obey to the ASF distribution, thus the
double-ASF distribution is applied to products with n ą 2. (Patzlaff et al., 1999; Tavasoli et al.,
2010; Nakhaei Pour et al., 2013) The sum of mole fractions over all carbon numbers equals unity,
thus if C1 and C2 fractions are excluded, the following equation is obtained:

Nÿ
i“3

zi “ 1 ´ zexp1 ´ zexp2 “
Nÿ
i“1

`
Aαi´1

1 ` Bαi´1
2

˘ ´ A p1 ` α1q ´ B p1 ` α2q (1.11)

The mathematical procedure proposed by Donnelly et al. (Donnelly et al., 1988) arrives at:

A “ p1 ´ zexp1 ´ zexp2 q
«

α2
1

1 ´ α1
`

ˆ
α1

α2

˙ξ´1 ˆ
α2
2

1 ´ α2

˙ff´1

(1.12)
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and finally at:

zi
1 ´ zexp1 ´ zexp2

“
«
αi´1
1 `

ˆ
α1

α2

˙ξ´1

αi´1
2

ff «
α2
1

1 ´ α1
`

ˆ
α1

α2

˙ξ´1 α2
2

1 ´ α2

ff´1

(1.13)

Parameters α1, α2 and ξ are determined by least squares method. The mole fraction of products
formed with the chain-growth probability α1 can thus be estimated as:

μ1 “ 1 ´ α2

1 ´ α1
α2
1

„
1 ´ α2

1 ´ α1
α2
1 `

ˆ
α1

α2

¯
ξ´1α2

2

ı´1
(1.14)

The mole fraction of products formed with the chain-growth probability α2 equals:

μ2 “ 1 ´ μ1 (1.15)

The double-ASF distribution as function of μ1 or μ2 can thus be expressed as follows (Förtsch
et al., 2015):

zn “ p1 ´ μ2q p1 ´ α1qαn´1
1 ` μ2 p1 ´ α2qαn´1

2 (1.16)

Other more complex models with chain-length dependent chain-growth probability have been
developed, either based on olefins re-adsorption (Schulz and Claeys, 1999) or on chain-length
dependent desorption (Botes, 2007). These models are not covered here, but a comprehensive
review can be found in the paper by Förtsch et al. (Förtsch et al., 2015)

1.3.2.2 Role of H2O in the FT mechanism.

As we have already asserted several times, water is believed to have a role in the deactivation
of iron catalysts. Water is the co-product of both RWGS and FT, thus it is always present in
the reactor with varying content.

Many experiments with addition of water to the feed have been performed over different cat-
alysts and in different reaction systems for the FT synthesis. The results observed are sometimes
contrasting, indicating that water effects are significantly dependent on the type of catalyst and
of reactors used. For example, Karn et al. observed that the addition of 10-30% of H2O to
a syngas in a fixed-bed reactor led to only slight changes in CO conversion over a Fe-based
catalyst. (Karn et al., 1961) These changes were reported to be reversible for low concentrations
of water. However, when catalysts were exposed at high concentrations of water for long time,
the loss of activity was permanent. This was correlated to sintering. (Satterfield et al., 1986)
Satterfield et al., using a slurry reactor with Fe catalysts, observed that the addition of 20% of
H2O to the inlet H2/CO gas with 0.96 molar ratio led to accelerated deactivation rate of the FT
catalyst. Methane and oxygenates selectivity were observed to increase, as well as the activity
towards the WGS. When the H2/CO molar ratio was set to 0.52, no effects were observed on the
FT rate. (Satterfield et al., 1986) Reymond et al. reported that at atmospheric pressure and
with differential conversion, the addition of 0.6% of H2O to a 9H2/1CO syngas led to a signif-
icant decrease of the products formation rate, without changing their distribution. (Reymond
et al., 1980) Water co-feeding studies over Fe-K catalysts were performed by Pendyala et al. in
a CSTR reactor. (Pendyala et al., 2010) They observed that at high temperatures (270˝C) the
addition of water to the feed had a positive effect on CO conversion, while when temperature
was decreased to 230˝C, deactivation of the catalyst and drop of CO conversion were observed.
The addition of water at 230˝C led to oxidation of iron carbides into Fe3O4, reducing the FT
activity.

In conclusion, it has been shown that high partial pressures of water can be detrimental for
the catalysts and for its catalytic performances, as water can contribute to the re-oxidation of
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iron carbides. However, these effects are strongly dependent on the type of catalyst, the reactor
used and the operating conditions.

From the point of view of the CO2 hydrogenation, understanding the role of water can be
very important, as higher concentration can be reached during the reaction compared to the
FT synthesis. Water can have a role in the catalyst deactivation in conditions of strong CO2

conversion, as it has already been reported by different authors. (Iglesias Gonzalez et al., 2015;
Riedel et al., 2001)

1.3.2.3 Role of olefins in the FT mechanism.

FT synthesis leads to the formation of olefins as primary products, especially over iron-based
catalysts. The role of alkenes in FT synthesis has been debated for many years, as they can either
be chain initiators or essentially inert except for hydrogenation. During the FT synthesis, olefins
can be involved in many kinds of secondary reactions that can influence the final composition of
the pool of products obtained. In particular, olefins can undergo 1) secondary hydrogenations
to form the corresponding paraffin; 2) reincorporation into the growing chain to form longer
hydrocarbons; 3) hydrogenolysis to form shorter chains; 4) isomerization. It is thus important
to understand the role of olefins and the reaction pathways they can undergo. This will help in
understanding how to enhance the selectivity of the FT process towards the desired products.

Many studies have been conducted with co-feeding ethylene or longer alkenes during the FT
synthesis over different catalysts.

Ethylene is known to be very active for secondary reactions. Generally, when it is added
to the FT feed, it is observed to convert to high extent into ethane. However, it also acts as a
propagator and initiator for chain-growth, leading to the formation of longer hydrocarbons and
decreasing the methane selectivity. (Tau et al., 1990; Hanlon and Satterfield, 1988; Snel and
Espinoza, 1987; Molina et al., 1980; Kim, 1983) Methane selectivity is inhibited by the ethylene
presence because of the scavenge of the adsorbed H from the catalyst surface for hydrogenation.
(Snel and Espinoza, 1987; Boelee et al., 1989; Jordan and Bell, 1986; Yang et al., 2020) Boelee
et al. reported that the reincorporation of ethylene rate depends on the pC2H4{pCO ratio.
(Boelee et al., 1989) This could explain why some authors found not very significant ethylene
reincorporation (Satterfield, 1983) or an increase in olefin selectivity (Snel and Espinoza, 1987)
at very high pC2H4{pCO ratios.

The reactions of higher olefins is more difficult to understand. Some authors observed that
the added α-olefins undergo mainly secondary hydrogenations into the corresponding paraffin or
isomerization into the corresponding β-olefin. (Hanlon and Satterfield, 1988) Others observed
that secondary hydrogenation rates are strongly dependent on the C number of the alkene:
chains with higher C numbers have higher tendency to undergo secondary hydrogenations to
the corresponding paraffin, because of an increased residence time in the reactor. (Tau et al.,
1990)

In conclusion, these studies showed that 1-alkenes, except for ethylene, undergo secondary
hydrogenation to form the corresponding paraffins, but it seems that they don’t have a role
in the chain-growth. Ethylene, on the contrary, is much more active and can have a role in
enhancing the formation of long chains and in suppressing the methane formation. However,
the only interest of adding olefins to the feed is to suppress the methane formation, as adding
olefins strongly decreases the actual olefins formation rate.

1.3.2.4 Role of alcohols in the FT mechanism.

The formation of oxygenates products during the FT synthesis has been observed especially over
iron catalysts. The role of alcohols in the reaction mechanism has been widely studied in the
past, to understand if these species can be re-adsorbed on the catalytic sites and have an active
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role in the chain-growth. The main part of the works have been done by co-feeding ethanol or
propanol to the syngas.

Ethanol co-feeding to the syngas was observed not to have any influence on the CO con-
version (Kokes et al., 1957; Hanlon and Satterfield, 1988), but to decrease the hydrogenating
activity of the catalyst, leading to lower methane selectivity and higher olefins/paraffins ratios.
(Kokes et al., 1957; Hanlon and Satterfield, 1988; Kummer et al., 1951) The non-influence on
CO conversion rate was explained by a weaker adsorption of ethanol compared to CO or by
the adsorption of ethanol on different sites than those where CO is adsorbed. (Hanlon and
Satterfield, 1988) The decrease of hydrogenating activity could be due to an inhibition of H2

adsorption by ethanol and suggests that ethanol and α-olefins are competitively adsorbed on
the same active sites, leading to inhibition of secondary hydrogenations. (Hanlon and Satter-
field, 1988) Satterfield and collaborators observed that the loss of hydrogenation activity did not
influence the value of α, suggesting that the mechanism of formation of CH4 is different than
that of formation of longer hydrocarbons. (Satterfield et al., 1986; Hanlon and Satterfield, 1988)
Therefore, no incorporation of ethanol to form longer hydrocarbons was observed in these stud-
ies. However, other studies showed that part of the ethanol added was incorporated and acted
as chain initiator to form longer hydrocarbons. This incorporation was found to be stronger
at lower pressures. (Kummer et al., 1951; Kokes et al., 1957; Hall et al., 1960) Ethanol was
also observed to influence oxygenates selectivity. Acetaldehyde and ethyl ethanoate formations
increased when ethanol partial pressure in the feed was increased. (Tau et al., 1987; Hanlon
and Satterfield, 1988) Acetaldehyde is probably formed from ethanol dehydrogenation and sub-
sequent reaction of acetaldehyde with ethanol could explain the formation of ethyl ethanoate.
Acetone formation was also reported by Hanlon et al. who suggested that ethanol is bonded to
the active sites with its oxygenated carbon and reacts with surface methylene species to form
acetone. (Hanlon and Satterfield, 1988)

From these experiments, it can thus be concluded that ethanol in some conditions can be
incorporated and eventually contribute to the formation of hydrocarbons.

1.3.3 Mechanism of the hydrogenation reaction with with CO/CO2 mixtures.

Since we have analysed the mechanism of the hydrogenation of CO, it is interesting to investigate
the most common differences between CO and CO2 hydrogenations.

First of all, CO2 hydrogenation requires additional moles of H2 per mole of CO2 and pro-
duces higher quantities of H2O as co-product. Generally, products obtained are lighter (C2-C4

hydrocarbons) and the conversion rates are lower. (Choi et al., 2017) However, the endothermic
RWGS step makes the CO2 hydrogenation less exothermic than the CO hydrogenation, making
temperature control easier. (Srinivas et al., 2007)

Iron catalysts can hydrogenate both CO and CO2, but they are generally less active with CO2

because of the slower carbiding activity of the catalyst in presence of CO2. (Schulz et al., 1999;
Visconti et al., 2009, 2016; Riedel et al., 1999) Many authors agree that lighter hydrocarbons
and methane are considerably formed during CO2 hydrogenation. (Visconti et al., 2009, 2016;
Kaiser et al., 2013; Yao et al., 2011; Pérez-Alonso et al., 2008; Ando et al., 2000) This has
been explained by the higher H/C surface ratio, due to the low partial pressure of CO and
the low adsorption strength of CO2. This leads to higher methane formation. Moreover, the
higher concentration of CO2 and H2O on the catalytic surface favours the decarburization of iron
carbides into iron oxides or metallic iron. (Visconti et al., 2016) Other studies showed that the
CO2 hydrogenation led to product distributions very close to those obtained with CO. (Riedel
et al., 1999; Schulz et al., 1999; Gnanamani et al., 2011) The only difference was the conversion
rate that with CO was 43% higher. It was thus suggested that the chain-growth process and the
methane formation are independent on the partial pressure of CO. The discrepancies observed
in these results compared to those reported by Visconti’s group (Visconti et al., 2009, 2016) can
be attributed to the catalyst composition, as higher K content increases the activity towards
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the RWGS and thus the rate of CO formation and carburization. (Riedel et al., 1999; Kaiser
et al., 2013)

The hydrogenation of CO/CO2 mixtures has also been investigated by many authors. Adding
CO2 to CO feed could be beneficial for the hydrocarbons yield, as the presence of CO2 in the feed
contributes to limit the formation of CO2 as co-product, without modifying the hydrocarbons
distribution. (Visconti et al., 2016; Martinelli et al., 2014; Krishnamoorthy et al., 2002) The
CO2 in the feed in fact contributes to shift the WGS equilibrium towards the reversed reaction,
approaching the net rate of WGS to negligible values. However, the absence of WGS implies the
non-consumption of the produced water, which is known to be a poison for the catalyst. Thus,
the CO2 content in the feed needs to be optimised so that the WGS rate is reduced but not
completely cancelled. When adding CO to CO2 feeds, CO2 was observed to be converted at lower
rates compared to when only CO2 feeds were used. No changes in hydrocarbons distribution
were observed. (Visconti et al., 2016; Riedel et al., 1999) Results obtained by Riedel et al.
are reported in Figure 1.32. (Riedel et al., 1999) It was thus supposed that the adsorption
competition between CO and CO2 is gained by CO, leading to lower conversion rates of CO2.
On the contrary, other authors have observed an increase of the methane selectivity and a global
shift towards the formation of lighter hydrocarbons (Kaiser et al., 2013) and an increase of the
olefin/paraffin ratio (Yao et al., 2011) when CO2 content in the feed was increased. Results
obtained by Kaiser et al. are reported in Figure 1.33. (Kaiser et al., 2013) Again, the lower
K content of this catalyst, and thus its lower activity for the RWGS, was considered as an
explanation for this apparently contradictory result.

Figure 1.32: Results obtained by Riedel et al. over a 100Fe/13Al2O3/10Cu/10K catalyst at 523
K, 1 MPa, H2/C=7/3 and 30 Nmlsyngas/min/gFe. Left figure shows the evolution of CO and
CO2 conversion as function of the CO2 content in the feed. Figure on the right shows the olefins
fraction at different CO2 content in the feed. Figure from Riedel et al. (1999).
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Figure 1.33: Results obtained by Kaiser et al. over a 100Fe/25SiO2/5Cu/5K2O catalyst at
233˝C, 2.5 MPa, H2/C=3 and 18x103 kg.s/m2. Left figure shows the evolution of CO, CO2 and
total C conversions as function of the CO2 content in the feed. Figure on the right shows the
ASF distribution of products at different CO2 content in the feed. Figure from Kaiser et al.
(2013).

1.3.4 Reaction mechanisms proposed for the (R)WGS reaction.

Advances about the reaction mechanism of the reversible water-gas shift reaction can be useful
to understand the global mechanism of the CO2 hydrogenation reaction.

The WGS mechanism is still object of some controversies. Two mechanisms have been pro-
posed for the WGS reaction over metal catalysts in non-FT conditions: the direct oxidation
(redox) and the formate mechanisms. Rethwisch and Dumesic suggested that the direct oxida-
tion mechanism is prevalent over unsupported magnetite catalysts, while over supported iron
catalysts a formate mechanism prevails. (Rethwisch and Dumesic, 1982) The redox mechanism
suggests that water first dissociates at the reduced catalytic sites forming H2, while the sites are
oxidized. Then CO is oxidized to CO2 and the sites are simultaneously reduced. This mecha-
nism has the characteristic feature that products can be generated also in absence of one of the
reactants. (Kul’kova and Temkin, 1949) The associative mechanism, on the contrary, involves
the formation of a formate species (´COOH) as intermediate. (Armstrong and Hilditch, 1920)
This adsorbed species can be formed through the reaction of CO with water or with a hydroxyl
species, formed via decomposition of water. The formate intermediate is then reduced to CO2.
The formate mechanism has been found to be the most accurate to describe the reaction mech-
anism under FT-conditions over iron catalysts. (Nakhaei Pour et al., 2010; Van der Laan and
Beenackers, 2000; Lox and Froment, 1993)

Studies on the RWGS suggest that the redox mechanism is commonly the dominant one
over metal oxides. (Amoyal et al., 2017; Daza and Kuhn, 2016; Chou et al., 2019) The redox
mechanism proposed by Amoyal et al. is illustrated in Figure 1.34. (Amoyal et al., 2017) For the
redox mechanism, the CO2 dissociation is commonly considered as rate determining step. (Chou
et al., 2019) This is especially true in the case of potassium-promoted iron-based catalysts, as
the addition of K contributes to reduce the CO adsorption’s activation energy. (Amoyal et al.,
2017) Formate mechanism was found to be suitable to describe the behaviour of the RWGS over
a Fe/Cu/K catalyst. (Nakhaei Pour and Housaindokht, 2017) Over Fe/Al2O3 and Fe-K/Al2O3

it was suggested that simple redox or associative mechanisms are not sufficient to describe the
behaviour of the reaction in every condition, but that a more complex mechanism (a combination
of the two pathways) may be better. (Loiland et al., 2016)

In conclusion, a lot of effort has been dedicated to the investigation of the reaction mechanism
of such a complex reaction. Many phenomena are involved that lead to the formation of a wide
range of species and the mechanism seems to be strongly influenced by different parameters,
such as catalyst composition and operating conditions.
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Figure 1.34: Redox mechanism of the RWGS over Fe catalysts. Figure from Amoyal et al.
(2017).

1.4 Review of models proposed in literature for the CO2 hydro-
genation reaction.

As we have already discussed, most of the effort dedicated to the CO2 hydrogenation has been
directed to the development of an optimal catalyst. On the contrary, work on kinetic and reactor
modelling for the CO2 hydrogenation is poor.

In this section, we analyse the work that has been done in the development of kinetic models
to describe the reaction rates for the CO2 hydrogenation.

1.4.1 Kinetic models.

Only few studies are available up to now about kinetic modelling of CO2 hydrogenation and
they present quite simple models that take into account only few products. (Riedel et al., 2001;
Willauer et al., 2013; Iglesias Gonzalez et al., 2015; Nakhaei Pour and Housaindokht, 2017;
Najari et al., 2019b)

One of the first questions that have to be answered when developing a kinetic model for
the CO2 hydrogenation is whether to consider the two-step pathway (RWGS + FT) or the
direct one (direct hydrogenation of CO2 into hydrocarbons). The kinetic constants for the
direct hydrogenation of CO2 were found to be negligible compared to those for the two-step
pathway, indicating that the two-step pathway is the dominant mechanism. (Riedel et al., 2001;
Nakhaei Pour and Housaindokht, 2017) Thus, direct hydrogenation is generally neglected.

In most of the models developed, the kinetic laws are in the form of Eqs. 1.17-1.18, including
the thermodynamic equilibrium for the RWGS and the inhibition effects of H2O and CO2 ad-
sorption, as first proposed by Riedel et al. (Riedel et al., 2001) in analogy to previous approaches
for the FT kinetic modelling. (Kuo, 1982; Leib and Kuo, 1984; Zimmerman and Bukur, 1990)

rRWGS “ kRWGS
pCO2pH2 ´ pCOpH2O{Keq

pCO ` aRWGSpH2O ` bRWGSpCO2

(1.17)

rFT “ kFT
pCOpH2

pCO ` aFT pH2O ` bFT pCO2

(1.18)

The kinetic constants are expressed according to the Arrhenius law:

ki “ ki0exp

ˆ
´EA

RT

˙
(1.19)

Furthermore, in the most part of the existing models, only one compound is considered as
representative of the whole pool of hydrocarbons obtained (propane or propylene in general).
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(Riedel et al., 2001; Willauer et al., 2013; Iglesias Gonzalez et al., 2015) The model from Iglesias
et al. also takes into account the formation of methane, considered separately from the forma-
tion of longer hydrocarbons. (Willauer et al., 2013) Some more complex models consider the
formation of different products. For example, Najari et al. could predict the formation of olefins
and paraffins from C1 to C4 (Najari et al., 2019b), while Zhang et al. considered the formation
of CH4, C3H6 and C11H24. (Zhang et al., 2019)

Table 1.7 summarizes the kinetic laws and the corresponding kinetic parameters obtained
for the CO2 hydrogenation. Values of kinetic constants ki,0 obtained from different studies are
very hardly comparable, as their order of magnitude varies in a very wide range. Concerning
the effects of inhibition due to adsorption, the inhibition effect of water appears to be more
important than that of CO2, even if this latter cannot be neglected. This applies especially to
highly alkalised catalysts (Riedel et al., 2001; Willauer et al., 2013), as K is known to favour
the CO2 adsorption. The CO2 inhibition terms obtained for highly alkalised catalysts is in fact
more important than for catalysts with less K. (Iglesias Gonzalez et al., 2015) The activation
energies obtained are in a quite wide range. Results from Riedel and Willauer show activation
energies of RWGS lower than those of FT, suggesting that the FT step is the rate-determining
step. (Riedel et al., 2001; Willauer et al., 2013) Less alkalised catalysts, less active towards
RWGS, resulted in higher RWGS activation energy. (Iglesias Gonzalez et al., 2015)

The most detailed model available up to now is the one developed by Najari et al. that
considers the formation of olefins and paraffins until 4 carbon atoms. (Najari et al., 2019b)
They obtained higher pre-exponential factor for olefins compared to the corresponding paraffins
and decreasing pre-exponential factors with increasing carbon umbers. Values of activation
energies were found to be higher than those generally reported.

In conclusion, some kinetic models of the CO2 hydrogenation have been developed but no
detailed models exist able to describe the formation of the main part of the products observed.
Moreover, the existing models provide kinetic parameters that are sometimes inconsistent. This
can be explained by the differences in catalyst composition, as promoters (such as K) can
significantly influence the kinetic behaviour. Furthermore, all these approaches are macro-
kinetic, thus only partially based on mechanistic assumptions. The kinetic laws adopted in
these studies account for many phenomena, thus the interpretation of the kinetic parameters
values is not always evident.

Further work is needed with the aim to develop a detailed kinetic model that describes the
formation of different categories of products. A model of this kind can be used to predict the
hydrocarbons distribution in different conditions, or in different reactor systems and eventually
for a future scale-up of the process.
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1.5 Final considerations on the process and solutions to improve
the efficiency.

The main part of the studies on CO2 hydrogenation have been performed in fixed-bed reactors
at laboratory scale. Only few information is available about the process at bigger scale. In this
section, state-of-the-art about the process configuration and propositions to improve the process
efficiency is analysed.

1.5.1 Process configurations.

Only few pilot plants have been developed so far to convert CO2 into hydrocarbons. The SO-
LETAIR pilot plant, created in Finland in 2017, demonstrated the production of gas, liquid and
solid fuels for applications as fuels or chemicals from water, air and solar energy with an energy
efficiency of 47%. (Vázquez et al., 2018) The pilot plant developed by Sunfire demonstrated the
production of e-diesel from water, air and wind or solar energy. (Sunfire, 2017) An alternative
pathway based on co-electrolysis of water and air-captured CO2 would increase the efficiency up
to 80%. (Sunfire, 2019)

These pilot plants, as well as other proposed process concepts (Kaiser et al., 2013; König
et al., 2015a), are based on a two-step synthesis, meaning that CO2 is first converted into CO
via RWGS and then CO is converted to hydrocarbons via FT in a separate reactor. Thus,
each reaction can occur in its optimal conditions and with an optimal catalyst, but this requires
cooling and eventually compression of the exit gas after RWGS. Recirculation of the non-reacted
gases is often needed to increase the conversion and avoid excessive reactor length.

Configuration with a single reactor where both reactions can occur would contribute to
increase the energy efficiency of the process, because it would eliminate the need to cool and
compress the gas that exits the RWGS reactor. However, with only one reactor, the conversion
would be too low, thus a gas recycle or many reactors in series would be required to increase
the conversion. (Srinivas et al., 2007)

We have already discussed how water can represent a problem for the CO2 hydrogenation,
because of its tendency to deactivate the iron-based catalysts, by oxidizing the iron carbides.
(Vázquez et al., 2018; Kaiser et al., 2013; Martinelli et al., 2014) It is thus very important
to remove water produced during the reaction, in order to improve process conversion and
efficiency. Selective removal of H2O during CO2 hydrogenation can be performed in different
ways, such as interstage cooling and condensation, adsorption or membranes. The use of perm-
selective membranes for in-situ water removal seems a promising approach to increase the CO2

hydrogenation performances and avoid the limitations due to the co-production of water. We
discuss recent progress in the development of membranes for water removal and of membrane
reactors in the following.

1.5.2 Membrane reactors.

For applications in the CO2 hydrogenation, water perm-selective membranes are required to
have some properties at the operating conditions needed for the reaction:

• high selectivity towards water permeation. Generally, permeances higher than 1x10-7

mol/s/Pa/m2 are considered as acceptable. (Rohde et al., 2008)

• high perm-selectivity towards water. The perm-selectivity between i and j is defined as
the ratio of the permeance of i and that of j. High perm-selectivity towards water means
that the membrane has to be permeative towards water, while simultaneously retaining
the permeation of other compounds, such as hydrogen, carbon dioxide, carbon monoxide
and hydrocarbons.
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• high mechanical and thermal stability at the reaction conditions, that require relatively
high temperature and slightly acidic water medium.

Figure 1.35: Summary of literature data about water permeances (up) and perm-selectivity
compared to hydrogen (down) of different kinds of membranes and at different temperatures. ˛
(H-)SOD zeolite membranes, ‚ other zeolite membranes (ZSM5/MFI, MOR, Z4A), � amorphous
membranes, � polymeric membranes. Cited references: Wang et al. (2014); Lafleur et al. (2017);
Wang et al. (2015a); Bernal et al. (2000); Espinoza et al. (2000); Piera et al. (1998); Rezai et al.
(2008); Zhu et al. (2005); Wang and Lin (2012); Rohde et al. (2008); Lee et al. (2006); Rohde
et al. (2006); Struis and Stucki (2001).

Hydrophilic membranes for water removal have already been applied at pilot scales, in appli-
cations such as natural gas dehydration, air dehydration and organic compounds dehydration by
pervaporisation. (Rohde et al., 2008) However, these applications are operated at relatively low
temperatures. Hydrophilic membranes suitable for applications at high temperatures (ą150˝C)
are quite limited. We have summarized in Figure 1.35 data of literature about water permeances
(QH2O) and perm-selectivity compared to hydrogen (SH2O{H2

) of different kinds of membranes at
different temperatures. For a wider number of data refer to Rohde et al. (2008) or van Kampen
et al. (2019). From these data, we can observe that amorphous microporous membranes (�) and
polymeric membranes (�) present relatively low water permeability (ă 10´7 mol/s/m2/Pa) and
that their H2O/H2 perm-selectivity significantly drops at temperatures higher than 200˝C. (Un-
ruh et al., 2004; Kölsch et al., 2000; Lee et al., 2006; Struis and Stucki, 2001; Rohde et al., 2006)
On the contrary, microporous zeolite membranes (‚ and ˛) present the best behaviour in terms
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of water permeability and water perm-selectivity, as well as thermal and mechanical stability
at high temperatures. These membranes are made of crystalline structure with uniform pores
distribution and their hydrophilicity can be regulated by changing the Si/Al ratio of the material
lattice. Water permeances reported for zeolite membranes can be up to 10-6 mol/s/Pa/m2 (Zhu
et al., 2005) or even 10-5 mol/s/Pa/m2 for the ZSM5/MFI membrane tested by Rezai et al.
(Rezai et al., 2008) These values do not significantly drop at higher temperatures. The H2O/H2

perm-selectivity is much more influenced by temperature. For low temperatures, H2O/H2 perm-
selectivity higher than 20 are found for zeolite membranes. This value considerably decreases
when temperature is increased. Zeolite membranes used for water removal applications have
pore diameters higher than the kinetic diameter of water and hydrogen, thus separation of
these molecules occurs through adsorption-controlled and diffusion-controlled permeation. As
the loading of water in the zeolite that blocks the permeation of the weakly adsorbed hydrogen
decreases with the increase of temperature, this explains why the increase of temperature results
in a decrease of the H2O/H2 perm-selectivity. (Rohde et al., 2008) However, some zeolites, such
as ZSM5 and MOR, still exhibit acceptable values of H2O/H2 perm-selectivity (ą10) at high
temperatures (ą200˝C). (Espinoza et al., 2000; Bernal et al., 2000) Generally, only the H2O/H2

perm-selectivity is considered, because other compounds perm-selectivity (such as CO, CO2 or
hydrocarbons) are lower and thus neglected. H-SOD zeolite membranes have recently received
a lot of attention because of their relatively high water permeance (around 10-7 mol/s/Pa/m2)
and their good perm-selectivity towards water (ą 10). However, not many data are available for
their applications at temperatures higher then 200˝C and their performances rapidly deteriorate
when temperatures are increased. (Wang et al., 2014; Lafleur et al., 2017; Wang et al., 2015a)

The first use of hydrophilic membranes for H2O removal applications in the FT process
was reported by Espinoza et al. who performed permeation tests in non-reactive conditions
with different zeolite membranes, showing that the use of these membranes could extend the
catalyst life and improve the reactor utilization. (Espinoza et al., 2000) Unruh et al. observed
a significant increase of the CO2 conversion via in-situ H2O removal using a membrane made of
Si(OH)x layers over Al2O3. (Unruh et al., 2004) The need of a very performant membrane was
evidenced by Rhode et al. that showed that with tetraethyl orthosilicate (TEOS) coated ceramic
membrane the selectivity towards hydrocarbons could not be significantly increased, because of
the loss of reactants and CO to which the membrane is permeable. With ceramic supported
polymer membrane (CSP), the effect of water removal on the HCs selectivity was much positive,
as higher water perm-selectivity could be obtained even at higher temperature. (Rohde et al.,
2008) Promising candidates for water removal in CO2 hydrogenation however were found to be
the hydroxyl sodalite (H-SOD) membranes, as they exhibit high selectivity of H2O/H2 at least
at temperatures below 200˝C. (Rohde et al., 2008) Najari et al. in a theoretical study showed
that in-situ water removal with H-SOD membrane can increase hydrocarbon yields. However,
hydrocarbons yield and distribution are highly influenced by a combination of different factors,
such as sweep ratio, pressures ratio and the nature of the sweep gas. (Najari et al., 2019a)

The membrane in fact is swept with a sweep gas at lower pressure to maintain a driving
force across the membrane. The ratio φ between the pressure in the permeate side and that
in the retentate influences the driving force across the membrane and can thus influence the
water removal. The nature of the sweep gas can influence the water separation and the final
hydrocarbons distribution, especially with membranes that are permeable to other compounds
such as CO2 or H2. An inert gas such as N2 can be used as sweep gas, but when the membrane
perm-selectivity is poor, the performances of the reactor could drop below those of the packed
bed without membrane, because of the loss of reactants across the membrane. The loss of
reactants can be avoided by using H2/CO2 mixtures as sweep gas that allows to reach improved
conversions and HCs yields. (Rohde et al., 2005) The ratio between the sweep flow and the
retentate feed flow (SW ) can also influence the water removal. Generally, it is kept low, to
reduce the compression costs. However, an increase of the SW ratio could help to increase the
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driving force across the membrane, thus improving the water removal.

The effects of water removal via membrane permeation are thus promising. However, few
works are available in literature and experimental data are especially missing. The main limit
of the current studies is that they are not able to predict how the hydrocarbons distribution
is influenced when a membrane reactor is used and for this experimental data are needed.
Optimization of some parameters such as reaction temperature, sweep ratio and pressures ratio
could contribute to obtain improved performances, in terms of CO2 conversion and HCs yield,
thus membrane reactors seem a promising solution to improve such a process.

1.6 Conclusions of the state-of-the-art and objectives of our
work.

1.6.1 Focus of previous works.

We have analysed in this Chapter the available work about the CO2 hydrogenation. This analysis
allow us to choose the direction of our work.

We have shown that synthetic liquid fuels will probably be part of the energetic mix by the
next 50 years, especially as fuels for the aviation sector. However, this technology is still at
very early development stage and many advancements have to be made before a development
at early demonstration stage could be done.

The work about CO2 hydrogenation to hydrocarbons has been focusing mainly on the de-
velopment of an optimal catalyst: the addition of promoters to the iron active phase and the
handling of the synthesis steps can allow the synthesis of an optimal catalyst, able to convert
CO2 towards hydrocarbons, limiting the formation of CO and CH4. The selectivity towards
long chains (C5+) is however very hard to achieve, even with very performing catalyst. Water
production during the reaction represents one of the main limitations to the achievement of high
conversions of CO2.

On the other side, less effort has been dedicated to the kinetic experimental study of the
reaction and to the development of kinetic models for the reaction. Some models exist, but
they are all quite simple and not able to predict the distribution of the hydrocarbons obtained.
Having a kinetic model that can predict the product distribution with good accuracy would be
very important for an eventual future development of the process at industrial scale.

At process scale, not a lot of work exist. The only existing industrial demonstrators are based
on a two-step pathway (RWGS and FT in two separated reactors) and theoretical simulations
of the global process also consider the two-step way.

Therefore, there is the need to 1) develop a mathematical model that describes the reactor
behaviour in different conditions and with a good level of detail; 2) understand how the process
could be improved, in terms of CO2 conversion and, more importantly, of long hydrocarbons
yield.

1.6.2 Objectives of our work.

We have thus decided to focus our attention to the modelling of the reaction and the optimisation
of the process. The aim of our work is to understand the reaction behaviour, provide all the
tools needed for its modelling and understand how the global efficiency can be improved. In
particular, the objectives of the work are the following:

• First, we want to develop a kinetic model that describes with enough detail the behaviour
of the reaction in different conditions. The model should be able to predict the conversion
of CO2 and the formation of CO, but also the distribution of the obtained hydrocarbons
products, their chain length and their chemical nature.
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The development of a kinetic model is based on an experimental study that allows to
understand the reaction behaviour and that provides experimental data, used for the
validation of the model. As the work about the catalyst development is extensive and our
means are limited, we have chosen to synthesize a catalyst that other authors showed to
have good performances. Our work does not include the optimisation of the catalyst or of
its synthesis procedure.

• Secondly, we want to gain some insights about the reaction mechanism. Determining the
reaction mechanism in fact is crucial to understand how to better formulate the catalyst
composition to limit the formation of undesired products. Completely understanding the
mechanism of such a complex reaction is quite ambitious: the FT reaction mechanism is
still widely debated after decades of study on the subject.

However, we want to contribute to answer some questions about the reaction mechanism:
which are the pathways followed for the formation of the different species? Which are
the active sites involved in the catalysis of the reaction and what is their role? Is there a
co-existence of multiple reaction pathways that lead to chain-growth?

• Then, we want to simulate the behaviour of a reactor for the CO2 hydrogenation in different
operating conditions and at different scale. To do that, we have to develop a mathematical
model that includes 1) the heat transfer study, to verify the efficiency of thermal exchanges;
2) the mass transfer between the bulk phase and the solid catalytic pellets; 3) the kinetic
model.

The validation of such a reactor model requires an experimental study. The experimental
study is performed in a fixed-bed reactor mildly scaled-up compared to the lab-scale reactor
used for the kinetic study and with an oil-circulation cooling system.

• Finally, we want to study the global process to understand its eventual feasibility at
industrial scale. Would the process be energetically efficient compared to the indirect
pathway? How can the process be optimized? How the products can be valorised?

For this purpose, simulations of the process, including the downstream separation of the
obtained products, are performed with the aim to estimate the global energy efficiency.
Solutions to remove the water formed during the reactions, which is one of the main limi-
tations to reach high conversion, are tested, such as water removal trough perm-selective
membranes.
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S. Najari, G. Gróf, S. Saeidi, and F. Gallucci. Modeling and optimization of hydrogenation of
CO2: Estimation of kinetic parameters via Artificial Bee Colony (ABC) and Differential Evolu-
tion (DE) algorithms. International Journal of Hydrogen Energy, 44(10):4630–4649, 2019b. ISSN
03603199. doi: 10.1016/j.ijhydene.2019.01.020. URL https://linkinghub.elsevier.com/retrieve/

pii/S036031991930093X.

A. Nakhaei Pour and M. R. Housaindokht. Studies on product distribution of nanostructured iron catalyst
in Fischer–Tropsch synthesis: Effect of catalyst particle size. Journal of Industrial and Engineering
Chemistry, 20(2):591–596, 2014. ISSN 1226-086X. doi: 10.1016/j.jiec.2013.05.019. URL https:

//www.sciencedirect.com/science/article/pii/S1226086X13002256.

A. Nakhaei Pour and M. R. Housaindokht. A new kinetic model for direct CO2 hydrogenation to
higher hydrocarbons on a precipitated iron catalyst: Effect of catalyst particle size. Journal of Energy
Chemistry, 26(3):359–367, 2017. ISSN 20954956. doi: 10.1016/j.jechem.2016.12.006. URL https:

//linkinghub.elsevier.com/retrieve/pii/S2095495616301607.

A. Nakhaei Pour, M. R. Housaindokht, S. F. Tayyari, and J. Zarkesh. Kinetics of the water-gas shift
reaction in Fischer-Tropsch synthesis over a nano-structured iron catalyst. Journal of Natural Gas
Chemistry, 19(4):362–368, 2010. ISSN 1003-9953. doi: 10.1016/S1003-9953(09)60085-2. URL https:

//www.sciencedirect.com/science/article/pii/S1003995309600852.

A. Nakhaei Pour, M. R. Housaindokht, E. G. Babakhani, M. Irani, and S. M. K. Shahri. Size dependence
on reduction kinetic of iron based Fischer–Tropsch catalyst. Journal of Industrial and Engineering
Chemistry, 17, 2011.

A. Nakhaei Pour, H. Khodabandeh, M. Izadyar, and M. R. Housaindokht. Mechanistic double ASF
product distribution study of Fischer–Tropsch synthesis on precipitated iron catalyst. Journal of
Natural Gas Science and Engineering, 15:53–58, 2013. ISSN 1875-5100. doi: 10.1016/j.jngse.2013.09.
005. URL http://www.sciencedirect.com/science/article/pii/S1875510013000814.

A. Nakhaei Pour, M. R. Housaindokht, M. Irani, and S. M. Kamali Shahri. Size-dependent studies
of Fischer–Tropsch synthesis on iron based catalyst: New kinetic model. Fuel, 116:787–793, 2014.
ISSN 0016-2361. doi: 10.1016/j.fuel.2013.08.080. URL https://www.sciencedirect.com/science/

article/pii/S0016236113008235.

S.-S. Nam, H. Kim, G. Kishan, M.-J. Choi, and K.-W. Lee. Catalytic conversion of carbon dioxide into
hydrocarbons over iron supported on alkali ion-exchanged Y-zeolite catalysts. Applied Catalysis A:
General, 179(1-2):155–163, 1999.

W. Ning, C. Chen, T. Wang, Y. Jin, and X. Yang. An Introductive Study about CO2 Hydrogenation into
Hydrocarbons Using Iron Catalysts. Advances in Chemical Engineering and Science, 07(01):1–9, 2017.
ISSN 2160-0392, 2160-0406. doi: 10.4236/aces.2017.71001. URL http://www.scirp.org/journal/

doi.aspx?DOI=10.4236/aces.2017.71001.

S. Novak, R. J. Madon, and H. Suhl. Models of hydrocarbon product distributions in Fischer–Tropsch
synthesis. I. The Journal of Chemical Physics, 74(11):6083–6091, 1981. ISSN 0021-9606. doi: 10.1063/
1.441051. URL https://doi.org/10.1063/1.441051.

T. Numpilai, N. Chanlek, Y. Poo-Arporn, S. Wannapaiboon, C. K. Cheng, N. Siri-Nguan, T. Sorn-
chamni, P. Kongkachuichay, M. Chareonpanich, G. Rupprechter, J. Limtrakul, and T. Witoon. Pore
size effects on physicochemical properties of Fe-Co/K-Al2O3 catalysts and their catalytic activity
in CO2 hydrogenation to light olefins. Applied Surface Science, 483:581–592, 2019a. doi: https:
//doi.org/10.1016/j.apsusc.2019.03.331. URL https://www.sciencedirect.com/science/article/

pii/S0169433219309705?via%3Dihub.



References 67

T. Numpilai, C. Wattanakit, M. Chareonpanich, J. Limtrakul, and T. Witoon. Optimization of synthesis
condition for CO2 hydrogenation to light olefins over In2O3 admixed with SAPO-34. Energy Conversion
and Management, 180:511–523, 2019b. ISSN 01968904. doi: 10.1016/j.enconman.2018.11.011. URL
https://linkinghub.elsevier.com/retrieve/pii/S019689041831255X.

G. A. Olah, A. Goeppert, and G. K. S. Prakash. Chemical Recycling of Carbon Dioxide to Methanol
and Dimethyl Ether: From Greenhouse Gas to Renewable, Environmentally Carbon Neutral Fuels and
Synthetic Hydrocarbons. The Journal of Organic Chemistry, 74(2):487–498, 2009. ISSN 0022-3263,
1520-6904. doi: 10.1021/jo801260f. URL http://pubs.acs.org/doi/abs/10.1021/jo801260f.

G. A. Olah, G. K. S. Prakash, and A. Goeppert. Anthropogenic Chemical Carbon Cycle for a Sustainable
Future. Journal of the American Chemical Society, 133(33):12881–12898, 2011. ISSN 0002-7863, 1520-
5126. doi: 10.1021/ja202642y. URL http://pubs.acs.org/doi/abs/10.1021/ja202642y.

C. Panzone, R. Philippe, A. Chappaz, P. Fongarland, and A. Bengaouer. Power-to-Liquid cat-
alytic CO2 valorization into fuels and chemicals: focus on the Fischer-Tropsch route. Journal
of CO2 Utilization, 38:314–347, 2020. ISSN 2212-9820. doi: 10.1016/j.jcou.2020.02.009. URL
http://www.sciencedirect.com/science/article/pii/S2212982019309916.

Y.-K. Park, K.-C. Park, and S.-K. Ihm. Hydrocarbon synthesis through CO2 hydrogenation over
CuZnOZrO2/zeolite hybrid catalysts. Catalysis today, 44(1-4):165–173, 1998.
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CHAPTER 2

Experimental methodologies.

2.1 Introduction.

The main objective of the thesis is to develop the basis for the modelling of the CO2 hydrogena-
tion reaction towards hydrocarbons. The first step for the model development is to develop a
kinetic model. In order to do that, it is required to collect experimental data on which the model
is then validated. The CO2 hydrogenation reaction has been widely studied experimentally, but
not lot of works presented detailed kinetic studies with variation of operating parameters in large
ranges. Thus, we have decided to perform a kinetic study to experimentally investigate the re-
action in a laboratory-scale fixed-bed reactor and in different operating conditions. Another
problem of the experimental studies reported in literature is that products obtained in liquid
phases, and in particular in the water phase, are generally neglected. If we want to develop a
model that is able to predict with good accuracy the formation of different kinds of products, we
have to be able to accurately analyse the products experimentally obtained from the reaction.
We have thus focused a lot of attention to the development of an optimal analytic protocol, first
to identify all the products obtained from the reaction and then to quantify the main part of
them.

Another objective of the thesis is to gain insights about the reaction mechanism. The
experimental kinetic study can give us some information about the reaction mechanism, such as
which products are favoured, if the reaction occurs in one or two steps... However, additional
studies of co-injection of some products or co-products (alkanes, alcohols, CO, water...) in the
inlet gas would provide very useful information about the reaction mechanism. Co-injection
studies have been performed for the FT reaction (as we have described in section 1.3.2), but
not for the CO2 hydrogenation. We have thus decided to adapt our experimental set-up for
the co-injection of liquids and to perform some experiments to investigate the role of water and
alcohols in the reaction.

Finally, the last objective of the thesis is to develop a reactor model and to simulate the
global process. In order to validate such a model at reactor scale, we need experimental data
obtained in an upscaled reactor, to verify that the kinetic model developed before is still valid
when we change the reactor scale. We have thus performed some experiments in a higher scale
reactor. This reactor is also equipped with a cooling system that allows a better control of the
reactor temperature. Moreover, in the experimental set-up used, a CO line was already installed
and this allowed us to perform experiments with co-injection of CO and thus to verify if the
kinetic model developed before is still valid for CO/CO2 mixtures. This is useful to simulate
conditions of recycle of the unreacted gases that we will consider in the process simulations.
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This chapter is thus focused on the experimental procedures followed to obtain the experi-
mental data during the three different experimental studies just described.

2.2 Catalyst synthesis and characterization.

2.2.1 The choice of the catalyst.

As discussed in Chapter 1, iron-based catalysts are globally recognized as the most performing
catalysts for the CO2 hydrogenation. (Visconti et al., 2016; Rodemerck et al., 2013; Weatherbee
and Bartholomew, 1984; Yan et al., 2000) The addition of promoters, such as potassium, can
increase their performances towards the production of longer-chains hydrocarbons. (Visconti
et al., 2016; Rodemerck et al., 2013; Baussart et al., 1987; Martinelli et al., 2014; Amoyal et al.,
2017; Visconti et al., 2017) Among the different catalysts that have already been used to study
the reaction in literature, we have chosen to synthesize a Fe-K catalyst supported on alumina,
which is a good compromise between catalyst activity and feasibility of the synthesis process.

The K/Fe mass ratio was chosen equal to 0.35 with 20% of Fe, as in the works of Kim and
Hwang. (Kim et al., 2006; Hwang et al., 2001)

2.2.2 Protocol of synthesis of the catalyst.

The catalyst used in this work is thus an iron-based catalyst promoted with K, that we syn-
thesized by wet impregnation of the alumina support. A γ-Al2O3 (Puralox SCCa 150-200 from
Sasol) is used as support. The support is impregnated with a water solution of K2CO3 and
Fe(NO3)39H2O in order to reach the nominal composition of 20Fe/7K/100Al2O3. Information
about the chemicals used are reported in Table A.1. The solution is dried in a rotary evap-
orator for 3 hours at 50˝C and atmospheric pressure, then temperature is increased to 80˝C
and vacuum is created (200 mbar) and kept for 4.5 hours. After collection, the solid product is
dried at 100˝C for 12 hours under controlled air flow (675 Nml/min). Finally, the catalyst is
calcined at 500˝C under air flow for 12 hours. A summary of the synthesis protocol is reported
in Figure 2.1. This protocol was taken from the work of Kim (Kim et al., 2006) and modified
to reach better stability of the catalyst.

The catalyst is then sieved and only particles between 70 and 160 μm are selected to grant an
homogeneous distribution of the particle size to avoid too high pressure drops. Too big particles
are excluded to avoid limitations of internal mass or heat transport. Before use in the reactor,
the catalyst is reduced ex-situ at 450˝C for 24 hours under 40% H2/N2 flow.

The catalyst used during the thesis comes from a single batch of calcined catalyst. Small
quantities of this catalyst were reduced from time to time and used in the reaction.

Figure 2.1: Description of the optimized protocol for catalyst synthesis.

2.2.3 Catalyst characterization.

Catalysts were characterized by using different techniques, described in the following.
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2.2.3.1 Brunauer-Emmett-Teller (BET) Surface Area Analysis and Barrett-Joyner-
Halenda (BJH) Pore Size and Volume Analysis.

BET and BJH are techniques used to determine specific surface area and pore size distribution
of porous materials, thanks to nitrogen multilayer adsorption. Analysis were performed in CEA
with the use of a Micromeritics TRI STAR 2. The sample needs to be pretreated before the
analysis, in order to remove all contaminants. The solid is pretreated at 350˝C for 4 hours
under vacuum. After pretreatment the solid is cooled under vacuum to cryogenic temperature.
Nitrogen is used as adsorptive and dosed to the solid in controlled increments. Once pressure is
equilibrated, the quantity of gas adsorbed at each pressure is calculated, obtaining an adsorption
isotherm. From the adsorption isotherm, the quantity of gas required to form a mono-layer over
the external surface of the solid is obtained and then the surface area can be calculated using
the Brunauer, Emmett and Teller equation. (Brunauer et al., 1938) Gas pressure is further
increased incrementally so that gas can condense in pores. When all pores are filled with liquid,
the gas pressure is reduced incrementally, allowing the condensed gas to evaporate from the
system. Information about pore volume and pores size can be obtained from adsorption and
desorption isotherms, by using the Barrett, Joyner and Halenda method. (Barrett et al., 1951)

2.2.3.2 Laser granulometry analysis.

Laser granulometry allows the measurement of particle size distribution of a solid sample. The
analysis was performed at CEA using a MALVERN Mastersizer 2000 on a sample suspended in
ethanol as liquid dispersant. This technique is based on diffraction and scattering of a light from
a laser, which is scattered by the particles. According to the size and the chemical nature of the
material, the interaction of the light with the particles is different and the diffraction detected
is different. The diffraction pattern obtained is used to measure the particle size.

2.2.3.3 Inductively coupled plasma - Optical Emission Spectrometry (ICP-OES).

The catalyst composition was determined by ICP-OES. This technique is ideal for the analysis of
metals in solutions. It uses a plasma induced by a high frequency generator as source of radiation.
Analysis were performed at Ircelyon. The sample is first dissolved in a mixture of acids (sulphuric
acid, nitric acid and hydrofluoric acid), then nebulized in an inductively coupled Ar plasma at
very high temperatures (9000 K) where it is vaporized and analyte species are atomized, ionized
and thermally excited. An optical emission spectrometer is used to detect and quantify the
analytes, by measuring the intensity of the radiation generated at the characteristic wavelength
specific for the considered element. From the measure of radiation intensity, concentrations can
be obtained by comparison with calibration samples.

2.2.3.4 Temperature programmed reduction (TPR).

Temperature-programmed reduction is a widely used technique to study the reducibility of metal
oxides surface. A reducing gas flows over the sample and a TCD detector is used to measure
changes in thermal conductivity of gas stream. TPR experiments were carried out in CEA
using a Autochem II-HP by Micromeritics. The sample was reduced under 5% H2/Ar from 30
to 900˝C with a ramp of 10˝C/min.

2.2.3.5 X-ray diffraction (XRD).

X-ray diffraction is a technique used to study the crystallographic structure of a solid. It is
based on irradiation of the material with X-rays that are generated in a cathode tube and
directed to the sample. While the sample and the detector are rotated, the intensity and scatter
angles of the reflected X-rays are recorded. Peaks appear when the geometry of the incident
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X-rays impinging the samples satisfies the Bragg equation. (Bragg and Bragg, 1913) XRD
analysis were performed in Centre de Diffractométrie Henri Longchambon in University of Lyon,
using a Bruker D8-Advance diffractometer, equipped with a Bragg-Brentano θ ´ θ goniometer,
a Cu anti-cathode X-ray tube (40 kV, 40 mA) and a linear energy dispersive detector (Bruker
LynxEye-XE). The angular range considered goes from 5 to 70˝ and it is measured in 45 minutes.

2.2.3.6 Mössbauer spectroscopy.

Mössbauer spectroscopy is a widely used technique for Fe samples, as it can give information
about its valence state and can help in the identification of oxide phases based on their magnetic
properties. It is based on a combination of the Mössbauer effect and Doppler shifts. It consists
in measuring the difference between energy levels of the atomic nucleus which depend on the
number and state of the surrounding electrons. These energy levels are determined by measuring
absorption of γ-rays. Mössbauer spectroscopy was performed at the Laboratoire de Chimie de
Coordination (LCC) in Toulouse using a constant-acceleration conventional spectrometer with
a 1.85 GBq source of 57Co in Rh matrix. Spectra were obtained at 80 and 300 K. Lorentzian
curves were assumed for deconvolution of spectra based on least-square fitting techniques by
Recoil Mössbauer Analysis Software and four parameters were identified: chemical shift (δ),
quadrupole splitting (Δ), magnetic field (H) and percentage of site population (R). Responses
were identified by comparison with literature data.

2.2.3.7 Transmission electron microscopy (TEM).

Transmission electron microscopy is a technology based on an accelerated beam of electrons
that passes through a thin material and allows to gain information about the structure and the
morphology of the material.

TEM images of the catalyst have been obtained by using a JEOL 2100F microscope working
at 200 kV and used in the traditional TEM mode or in STEM-HAADF mode. Samples have
been deposed after sieving on a Cu grid, coated with an ultra-fin carbon layer. For the EDS
spectroscopy, a detector by Oxford Instruments has been used.

2.2.3.8 Thermogravimetric analysis (TGA).

Thermogravimetric analysis is an analytic method that allows to gain information about physical-
chemical phenomena of a sample, by measuring the mass changes over time while the sample is
exposed to changes of temperatures.

Figure 2.2: Temperature profile of the thermogravimetric analysis.

The analysis was performed using a thermobalance Setsys by SETARAM, under a flow of 50
Nml/min of compressed air. The temperature profile of the analysis is reported in Figure 2.2.
Temperature was increased to 200°C with a ramp of 10˝C/min and kept to 200˝C for 1 h. Then,
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the temperature was further increased to 900˝C with the same temperature ramp. The mass
changes of the sample were measured during the analysis.

2.3 Experimental study in laboratory-scale fixed-bed reactor.

2.3.1 Literature overview about kinetic studies and objectives of the kinetic
experimental study.

As already discussed in Chapter 1, not a lot of information is available about experimental kinetic
studies of the CO2 hydrogenation reaction over Fe-based catalysts. The effects of contact time
and temperature were studied by different authors. (Riedel et al., 2001; Willauer et al., 2013;
Nakhaei Pour and Housaindokht, 2017; Najari et al., 2019). Iglesias et al. also studied the
effect of H2/CO2 ratio. (Iglesias Gonzalez et al., 2015) These studies, even if compounds until
20 C atoms are considered, do not give enough details about the hydrocarbons distribution
(for example no information about the O/P ratio is given). A more detailed study of the
effects of operating parameters is given by Visconti et al. (Visconti et al., 2017) where effects
of temperature, total pressure, contact time and H2/CO2 ratio are analysed and hydrocarbons
distribution is also discussed.

However, these studies are not detailed enough for our purpose. Water phase is generally
not analysed, but in our case we observed it to be an important part of the obtained products,
thus it cannot be neglected. Moreover, in order to have good experimental data, exploitable
for the development of a detailed kinetic model, it is necessary to have an effective analytic
protocol that allows the quantification of all the main products obtained in both gaseous and
liquid phases, by distinguishing alkanes and alkenes, as well as linear and branched chains.

Thus, the reaction was experimentally studied in a laboratory-scale fixed-bed reactor with
the aims to: 1) verify the stability of the catalyst during long-term runs; 2) develop an analytic
protocol that allows the identification and quantification of the products obtained in all the
phases; 3) study the effects of different operating parameters on the catalytic performances; 4)
obtain experimental data to develop a kinetic model; 5) acquire information about the reaction
mechanism.

2.3.2 Experimental protocol.

2.3.2.1 Description of the experimental set-up.

The experimental bench used for the lab-scale kinetic study was assembled at CP2M (Laboratory
of Catalysis, Polymers, Processes and Materials) in University of Lyon.

A flow diagram of the experimental bench is shown in Figure 2.3. It is divided into four
zones:

1. Gas feeding

2. Reactor

3. Heavy products condensation

4. Analytic chain

The feed gases (CO2, H2 and N2) flows are regulated by mass flow regulators from Bronkhorst
(1) able to regulate gas flows until 150 Nml/min. Gas bottles are supplied by AirLiquide and
have purities ě99.999%. Gases are then mixed together and pre-heated by passing through an
electric resistance (6), before entering in the reactor.

The reactive zone consists in an oven that allows the regulation of temperature via electric
resistances (9). The reactor is a stainless steel tube with 6 mm inner diameter and total length
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Figure 2.3: Process flow diagram of the experimental set-up. 1. Flows controller; 2. Check
valves; 3. Three-way globe valve; 4. Security valve; 5. Pressure indicator; 6. Heater; 7. Fixed-
bed reactor; 8. Temperature indicator; 9. Electric resistance; 10. Temperature controller; 11.
Thermoregulated bath (water+ethylene glycol); 12. Cold trap; 13. Membrane pressure regula-
tor; 14. Needle valve; 15. Bleed valve; 16. Coriolis mass flowmeter; 17. Gas chromatogram; 18.
Rotameter.

Figure 2.4: Scheme of reactor configuration in a typical run.

of 140 mm. The reactor is filled up with a variable mass of catalyst according to the experiment.
The catalyst is in its pre-reduced form. SiC (with particle size of 100 μm) is added as inert to
complete the total length of the reactor. A thermowell containing a thermocouple with multiple
points of measure (5 points of measure, each 30 mm) provided by TC Direct (external diameter
of 1.6 mm) is placed inside the reactor to follow the temperature axial profile along the reactor.
A scheme of the reactor structure is given in Figure 2.4. Reactor pressure is controlled with
a diaphragm pressure regulator (13) provided by Swagelok, able to work between 0 and 34.4
barg. Pressure is measured at the inlet and outlet of the reactor with pressure transmitters (5)
provided by DeltaOHM, with a maximum operating pressure of 60 bara.

Outlet gas passes through the condensation unit (11) carried out by means of an LT eco-cool
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150 temperature-regulated bath by Grant, filled up with a mixture of water and ethylene-glycol.
In this unit, temperature is set at 5˝C so that the heaviest products and water can condense.
Pressure is the same as that at the reactor outlet. Liquid products are collected in a cold trap
(12) that has a volume of 150 ml and is emptied each 10 to 50 hours, according to the experiment
conditions. The two-phase solution obtained is passed through a separating funnel to separate
water and organic phases.

Both phases are then analysed by GC. The non-condensed gases pass through a Coriolis Mini
Cori-Flow M13 mass flow-meter by Bronkhorst (16) and are analysed with an on-line GC system
(17) Agilent 6890 GC. Details about the chemicals used are given in Appendix A. Description
of the analytic protocol is given in the next section.

2.3.2.2 Analytic protocol.

As explained before, the products of the reaction are collected in three phases (gaseous, organic
and water phases). These phases are all analysed by gas chromatography. On the first experi-
ments, sample were analysed via gas chromatography–mass spectrometry (GC-MS) that allows
the identification of the peaks.

Gaseous products.

Gaseous products are analysed with an on-line GC, equipped with a Supelco Carboxen-1010
PLOT Capillary GC Column for the analysis of the non-condensable gases detected with TCD
and an Agilent JW CP-PoraBOND Q GC Column for the analysis of the light gaseous HCs
detected with FID. N2 is used as internal standard, while He is the carrier gas. The method
used for the analysis is described in detail in Appendix B.

The peaks observed in chromatograms correspond to the different products obtained. Peaks
were identified by GC-MS. Figure 2.5 reports the chromatograms for the gaseous phase. Non-
condensable products (H2, N2, CO, CH4 and CO2) are detected by TCD, while light gases (from
C2 to C9), as well as some short oxygenates, are detected from FID. Among the FID detected
products, for each C number the highest peak corresponds to the linear olefin, the one right next
to it corresponds to the linear paraffin. The peaks between one linear olefin and the following
one represent branched chains (both olefinic and paraffinic) or oxygenated products (such as
alcohols or ketons).

Liquid products.

The liquid organic phase is analysed by off-line GC equipped with FID detector. For each
sample, 500 μl of methyl-cyclohexane are added as internal standard to 500 μl of phase. An
Optima 5-HT GC Column is used to separate heavy HCs.

Compounds in water phase are separated by using an Agilent JW DB-HeavyWAX GC Col-
umn. For each sample, 500 μl of water phase are added to 500 μl of acetonitrile as internal
standard.

In some operating conditions at low conversion, the liquid obtained was not enough to
separate the two phases by decanting. In these cases, methyl-cyclohexane is added as solvent
to the liquid phase, so that organic compounds can dissolve into it, then the two phases are
separated by decanting and analysed by GC.

Figure 2.6 reports the chromatograms of the organic and water phases. In the liquid organic
phase, a variety of peaks are detected. Again, the highest peaks represent linear olefins and
linear paraffins. The small peaks between them can represent branched olefins and paraffins or
aromatics chains.

In water phase, mainly linear aldehydes, ketons, alcohols and carboxylic acids from C1 to C6

are observed. Some branched oxygenates were also observed and are represented by the small
non-identified peaks in Figure 2.6-b).
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Figure 2.5: Chromatograms of the gaseous phase: a) products detected by TCD; b) products
detected by FID.

A two-dimensional gas chromatography analysis was also performed on one sample of or-
ganic and water phases and species were identified by mass spectrometry. The analysis was
performed by the CATREN team in Ircelyon. Two columns were used, the first with medium
polarity and the second one completely apolar. Details about the experimental conditions ap-
plied are reported in Appendix B. The chromatograms of organic and water phases are reported
respectively in Figures 2.7 and 2.8.

For the organic phase, the x axis represents the separation as function of the C number
(according to temperature gradient of the oven), while the y axis represents the separation
according to the polarity of the molecule. We observe different categories of products: alkanes,
alkenes, aromatics, ketons, alcohols and carboxylic acids. For non-oxygenated products, chains
from 9 to 32 C atoms are observed. Heavier compounds are not eluted because the maximum
temperature limit of the column is attained. For hydrocarbons and ketons, branched and linear
species are identified. In particular, branched chains are eluted before the linear chains with
the same C number, as it is expected. Among aromatics, different kinds of molecules have been
identified: the aromatic rings are branched to ramified and linear chains; saturated cycles and
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Figure 2.6: Chromatograms of a) organic phase; b) water phase.

double bonds can also be found on different aromatic species.
In water phase small oxygenated molecules are the main product, in particular short car-

boxylic acids, ketons and esters. Shorter molecules were not separated and were eluted within
ethanol.



84 Chapter 2. Experimental methodologies.

Figure 2.7: Chromatogram of the organic phase obtained after separation of products with a
two-dimensional GC system.

Figure 2.8: Chromatogram of the water phase obtained after separation of products with a
two-dimensional GC system.

2.3.2.3 Data exploitation.

Gas phase.
For the quantification of the molar flows of the compounds observed in gaseous phase, N2 is

used as reference. Thus, the mole flow of each compound is calculated from Eq. 2.1:

Fi,OUT “ MRFi,N2

Ai

AN2

FN2,IN (2.1)

where Ai and AN2 are respectively the peak areas of compound i and N2, FN2,IN is the mole
flow of N2 and MRFi,N2 is the molar response factor of compound i referred to N2. Response



2.3. Experimental study in laboratory-scale fixed-bed reactor. 85

factors are estimated from calibration (details are given in Appendix B). Mass flows are then
calculated with Eq. 2.2:

9mi,OUT “ Fi,OUTMi (2.2)

where Mi is the molar mass of compound i.
because of the utilisation of He as vector gas, the sensitivity to H2 is low and its peaks are

small and hard to integrate. Moreover, the relation between peak area and H2 concentration
resulted to be not linear in the range of conditions used, thus H2 flow is estimated from Eq. 2.3:

9mH2 “ 9mtot ´
ngasÿ
i“1

9mi (2.3)

where 9mtot represents the total gaseous mass flow measured by the Coriolis flow-meter at the
reactor outlet after condensation and 9mi is the mass flow of compound i in gas phase. This
generates high incertitudes on H2 quantification, as it accumulates the error of every species in
gaseous phase. Moreover, part of the total water is not condensed and exits with the gaseous
phase; this water is not quantified in any ways, as our GC detectors could not detect it. The
so-estimated H2 mass flow thus includes the mass of eventual non-identified products and non-
condensed water.

Liquid phases.
The quantification of products in organic and water phases follows the same procedure,

with response factors referred to the solvent added (methyl-cyclohexane for organic phase and
acetonitrile for water phase) and mass flows calculated with Eq. 2.4:

mi,OUT “ RFi,solv
Ai

Asolv
msolv,inj

mphase,tot

mphase,inj
(2.4)

where mi,OUT is the mass of compound i at the reactor outlet, msolv,inj is the mass of solvent
injected and mphase,tot and mphase,inj are the mass of water or organic phase respectively total
and injected. The mass of water in water phase mH2O,wat is estimated from Eq. 2.5:

mH2O,wat “ mwat ´
nwatÿ
i“1

mi,wat (2.5)

where mwat is the total water phase mass and mi,wat is the mass of compound i in water phase.
With this experimental protocol, we are able to obtain a quite detailed quantification of the

products and mass balances are closed within a relative error ď15% for total mass and ď10%
on C mass (see Figure 2.9). The error is calculated as follows:

error% “ |mOUT ´ mIN |{mIN (2.6)

The highest error is on total H mass, due to the high incertitudes related to water and hydrogen
mass estimations. However, as C and global mass balances have relatively low errors and,
considered the number of species involved, we can consider the analytic protocol as acceptable.

From the obtained mole flows, CO2 conversion, CO selectivity and total HCs selectivity can
be calculated according to Eqs. 2.7-2.9:

χCO2 “ FCO2,IN ´ FCO2,OUT

FCO2,IN
(2.7)

SCO “ FCO,OUT

FCO2,IN ´ FCO2,OUT
(2.8)
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Figure 2.9: Global mass balance and elemental mass balance over C, H and O.

SHCs “
ř

i iFi,OUT

FCO2,IN ´ FCO2,OUT
(2.9)

To describe the HCs distribution, lumped molar fractions Xi (of methane, methanol, C2-C4

olefins, C5+ olefins, C2-C4 paraffins, C5+ paraffins, C2-C6 oxygenates) are calculated among the
HCs pool, according to Eq. 2.10:

Xi “ Fi,OUT

FHCs,OUT
(2.10)

where FHCs,OUT is the mole flow of all products excluding CO.

2.3.3 Choice of operating conditions.

To have enough information to develop a kinetic model and to gain insights about the reaction
mechanism, it is important to investigate the effects of a variety of operating parameters. From
previous studies, it appears that contact time, temperature and partial pressures of H2 and CO2

predominantly control the synthesis rate and the hydrocarbons distribution. Total pressure is
found to have less influence.

Fixed-bed reactors at laboratory-scale for the CO2 hydrogenation over Fe-based catalyst are
generally operated at the conditions reported in Table 2.1. (Sai Prasad et al., 2008; Visconti
et al., 2011; Hwang et al., 2019; Choi et al., 2017; Hong et al., 2001; Kim et al., 2006; Riedel
et al., 1999; Wang et al., 2013; Hwang et al., 2001; Liu et al., 2018; Xie et al., 2017; Lee et al.,
2003; Rodemerck et al., 2013)

We have chosen as reference conditions 300˝C, 15 bars, H2/CO2 ratio of 3 and GHSV of 2000
Nml/gcat/h (Condition 1 of Table 2.2). GHSV is expressed here as the volume flow of reactants
in Nml/h per mass of catalyst.

We decided then to investigate the effects of the following operating parameters: tempera-
ture, total pressure, H2/CO2 ratio and contact time (which is expressed as τmod, defined as the
reciprocal of the GHSV, as in Eq. 2.11).

τmod “ mcat

9VIN

(2.11)
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Table 2.1: Experimental conditions generally applied for the CO2 hydrogenation over Fe-based
catalyst.

Parameter Unit Range
T ˝C 265-500
H2/CO2 mol/mol 3
p bar 6-20
GHSV Nml/gcat/h 1200-5000

For each condition tested, only one parameter is varied while all the others are kept constant.
The set of conditions tested is reported in Table 2.2. Contact time is varied by changing the
GHSV in the range between 500 and 7000 Nml/gcat/h. Temperature is varied between 250 and
350˝C and total pressure between 10 and 25 bar. The H2/CO2 ratio is varied between 3 and
24, by changing the H2 or CO2 partial pressures and keeping constant the total pressure, while
using N2 to fill up the total flow.

Table 2.2: Experimental conditions applied in the work.

Condition GHSV T Ptot pH2 pCO2 H2{CO2 ratio N2 fraction
[Nml{g{h] [˝C] [bar] [bar] [bar] [-] [mol{mol]

1 2000 300 15 10.8 3.6 3 0.04
2 500 300 15 10.8 3.6 3 0.04
3 800 300 15 10.8 3.6 3 0.04
4 1000 300 15 10.8 3.6 3 0.04
5 1400 300 15 10.8 3.6 3 0.04
6 1800 300 15 10.8 3.6 3 0.04
7 2500 300 15 10.8 3.6 3 0.04
8 3600 300 15 10.8 3.6 3 0.04
9 7000 300 15 10.8 3.6 3 0.04
10 2000 250 15 10.8 3.6 3 0.04
11 2000 275 15 10.8 3.6 3 0.04
12 2000 325 15 10.8 3.6 3 0.04
13 2000 350 15 10.8 3.6 3 0.04
14 2000 300 15 10.8 0.45 24 0.25
15 2000 300 15 13.5 0.90 15 0.04
16 2000 300 15 10.8 0.90 12 0.22
17 2000 300 15 7.2 0.90 8 0.46
18 2000 300 15 10.8 1.80 6 0.16
19 2000 300 15 10.8 2.70 4 0.10
20 2000 300 10 7.2 2.40 3 0.04
21 2000 300 20 14.4 4.80 3 0.04
22 2000 300 25 18.0 6.00 3 0.04

Each experimental campaign consists in:

• reactor loading with a mass of catalyst between 1.5 and 4 g;

• activation of the catalyst under H2/CO2 flow for 48 hours in the following conditions:
H2/CO2 molar inlet ratio of 3, 15 bars, 300˝C and 2000 Nml/gcat/h, with 4% of N2;

• catalytic tests at different operating conditions.

Each test is run for 20 to 24 hours, so that stationary state is reached and enough liquid phase
is produced. Then, the system is put under N2 flow for 1 hour, so that all the liquid can be
collected in the cold trap. Finally, the liquid is collected by emptying the cold trap and the two
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phases are separated by decanting and respectively analysed. Operating conditions are then
changed to start a new test. Periodically, a test in reference conditions is performed to verify
that the catalyst is still active and in its stationary regime. Once the catalyst starts to lose its
activity, the reaction is stopped, the reactor is de-charged and a new campaign is started.

To obtain trusted and reliable results, every operating condition set should be repeated at
least twice. However, considering that each test requires at least 24 hours, it was not possible to
repeat each condition more than one time. For some of them, a short experiment (2 to 3 hours)
was conduced, waiting for the stationary state to be reached and analysing only the gaseous
phase.

Uncertainties were calculated as standard deviations on the average values. For conditions
that were not repeated, standard deviations of the reference point were applied. Table 2.3 reports
the values of standard deviations calculated on the mole flows of each compound considered for
the tests in reference conditions. We can observe that the highest standard deviation is the
one relative to H2 because of the way H2 mass is estimated, as explained above. All the other
standard deviations are ă1%, indicating the good repeatability of the experiments.

Table 2.3: Standard deviations (absolute) calculated on mole flows of each compound considered
for the tests in reference conditions. Values that equal zero represent non detected compounds
in that particular test.

C4.6-P1 C4.7-P1 C6.1-P1 C5.1-P1 C5.2-P1 Standard deviation
[mol/h] [mol/h] [mol/h] [mol/h] [mol/h] [%]

N2 1.23x10´2 1.32x10´2 1.32x10´2 1.33x10´2 1.33x10´2 0.04%
H2 3.35x10´1 3.39x10´1 1.74 2.65x10´1 2.67x10´1 64.49%
H2O 4.57x10´2 4.66x10´2 3.21x10´2 3.93x10´2 3.49x10´2 0.64%
CO2 5.43x10´2 5.39x10´2 5.73x10´2 5.52x10´2 5.62x10´2 0.14%
CO 2.66x10´3 2.96x10´3 2.64x10´3 2.90x10´3 3.52x10´3 0.04%
CH4 1.78x10´3 1.73x10´3 2.28x10´3 2.65x10´3 1.93x10´3 0.04%
C2,“ 6.87x10´4 6.47x10´4 6.77x10´4 8.53x10´4 5.64x10´4 0.01%
C2,´ 1.13x10´4 1.05x10´4 1.20x10´4 1.47x10´4 1.03x10´4 0.00%
C3,“ 5.95x10´4 5.52x10´4 5.88x10´4 7.23x10´4 4.59x10´4 0.01%
C3,´ 8.13x10´5 7.77x10´5 8.54x10´5 9.61x10´5 6.37x10´5 0.00%
C3 2.00x10´5 1.48x10´5 0 1.90x10´5 1.79x10´5 0.00%
C4,“ 3.42x10´4 3.18x10´4 3.32x10´4 4.01x10´4 2.50x10´4 0.01%
C4,´ 5.51x10´5 5.25x10´5 5.58x10´5 6.28x10´5 4.10x10´5 0.00%
C4,oth 0 0 0 0 0 0.00%
C5,“ 1.94x10´4 1.68x10´4 1.82x10´4 2.25x10´4 1.40x10´4 0.00%
C5,´ 3.37x10´5 3.20x10´5 3.19x10´5 3.81x10´5 2.53x10´5 0.00%
C5,oth 2.73x10´5 1.91x10´5 2.23x10´5 3.01x10´5 1.77x10´5 0.00%
C6,“ 9.24x10´5 8.29x10´5 7.02x10´5 1.06x10´4 5.49x10´5 0.00%
C6,´ 1.47x10´5 1.38x10´5 1.25x10´5 1.58x10´5 9.67x10´6 0.00%
C6,oth 7.88x10´5 1.29x10´5 1.69x10´4 2.54x10´4 1.52x10´4 0.01%
C7,“ 8.72x10´5 2.93x10´5 2.71x10´5 5.86x10´5 3.24x10´5 0.00%
C7,´ 2.16x10´5 5.36x10´6 5.68x10´6 4.77x10´6 6.41x10´6 0.00%
C7,oth 3.89x10´5 1.11x10´5 5.60x10´6 2.49x10´5 1.41x10´5 0.00%
C8,“ 6.82x10´5 2.74x10´5 1.32x10´5 3.38x10´5 2.21x10´5 0.00%
C8,´ 1.29x10´5 4.41x10´6 3.10x10´6 6.57x10´6 5.23x10´6 0.00%
C8,oth 4.21x10´5 1.11x10´5 4.24x10´6 2.06x10´5 1.18x10´5 0.00%
C9,“ 5.56x10´5 2.17x10´5 1.11x10´5 2.35x10´5 2.25x10´5 0.00%
C9,´ 1.14x10´5 1.48x10´7 1.78x10´6 3.88x10´6 3.88x10´6 0.00%
C9,oth 4.58x10´5 1.38x10´5 4.22x10´6 7.54x10´5 1.23x10´5 0.00%
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C10,“ 4.14x10´5 1.53x10´5 6.45x10´6 2.41x10´5 1.48x10´5 0.00%
C10,´ 1.20x10´5 4.17x10´6 2.24x10´7 2.52x10´6 4.43x10´6 0.00%
C10,oth 4.51x10´5 1.15x10´5 6.26x10´6 6.44x10´5 1.18x10´5 0.00%
C11,“ 3.29x10´5 1.22x10´5 6.11x10´6 1.15x10´4 1.25x10´5 0.00%
C11,´ 9.33x10´6 2.48x10´6 1.36x10´6 3.52x10´5 2.72x10´6 0.00%
C11,oth 3.31x10´5 6.58x10´6 2.96x10´6 2.28x10´4 3.01x10´5 0.01%
C12,“ 2.81x10´5 8.37x10´6 4.23x10´6 1.34x10´4 8.15x10´6 0.01%
C12,´ 7.60x10´6 2.08x10´6 1.09x10´6 3.48x10´5 2.06x10´6 0.00%
C12,oth 2.61x10´5 4.66x10´6 2.93x10´6 1.34x10´4 4.97x10´6 0.01%
C13,“ 1.84x10´5 6.22x10´6 3.39x10´6 1.09x10´4 6.46x10´6 0.00%
C13,´ 5.64x10´6 1.48x10´6 9.64x10´7 3.72x10´5 1.62x10´6 0.00%
C13,oth 1.88x10´5 3.18x10´6 1.64x10´6 8.88x10´5 3.09x10´6 0.00%
C14,“ 1.44x10´5 4.78x10´6 2.58x10´6 9.58x10´5 5.31x10´6 0.00%
C14,´ 4.51x10´6 1.16x10´6 7.19x10´7 2.48x10´5 1.34x10´6 0.00%
C14,oth 1.31x10´5 2.27x10´6 1.24x10´6 6.67x10´5 2.42x10´6 0.00%
C15,“ 1.10x10´5 3.41x10´6 1.97x10´6 7.18x10´5 4.31x10´6 0.00%
C15,´ 4.18x10´6 1.01x10´6 5.97x10´7 2.08x10´5 1.15x10´6 0.00%
C15,´ 9.31x10´6 1.49x10´6 8.23x10´7 4.61x10´5 1.51x10´6 0.00%
C16,“ 8.36x10´6 2.66x10´6 1.61x10´6 5.26x10´5 3.47x10´6 0.00%
C16,´ 3.54x10´6 7.50x10´7 4.91x10´7 1.56x10´5 1.10x10´6 0.00%
C16,oth 6.13x10´6 9.83x10´7 5.80x10´7 3.06x10´5 1.20x10´6 0.00%
C17,“ 6.58x10´6 2.05x10´6 1.30x10´6 3.96x10´5 2.84x10´6 0.00%
C17,´ 2.80x10´6 6.06x10´7 4.00x10´7 1.19x10´5 8.86x10´7 0.00%
C17,oth 4.37x10´6 4.26x10´7 2.91x10´7 2.33x10´5 1.02x10´6 0.00%
C18,“ 5.54x10´6 1.62x10´6 1.07x10´6 2.74x10´5 2.34x10´6 0.00%
C18,´ 2.35x10´6 5.61x10´7 3.36x10´7 9.07x10´6 7.07x10´7 0.00%
C18,oth 3.12x10´6 3.01x10´7 1.47x10´6 1.65x10´5 6.32x10´7 0.00%
C19,“ 4.41x10´6 1.29x10´6 7.59x10´7 2.19x10´5 1.98x10´6 0.00%
C19,´ 1.89x10´6 3.68x10´7 2.34x10´7 7.24x10´6 6.18x10´7 0.00%
C19,oth 2.27x10´6 1.92x10´7 0 1.27x10´5 2.35x10´7 0.00%
C20,“ 5.47x10´6 1.01x10´6 6.28x10´7 1.80x10´5 1.71x10´6 0.00%
C20,´ 0 3.14x10´7 1.88x10´7 6.07x10´6 5.23x10´7 0.00%
C20,oth 1.66x10´6 1.52x10´7 0 1.02x10´5 1.81x10´7 0.00%
C21,“ 4.33x10´6 7.98x10´7 5.41x10´7 1.48x10´5 1.44x10´6 0.00%
C21,´ 0 3.07x10´7 1.85x10´7 5.28x10´6 4.30x10´7 0.00%
C21,oth 1.24x10´6 5.38x10´8 0 2.09x10´5 1.11x10´7 0.00%
C22,“ 3.70x10´6 6.42x10´7 4.62x10´7 4.65x10´6 1.21x10´6 0.00%
C22,´ 0 3.06x10´7 1.69x10´7 4.40x10´7 3.83x10´7 0.00%
C22,oth 8.44x10´7 5.27x10´8 2.14x10´8 1.69x10´5 4.32x10´8 0.00%
C23,“ 2.83x10´6 5.00x10´7 3.96x10´7 4.05x10´6 1.01x10´6 0.00%
C23,´ 0 2.48x10´7 1.50x10´7 3.52x10´7 3.31x10´7 0.00%
C23,oth 5.19x10´7 5.75x10´8 0 1.34x10´5 4.16x10´8 0.00%
C24,“ 2.27x10´6 3.91x10´7 4.96x10´7 3.72x10´6 8.17x10´7 0.00%
C24,´ 2.86x10´7 2.21x10´7 0 8.78x10´7 2.74x10´7 0.00%
C24,oth 2.12x10´7 5.02x10´8 0 3.30x10´6 0 0.00%
C25,“ 2.34x10´6 5.13x10´7 4.32x10´7 6.28x10´6 6.24x10´7 0.00%
C25,´ 0 0 0 3.00x10´6 2.26x10´7 0.00%
C25,oth 5.02x10´7 4.68x10´8 0 3.63x10´6 0 0.00%
C26,“ 1.88x10´6 3.96x10´7 3.64x10´7 4.76x10´6 4.52x10´7 0.00%
C26,´ 0 4.21x10´8 0 2.68x10´6 1.93x10´7 0.00%
C27,“ 1.37x10´6 2.87x10´7 3.08x10´7 3.22x10´6 3.24x10´7 0.00%
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C27,´ 0 0 0 2.34x10´6 1.68x10´7 0.00%
C28,“ 1.15x10´6 2.11x10´7 2.58x10´7 0 2.43x10´7 0.00%
C28,´ 4.80x10´7 3.47x10´8 0 0 1.54x10´7 0.00%
C29,“ 9.99x10´7 1.29x10´7 2.16x10´7 0 1.98x10´7 0.00%
C29,´ 4.28x10´7 3.25x10´8 0 0 1.52x10´7 0.00%
C30,“ 9.99x10´7 7.98x10´8 0 0 0 0.00%
C30,´ 0 2.92x10´8 0 0 0 0.00%
C1,OH 8.44x10´5 1.01x10´4 3.28x10´5 2.05x10´4 1.56x10´4 0.01%
C2,OH 2.62x10´4 2.31x10´4 1.57x10´4 6.57x10´4 1.35x10´4 0.02%
C3,OH 5.69x10´5 4.77x10´5 5.05x10´5 1.06x10´4 4.33x10´5 0.00%
C4,OH 6.50x10´6 5.19x10´6 2.51x10´6 1.04x10´5 2.34x10´6 0.00%
C5,OH 1.69x10´6 0 1.27x10´6 4.20x10´6 3.54x10´6 0.00%
C6,OH 0 0 9.63x10´7 3.00x10´6 6.74x10´7 0.00%
C2,COOH 1.86x10´4 2.45x10´4 4.14x10´5 1.82x10´4 1.09x10´4 0.01%
C3,COOH 3.87x10´5 4.84x10´5 1.17x10´5 3.44x10´5 2.28x10´6 0.00%
C4,COOH 3.36x10´5 3.89x10´5 8.40x10´6 2.72x10´5 8.39x10´6 0.00%
C5,COOH 8.86x10´6 9.38x10´6 4.36x10´6 6.70x10´6 0 0.00%
C6,COOH 2.43x10´6 2.37x10´6 0 9.79x10´6 0 0.00%
C2,CHO 2.57x10´5 2.46x10´5 5.59x10´5 2.52x10´5 1.20x10´5 0.00%
C4,CHO 0 0 3.20x10´5 0 0 0.00%
C5,CHO 0 0 7.07x10´6 0 0 0.00%
C2,CO 4.62x10´5 4.43x10´5 1.25x10´5 7.33x10´5 4.33x10´5 0.00%

2.3.3.1 Verifying that kinetic regime is dominant.

In order to determine the intrinsic kinetics of the reaction, it is necessary to work in the con-
ditions where the kinetic regime is dominant. That means that inter-phase and intra-phase
concentration and temperature gradients need to be absent, the reactor has to be in isothermal
conditions and the flow pattern has to be ideal.

Isothermality of the reactor. The isothermality of the reactor is verified experimentally.
A typical axial temperature profile along the reactor during stationary regime can be found in
Fig. 3.12. It can be observed that the maximum measured ΔT is ă5˝C, thus the reactor can be
considered isothermal.

Plug-flow operation. To ensure a plug-flow pattern, axial dispersion should be excluded.
To verify the absence of axial dispersion, the Mears and Gierman criterion (Mears, 1971b;
Gierman, 1988) is used (Eq. 2.12):

Lbed

dP
ąą 8

Bo
n ln

ˆ
1

1 ´ χCO2

˙
(2.12)

where Bo is the Bodenstein number, defined as in Eq. 2.13 and calculated from the correlation
of Eq. 2.14. (Wakao et al., 1979)

Bo “ u0dP
DCO2,ax

(2.13)

1

Bo
“ εbedDCO2,m

τbeddPu0
` 0.5 (2.14)

The estimation of diffusion coefficients is described in Appendix C. Table 2.4 reports the values
of calculated criteria for CO2 in reference conditions, showing that the calculated values are far
from the limit ones and thus plug-flow operation is allowed.
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Absence of diffusion limitations. The absence of diffusional limitations were verified
by the use of several criteria developed for catalytic reactions in fixed bed reactors. The gen-
eral condition for considering that transport limitations are negligible is that the effect on the
concentration gradient is less than 5%.

To verify that internal mass transfer limitations can be neglected, the Weisz-Prater criterion
(Froment, 1962) was used. The Weisz modulus Φ is calculated from Eq. 2.15 as an estimation
of the extent of the mass diffusion limitation in the catalyst pores.

Φ “
ˆ
n ` 1

2

˙ Robs
v,CO2

ˆ
dP
6

˙2

DCO2,effC
p
CO2

(2.15)

The description of the estimation of the diffusion coefficient and the values of parameters used
for the calculation of the criterion are reported in Appendix C. The deviation due to internal
limitation is less than ă5% if Φ ă 0.08, as it is the case for our system (see Table 2.4).

To verify that external mass transfer limitations can be neglected, the Mears criterion (Mears,
1971a) is used. The Carberry number Ca is calculated from Eq. 2.16 as an estimation of the
extent of mass transfer limitation over the gaseous film that surrounds the catalyst particles.

Ca “ Robs
v,CO2

kG,CO2asCCO2,b
(2.16)

The estimation of the external mass transfer coefficient is described in Appendix C. The external
mass transfer is considered negligible, as the Ca number is ă 0.05{n (see Table 2.4), indicating
that the resistance due to external mass transfer is less than 5% of the resistance due to chemical
reaction.

To verify that external heat transfer limitations can be neglected, the Mears criterion (Mears,
1971a) is used. It consists of calculating the temperature difference over the film that surrounds
the catalytic particles according to Eq. 2.17:

ΔTfilm “ Robs
v,CO2 |ΔHr| dP

6kt
(2.17)

The estimation of the external heat transfer coefficient is described in Appendix C. The ex-
ternal heat transfer is considered negligible, as ΔTfilm respects the condition to be lower than
p0.05RT 2

Gq{Ea (see Table 2.4).
To verify that internal heat transfer limitations can be neglected, the Mears criterion (Fro-

ment, 1962) was used. It consists of calculating the temperature difference between catalytic
particle surface and particle center, according to Eq. 2.18:

ΔTint “ Robs
v,CO2 |ΔHr| d2P

60λP
(2.18)

The estimation of the particle thermal conductivity λP is described in Appendix C. The internal
heat transfer is considered negligible, as the ΔTint is ă p0.05RT q{Ea as required from the
criterion (see Table 2.4).

Finally, the radial heat transport limitation in the catalyst bed is verified according to the
following criterion (Mears, 1971a):

ΔTrad “ Robs
v,CO2 |ΔHr| p1 ´ εbedq p1 ´ bq d2r

32αbed
(2.19)

The estimation of the effective radial thermal conductivity in the bed αbed is described in Ap-
pendix C. The radial heat transfer is considered negligible, as the ΔTrad is ă p0.05RTwq{Ea as
required from the criterion (see Table 2.4).
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Table 2.4 reports values of calculated criteria for the compound CO2 in reference condi-
tions and their corresponding limit values. Detailed procedure followed for the estimation of
criteria, as well as values of criteria obtained in the other operating conditions are reported in
Appendix C.

Table 2.4: Calculated values of criteria used to verify that kinetic regime is dominant. Values
are referred to experiments in reference conditions and to the reactant CO2.

Criterion Value Limit value
External mass transfer Ca 2.01x10-4 ă 0.16
Internal mass transfer Φ 1.81x10-4 ă 0.08
Axial dispersion Lbed{dp 731.71 ą 1.12
External heat transfer ΔTfilm 1.03x10-1 ă 8.64
Internal heat transfer ΔTint 6.14x10-4 ă 8.64
Radial heat transfer ΔTrad 7.90x10-4 ă 8.64

2.4 Modification of the experimental set-up for liquid co-feeding.

Water is one of the co-products of this reaction and it is believed to be one of the causes of
deactivation of potassium-promoted iron catalysts, because of the tendency of water to promote
oxidation of iron carbides and metallic iron. (Pendyala et al., 2010; Satterfield et al., 1986) The
role of water on iron catalyst deactivation has been widely investigated for the FT reaction from
syngas (Pendyala et al., 2010; Satterfield et al., 1986), but no studies exist at our knowledge for
the CO2 hydrogenation.

During our experimental study, it was observed that the catalyst was deactivated by high
temperatures, by high τmod and by long run times. The cause of deactivation could be related
- at least partially - to the exposition to high partial pressure of water. Thus, an experimental
investigation of the effect of water on the catalyst deactivation could give interesting insights
about reaction mechanism and catalyst deactivation.

Moreover, to gain further understanding of the reaction mechanism, investigation of the role
of 1-alkenes and alcohols would be relevant. For the FT reaction from syngas, many studies
have been performed with co-injection of ethylene or longer α-olefins and ethanol in the feed
gas. (Boelee et al., 1989; Muleja et al., 2019; Gaube and Klein, 2008; Kummer and Emmett,
1953) However, at our knowledge, no studies with co-injection of the above cited compounds
exist for the CO2 hydrogenation over iron catalysts.

Thus, the experimental set-up described above was modified for the campaign of experiments
with co-feeding of liquids. The objectives of these experiments were:

• to study the effects of alcohols injection in the feed on the catalytic performances to
understand their role in the reaction mechanism;

• to investigate the role of water in catalytic deactivation.

Study with α-olefins could not be performed because of technical issues due to the compatibility
of materials.

A flow diagram of the experimental bench with liquid injection system is shown in Fig-
ure 2.10. A stainless steel syringe (19) with a volume of 8 ml is used to fill up a reservoir (21)
with the liquid of interest. The reservoir can be isolated thanks to two valves (21) and it can
be pressurised with N2. The liquid flow is then regulated with a thermal liquid mass flowmeter
provided by Bronkhorst (23), able to regulate until 0.9 g/h (referred to water flow) and suitable
to work with water and ethanol. The liquid flow passes through an electric resistance (24) reg-
ulated at 300˝C where the liquid is vaporized. The obtained gas is then mixed with the other
feed gases before entering the reactor.
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Figure 2.10: Process flow diagram of the experimental set-up. 1. Flows controller; 2. Check
valves; 3. Three-way globe valve; 4. Security valve; 5. Pressure indicator; 6. Heater; 7. Fixed-
bed reactor; 8. Temperature indicator; 9. Electric resistance; 10. Temperature controller; 11.
Thermoregulated bath (water+ethylene glycol); 12. Cold trap; 13. Membrane pressure regula-
tor; 14. Needle valve; 15. Bleed valve; 16. Coriolis mass flowmeter; 17. Gas chromatogram; 18.
Rotameter; 19. Injection syringe; 20. Globe valve; 21. Liquid reservoir; 22. Three-way valve;
23. Liquid mass flow controller; 24. Electric resistance.

It is important to highlight that this system is not optimal: the electric resistance can give
an uneven vaporization of the liquid, especially for large flows, leading to an uneven flow of gas.
Moreover, both water and ethanol are almost completely condensed in the cold trap and thus
collected only as liquid products at the end of the experiment. Thus, it is not possible to follow
their concentration in real time, meaning that we do not really know what happens with the
liquid injection and during the reaction.

The C and total mass balances for experiments with liquid flows until 0.50 gH2O,eq/h are
closed within an error ă15%, that we consider acceptable. For experiments conducted with
higher flows, the error on C balance was ą30%, indicating that the liquid vaporization was
probably not uniform, thus these results were discarded.

2.5 Experimental scale-up in a fixed-bed reactor with cooling
system.

2.5.1 Objectives.

The majority of the experimental studies conducted in literature for the CO2 hydrogenation
have been performed in lab-scale reactors. In this work, we are interested in developing a
reactor model and in simulating the global process, in order to estimate an energy efficiency. It
is thus necessary to have experimental data for the reaction performed in an upscaled reactor.
These data will be used to validate the mathematical model at reactor scale. Furthermore,
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the fixed-bed reactor used in CP2M has an important limit in the temperature regulation: the
reactor is placed in an oven and only the temperature of the oven can be regulated thanks to
electric resistances placed on the walls. The temperature inside the reactor is measured by a
thermocouple, but it cannot be regulated. The uniform distribution of the heat is assured by a
fan system. The reactor used for the experimental study at higher scale has a cooling system
that allows a better control of the reactor temperature. A cooling fluid circulates in the external
coating of the reactor, ensuring a more efficient evacuation of the heat produced by the reaction.

Another objective of these experiments is to investigate the role of CO when it is added to
a CO2/H2 mixture over Fe catalysts. The objective here is not to comprehensively investigate
the role of CO in hydrogenation reactions, which has already been extensively treated in liter-
ature (Riedel et al., 1999; Schulz et al., 1999; Visconti et al., 2016; Riedel et al., 2003), but to
understand if small contents of CO in the feed could influence the reaction performances. Fur-
thermore, the results obtained with CO co-injection will be used to verify if the kinetic model
developed is still valid for CO/CO2 mixtures and to understand the effect of CO for the study
of recycles at process scale.

2.5.2 Description of the experimental set-up.

The experimental set-up, named SynToMe, is available at Laboratoire Réacteurs et Procédés
(LRP) in CEA-LITEN. It is made of 5 parts:

1. gas feeding

2. compression system

3. reactor

4. condensation zone

5. analytic chain

A graphical description of the set-up is given in Figure 2.11.
The gas feeding zone includes five gas lines for CO2, H2, CO, CH4 and N2. Each line is

equipped with a check valve (1), a mass flow controller (2) and an electro-pneumatic valve (3).
Flow controllers work in given ranges: 0-30 Nl/min for Ar and H2, 0-15 Nl/min for CO2 and
CO and 0-5 Nl/min for CH4.

Inlet gases are fed into the compression system where the gas mixture can be compressed
at pressures until 100 bars. This system is made of a pneumatic air booster piston cylinder,
fed by the compressed air line. An upstream buffer volume of 1 l at 20 bars ensures the proper
functioning of flow-meters in continuous regime. A second buffer volume of 1 l at 100 bars is
placed downstream, to smooth out the piston mode operation. After compression, the gas flow
is measured by a Coriolis flow-meter (5) and the gas is heated up to the desired temperature
(between 200 and 300˝C) by passing through an electric resistance (6) before entering in the
reactor.

The reactor (8) consists in a stainless steel tube with inner diameter of 10.2 mm and a
total length of 400 mm. A thermocouple rod with external diameter of 2 mm containing 6
thermocouples is placed inside the reactor, allowing the measurement of the temperature axial
profile. The reactor configuration is shown in Figure 2.12. The reactor was filled with 13.3 g
of the above cited Fe-K/Al2O3 catalyst and two inert bed layers were created at the reactor
inlet and outlet with the same Al2O3 used as catalyst support. The reactor is equipped with
a temperature regulation system (9), allowing the flow of a heat-transfer fluid in the cooling
circuit of the reactor. The heat-transfer fluid is the thermofluid DW-Therm HT from Huber
Peter with a boiling point of 335˝C. Pressure is measured at the reactor inlet and outlet thanks
to pressure captors P1 and P2 (7 and 13).
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Figure 2.11: Process flow diagram of the SynToMe experimental set-up. 1) Check valve; 2) Mass
flow controller; 3) Electro-pneumatic valve; 4) Compression system; 5) Mass flow indicator; 6)
Pre-heater; 7) Pressure indicator; 8) Reactor; 9) Temperature regulation system; 10) Gas-oil
exchanger; 11) First separator; 12) Liquid reservoir; 13) Pressure indicator; 14) Heat exchanger;
15) Second separator; 16) Liquid reservoir; 17) Mass flow controller; 18) μ-GC; 19) Release
valve.

Figure 2.12: Reactor scheme used in the SynToME set-up.

Products are then passed through a two-step condensation system. The first condenser (10) is
a gas/oil exchanger, regulated at 150˝C, able to condense the heaviest hydrocarbons. These are
collected into a reservoir (22) with level detector and posed on a balance. This first condensation
step is not extremely useful for our experiments, since we did not produce high quantities of
heavy products. However, it is necessary to avoid condensation of waxes in the system pipes
that could cause plugging. The second condensation step (14) consists in a double-wall cylinder
where temperature is regulated at 2˝C, to condense water and light hydrocarbons. The actual
temperature of liquids condensed cannot be calculated, but the external wall temperature is
measured to be around 16˝C and the temperature of gases after the cyclone is measured to be
around 20˝C. Thus, the actual temperature of condensing liquid is supposed to be higher than
2˝C. Liquids are separated with a cyclone separator (15) and collected in a reservoir (16), posed
on a balance, so that liquid production can be quantified. The reservoir is emptied at the end
of every experiment. Products that do not condense, after measurement of the gas flow with a
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Coriolis flow-meter (17), are sent to a μ-GC system (18) allowing the measurement of the outlet
gas composition.

2.5.3 Analytic protocol and data exploitation.

The μ-GC system is equipped with two columns: a Supelco Mol Sieve 5A PLOT Capillary GC
column which is able to separate H2, N2, CH4 and CO; and an Agilent Plot U Capillary GC
column to separate CO2 and light hydrocarbons. Products are detected with TCD detectors. Ar
is used as vector gas for the first column in order to have a good sensitivity to H2 detection; He is
used for the second column. The μ-GC system does not allow the establishment of temperature
ramps, thus the analysis cannot detect hydrocarbons higher than C3. The analytic method for
the analysis of gaseous phase is described in Appendix B. As shown in Figure 2.13, representing
a typical gas-chromatogram of the experiments, only CO2, H2, N2, CO, CH4, C2H4, C2H6, C3H6

and C3H8 are clearly detected. Liquids were analysed with the same equipment and the same
procedure described before for the experiments conduced in CP2M.

Figure 2.13: Chromatograms of gaseous products detected with μ-GC system for Mol Sieve
column (left) and Plot U column (right).

Figure 2.14 shows the mass fraction of the hydrocarbons observed in the reactor outlet after
analysis of the three phases. It appears that the main part of the products from C3 to C9 were
lost during the analysis. Moreover, we observe much more paraffins than expected, especially
for high C number. This is due to the previous experiments conduced in the SynToMe set-up,
that led to the production of long-chain waxes. These products were condensed on the walls of
the pipes and the condenser. Our experiments, producing alcohols that act as solvents for these
waxes, led to the dissolution of these products into our reaction products, thus resulting in an
increase of the paraffins fraction in the liquid organic phase. These two opposite effects (the loss
of C3-C9 products and the increase of paraffin fraction from previous experiments) lead to very
low errors in the total mass balance and the C balance, as shown in Figure 2.15.

Despite the low error on total balances, we cannot consider this protocol to be accurate.
Moreover, our focus during these experiments was directed mainly on comparing the perfor-
mances of the cooled reactor with the lab-scale reactor. At this point, we already have all the
information needed to develop a kinetic model which is able to describe the products distribu-
tion. Thus, we neglect the hydrocarbons distribution and we only consider CO2 conversion and
CO and total hydrocarbons selectivity.

Mole flows of compounds (including H2) were calculated as previously described, from Eqs.
2.1 and 2.2. From mole flows, reactants conversion and CO selectivity were calculated according
to Eqs. 2.7-2.9.

In the case of CO co-feeding a global C conversion and CO conversion were also estimated



2.5. Experimental scale-up in a fixed-bed reactor with cooling system. 97

Figure 2.14: Mass fraction of olefins, paraffins and oxygenates as function of C number, observed
at the reactor outlet.

Figure 2.15: Total mass balance and C mass balance between reactor inlet and outlet.

from Eqs. 2.20-2.21.

χC “ pFCO2,IN ` FCO,IN q ´ pFCO2,OUT ` FCO,OUT q
pFCO2,IN ` FCO,IN q (2.20)

χCO “ FCO, IN ´ FCO,OUT

FCO,IN
(2.21)

2.5.4 Operating conditions.

The experimental conditions adopted for this study are reported in Table 2.5. Contact time
was varied by changing the GHSV between 2700 and 10100 Nml/gcat/h. Moreover, CO co-
feeding effects were investigated by varying its inlet composition between 1 and 5%. Point 1 of
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Table 2.5 represents the reference conditions. It was not possible to use the same conditions as
in the previous experimental study (GHSV=2000 Nml{g{h), because of intrinsic limitations of
the experimental set-up. The minimum theoretical mass flow that can be set in the system is
in fact equal to 0.2 g/min, which corresponds to a GHSV of about 1100 Nml{g{h. However the
set-up is adapted to work at 60 bars, thus when it works at 15 bars it is far from its optimum
working window. The actual minimum mass flow that we were able to set was 0.46 g/min that
corresponds to a GHSV of 2700 Nml{g{h. This problem could of course be prevented by using a
greater quantity of catalyst in the reactor, but at this point of the study we did not have more
catalyst left and synthesize another batch of catalyst would have required preliminary tests to
verify that the catalyst activity was repeatable and comparable to the one of the previously
used batch. When the flow was regulated in order to have a GHSV of 6735 Nml{g{h, the system
stabilised much faster, thus this GHSV was chosen as reference condition.

For each experimental point, kinetic regime conditions were verified by using the same criteria
as in Section 2.3.3.1.

Table 2.5: Operating conditions applied for the experiments in the CEA bench.

Condition GHSV T ptot pH2 pCO2 pN2 pCO CO{pCO ` CO2q
[Nml{g{h] [˝C] [bar] [bar] [bar] [bar] [bar] [-]

1 6735 300 15 10.125 3.375 1.5 0.00 0
2 2700 300 15 10.125 3.375 1.5 0.00 0
3 10100 300 15 10.125 3.375 1.5 0.00 0
4 6735 300 15 10.125 3.075 1.5 0.30 0.91
5 6735 300 15 10.125 2.625 1.5 0.75 0.78
6 6735 300 15 10.125 1.875 1.5 1.50 0.84

2.6 Conclusions.

The main part of the experimental study was focused on studying the reaction in lab-scale fixed-
bed reactor with the objective to investigate the effects of operating parameters and to collect
enough experimental points to develop a kinetic model. We have dedicated significant effort to
the development of an analytic protocol that allows an accurate analysis of the distribution of
products obtained from the reaction. Product obtained in liquid phase, especially in water phase,
are generally neglected in literature. However, we have shown that oxygenates products found
in the water phase cannot be neglected, as they represent a significant fraction of the obtained
hydrocarbons. Performing a detailed analysis of the products implies though to increase the
reaction duration, as the catalyst is not very productive towards the formation of long chain
hydrocarbons and enough time has to be waited before having enough liquid to analyse. We
have found that performing tests of about 20 hours was the good compromise between reaction
time and analysis accuracy. This of course reduced the number of experimental tests that could
be performed. Nevertheless, we could still collect enough experimental data to develop detailed
kinetic models that will be treated in the next chapters.

The experimental studies with liquid co-feeding and in the cooled reactor have to be consid-
ered as more preliminary, because of matters of timing and equipments. The water and ethanol
co-feeding studies were performed to understand the role of water in the catalyst deactivation
and to understand the role of alcohols in the reaction mechanism. The injection system though
was not optimal and it could only work for small flows. Despite that, we were able to obtain
some reasonable results that could be the base for future investigation. Few experimental con-
ditions were tested in the upscaled reactor, because of a matter of timing and of not optimal
dimensioning of the set-up for the purpose of the experiments. We could still obtain enough
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experimental data to validate our reactor model and to have some information about the effects
of CO when added to CO2/H2 mixtures.

The experimental results obtained will be shown and discussed in the next chapter.
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CHAPTER 3

Results of the experimental kinetic study.

3.1 Introduction.

As mentioned before, to develop a kinetic model of the CO2 hydrogenation, it is primary to
understand how the reaction behaves experimentally. We have thus conducted an experimental
study in a lab-scale reactor according to the procedure explained in the previous Chapter. Here,
we focus on the results of this study.

The objectives of this Chapter are focused on providing information about the catalytic
behaviour, studying the catalytic performances in different operating conditions and analysing
the properties of the catalyst before and after the reaction. Moreover, in this Chapter we
aim at understanding how different operating conditions - such as contact time, temperature,
total pressure and H2/CO2 ratio - can influence the CO2 conversion and the hydrocarbons
distribution. Furthermore, the results of the experimental study with co-injection of ethanol and
water to the reactor feed are analysed, with the aim to understand the role of these compounds in
the reaction mechanism. We will conclude with the experimental results obtained when scaling-
up the system to a cooled reactor, with the aim to compare these results with those obtained
in the lab-scale reactor.

All these data can provide significant information about the reaction mechanism, allowing
to investigate eventual ways to improve the reaction performances. As a second purpose, these
data will be used for the validation of the kinetic models and reactors models that have been
developed and will be explained in the following Chapters.

3.2 Catalyst characterization.

As described before, the obtained catalyst was characterized by different techniques to obtain
information about its composition, its textural properties and its crystallite structure.

3.2.1 Textural properties and particle size.

Textural properties were obtained by BET and BJH analysis. The typical N2 adsorption-
desorption isotherm and the corresponding pore size distribution are shown in Figure 3.1 for the
fresh catalyst. The isotherm is a type IV, indicating a mesoporous structure, with average pore
size of the order of 10 nm. Table 3.1 reports the obtained properties for the catalyst in its fresh,
reduced and used forms, as well as for the alumina support. The support has a BET surface
area of 205 m2/g and average pore diameter of 9.2 nm. Impregnation of the support with Fe
and K precursors led to an important decrease of the porosity, with BET surface decreased to
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86 m2/g and pore diameter reduced to 7 nm. This is caused by the coverage of active metals
on the surface of the alumina support. Reduction of the catalyst and then use in the reaction
led to a further decrease of the BET surface area, probably caused by sintering or by carbon
deposition on the catalyst surface as previously reported by Riedel et al. (Riedel et al., 2003)

Figure 3.1: N2 adsorption-desorption isotherm and corresponding pore size distribution for the
fresh catalyst.

Table 3.1: Textural properties of the catalyst in its different synthesis phases.

Surface area Average pore diameter Pore volume
[m2{g] [nm] [cm3{g]

Support 205 9.2 0.44
Fresh catalyst 86 7.1 0.21
Reduced catalyst 75 10.6 0.20
Spent catalyst 43 8.1 0.14

Particle size was measured with laser granulometry. Figure 3.2 shows the typical size dis-
tribution obtained for the fresh catalyst. The main peak is observed around 150 μm. Another
minor peak is observed at smaller particle size (around 25 μm). In Table 3.2 values of average
particle diameter are reported for fresh, reduced and spent catalysts. Average particle diameter
decreased from 150 to 139 μm after impregnation of the support and then further decreased after
reduction to 126 μm. After the reaction, no significant changes in particle size are observed.
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Figure 3.2: Particle size distribution obtained by laser granulometry for the fresh catalyst.

Table 3.2: Average particle size of the catalyst in its different synthesis phases.

Average particle size
[μm]

Support 150
Fresh catalyst 139
Reduced catalyst 126
Spent catalyst 124

3.2.2 Reduction behaviour.

The reduction behaviour of the catalyst has been studied by Temperature Programmed Reduc-
tion (TPR) under H2 flow and it is shown in Figure 3.3. The phase transition during TPR

Figure 3.3: H2-TPR profile of fresh catalyst.

process for iron oxides is likely to be Fe2O3 Ñ Fe3O4 Ñ FeO Ñ Fe. (Xie et al., 2017; Wan et al.,
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2007) However, interactions of Fe with the alumina support and the presence of K, that has a re-
duction promoting effect, can influence the reduction peaks. The reduction of hematite (Fe2O3)
to magnetite (Fe3O4) is generally reported at 350-380˝C but interactions with the support can
shift this peak towards higher temperatures. (Xie et al., 2017; Wan et al., 2007) Thus, the peak
at 482˝C is attributed to the reduction of Fe2O3 to Fe3O4, which is probably simultaneous to
the reduction of K2O, generally reported at temperatures between 450 and 500˝C. (Xie et al.,
2017) The peak at 572˝C is attributed to the reduction of magnetite to wustite (FeO), which is
generally observed at temperatures over 600˝C but that can be shifted to lower temperatures
because of interactions with K. (Gálvez et al., 2014) The last broad peak at about 725˝C is
attributed to the partial reduction of wustite to metallic iron. (Xie et al., 2017)

3.2.3 Thermogravimetric and elemental analysis.

Thermogravimetric analysis and elemental analysis have been performed over the same catalyst
sample, before and after the reaction. Figure 3.4 shows the mass loss profile of the samples with
increasing temperature.

Figure 3.4: Profile of mass loss for a fresh sample (before reaction) and a spent sample (after
reaction) measured during thermogravimetric analysis.

The total mass loss of the fresh and the spent samples are 16 and 28%, respectively. Two
gradual mass losses are observed for both samples during the two temperature ramps (between
60 and 200˝C and then between 250 and 900˝C). These losses are probably due to the desorption
of water which is in part physisorbed on the sample and easily desorbed at low temperatures
and in part more strongly sorbed on the sample and desorbed at higher temperature (ą250˝C).
(Champon et al., 2019) The most important difference between the two samples is observed
between 200 and 250˝C where an important mass loss occurs for the spent sample, from 8% to
18%. The equipment used for the analysis was not coupled to a mass spectrometer, thus the
desorbed species could not be identified. However, we can suppose that this difference derives
from the desorption of the carbon adsorbed on the catalyst surface that was formed during the
reaction and that was not present on the fresh sample.

This assumption would explain the results obtained with the elemental analysis that allowed
the quantification of the elements C, H, N and S adsorbed on the catalyst surface. Figure 3.5
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reports the results of the elemental analysis on the fresh and spent samples (N and S were
measured in very small quantities, thus they are not reported here). We can observe that more
than 18% of the mass of the spent catalyst was represented by adsorbed C, while only 2% was
contained by the fresh sample. This is thus in accord with the supposition that the mass loss
observed on the spent sample between 200 and 250˝C is due to the desorption of C.

We can thus suppose that, during the reaction, carbon was adsorbed on the catalytic surface.
To study its chemical nature further analysis are needed.

Figure 3.5: Results of the elemental CHNS analysis for a fresh sample (before reaction) and a
spent sample (after reaction).

3.2.4 Phase and morphology.

The morphology of the catalyst was studied by X-ray diffraction and Mössbauer spectroscopy.

The patterns obtained by XRD are presented in Figure 3.6 for alumina support and fresh,
reduced and spent catalysts. Peaks at 36˝, 46˝ and 67˝ are typical of the γ-Al2O3 phase, used as
support, but a possible mixture of γ-Al2O3 and η-Al2O3 phases cannot be excluded. Anyhow,
the crystal phase of the support should not have strong influence on the catalytic activity. The
black line in Figure 3.6 shows the XRD pattern for the fresh catalyst. Peaks at 23.6˝, 33.2˝,
35.7˝, 49.1˝ and 54.2˝ correspond to a rhomboid hematite phase α-Fe2O3. Peaks at 19˝, 23˝,
29˝, 32˝, 34˝ and 41˝ suggest the presence of a K(NO3) orthorombic phase. This can seem a bit
unlikely, as nitrates should be eliminated during the calcination process. However, it has been
already observed before on catalysts with similar pore sizes. (Numpilai et al., 2019) Small pore
sizes were suggested to hinder the decomposition of K(NO3) to K2O. In our sample, we also
observed the presence of the K2O phase, represented by peaks at 27˝ and 39˝. The blue line in
Figure 3.6 shows the XRD pattern for the reduced catalyst. In the reduced catalyst, the main
phase observed is cubic metallic α-Fe(0), as demonstrated by the presence of peaks at 44.7˝ and
64.9˝. Finally, the XRD pattern of the used catalyst is characterized by the presence of multiple
peaks at 39.6˝, 43.9˝ and 44.5˝, typical of the monoclinic Hägg carbide phase χ-Fe5C2, often
observed in such catalytic processes. (Visconti et al., 2017; Hwang et al., 2019; Xie et al., 2017;
Kim et al., 2006) Table 3.3 shows the identified phases and the cell parameters obtained from
XRD. Crystallite sizes varies between 3 and 14Å.
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Figure 3.6: Patterns obtained from X-ray diffraction of alumina support (violet line), fresh
catalyst after calcination (black line), reduced catalyst (blue line) and spent catalyst (brown
line).

Table 3.3: Identified phases and corresponding cell parameters obtained from XRD.

Compound name Formula Lattice a b c α β γ Z
[Å] [Å] [Å]

Alumina, γ Al2O3

Alumina, η Al2.667O4 Cubic 7.9 8
Hematite Fe2O3 Rhomboid 5.0 13.8 6
Iron, α Fe Cubic 2.9 2
Hägg carbide, χ Fe2.5C Monoclinic 11.6 4.6 5.1 97.7 4
Potassium oxide K2O Cubic 6.4
Potassium nitrate, α KNO3 Orthorombic 10.8 13.4 6.4

Mössbauer spectroscopy has been simultaneously performed on the catalyst to study its
crystallite structure. It allows to detect amorphous phases that could be missed by XRD. The
Mössbauer spectra of fresh, reduced and spent catalysts are presented in Figure 3.7, while signal
analysis and attributions are reported in Table 3.4.

The fresh catalyst presents a doublet with a chemical shift of 0.442 mm/s and a quadrupole
splitting of 0.999 mm/s and a sextet with chemical shift of 0.459 and magnetic field of 513.5
kOe. The sextet can be attributed to the Fe(III) of hematite Fe2O3. (Greenwood and Gibb,
1971) The doublet is again attributed to Fe(III) but derives from a Fe2O3 superparamagnetic.
This is typical of small particles below 50-100 nm. (Greenwood and Gibb, 1971) The two phases
are present in the sample almost at the same concentration, indicating that all iron existing at
this stage is in Fe(III) form, confirming the observations of XRD.

In the reduced catalyst, we observe the appearance of a new sextet with hyperfine magnetic
field of 340.6 kOe and chemical shift of 0.102 mm/s. It is attributed to the metallic iron Fe(0).
The two Fe(III) phases observed in the fresh catalyst are still present but in lower quantities.
That means that the reduction process leads to a transition of hematite to metallic α-Fe which
becomes the dominant phase.

The signal of the spent catalyst is quite hard to elaborate, as different signals appear, meaning
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Figure 3.7: Results of Mössbauer spectroscopy for fresh catalyst after calcination (up), reduced
catalyst (center) and spent catalyst (down).

that a mixture of iron phases is present in the catalyst. The three sextets with hyperfine magnetic
fields at 249.5, 208.2 and 131.0 kOe and chemical shifts at 0.411, 0.322 and 0.384 are attributed
to the three different iron sites of the Hägg carbide phase χ-Fe5C2, which constitutes the 68%
of the sample. The doublet with chemical shift of 0.441 mm/s and quadropole splitting of
0.836 mm/s is attributed to Fe(III), while the doublet with chemical shift of 0.980 mm/s and
quadrupole splitting of 2.617 mm/s is attributed to Fe(II), meaning that iron oxides are also
present in the spent catalyst, possibly in the Fe3O4 species form, as previously reported in
literature. (Visconti et al., 2017; Hwang et al., 2019; Xie et al., 2017; Kim et al., 2006)

In conclusion, catalyst characterization by XRD and Mössbauer spectroscopy confirms that
different active phases are involved in the CO2 hydrogenation, as previously reported. (Riedel
et al., 2003; Gnanamani et al., 2013; Schulz et al., 2005, 1999; Visconti et al., 2017) It is generally
recognised that many types of active sites are involved in the catalysis of the CO2 hydrogenation
over Fe catalyst, as we will discuss later in this Chapter. The catalyst in its fresh form is
not active, as it contains only Fe2O3 which is believed to be inactive for this reaction. After
reduction, the main phase becomes the metallic α-Fe which is believed to be active only for the
secondary hydrogenations of olefins. Iron carbides are the active phase for the chain-growth and
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Table 3.4: Results of Mössbauer spectroscopy for fresh catalyst after calcination, reduced cata-
lyst and spent catalyst and attribution to the corresponding iron phase.

Signal δ ε Δ H R Attribution
[mm{s] [mm{s] [mm{s] [kOe] [%]

Fresh catalyst
doublet 1 0.442 0.999 52% Fe(III) of superparamagnetic Fe2O3

sextet 1 0.459 -0.103 513.5 48% Fe(III) of Fe2O3

Reduced catalyst
doublet 1 0.401 0.769 21% Fe(III) of superparamagnetic Fe2O3

sextet 1 0.102 0.001 340.6 67% α-Fe(0)
sextet 2 0.522 0 479.5 12% Fe(III) of Fe2O3

Spent catalyst
doublet 1 0.441 0.836 25% Fe(III)
doublet 2 0.980 2.617 7% Fe(II)
sextet 1 0.411 0 249.5 31% χ-Fe5C2

sextet 2 0.322 0 208.2 24% χ-Fe5C2

sextet 3 0.384 0 131.0 13% χ-Fe5C2

the CO conversion. We have observed this phase only in our spent catalyst and this suggests that
iron carbides are formed during the reaction. The catalyst thus needs to undergo a reorganisation
phenomenon so that the active phases are formed. We will discuss this phenomenon later in the
Chapter.

The morphology of the catalyst has also been studied by transmission electron microscopy.
Figure 3.8 shows the TEM images, while Figure 3.9 presents the EDS maps of the fresh, reduced
and spent catalysts, showing how K and Fe are dispersed on the catalytic surface. K seems to
be well dispersed on the support, while Fe appears in form of bigger agglomerates. Globally, we
can observe that the catalyst is extremely inhomogeneous and Fe dispersion is not optimal.

Some areas of the reduced catalyst present the formation of needle-shaped particles mainly
made of K, as shown in Figure 3.10. These are probably due to the formation of potassium
nitrate crystals, which would confirm the presence of the KNO3 phase observed by XRD. As the
TEM images have been obtained after many months from the catalyst synthesis, we do not know
whether these crystals formed during the ex-situ reduction step or later, during their exposure
to air for some months. If they are effectively formed during the reduction and thus they are
present in the catalyst that is used to catalyse the reaction, this K would not take part to the
catalysis of the reaction. Thus, this would explain why, while having a catalyst with higher K
content than expected (see next Section), the catalyst performances obtained were similar to
those reported in literature over catalysts with lower Fe/K content than ours.
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Figure 3.8: TEM images of fresh, reduced and spent catalysts.

Figure 3.9: EDS maps of fresh, reduced and spent catalysts.



112 Chapter 3. Results of the experimental kinetic study.

Figure 3.10: EDS maps of the reduced catalyst, showing the formation of K crystals.

3.2.5 Catalyst composition.

Catalyst composition was analysed by ICP-EOS analysis. Results are reported in Table 3.5.
According to the synthesis procedure followed, the expected K/Fe mass ratio is 0.35, with 20%
of Fe as mass fraction of the total alumina mass (or 16% as fraction of total catalyst mass).
Table 3.5 presents the results of the ICP analysis, shown as fraction of total catalyst mass. These
results show higher K/Fe mass ratios than expected (higher than 0.75), with higher fractions of
K and lower content of Fe lower than expected.

We do not have a certain explication for the observed result. We have analysed via ICP each
step of the synthesis protocol, but we have not observed any important losses of Fe during any
of the steps. Moreover, we have verified and checked many times the ICP analysis procedure
but we could not find any problem and the results were generally very reproducible. We are
not aware of eventual problems with this kind of analysis when used with elements such as K
and Fe and, on the contrary, this technique is one of the most reliable. However, the authors of
the paper whose synthesis procedure we have followed have not reported the results of an ICP
analysis of their catalyst (Kim et al., 2006), thus we have no reference to compare. One could say
that these results come from the high inhomogeneity of our catalyst, as we have observed with
TEM. However, the catalyst has been sieved and mixed before sending it to the ICP analysis
and the ICP results are too reproducible to conclude that the inhomogeneity is the cause.

One possible explication can derive from the observation of the significant decrease of specific
area after impregnation of the support and the morphology of the structure studied by TEM,
XRD and Mössbauer. The observed significant reduction in the specific surface area may indicate
the formation of large particles of iron oxide, or even gangue, that obstruct an important fraction
of the pores, therefore reducing the specific surface area. Moreover, after the catalyst particles
grinding, the material could become heterogeneous and form particles of iron oxide well dispersed
on the support, together with larger particles made of iron oxides and smaller particles made
of potassium nitrate or potassium oxide. It is possible that after sieving, a part of these larger
particles rich in iron are discarded and therefore some of the iron initially introduced in the
catalyst is lost. This has not been verified yet and still remains an hypothesis. To verify this
hypothesis, ICP of the catalyst before and after sieving is currently ongoing and could contribute
to confirm or exclude this hypothesis.

Table 3.5: Bulk composition of calcined and reduced catalysts. Values are intended as weight
fractions of the total mass.

Fe K K/Fe
[%wt] [%wt] [-]

Calcined catalyst 11.0 8.4 0.76
Reduced catalyst 13.6 10.5 0.77



3.3. Catalyst activation and stability. 113

We remind that the objective of this work is not to synthesize an optimal catalyst, as a
lot of effort has already been dedicated to this aim by different authors. Our purpose here
is to synthesize a catalyst that allows us to perform an experimental study, in order to gain
enough information to develop detailed models of the kinetics and of the reactor. Thus, we
have chosen a catalyst that seemed to have acceptable performances and at the same time to
be easy to synthesize. Its synthesis and reduction procedures were not optimized. Future works
should dedicate some effort to improve the synthesis procedure, so that better active elements
dispersion and homogeneity could be reached.

3.3 Catalyst activation and stability.

The first step of the study of the catalyst performances is to verify its long-term stability, to
check if deactivation phenomena occur. We have thus performed some tests where the pre-
reduced catalyst is loaded in the reactor and reference operating conditions (2000 Nml/gcat/h,
H2/CO2 ratio of 3, 15 bars and 300˝C) are applied for almost 300 hours.

Figure 3.11: a) Evolution of CO2 conversion and CO selectivity during the reaction. b) Evolution
of CH4, C2-C9 paraffins and olefins and C2+ oxygenates formation observed in gaseous phase
during the reaction. Fractions are calculated as mole fractions of CO-free total hydrocarbons.
c) Evolution of O/P and OX/P ratios in gaseous phase during the reaction. Results are referred
to reference reaction conditions (2000 Nml/gcat/h, H2/CO2 ratio of 3, 15 bars and 300˝C).

The catalytic performances of the catalyst during a long run are reported in Figure 3.11.
We can observe that during the first 45 hours the catalytic activity progressively increases: CO2

conversion progressively increases until a value of about 30% is reached at stationary state.
At low time on stream, CO results to be the main product, then its selectivity progressively
decreases until the value of 10% is reached in stationary conditions. Figure 3.11.b shows the
evolution of compounds in the gas phase during time on stream. Only gaseous phase is analysed
here, thus only products until 9 C atoms are included. We can observe that CH4 and paraffins
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formation decreases with time on stream, while olefins gradually increase until the value of 50%
at stationary state, becoming the main product of the reaction. Oxygenates fraction in gas phase
is very small, as they are almost completely condensed and thus detected in very small extent in
the gaseous phase. Anyway, a slight increase of their fraction in the gas phase is observed during
the first hours of reaction. The evolution of the olefins/paraffins and oxygenates/paraffins ratios
can give interesting insights about the reaction mechanism. It can be observed that both O/P
and OX/P ratios are low at the beginning of the reaction when paraffins are the main product
and then they gradually increase. The increase of OX/P ratio is a gradual process and its
stationary state is never reached during the experiment time.

These aspects suggest that the catalyst evolves during the reaction and that different ac-
tive sites are involved in the catalysis. This has been observed before by different authors.
(Schulz et al., 1999; Riedel et al., 2003; Schulz et al., 2005; Schulz, 2014) In particular, the
“self-organization” phenomenon has been reported as typical of iron catalysts during CO2 hy-
drogenation. During this process, the carbiding activity is dominant at the beginning of the
reaction and leads to the transition of metal iron into iron carbides, which represent the active
phase for the chain-growth reactions. Two other active sites are believed to be involved in the
reaction: the Fe3O4, responsible for the RWGS activity, and the Fe(0), responsible for the sec-
ondary hydrogenation reactions. At the beginning of the reaction, CO is observed to be the main
product, suggesting that the catalyst has a strong RWGS activity and thus the Fe3O4 is formed.
The presence of CO2 is supposed to reoxide the metallic iron to Fe3O4, so that RWGS activity
can be developed. The observed decrease of CO selectivity and the increase of hydrocarbons for-
mation indicate that, during the activation, the RWGS active sites are progressively converted
into iron carbides, so that the activity towards chain-growth and HCs formation are increased.
Moreover, the increase of the O/P ratio and the decrease of paraffins formation suggest that the
number of sites for secondary hydrogenation reactions of olefins decreases with time on stream,
reducing the formation of paraffins. Similar behaviours have been observed by other authors on
similar catalysts. (Visconti et al., 2017; Schulz, 2014)

After activation, stationary state is reached and a constant activity is maintained for an-
other 140 hours. After this working zone, the catalyst starts to present deactivation: the CO2

conversion is kept almost stable, but the CO selectivity starts to gradually increase. No sig-
nificant changes are observed in the hydrocarbons products distribution during deactivation.
This suggests that iron phases in the catalyst evolve and a re-oxidation of the Hägg carbide
into iron oxides is believed to occur and to be the cause of such a deactivation. (Zhang et al.,
2019) Thus, the catalyst loses its activity towards the formation of hydrocarbons, but not its
activity towards the RWGS and this is the reason why not significant changes are observed on
the CO2 conversion. The reason for such a loss of activity could be the high amount of H2O
at which the catalyst is exposed during the reaction and that favours iron carbides oxidation,
but further experiments have to be performed to better understand the catalyst deactivation.
Another explication could be the carbon deposition, favoured by the high K content of the cat-
alyst. Moreover, regeneration of the catalyst by re-reducing with H2 should be tested to see if
a recovery of the catalytic activity could be obtained.

Figure 3.12 shows the axial temperature profile measured during a long-time run in reference
conditions. The left graph refers to the activation (first 50 hours). The temperature increase
observed is due to the increase of the catalytic activity towards the exothermic FT reaction.
The graph on the right is referred to the stationary state and shows an almost constant profile
until time on stream of 200 hours. After that, we observe a slow shift of the temperature profile
towards lower temperatures, sign of a loss of activity for the FT reaction and to an increase
of the activity for the RWGS, which is endothermic. This is in agreement with the observed
catalyst deactivation previously described.

The catalytic performances obtained during the stationary state are discussed in the following
section.
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Figure 3.12: Axial temperature profile along the reactor as a function of time on stream (ToS).
On the left from 0 to 50 hours, on the right from 50 to 250 hours. Points represent measured
temperatures, lines are just for a better visualisation.

3.4 Activity at steady-state.

In the previous section, we have analysed the evolution of the catalytic activity during a reaction
of 300 hours, by focusing our attention on the phases of activation and deactivation. Here, we
analyse the performances obtained during the stationary state.

Table 3.6: Summary of catalytic performances of CO2 hydrogenation over a Fe-K/Al2O3 catalyst
at steady-state in reference conditions (GHSV of 2000 Nml/gcat/h, H2/CO2 ratio of 3, 15 bars
and 300˝C). Distribution of products are given as fractions among all the obtained hydrocarbons,
CO and water free.

Parameter Value Parameter Value
CO2 conversion 32% CH4 36%
CO selectivity 12% Paraffins C2 ´ C4 5%

Paraffins C5` 1%
O/P 6.22 Olefins C2 ´ C4 31%
OX/P 2.27 Olefins C5` 8%

CH3OH 2%
α1 0.58 Oxygenates C2 ´ C6 14%
α2 0.78 Others 2%

The catalytic performances obtained in reference conditions (GHSV of 2000 Nml/gcat/h,
H2/CO2 ratio of 3, 15 bars and 300˝C), once the stationary state has been reached, are sum-
marized in Table 3.6. In these conditions a CO2 conversion of about 30% and a CO selectivity
of 12% are obtained. These performances are in accordance with those reported in literature
for similar catalysts: CO2 conversion has been reported in the range of 30-40% and CO se-
lectivity between 7 and 42%. (Riedel et al., 1999; Hwang et al., 2001; Liu et al., 2018; Kim
et al., 2006; Xie et al., 2017; Lee et al., 2003) Among hydrocarbons, linear α-olefins are the
most abundant product, in particular the short-chains C2-C4 olefins fraction that represents the
31% of the obtained hydrocarbons. However, the 36% of products is represented by methane
that in these conditions is thermodynamically favoured. Linear paraffins represent only the 6%
of total products, while an important fraction of oxygenates (14%) is observed, mainly consti-
tuted by alcohols, carboxylic acids and aldehydes until 6 C numbers. The olefins/paraffins and
oxygenates/paraffins ratios are significantly higher than 1, indicating a low selectivity towards
paraffins formation, in favour of olefins and oxygenates. Methanol is observed in small quantities
(ă2%). Products labelled as others refer to compounds observed in very small quantities, such
as branched olefins, branched paraffins and aromatics.

The distribution of C1-C30 hydrocarbons is shown in Figure 3.13: the logarithm of the mole
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Figure 3.13: ASF distribution of C1-C30 products for the reaction in reference conditions (2000
Nml/gcat/h, H2/CO2 ratio of 3, 15 bars and 300˝C). zi is the mole fraction of products with i
carbon number among all hydrocarbons.

fraction of compounds with carbon number i is plotted as a function of the carbon number.
The ideal ASF distribution expects all the points to be on the same straight line, with slope α,
according to:

zi “ p1 ´ αqαi´1 (3.1)

However, we observe that long hydrocarbons (C7+) show a positive deviation from the ideal
ASF-distribution. Positive deviations of long hydrocarbons have been already observed for
Fischer-Tropsch synthesis over iron catalysts. (Donnelly et al., 1988; Donnelly and Satterfield,
1989; Dictor and Bell, 1986; Schliebs and Gaube, 1985) The cause is still not clear but different
interpretations have been given, such as the presence of different active sites (Donnelly et al.,
1988; Madon, 1981) or different reaction mechanisms. (Patzlaff et al., 1999) Over Ru and Co
catalysts, deviations of long hydrocarbons from the ideal ASF distribution were explained by re-
adsoprtion of 1-alkenes and their secondary hydrogenations. (Iglesia et al., 1991; Kuipers et al.,
1995; Schulz and Claeys, 1999) However, over iron-based catalysts, secondary hydrogenations of
1-alkenes were observed to be negligible (Patzlaff et al., 1999), thus the most likely interpretation
seems to be connected to the co-existence of different active sites and/or reaction mechanisms.
(Patzlaff et al., 2002)

The observed distribution can be modelled with a double-α ASF distribution, derived from
the superposition of two independent ASF distributions and characterised by two αs, one for
short products (C2-C7) and one for long-chain products (C8+). (Patzlaff et al., 1999) The
obtained values of α1 and α2, respectively 0.58 and 0.78, are in the range reported in literature
for CO2 hydrogenation. (Riedel et al., 2001; Kim et al., 2006).

Figure 3.14 shows the ASF distribution of C1-C30 hydrocarbons by product group: olefins,
paraffins, alcohols and acids. In this case, for each group, the ideal ASF distribution is used to
fit the experimental data (excluding C1) and a value of chain-growth probability α is estimated
for each group. Values of α obtained are reported in Table 3.7. From these values, it can be
observed that the chain-growth probabilities of olefins and paraffins are very close, suggesting
that their formations are competitive reactions that follow similar mechanisms. On the other
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Figure 3.14: ASF distribution of C1-C30 olefins, paraffins, alcohols and acids for the reaction in
reference conditions (2000 Nml/gcat/h, H2/CO2 ratio of 3, 15 bars and 300˝C). zi is the mole
fraction of products with i carbon number among all hydrocarbons. Dashed lines represent the
ideal ASF fit of the experimental points.

side, the chain-growth probabilities of oxygenate compounds are significantly lower, indicating
that a possible different mechanism is followed for their formation.

Table 3.7: Values of α estimated via the ideal ASF distribution for olefins, paraffins, acids and
alcohols.

Group α
OLEFINS 0.75
PARAFFINS 0.76
ACIDS 0.33
ALCOHOLS 0.15

Once studied the catalytic performances in reference conditions, we performed a parametric
study by varying different operating parameters (such as contact time, temperature, pressure
and H2/CO2 ratio). The results of this study are discussed in the next section.

3.5 Influence of operating parameters.

3.5.1 Effects of contact time.

The effect of contact time has been studied by varying the modified contact time τmod in the
range between 0.5 and 8 gcat.s/Nml. The results of the experiments conducted by varying the
contact time are reported in Figure 3.15. Until τmod of 4 gcat.s/Nml, increasing contact time led
to the increase of the CO2 conversion almost linearly with τmod, as expected. At the same time,
a progressive decrease of the CO selectivity is observed, suggesting that FT is a slow reaction
and increasing the contact time favours the conversion of CO towards the hydrocarbons. At
higher τmod, a decline of CO2 conversion and an increase of the CO selectivity were observed,
possibly due to deactivation of the catalyst caused by high water partial pressures, as already
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Figure 3.15: Effects of contact time on catalytic performances: a) CO2 conversion and CO
selectivity; b) distribution of hydrocarbon products, calculated as fraction of total hydrocarbons
obtained (CO-free); c) C2+ olefins/paraffins ratio and oxygenates/paraffins ratio; d) values of α1

and α2. Points represent experimental data, lines represent model results. Error bars indicate
standard deviations. Operating conditions: H2/CO2 ratio of 3, 15 bars, 300˝C, GHSV varied
between 800 and 7000 Nml/gcat/h and mass of catalyst between 1.8 to 3.8 g.

observed by Iglesias et al. (Iglesias Gonzalez et al., 2015)
Concerning the HCs distribution, we observe a gradual increase of the olefins fraction, espe-

cially the short chains, with a consequent increase of the O/P ratio when increasing τmod. For
τmod ă 2 g.s/Nml higher values of OX/P are observed, as well as higher fractions of oxygenates,
compared to the values for higher τmod, probably due to high incertitudes in the experimental
measures. No other evident effects of contact time are observed on hydrocarbons distributions
neither on the values of αs.

Figure 3.16 represents the evolution of CO and HCs selectivity as functions of the CO2

conversion. Extrapolation of the CO selectivity towards zero CO2 conversion results in values
equal to 1, indicating that HCs are mostly secondary products and that direct hydrogenation of
CO2 can be neglected, as already observed by Riedel et al. (Riedel et al., 2001) The formation
of CO as primary product can also explain the increase of CO selectivity when reducing the
contact time.
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Figure 3.16: Evolution of CO and HCs selectivity with CO2 conversion. Operating conditions:
H2/CO2 ratio of 3, 15 bars, 300˝C, GHSV varied between 800 and 7000 Nml/gcat/h and mass
of catalyst between 1.8 to 3.8 g. The dotted lines represent the predictions of the kinetic model,
described in the following chapter.

3.5.2 Effects of temperature.

The effect of temperature has been studied in the interval between 250˝C and 350˝C. The
results of the experiments conducted by varying the temperature are reported in Figure 3.17.
At 350˝C irreversible catalyst deactivation was observed, leading to important production of CO
and no more increase of the CO2 conversion. The deactivation mechanism at high temperatures
has been been ascribed in the literature to 3 common phenomena: coke deposition (favoured
by the high K content) and/or re-oxidation of carbides and/or sintering. (Riedel et al., 2001;
Iglesias Gonzalez et al., 2015) Further investigations have to be made in order to understand
which of those phenomena is involved here.

We can observe that an increase of temperature from 250˝C to 325˝C leads to a gradual
increase of CO2 conversion from 13% to 39% and to a decrease of CO selectivity from 47% to 9%,
as expected. In fact, higher temperatures allow to shift the RWGS equilibrium towards higher
CO2 conversion, leading to higher production of CO. At the same time at high temperatures,
the CO dissociation is favoured, resulting in higher rates of FT reaction.

Concerning the HCs distribution, we can observe that methane fraction is slightly decreased
when temperature is increased, while short olefins C2-C4 formation is increased. Longer chains
are formed to a lesser extent, indicating that at high temperatures the formation of long-chain
hydrocarbons becomes less important. Paraffinic fractions also decrease with increasing tem-
perature, leading to higher O/P and OX/P ratios at higher temperatures. The higher olefinic
content and the decrease of methane fraction when temperature is increased can be explained
by the lowering of H2/CO ratio due to the greater closeness to equilibrium of the RWGS at
higher temperatures.

The value of α2 seems to be less influenced by temperature changes than α1. This latter
gradually decreases when increasing temperature. This suggests that long chains could be
formed with a different mechanism than short chains, as previously proposed (Patzlaff et al.,
1999; Gaube and Klein, 2008) and as would be in agreement with the observed ASF distribution.
The mechanism that dominates the formation of short chains seems to be much more influenced
by the temperature.
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Figure 3.17: Effects of temperature on catalytic performances: a) CO2 conversion and CO
selectivity; b) distribution of hydrocarbon products, calculated as fraction of total hydrocarbons
obtained (CO-free); c) C2+ olefins/paraffins ratio and oxygenates/paraffins ratio; d) values of α1

and α2. Points represent experimental data, lines represent model results. Error bars indicate
standard deviations. Operating conditions: H2/CO2 ratio of 3, 15 bars, GHSV 2000 Nml/gcat/h
and temperature varied between 250 and 350˝C.

3.5.3 Effects of inlet H2/CO2 molar ratio.

The effect of the stoichiometry of the reaction, expressed as H2/CO2 molar ratio at the reactor
feed, has been investigated by varying this ratio between 3 and 24. The results reported in
Figure 3.18 show that the increase of the H2/CO2 ratio leads to an important increase of the
CO2 conversion that reaches a value of 91% for the highest H2/CO2 ratio tested. Moreover, a
significant reduction of the formation of CO is observed, with values very close to 0 for H2/CO2

higher than 15. Thus, a high excess of H2 in the reactor feed is largely beneficial for the catalytic
performances. However, high excess of H2 in the feed also leads to greater formation of CH4,
which becomes more than 50% of the hydrocarbons products at the highest H2/CO2 ratio tested.
When H2/CO2 ratio is increased, C2-C4 olefin fraction slightly drops and oxygenates fraction
clearly declines, leading to a decrease of both O/P and OX/P ratios.

The observed increase of CH4 formation can be explained by the dependence of the hydro-
genation rate of CO on the H2 content in the feed. Increasing the H2/CO2 ratio in facts leads
to higher H/C ratios at the catalytic surface, resulting in lower chain-growth rate and lower
secondary olefins reactions.
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Figure 3.18: Effects of H2/CO2 inlet molar ratio on catalytic performances: a) CO2 conversion
and CO selectivity; b) distribution of hydrocarbon products, calculated as fraction of total
hydrocarbons obtained (CO-free); c) C2+ olefins/paraffins ratio and oxygenates/paraffins ratio;
d) values of α1 and α2. Points represent experimental data, lines represent model results.
Error bars indicate standard deviations. Operating conditions: 15 bars, 300˝C, GHSV of 2000
Nml/gcat/h and H2/CO2 ratio varied between 3 and 24.

3.5.4 Effects of pressure.

The effect of total pressure has been investigated in the range between 10 and 25 bars. Results
reported in Figure 3.19 show that above 15 bars, pressure changes do not significantly influence
the catalytic performances. CO2 conversion increases from 21 to 31% and CO selectivity de-
creases from 20 to 11% while increasing the pressure from 10 to 15 bars, then minor changes
are observed. Only FT thermodynamics depend on reaction pressure, while RWGS does not
involve mole changes. Thus, it can be asserted that above 15 bars, CO dissociation rates play
a more important role than CO molecules concentrations in influencing the FT reaction rate.
(Jiang et al., 2018; Visconti et al., 2017)

Concerning product distribution, the increase of pressure in the range between 10 and 25
bars leads to a slight increase of methane and oxygenates production, at the loss of olefins,
resulting in lower O/P ratios. Slight increases of α values are also observed.
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Figure 3.19: Effects of total pressure on catalytic performances: a) CO2 conversion and CO
selectivity; b) distribution of hydrocarbon products, calculated as fraction of total hydrocarbons
obtained (CO-free); c) C2+ olefins/paraffins ratio and oxygenates/paraffins ratio; d) values
of α1 and α2. Points represent experimental data, lines represent model results. Error bars
indicate standard deviations. Operating conditions: H2/CO2 ratio of 3, 300˝C, GHSV of 2000
Nml/gcat/h and total pressure varied between 10 and 25 bars.

This parametric study gave us an overall view of the effects of different operating conditions.
These data are important to understand how the system could be influenced to increase the yield
towards hydrocarbons production. For example, operating at higher temperatures and high
excess of H2 could contribute to increase the CO2 conversion and to limit the CO formation.
Moreover, these data will be used to validate kinetic models that are developed in order to
describe the behaviour of the reaction in different operating conditions.

3.6 Co-feeding studies.

In this section, we will focus on the liquid co-feeding studies that have been performed with
the aim to study how water and ethanol can influence the catalytic performances. This is
very important in order to understand something more about the reaction mechanism and the
catalytic deactivation.

Water is in fact believed to be one of the main causes of catalytic deactivation, because of
its tendency to re-oxide iron carbides thus leading to a loss of activity towards the hydrocarbons
formation. (Pendyala et al., 2010; Satterfield et al., 1986) Some authors observed that ethanol
(and higher alcohols) can re-adsorb on the catalytic surface and form long hydrocarbons. The
existence of two parallel mechanisms for the formation of shorter and longer hydrocarbon chains
has been proposed before and a possible mechanism could pass by the re-adsorption of primary
alcohols. (Gaube and Klein, 2008; Kummer and Emmett, 1953) A comprehensive review of the
literature information on the role of ethanol and other alcohols, as well as on the role of water,
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can be found in section 1.3.2.
Thus, it seems interesting to study the roles of water and alcohols, by injecting them in

the feed with the reactants. Ethanol has been selected as the alcohol to use in the described
experimental set-up, because of its easy availability and its easy manipulation (avoiding health
issues connected with the use of methanol for example). The study that we have performed is
still at a preliminary stage, as the experimental bench was not optimal and only few experiments
could be performed. However, we could obtain some useful information that are presented in
the following.

3.6.1 Study of the effects of water in the feed.

The effects of water co-injection were studied with two kinds of experiments:

• 50 hours run where in the first 10.5 hours water is not injected; then a molar fraction of 5%
of water is added to the feed (by reducing the fraction of inert gas) and these conditions are
kept for a bit less than 15 hours; finally, conditions without water injections are restored
and kept for other 20 hours.

• 50 hours run where in the first 20 hours water is not injected; then a molar fraction of 15%
of water is added to the feed and these conditions are kept for 25 hours; finally, conditions
without water injections are restored and kept for other 5 hours.

The results of these tests are presented in Figure 3.20. For the test at low concentration (left
figure), it can be noticed that when water was added to the feed, we immediately observed
an increase of the CO selectivity from 20% to ą30% accompanied by a lighter decrease of the
CO2 conversion from 20% to 12%. Once water is not fed to the reactor anymore, we observe
a gradual restoration of the initial performances, even if activity before water injection is not
achieved. Thus, water at these concentrations favours the loss of FT activity and this deacti-
vation is only partially reversible. When water is added in higher concentrations and for longer
time (right figure), a complete deactivation of the catalyst is observed, with CO2 conversion
approaching zero and CO selectivity becoming very high. In this case, the deactivation seems
irreversible, as restoring initial conditions did not lead to a restoration of the catalytic activ-
ity. This has been observed before in the literature during CO-FT reaction over iron catalysts.
Previous studies reported that water led to reversible deactivation of iron catalysts when it
was fed in low concentration for a short time, while higher concentrations for longer periods
caused irreversible catalyst deactivation. (Satterfield et al., 1986) Others reported that only at
low temperatures deactivation was observed due to oxidation of the carbides, while at higher
temperatures the addition of water had beneficial effects on the conversion, as the higher WGS
reaction rate allowed the consumption of the added water, avoiding the surface iron carbides
re-oxidation. (Pendyala et al., 2010) Despite these results, authors generally agree when saying
that water favours the oxidation of the iron carbides, forming iron oxides, causing a decrease of
the hydrocarbons formation rate. (Pendyala et al., 2010; Satterfield et al., 1986)

We have analysed the phase composition of the used catalyst after the first test at low
water concentrations by XRD and Mössbauer spectroscopy. Results of XRD and Mössbauer are
reported in Figures 3.21 and 3.22 and Table 3.8. The XRD pattern shows the presence of the
typical Hägg carbide phase and of another phase, the Fe3O4, which is considered to be the active
phase for the RWGS. Carbon deposition is also a possible cause of deactivation, as the peak at
21˝ can be attributed to carbon species. Mössbauer spectroscopy confirmed the presence of the
Hägg carbides (the three sextets with magnetic fields of 121, 207 and 249 kOe) and the presence
of the Fe3O4 (the two sextets with magnetic fields of 466 and 496 kOe). Possible formation of
the inactive phase Fe2O3 is also considered, as Fe(III) ions of amorphous Fe2O3 are observed
by Mössbauer spectroscopy. These results are in agreement with what presented before: the
presence of water favours the formation of iron oxides at the expense of iron carbides.
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Figure 3.20: Effects of water co-feeding on CO2 conversion and CO selectivity. a) molar fraction
of water in the feed of 5%; b) molar fraction of water in the feed of 15%.

Table 3.8: Results of Mössbauer spectroscopy for spent catalyst after reaction with water at 5%
and attribution to the corresponding iron phase.

Signal δ ε Δ H R Attribution
[mm{s] [mm{s] [mm{s] [kOe] [%]

doublet 1 0.461 0.665 11% Fe(III) of amorphous Fe2O3

doublet 2 1.114 2.730 11% Fe(II)
sextet 1 0.400 0 495.8 16% Fe(III) of Fe3O4

sextet 2 1.110 0 465.5 5% Fe(II) of Fe3O4

sextet 3 0.425 0 249.3 28% χ ´ Fe5C2

sextet 4 0.307 0 207.0 17% χ ´ Fe5C2

sextet 5 0.250 0 121.0 13% χ ´ Fe5C2
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Figure 3.21: XRD pattern of spent catalyst after reaction with water at 5%.

Figure 3.22: Mössbauer spectrum of the spent catalyst after reaction with water at 5%.
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3.6.2 Study of the effects of ethanol in the feed.

The effects of ethanol co-feeding have been experimentally studied in a range of EtOH molar
inlet fractions from 0 to 5% (corresponding to ethanol partial pressures from 0 to 0.75 bar).
As explained in the previous Chapter, results obtained at high concentrations of EtOH have
been discarded as the EtOH injection was not uniform and C balances were not respected.
Figure 3.23 presents the retained results. We can observe that adding ethanol to the reactants
feed did not significantly influence the CO2 conversion, but on the opposite led to a decrease
of the CO selectivity, simultaneously favouring the hydrocarbons production. If we look at the
hydrocarbons distribution, we can observe that CH4 formation is slightly limited when the EtOH
content in the feed is increased, while olefins formation is favoured, in particular the short chains
C2-C4. Ramified chains (included in ‘others’) are also favoured, while oxygenates production is
decreased. The values of α are slightly increased when ethanol fraction in the feed increases.

Figure 3.23: Effects of ethanol co-feeding: a) CO2 conversion, EtOH conversion and CO selec-
tivity; b) hydrocarbons distribution; c) olefins/paraffins and oxygenates/paraffin ratio; d) α.

Thus, from these preliminary results we can conclude that ethanol has an effect in favouring
the formation of hydrocarbons. The fraction that was observed to increase more with the increase
of ethanol in the feed is the short olefins one. Thus, from these results we can assert that ethanol
has a role in the formation of hydrocarbons chains. It is possible that ethanol is dehydrated to
ethylene and thus re-adsorbed on the active sites and contributes to the chain-growth. However,
we have to consider that ethanol acts as a solvent for hydrocarbons compounds, thus a possible
effect of better elution of hydrocarbons due to the presence of ethanol can have an influence
in the observed increase of the hydrocarbons fractions. Further investigation is thus needed to
completely understand the role of ethanol and higher alcohols in the reaction mechanism.

3.7 Experimental results of the reaction performed in a fixed-
bed reactor with cooling system.

Finally, we will focus on the results obtained from the experimental study conduced in the CEA
bench. The aim of this section is to present the results obtained in a scaled-up reactor and to
compare them with the results obtained in the lab-scaled one.
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Figure 3.24 shows the results of the experiments conduced at different contact times (between
0.36 and 1.33 g.s/Nml). As expected, an increase of the CO2 conversion with τmod is observed
with a simultaneous decrease of the CO selectivity. CH4 selectivity is increased when τmod is
increased but to a lower extent than CO2 conversion. These results are close to those obtained
in the same operating conditions in the lab-scale reactor at CP2M, as shown in Table 3.9. A
slightly higher CO2 conversion with slightly lower CO selectivity was obtained in the scaled-up
reactor.

Figure 3.24: Evolution of CO2 conversion, CO selectivity and CH4 selectivity with modified
contact time.

Table 3.9: Comparison of results obtained in the lab-scale reactor and in the scaled-up one.

Reactor type τmod χCO2
SCO

[g.s/Nml] [%] [%]
Lab-scale reactor 1.38 27% 16%
Scaled-up reactor 1.33 33% 11%

We have to evidence here that the regulation system of the two reactors is different: in
the case of the lab-scale reactor, the regulated temperature is that of the oven that contains
the reactor, meaning that the actual temperature inside the reactor is slightly lower than the
set value (for oven temperature of 300˝C the reactor temperature was measured to be around
298˝C). In the case of the cooled reactor, the reactor temperature can be regulated with higher
accuracy, as the system of heat-transfer oil circulation allows to regulate the reactor temperature
to the set value. Therefore, even if the same operating temperature is applied in the two benches,
differences in the actual temperatures of the reactors can occur and this can explain the slightly
higher CO2 conversion obtained in the scaled-up reactor.

We can observe the measured axial temperature profile along the reactor and its evolution
during the reaction in Figure 3.25, for the run at τmod 0.53 g.s/Nml. Points 1 and 5 measure
the temperature of the reactor in the zones filled with inert material at the inlet and outlet
of the reactor. The inlet temperature inside the reactor is measured to be around 301˝C. A
maximum ΔT ă5˝C is observed and the maximum temperature is observed next to the catalytic
bed entrance (point 2).
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Figure 3.25: Evolution with time on stream of reactor temperature measured at 5 axial posi-
tions in the catalytic bed (curves are only given to help visual identification of measurements).
Evolution of temperature axial profile along the reactor during the reaction. A scheme of the
reactor is also presented with indication of the points of measure. Points 1 and 5 correspond to
the inert bed.

3.7.1 CO co-feeding.

We have also performed a preliminary study of the effects of co-injection of CO in the reactor
feed. The CO fraction in the feed was varied between 0 and 5% for τmod “0.53 g.s/Nml and its
effects on the catalytic performances have been observed. The results are reported in Figure 3.26.
We can observe that for small concentrations of CO in the feed (2%), the CO is observed to be
converted in very small amounts (close to 0), but the CO2 conversion is observed to significantly
decrease to a value of 19%. When the CO fraction in the feed further increases, CO conversion
rapidly increases until values of 30% for 5% of CO in the feed. A gradual decrease of CO2

conversion is simultaneously observed. CH4 selectivity did not have significant changes with the
increase of CO in the feed, indicating that HCs formation is favoured.

When performing hydrogenation with CO/CO2 mixtures, a competitive adsorption between
the two species has been observed. CO is observed to gain this competition, resulting in lower
CO2 conversion rates compared to CO2 only hydrogenations. (Visconti et al., 2016) This is in
agreement with the results observed here: when increasing the CO content in the feed, CO2 is
converted to a lower extent, while CO conversion rate rapidly increases. We could not observe in
these experiments the hydrocarbons distribution. However, major modifications of the methane
fraction were not observed, suggesting that hydrocarbons distribution was probably not affected
by the addition of CO, as previously observed by other authors. (Visconti et al., 2016; Riedel
et al., 1999)
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Figure 3.26: Evolution of CO2 conversion, CO selectivity and CH4 selectivity with CO molar
inlet fraction in the feed.

3.8 Conclusion

In this Chapter we have thus shown and discussed the results of the experimental study. The
objectives of this study, the understanding of the catalytic behaviour of the synthesized catalyst
and the collection of enough experimental data to develop a mathematical model, have been
achieved.

We have studied the catalyst textural and morphologic properties, its iron phases composition
and its evolution before and after the reaction. Even if the catalyst appears not to be optimal
in terms of homogeneity and surface area, we have observed morphological properties similar
to those of the most used iron catalysts for the CO2 hydrogenation. Moreover, we have shown
that it has catalytic performances similar - and even better - to other similar catalysts.

We have also performed the kinetic experimental study, varying different operating param-
eters and monitoring their effect on CO2 conversion, CO selectivity and hydrocarbons distribu-
tion. That allowed to gain insights about the reaction mechanism and provided some information
about how to influence the system towards the production of the desired products. To increase
CO2 conversion and minimize the CO formation for example, operating at high excess of H2 can
be useful. However, if the objective is to maximize the formation of C2-C4 olefins, other ways
should be adopted, such as working at higher temperatures.

From the results of the experimental kinetic study it seems that the reaction passes by
the formation of CO as intermediate, suggesting that hydrocarbons are formed as secondary
products from conversion of CO. Direct CO2 hydrogenation seems negligible from the observed
results. These results also showed that the most abundant products are short linear α-olefins
and oxygenates (mainly alcohols and acids until 6 carbon atoms), as well as methane. Paraffins
were observed in lower quantities. Longer chains, especially olefinic ones, were observed until 30
carbon atoms. We have observed that the longest hydrocarbons chains present deviations from
the ideal ASF distribution that could be related to the co-existence of different active sites and
mechanism for the formation of hydrocarbons. Thus, a double-α ASF distribution was observed
to better describe the HCs distribution. Moreover, it was observed that, while the chain-growth
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probabilities for olefins and paraffins are very close, those for oxygenates are significantly lower,
suggesting that these compounds could be formed by a different mechanism than olefins and
paraffins.

To acquire other information about the reaction mechanism, preliminary experiments of co-
injection of water and ethanol were performed. We have observed that water could deactivate
the catalyst by re-oxidising the iron carbides. Ethanol seems to be involved in the formation of
C2+ hydrocarbons, via dehydration to ethylene and re-adsorption to give chain-growth reactions.
These are only preliminary results that should be confirmed by further investigation. Future
works should focus on the study of the role of alcohols, water and eventually 1-alkenes, as many
information about the reaction mechanism could be obtained.

We have observed deactivation of the catalyst in different operating conditions: at low
residence time, at high temperatures and after 190 hours of working in reaction conditions.
The high partial pressure of water at which the catalyst is exposed in these conditions could
contribute to the observed loss of activity. Sintering and coke deposition were also considered as
possible causes of deactivation. In the following of the manuscript, conditions were the catalyst
was deactivated are excluded and the kinetic models will be developed without considering
the deactivation. Further work on the investigation of the deactivation’s causes and eventual
catalyst regeneration should be performed in future studies.

Finally, we have shown that scaling-up the reaction to a fixed-bed reactor at higher scale
allows to obtain similar results to those obtained in the lab-scaled one. The co-injection of CO
has confirmed that the CO2 conversion rate is significantly reduced in presence of CO.

The data obtained from the experimental study and presented in this Chapter, besides
providing information about the catalytic behaviour and the reaction mechanism, also represent
the experimental points that will be used for the validation of the kinetic models that are
described in the next Chapters. As already evidenced, the main objective of the thesis is to
provide a tool to mathematically model the CO2 hydrogenation. Thus, the following Chapters
will be focused on the developing of such mathematical models, validated on the experimental
data described in this Chapter.
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CHAPTER 4

Development of the macro-kinetic model.

4.1 Introduction.

In this first Chapter about modelling, we will focus on the development of a semi-empiric macro-
kinetic model. The aim of this part of the work is to develop a simple kinetic model that could
be used for more complex simulations, such as reactor modelling and process simulations. We
thus need a model that could be detailed enough to describe the formation of all the main species
observed and at the same time simple enough to be explicit and easy to code.

Some kinetic models for CO2 hydrogenation have already been developed and have been
comprehensively described in Chapter 1. These models are all very simple and do not take into
account the formation of products with different chain length or different chemical moieties.
(Riedel et al., 2001; Willauer et al., 2013; Najari et al., 2019; Iglesias Gonzalez et al., 2015)

Here, we present the development of a kinetic model that describes the formation of olefins,
paraffins and oxygenates from 1 to 20 carbon atoms. Such a model is based on semi-empirical
kinetic rates, thus it does not give enough information about the detailed reaction mechanism.
For the study of the reaction mechanism, a more detailed and complex kinetic model has been
developed, based on hypothesis on the reaction mechanism and it will be presented in the
next Chapter. However, the macro-kinetic model here developed has the purpose to be easily
implemented in more complex simulations.

The development of a kinetic model consists in:

1. studying the thermodynamics of the system to understand in which phase the reaction
takes place and the properties of such a phase;

2. choosing a reactor model to describe the compounds flows variation along the reactor;

3. choosing the kinetic laws to describe the consumption rates of reactants and the formation
rates of products (ri);

4. choosing a regression method to estimate the relationship between model predictions and
experimental data. Kinetic parameters represent this relationships and they need to be
estimated.

In the next sections we will presents all the assumptions made for the model and the results of
the kinetic parameters optimization.
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4.2 Thermodynamic study.

First, we need to study the thermodynamics of the system. The thermodynamic study has been
conduced with the aim to verify that in the reaction conditions liquid products are not formed,
capillary condensation does not occur in catalytic pores and the gas phase can be considered as
ideal. In this Section, we will thus present the procedure followed for the thermodynamic study
and the obtained results.

4.2.1 Liquid-vapour equilibrium study.

The liquid-vapour equilibrium study allows to describe the repartition of species between the
gas and the liquid phases. Before calculating the compositions at the thermodynamic equilib-
rium, some preliminary steps are needed: it is necessary to define the thermodynamic models for
each species and for the mixtures. In fact, the mixtures involved contain different hydrocarbons
whose properties are not easily measurable. Different approaches could be used to estimate the
properties of pure compounds or mixtures, but these methods are generally not very precise for
heavy hydrocarbons. (Poling et al., 2001) A general approach developed specifically for linear
hydrocarbons is the ABC (Asymptotic Behaviour Correlations) method, developed by Marano
and Holder. (Marano and Holder, 1997a,b,c) Comparing the behaviour of linear hydrocarbons
to that of polymers, the properties of pure corps can be estimated from asymptotic correlations.
These correlations relate the thermodynamic property to carbon number and eventually temper-
ature. Marano and Holder’s correlations can also be used to estimate mixture properties. Thus,
this approach is generally the most used when modelling FT mixtures and it will be adopted in
our model.

4.2.1.1 Pure corps properties.

Critical properties and saturated pressure.
Critical properties of compounds until C11 are available in literature and were taken from

Poling et al. (Poling et al., 2001) For data not available in literature, Marano and Holder’s
correlations are used (Eqs. 4.1 and 4.2). (Marano and Holder, 1997a)

Y “ Y8,0 ` ΔY8 pn ´ n0q ´ ΔY0exp p´β pn ´ n0qγq for Tc, pc, ln pPsatq (4.1)

Y “ ΔY0 ` β pn ´ n0qγ for ωc (4.2)

Saturated pressure is calculated from Marano and Holder’s asymptotic correlations (Eq. 4.1).
(Marano and Holder, 1997a) Parameters to be used for Eqs. 4.1 and 4.2 are reported in Table D.1.

Molar volume.
The molar volume of gas is calculated from an equation of state. Generally, cubic equations

of state are applied for systems containing hydrocarbons. The Soave-Redlich-Kwong (SRK)
equation of state is accurate for the estimation of vapour pressure of hydrocarbons, but it is
not able to accurately predict molar volumes, especially of the liquid phase. (Soave et al.,
2010) Peng-Robinson (PR) equation of state is more accurate in terms of liquid molar volumes
prediction. SRK and PR equations of state for pure corps can be written in the form:

p “ RT

pv ´ bq ´ a

pv ´ br1q pv ´ br2q (4.3)

where the attraction parameter is defined as:

a “ ΩA
R2T 2

c

pc
α (4.4)
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α “
´
1 ` m

´
1 ´ a

Tr

¯¯2
(4.5)

m “ M0 ` M1ω ` M2ω
2 (4.6)

and the co-volume b is defined as:

bi “ ΩB
RTc

pc
(4.7)

Parameters of Eqs. 4.3-4.7 are reported in Table D.7. Here Peng-Robinson equation of state
(Peng and Robinson, 1979) is used, as it is the most suitable with this kind of hydrocarbons
mixtures.

Liquid molar volumes are calculated according to the asymptotic correlations reported by
Marano and Holder. (Marano and Holder, 1997a) For light HCs and non-HCs compounds:

V 8
i “ Vi,0 ` nΔVi with Vi,0 “ A ` BT (4.8)

and for heavy HCs:

Y “ Y8,0 ` ΔY8 pn ´ n0q ´ ΔY0exp p´β pn ` n0qγq (4.9)

Parameters of the previously reported equations are reported in Tables D.3 and D.5.

4.2.1.2 Mixture properties.

Molar volume of the mixture in vapour phase is calculated from the PR equation of state, defined
in vapour phase for a mixture:

p “ RT

pvV ´ bV q ´ aV
pvV ´ bV r1q pvV ´ bV r2q (4.10)

where aV and bV are calculated as follows:

aV “
ÿ
i

ÿ
j

yiyjaij (4.11)

bV “
ÿ
i

yibi (4.12)

and

aij “
b

paαqi paαqj p1 ´ kijq (4.13)

paαqi “ aiαi (4.14)

αi “
´
1 ` mi

´
1 ´ a

Tri

¯¯2
(4.15)

mi “ M0 ` M1ωi ` M2ω
2
i (4.16)
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Equation 4.10 is solved with a Cardano-type algorithm that is presented in Appendix D. Pa-
rameters to use in Eqs. 4.10-4.16 are reported in Table D.7.

Binary interaction parameters kij are known for compounds until 20 carbon atoms. It is
generally recognized that the gaseous phase of an FT mixture behaves as an ideal phase (see
section 4.2.3), thus kij could be set to 0. (Marano and Holder, 1997a) However, for the liquid,
the accuracy in the calculation of the parameters kij is more important, as inaccuracies on
these values can lead to high errors in the estimation of the liquid phase properties. Thus,
we have followed the Marano and Holder approach to estimate the liquid molar volume for
a mixture of linear hydrocarbons. (Marano and Holder, 1997a) This approach considers the
hydrocarbons mixture as a pseudo-solvent with n̄C carbon atoms. The liquid molar volume
of the hydrocarbon mixture is calculated as the molar volume of the pure corps that form the
pseudo-solvent (Eq. 4.18).

n̄C “
ÿ
i

xini (4.17)

vL “
ÿ
i

xiv
L
i (4.18)

4.2.1.3 Fugacity of vapour and liquid phases.

The fugacity in vapour phase is calculated from the fugacity coefficient φV
i , obtained from Peng-

Robinson equation:

lnΦV
i “ ´ln

p pvV ´ bV q
RT

` bi
bV

pZV ´ 1q ` aV
bV RT pr1 ´ r2q

ˆ
2

ř
j aijyj

aV
´ bi

bV

˙
ln

pvV ´ bV r1q
pvV ´ bV r2q

(4.19)

fV
i “ ΦV

i yip (4.20)

Fugacity in liquid phase is estimated by considering each compound as a solute infinitely
diluted in the pseudo-solvent. For light HCs and non-HCs compounds, fugacity are calculated
from Henry coefficient H8

i by using the Poyinting factor Ji to adjust the deviation on liquid
fugacity due to pressure effects:

fL
i “ H8

i Jixi (4.21)

Ji “ exp

ˆ
¯vi,L
RT

`
P ´ P σ

pseudo´solvent

˘˙
(4.22)

Henry coefficient is calculated from empiric correlations proposed by Marano and Holder (Marano
and Holder, 1997a):

lnH8
i “ Hi,0 ´ n̄CΔHi (4.23)

with

Hi,0 “ A ` B

T
` ClnpT q ` DT 2 ` E

T 2
(4.24)

Parameters of the equation Eq. 4.24 are reported in Table D.6.
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For condensable compounds (C3+), fugacity are calculated from the activity coefficient at
infinite dilution γ8

i adjusted with Poyinting factor:

fL
i “ γ8

i J 1
i P

sat
i xi (4.25)

J 1
i “ exp

ˆ
¯vi,L
RT

pP ´ P σ
i q

˙
(4.26)

Activity coefficients are calculated from empiric correlations proposed by Marano and Holder
(Marano and Holder, 1997a):

lnγ8
i “ ln pγ8

r q
ˆ
n̄C ´ i

n̄C ´ r

˙
(4.27)

with

γ8
r “ H8

r

P σ
r

(4.28)

where r is a reference hydrocarbon, here n-heptane.

4.2.1.4 Liquid-vapour equilibrium.

We can thus now perform the liquid-vapour equilibrium study. From this study we can estimate
the value of αV , representing the vapour fraction. If this value is different than 1, it means
that some liquids are formed during the reaction. The numerical procedure is described in the
following.

For a simple flash equilibrium problem, from mole balances and definitions of equilibrium
ratios, the Rachford-Rice objective equation can be derived (Vidal et al., 2003):

F pαV q “
nÿ

i“1

zi pKi ´ 1q
1 ` αV pKi ´ 1q “ 0 (4.29)

where zi is the mole fraction of i in the feed and Ki represents the liquid/vapour equilibrium
constant. If we know zi and Ki, we are then able to solve this equation for αV and then we can
calculate all the compositions in liquid and vapour phases (according to Eqs. 4.30-4.32), as well
as all the thermodynamics properties in the two phases.

yi “ ziKi

1 ` αV pKi ´ 1q (4.30)

xi “ zi
1 ` αV pKi ´ 1q (4.31)

Ki “ yi
xi

(4.32)

Rachford-Rice objective function is a monotonically decreasing function, thus the Newton-
Raphson procedure will guarantee convergence. However, it is not continuous at all points
of the domain, thus the solution should be found in the domain 0 ă αV ă 1. Newton-Raphson
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method is generally an iterative procedure with a fast rate of convergence. It consists in calcu-
lating a new estimation of αV pαnew

V q, which is closer to the real answer than the previous guess`
αold
V

˘
, according to:

αnew
V “ αold

V ´ F pαV q
F 1 pαV q “ αold

V `
řn

i“1

zi pKi ´ 1q
1 ` αV pKi ´ 1qřn

i“1

zi pKi ´ 1q2
1 ` αV pKi ´ 1q2

(4.33)

The convergence is achieved when

|αnew
V ´ αold

V | ă ε

where ε is a small number (ε “ 10´9). To solve Eq. 4.29 for αV with the iterative Newton-
Raphson procedure, a first guess of Ki is required. A very commonly used empirical correlation
in the oil and gas field is Wilson’s empirical correlation (Vidal et al., 2003) that correlates Ki

with reduced properties and Pitzer’s acentric factor:

Ki “ 1

pri
exp

ˆ
5.37

ˆ
1 ` ωiq

ˆ
1 ´ 1

Tri

˙˙
(4.34)

This equation is only applicable at low pressures, as it is based on Raoult-Dalton’s derivation.
Thus, it only has to be used as a first estimation of Ki. Then, a more rigorous method is
needed to estimate equilibrium ratios. The “fugacity” approach is the most common method
for the estimation of equilibrium ratios in the oil and gas field. This approach, combined with
the Newton-Raphson procedure for the estimation of αV , allows us to calculate the fugacity in
vapour and liquid phases as shown before (Eqs. 4.20, 4.21, 4.25). The procedure is ended when
the equilibrium condition is attained. Equilibrium condition in terms of fugacity can be written
as:

fV
i “ fL

i (4.35)

Thus, the convergence is attained when:

nÿ
i“1

“
ˆ
fL
i

fV
i

´ 1

˙2

ă 10´14 (4.36)

If the convergence is not attained, the value of Ki has to be updated and the calculation is
repeated. The updating of the value of Ki is formulated with the Successive Substitution
Method (SSM). This method is the easiest to implement, but it can be very slow to reach the
convergence. The updated value of Ki estimated with the SSM is formulated as follows:

K
pn`1q
i “

ˆ
yi
xi

˙pnq ˆ
fL
i

fV
i

˙pnq
(4.37)

The detailed algorithm that has been followed is outlined in Figure 4.1.

4.2.1.5 Results of the LVE study.

From the LVE study that we have performed, we could thus estimate the fraction of vapour phase
present in the system (αV ). Figure 4.2 shows the evolution of αV with the system temperature
at two pressures (10 and 25 bars). We can observe that for temperatures higher than 180˝C for
both pressures, the value of αV is 1, thus the formation of liquid products can be excluded.

In CO-FT traditional conditions, the formation of liquid products is considered as an im-
portant aspect of the FT modelling. All kinetic or reactor models include the repartition of
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Figure 4.1: Outline of the detailed algorithm followed to solve the LVE study.

compounds between vapour and liquid phases. This is due to the significant production of
heavy hydrocarbons in CO-FT conditions. In our system, the production of heavy hydrocar-
bons is very limited, as the main part of the obtained products is made of C2-C4 olefins. Thus,
for CO2-FT liquid-vapour equilibrium has never been considered in the kinetic models available
in the literature. We performed this LVE study to verify that this hypothesis is effective.

To completely exclude the presence of a liquid phase in the system, it is also necessary to
verify that gaseous reactants and products do not condensate inside the catalyst pores because
of capillary condensation. The procedure and the results will be explained in the following
section.

4.2.2 Capillary condensation in catalytic pores.

When vapour pressure in small capillaries (pores) is higher than at dew point, capillary forces
can lead to the condensation of the vapour in the smallest pores of the catalyst. To study the
capillary condensation in catalytic pores, we estimate the Kelvin’s critical diameter (Thomson,
1872):

di “ ´ 4σivi

RTln

ˆ
pi

P sat
i

˙ (4.38)
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Figure 4.2: Vapour fraction calculated from the LVE study as function of the temperature varied
between 100 and 700˝C, at two conditions of pressure (10 and 25 bars).

Surface tension is estimated from critical properties according to Pitzer’s equation (Poling
et al., 2001):

σi “ p
2{3
c,i T

1{3
c,i

1.86 ` 1.18ωc,i

19.05

„
3.75 ` 0.91ωc,i

0.291 ´ 0.08ωc,i

j2{3
p1 ´ Trq11{9 (4.39)

The calculation has been performed in reference conditions with partial pressures pi corre-
sponding to those experimentally obtained at the reactor outlet. The obtained critical diameters
are reported in Figure 4.3 for the species considered. Kelvin’s critical diameter is the diameter
below which vapour can condensate in catalytic pores because of capillary condensation. Thus,
to exclude capillary condensation, the estimated critical diameters have to be lower than the
size of the catalyst’s pores. We can observe that the critical diameters obtained for our system
are all lower than 1 nm, while the pore diameter of our catalyst is around 7 nm and only few
pores have diameters close to 1 nm (see Figure 3.1). Thus, the condensation of products in the
pores can be neglected.

The capillary condensation in CO-FT is generally observed over both Co and Fe catalysts.
(Ermolaev et al., 2010, 2015; Lox et al., 1988; Ma et al., 2013; Asami et al., 2013; Huff Jr and
Satterfield, 1985) It is thus important to understand why in the case of CO2-FT this phenomenon
is less important. First of all, we have to consider that in typical CO-FT conditions products
with more than 60 carbon atoms are formed and long chains are those that can condense in
the pores. For example, Huff and Satterfield (Huff Jr and Satterfield, 1985) reported that over
an iron catalyst supported on alumina and at 263˝C and 8 bar, C65+ products were in liquid
phase, C35 to C60 were distributed between the two phases, while Că30 could not condense. In
our reaction conditions, much lighter hydrocarbons are produced (not more than 35 C atoms)
and in very small concentrations, thus we should not expect them to condense in the pores.
Moreover, CO2-FT is generally performed at higher temperatures compared to traditional CO-
FT, contributing to increase the critical diameter and thus to limit the capillary condensation
effect. (Huff Jr and Satterfield, 1985)

4.2.3 Ideality of vapour phase.

We have thus shown that the formation of liquid products can be excluded. We have now to
understand whether the gas phase can be treated as an ideal phase or another equation of state
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Figure 4.3: Values of critical diameters obtained for non-hydrocarbons, n-paraffins, α-olefins and
alcohols for reference conditions (T=300˝C, p=15 bar, H2/CO2=3 and GHSV=2000 Nml/g/h)
and for the composition obtained at the reactor outlet in stationary regime.

would provide a better description. Thus, we assume that the gas phase cannot be treated as an
ideal system and we simulate the system by using a different equation of state. We have chosen
to use a cubic equation of state, as they are commonly applied for systems with this kind of
hydrocarbons. The Soave-Redlich-Kwong (SRK) equation of state is accurate for the estimation
of vapour pressure of hydrocarbons, but it is not able to accurately predict molar volumes of
the liquid phase. (Soave et al., 2010) Peng-Robinson equation of state is more accurate in terms
of liquid molar volumes prediction. (Peng and Robinson, 1979) However, in this case, we are
interested in studying only the gas phase, thus both equations of state can be used.

Cubic equations of state (Eq. 4.10) are used instead of the ideal gas law to simulate the model
in vapour phase. Eqs. 4.19 and 4.20 are used to estimate fugacity of each compound in vapour
phase and fugacity are used in the kinetic laws instead of partial pressures. The compressibility
factor Z is calculated for both equations of state:

Z “ pv

nRT
(4.40)

Z is a measure of the ideality of the system. The closer it is to 1, the closer the system is
to an ideal gas. Table 4.1 presents the values of Z and molar volume obtained for ideal, SRK
and PR cases. We can observe that compressibility factors are very close to 1 regardless of the
equation of state used. Thus, we can conclude that the ideal gas law can accurately describe
the behaviour of the vapour phase in the system in the operative conditions of interest.

We have thus shown that the reaction can be considered to occur only in vapour phase, with
a negligible formation of liquid products. Moreover, the vapour phase can be approximated to
an ideal phase.
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Table 4.1: Obtained compressibility factor Z and molar volumes in the case of ideal phase or
SRK and PR equations of state.

Z v
[-] [cm3{mol]

ideal 1 0.0048
SRK 0.9995 0.0048
PR 0.9971 0.0048

4.3 Reactor modelling.

The lab-scale fixed-bed reactor is mathematically described with a plug-flow reactor model. To
use a plug-flow model, typical criteria for fixed-bed reactors need to be verified:

• the system can be considered as isotherm (the axial temperature profile along the reactor
shows a maximum ΔT ă 5 ˝C);

• axial dispersion and wall effects are negligible; (Mears, 1971b; Gierman, 1988; Chu and
Ng, 1989)

• internal and external mass transfer limitations are not significant; (Froment, 1962; Mears,
1971a)

We have shown the calculations of these criteria in the section 2.3.3.1.

4.3.1 Reactor model equations.

Based on these verifications, a steady-state, one-dimensional and isothermal plug-flow model
could be developed for each compound considered (Eq. 4.41). The gas phase is considered as
ideal and liquid products formation is neglected.

dFi

dτmod
“ 9VIN

ÿ
j

νi,jri,j (4.41)

4.4 Kinetic laws derivation.

We have now to define the kinetic laws ri,j to use in the reactor model. The CO2 hydrogenation
reaction is believed to take place in two steps: the RWGS first converts CO2 to CO, then
CO is further converted to hydrocarbons via FT synthesis. We did not consider direct CO2

hydrogenation, as early works reported that it is negligible compared to the two-step pathway.
(Riedel et al., 2001) Moreover, we have experimentally observed that CO is mainly a primary
product and hydrocarbons are formed as secondary products (see section 3.5.1).

We considered the formation of the main hydrocarbons observed as products: CO (Eq. 4.42),
1-alkenes (Eq. 4.43) and n-alkanes (Eq. 4.44) until 20 carbon atoms and alcohols until 6 carbon
atoms (Eq. 4.45). Heaviest products and other oxygenates (acids, aldehydes) are not considered,
as their concentration is negligible.

CO2 ` H2 Ø CO ` H2O (4.42)

CO ` 2H2 Ñ 1

n
CnH2n ` H2O (4.43)
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CO ` 2n ` 1

n
H2 Ñ 1

n
CnH2n`2 ` H2O (4.44)

CO ` 2H2 Ñ 1

n
CnH2n`1OH ` n ´ 1

n
H2O (4.45)

The FT reaction is defined as the sum of all the reactions that lead to the formation of alkenes,
alkanes or oxygenates (Eq. 4.46).

rFT “
Nÿ
i“1

iri “ r1 `
ξÿ

i“2

iri `
Nÿ

i“ξ`1

iri “ r1

¨
˝1 `

ξÿ
i“2

αi´1
1 `

Nÿ
i“ξ`1

αξ´1
1 αi´ξ

2

˛
‚ (4.46)

We thus need to define the equation rates for RWGS and FT. Previous studies reported
that FT reaction rate is generally proportional to H2 and CO partial pressures. Moreover, the
inhibiting effects of CO2 and water vapour are considered. For RWGS, a kinetic law similar to
the one defined for FT was used before. The equations used in our work were taken from the
work of Riedel (Riedel et al., 2001) that we modified by including the H2 inhibition term at
denominator. Thus, the reaction rates for RWGS and FT are defined as follows:

rRWGS “ k0RWGS exp

ˆ
´EARWGS

RT

˙ pCO2pH2 ´ pCOpH2O

Keq

pCO ` aRWGSpH2O ` bRWGSpCO2 ` cRWGSpH2

(4.47)

rFT “ k0FT exp

ˆ
´EAFT

RT

˙
pCOpH2

pCO ` aFT pH2O ` bFT pCO2 ` cFT pH2

(4.48)

We want our model to be more detailed than those previously reported in literature and to
be able to describe not only the global FT reaction rate, but also to distinguish the formation
rate of each compound considered in the model. In order to do that, we need to add to the
model new parameters that allow to describe the formation rate according to the chain length
and to the chemical nature of the product. The kinetic law that we need is in the form:

ri,k “ Siφ
k
i rFT (4.49)

where Si is the selectivity according to the carbon number and φk
i is the selectivity according

to the product type (alkane, alkene, oxygenate).
To describe the carbon number selectivity, a double-α model is used, based on the one

described by Patzlaff. (Patzlaff et al., 1999) The carbon number distribution is described by
the superposition of two independent ASF distributions, characterized by two different chain-
growth probabilities, α1 and α2. The point of intersection between the two ASF distributions
is named ξ. The overall distribution can be expressed as in Eq. 4.50 and it is dominated by
α1 for low carbon numbers and by α2 for higher carbon numbers. μ2 represents the fraction of
hydrocarbons formed with growth probability α2 and is defined by Eq. 4.51.

xi “ p1 ´ μ2q p1 ´ α1qαi´1
1 ` μ2 p1 ´ α2qαi´1

2 (4.50)

μ2 “ p1 ´ α1qαξ´1
1

p1 ´ α1qαξ´1
1 ` p1 ´ α2qαξ´1

2

(4.51)
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As explained in the previous Chapter, C1 is not included in this distribution, thus its reaction
rate is derived separately. C1 reaction rate is derived from the definition of rFT and defined
according to Eq. 4.52.

r1 “ rFT

1 ` řξ
i“2 α

i´1
1 ` řN

i“ξ`1 α
ξ´1
1 αi´ξ

2

(4.52)

The formation rates of each compound can finally be derived and are defined as in Eqs. 4.53
and 4.54.

ri “ α1ri´1 “ αi´1
1 r1 for 2 ď i ď ξ (4.53)

ri “ α2rξ “ αξ´1
1 αi´xi

2 r1 for i ą ξ (4.54)

These rate equations are referred to C1 reaction rate and those of compounds from C2 to Cξ

depend on the parameter α1, while those of Cξ ` 1 to CN depend on a combination of α1 and
α2.

The selectivity φk
i is defined as the fraction of olefin, paraffin or oxygenate for a given carbon

number i. Each ri is thus defined as the sum of the reaction rate that forms the olefin, the
paraffin and the oxygenate for the given carbon number i, as defined in Eq. 4.55.

ri “ ri,O ` ri,P ` ri,OX “ pOi ` Pi ` OXiqri (4.55)

At this point, we have defined a kinetic model that is able to describe the formation of CO
and olefins, paraffins and alcohols until 20 carbon atoms. We have a model that depends on
products and reactants partial pressures and on kinetic parameters that have to be determined.
We still need to find the laws that describe the variation of α, ξ and φk

i with the operating
conditions.

Empirical correlations that describe the variation of α with operating conditions are available
in literature. (Vervloet et al., 2012; Ermolaev et al., 2015; Ostadi et al., 2016) However, these
laws were not able to accurately describe the variation of α1 and α2 in our case, thus we proposed
a new empirical correlation (Eq. 4.56) which resulted to be the most suitable to describe the
changes of these parameters with temperature and partial pressures of CO2 and H2.

αi “ 1

1 ` k1
0i exp

´
´EAi

RT

¯
p
ai
H2

p
bi
CO2

(4.56)

ξ was experimentally found to be close to 7 for every run, thus it is set constant and equal to 7.
The same procedure was followed to describe the variation of Oi, Pi and OXi fractions with

operating conditions. The empiric laws in Eq. 4.57 and 4.58 were defined for Pi and OXi, while
Oi is calculated from Eq 4.59.

Pi “ paP logpiq ` bP pT qq ˚
ˆ
pCO2

pH2

˙eP

; bP “ bP1T ` bP2 (4.57)

OXi “ aOXpT q
ˆ
pCO2

p0

˙eOX

expp´bOXiq; aOX “ aOX1T
2 ` aOX2T ` aOX3 (4.58)

Oi “ 1 ´ OXi ´ Pi (4.59)

We have now determined the reactor model and the kinetic laws. We thus only have to chose
the numerical method that allows to solve the system and to determine the values of the kinetic
parameters.
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4.5 Numeric methods.

Figure 4.4: Scheme of the algorithm followed for the kinetic parameters optimization.

The objective of the calculation is to find the values of kinetic parameters that better fit
the model with the experimental results. For nonlinear parameters estimation problems, least-
squares methods are generally used. A least-squares problem consists in finding the vector x
that minimizes the value of the function fpxq which is defined as a sum of squares:

minxfpxq “ minx||F pxq||22 “ minx

ÿ
i

F 2
i pxq (4.60)

To solve this problem different algorithms can be used. We have performed the numerical
optimization by using the software Matlab and its function lsqcurvefit, using the Levenberg-
Marquardt algorithm. The objective function to minimize has been defined as the differences
between experimental and calculated values of CO2 conversion and CO and HCs selectivity:

F pxq “ Y exp ´ Y calcpx, xexpq (4.61)
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where Y exp is the vector containing the experimental data observed in xexp and Y calcpx, xexpq is
the vector containing the evaluated function in xexp with the parameters contained in x.

The system of ordinary differential equations is solved with the Runge-Kutta solver, by using
the solver ode23 that can solve non-stiff differential equations of the type y1 “ fpt, yq.

The algorithm followed to solve the problem is outlined in Figure 4.4. First, the parameters
for the empiric laws that describe the variations of αs and fractions are determined. Then, these
laws are integrated in the kinetic model and the kinetic parameters are determined.

To improve the convergence of the computation, we have expressed the kinetic constants as
follows:

ki “ ki̊,0exp

¨
˚̋̊ ´Ei

R

ˆ
1

T
´ 1

Tref

˙
˛
‹‹‚

where Tref is a reference temperature, here set to 548.15 K. Thus, the ki,0 is then derived from:

ki,0 “ ki̊,0exp

ˆ
Ei

RTref

˙

A simulation was run with varying reaction orders of each compound, to check if orders
different than 1 could improve the prediction of experimental data. Orders were found to be
very close to 1, thus they were all set to 1 and not considered as kinetic parameters to determine.
Results of the simulation with varying orders are reported in Figure D.1 in comparison with
those obtained when orders are set to 1.

The evaluation of the goodness of the fit is made by estimating the mean average relative
residual (MARR) according to Eq. 4.62.

MARR % “ 1

nexp

1

nvar

nexpÿ
j“1

nvarÿ
i“1

|Y exp
ij ´ Y calc

ij |
Y exp
ij

(4.62)

A good fit represents a model that is able to predict the observed data with little uncertainty
and where model coefficients can be evaluated with little uncertainty. Thus, it is necessary to
estimate the uncertainty of the obtained parameters. For this purpose, confidence intervals for
the fitted coefficients were estimated. They are expressed as:

CI “ x ˘ t
?
S (4.63)

where x are the fitted parameters, t represents a parameter derived from the inverse of the
Student’s cumulative distribution factor and S represents the values of the covariance matrix of
the estimated parameters cov. The cov matrix is calculated as:

cov “ `
JTJ

˘´1
MSE (4.64)

where MSE is the mean squared error representing the sum of squared error divided by the
degree of freedom v

MSE “ resnorm

v
(4.65)

and J is the Jacobian matrix for the estimated parameters, defined as:
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The confidence intervals were estimated with the function nlparci that gives as output
the confidence intervals at 95% for the estimated parameters from the values of residuals and
elements of the covariance matrix.

Finally, we have performed a statistical analysis to establish the relationships between the
estimated parameters. Correlation coefficients and p-values were estimated. The first tell if
there is a correlation between two parameters, while p-values are indication of the statistical
significance of the parameter. Pearson’s correlation between parameters x1 and x2 are defined
as:

Rx1,x2 “ cov px1, x2q
σx1σx2

(4.66)

where σx is the standard deviation of x. We have estimated correlation parameters with the
function corrcov that converts the covariance to a correlation matrix. The values of correlation
parameters are comprised between -1 and 1: -1 represents strong negative correlations, while
+1 represents strong positive correlations. 0 represents no correlation.

p-values are defined as the probability of obtaining results at least as extreme as those
observed, when making the assumption that the null hypothesis is correct. (Walpole et al.,
2017) They are used as a measure of the statistical significance of a result: the lower the p-
value, the lower the probability of obtaining that result if the null hypothesis was true. That
means that for low values of p-value, the null hypothesis can be rejected, thus the obtained
results are statistically significant. The null-hypothesis is rejected when p-value is less than the
value of α, known as significance level, which is set by the researcher. We have set α “ 0.05,
as commonly used. To evaluate p-values, we have to consider an unknown distribution T and a
statistical test t. The p-value is the probability that the value observed is at least as extreme
as t, assuming that the null hypothesis H0 is true. Mathematically, this can be written as:

p “ Pr pT ě t|H0q for a one ´ sided test

p “ Pr pT ď t|H0q for a one ´ sided test

p “ 2min rPr pT ď t|H0q , P r pT ě t|H0qs for a two ´ sided test

(4.67)

If we assume that the distribution is symmetric, the double-sided test becomes:

p “ Pr p|T | ě |t| |H0q (4.68)

p-values have been estimated by using the function tcdf that returns the cumulative distribution
function of the Student’s distribution evaluated in t. t is estimated as follows:

t “ R

c
npar ´ 2

1 ´ R2
(4.69)

4.6 Results of the kinetic model and validation.

In this section we present the results of the optimization of the kinetic parameters, obtained
according to the procedure explained previously.
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4.6.1 Fitting of α values.

The correlation of Eq. 4.56 was used to describe the variation of α1 and α2 with the operating
parameters. As discussed in the previous Chapter, α1 and α2 are influenced by reaction tem-
perature and partial pressures of CO2 and H2, while contact time and total pressure have less
significant effects. Moreover, α1 variations are more important than those of α2.

The optimized parameters obtained for the variations of αs are reported in Table 4.2. Fig-
ure 4.5 shows the evolution of α values predicted by the model, compared to the experimental
data. We can observe that the model can predict the experimental values with quite good ac-
curacy. The most important deviations are for the variation of α1 with the temperature, as
the model overestimates the values compared to the experimental data. Moreover, for high H2

partial pressures, the model is not able to accurately predict the slight decrease of α1 that is
observed experimentally. Values of α2 change less and are thus better predicted by the model.

Table 4.2: Parameters obtained for the empiric law that describes the variation of α1 and α2

with operating conditions (Eq. 4.56).

α1 α2

Parameter Unit Value Value
k0,i [-] 10.47 5.90
ai [-] 0.14 -0.08
bi [-] 0.06 0.15
EA,i [J{mol] 18605 0

Figure 4.5: Evolution of α1 and α2 with operating parameters (contact time, temperature, total
pressure and H2 and CO2 partial pressures). Lines represent model predictions, points represent
experimental data. Error bars are calculated as standard deviations.

4.6.2 Fitting olefins, paraffins and oxygenates fractions.

Correlations in Eqs. 4.57 and 4.58 were used to describe the evolution of paraffins and oxygenates
fractions with operating conditions. As for αs, these fractions are functions of the reaction
temperature and the partial pressures of CO2 and H2 (only CO2 for oxygenates) and depend on
the carbon number of the compound considered. The parameters obtained from the optimization
study are reported in Table 4.3. Figure 4.6 presents the predictions of the model compared to
the experimental values. It is not possible to fit exactly the experimental values, as many
parameters would have to be considered and the incertitude on some experimental points can
be significant. However, we can observe that the predictions of the model are quite in agreement
with the experimental values: the increase of paraffin formation when reducing temperature and
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partial pressure of CO2 are well predicted by the model, as well as the corresponding decrease
of oxygenates formation.

Table 4.3: Parameters obtained for the empiric law that describes the variation of Pi and OXi

with operating conditions (Eqs. 4.57 and 4.58).

Pi OXi

Parameter Value Parameter Value

aP 0.07 aOX1 ´1.03x10´4

bP1 ´8.14x10´4 aOX2 0.14
bP2 0.05 aOX3 ´40.58
eP ´0.08 bOX 0.84

eOX 0.34
pref 1.50x106

Figure 4.6: Variation of Pi and OXi with the operating parameters (modified residence time,
temperature, pH2 , pCO2 and ptot). Points represent experimental data, lines model predictions.

To resume, the parameters obtained for Eqs. 4.56, 4.57 and 4.58 allow to estimate the values
of α1, α2, Pi and OXi corresponding to the operating conditions of interest. Of course, this only
allows to predict the hydrocarbon distributions at the outlet of the reactor and the approach is
totally empirical and valid in the operating conditions studied.

4.6.3 Kinetic parameters.

The complete kinetic model as described before has been simulated and the optimized values of
kinetic parameters are reported in Table 4.4.

The activation energies are in the range reported in literature for RWGS (55-139 kJ/mol),
while they are a bit lower for the FT (72-150 kJ/mol). (Riedel et al., 2001; Iglesias Gonzalez
et al., 2015; Willauer et al., 2013; Najari et al., 2019) FT activation energy results to be lower
than RWGS one. The values of activation energy have to be considered as apparent and rep-
resentative of the temperature-sensitivity of the reactions, as inhibition terms are considered
not dependent on temperature. Pre-exponential factors can hardly be compared to the values
reported in literature, as the reported values are in a very wide range and kinetic laws are not
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Table 4.4: Kinetic parameters values obtained by non-linear regression for RWGS and FT
reactions.

RWGS
Parameter Unit Value Confidence interval

k0,RWGS [mol{kg{s{MPa2] 2.97x103 ´3.02x104 3.62x104

ERWGS [kJ{mol] 72.8 72.8 72.8
aRWGS [MPa´1] 0
bRWGS [MPa´1] 0.207 -2.75 3.17
cRWGS [MPa´1] 0.004 -0.08 0.09

FT
Parameter Unit Value Confidence interval

k0,FT [mol{kg{s{MPa2] 3.78x105 1.54x105 6.02x105

EFT [kJ{mol] 49.6 49.6 49.6
aFT [MPa´1] 0
bFT [MPa´1] 449.2 439.0 459.5
cFT [MPa´1] 54.8 44.5 65.0

exactly the same. FT pre-exponential factor obtained is two orders of magnitude higher than
RWGS one.

The equations of our proposed model take into account the inhibition effects caused by
the adsorption of all CO, H2O, CO2 and H2. The values of aRWGS and aFT, representing the
inhibition constants of H2O referred to CO, were found to be very close to 0 and were thus
neglected. On the contrary, the inhibition effect of CO2 in the case of the FT reaction is
dominant, as indicated by the high value of bFT. This is in agreement with literature and can
be explained by the high content of K of the catalyst, as K favours CO2 adsorption over iron
catalysts. (Riedel et al., 2001) The value of cFT also suggests that the inhibition effect of H2

adsorption cannot be neglected. For the RWGS, the values of bRWGS and cRWGS are both lower
than 1, indicating that the inhibition effect of CO is the most important.

Confidence interval at 95% of each parameter have been estimated. They are reported in
Table 4.4. We can observe that for FT the obtained intervals are acceptable, representing
variations of less than 20%, except for the k0,FT that has deviations of 60%. For the RWGS, on
the contrary, we can observe that the minimum value for all parameters (except the activation
energy) is a negative number. This does not have any physical meaning.

Numerically, the problem comes from the Jacobian matrix J that is found to be close to
singularity (reciprocal condition number = 7x10-21). When the reciprocal condition number
of a matrix is close to 0, the matrix is close to singular or badly scaled and this means that
its inverse matrix cannot be calculated. The number of experimental points is probably not
sufficient to have robust results, or the quality of the experimental points is not the good one.
Thus, providing more experimental points could probably contribute to reduce the confidence
intervals of the estimated parameters.

The correlation between parameters is shown in Figure 4.7 that reports the correlations
coefficients Rij and the p-values for each couple of parameters. Three couples of parameters
present values of Rij very close to 1, indicating strong correlations between them (bRWGS with
k0,RWGS , bFT with k0,RWGS and bFT with bRWGS). The same three couples of parameters also
show p-values lower than the set significance level (ă 0.05). For these three couples we can thus
say that the results are statistically significant. For the others however we cannot say that they
are not significant, just that we do not have enough evidence to understand their significance.

The proposed model within the optimized parameters is able to fit the experimental data
with good accuracy (MARR ă 5%). Predictions of the model are compared to experimental data
in Figure 4.8, while the parity plot of the response variables considered is presented in Figure 4.9.
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Figure 4.7: Matrix of Pearson correlation coefficients between pairs of parameters and their
corresponding p-value. Boxes coloured in red have important correlation and are statistically
significant.

We can observe that almost all predicted values agree with experimental data within an error of
˘20%. Some exceptions are observed for long chain products (C5+paraffins and olefins fractions)
and for oxygenates, but it is necessary to remind that the experimental error on these quantities
is very high, due to the uncertainties of the analysis. Residuals plot, shown in Figure 4.10,
represents the differences between the experimental data and the fit (Y exp ´ Y calc): almost the
same variability for all response variables is observed, except for paraffins fraction that presents
higher positive variations. Points appear randomly scattered around zero, indicating that data
are well described by the model.
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Figure 4.9: Parity plot for calculated values and experimental data of all response variables.
Dashed lines represent the 20% error.

Figure 4.10: Plot of residuals of each response variable considered.

4.7 Conclusion.

In conclusion, we have developed a detailed semi-empirical macro-kinetic model that is able to
describe the formation of the main products observed during CO2 hydrogenation. The model
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includes empiric laws to describe the variation of the parameters α1, α2, Pi and OXi with
operating conditions. These parameters are included in the kinetic model, allowing to describe
the distribution of products according to their chain length and their chemical nature.

The model still needs some improvements, especially in the prediction of the methane fraction
and the short olefins fraction at low temperature and high H2/CO2 ratios. Moreover, the model
does not consider the influence of residence time on HCs distribution, which should be taken
into account to improve the accuracy of the model. Furthermore, when drawing conclusions
about this model, we have to keep in mind that it is mostly empirical and that some of the
obtained parameters present high uncertainties.

Thus, this model has to be seen as a useful tool for simulations of kinetics in reactor or process
simulations, while for deeper insights about the reaction mechanism, different approaches should
be considered. A mechanistic model for this reaction has been developed and provides better
understanding of the reaction mechanism. It will be presented in the next Chapter.
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CHAPTER 5

Development of the micro-kinetic model.

In the previous Chapter, we have shown the derivation of a macro-kinetic model that describes
the formation of the main products of the CO2 hydrogenation. Such a model, as we have already
discussed, is very useful for simulations because it is explicit and contains a limited number of
parameters. However, this model presents an important limitation: it is semi-empirical, thus it
does not give useful information about the reaction pathways followed for the formation of the
different species.

Understanding the mechanism of a reaction is very important and can be helpful for the
design of a better catalyst for the optimisation of the reaction selectivity. Moreover, the de-
velopment of a kinetic model based on the reaction mechanism can be applied to predict the
changes in hydrocarbons distributions in the case of variation of operating conditions or system
type and size. Conversely, these mechanistic models are very complex, not always explicit and
can contain a high number of kinetic parameters, especially in the case of a complex reaction
such as the CO2 hydrogenation.

Understanding the CO2 hydrogenation mechanism is thus not obvious. It is a very complex
reaction that involves the formation of many different products. We want in particular to focus
on the formation of olefins, paraffins and oxygenates (which are the main groups of products
observed during the experimental study) in order to understand how they are formed and which
species are involved as active sites. In particular, we want to understand which mechanism is
followed for the chain-growth and if eventually multiple mechanisms and active sites co-exist.
We also want to investigate the oxygenates formation and to understand on which active sites
they are formed, according to which mechanism and if they intervene in the chain-growth of
hydrocarbons.

Therefore, in this chapter we present the development of two micro-kinetic models with the
aim to understand the reaction mechanism. We start by making hypothesis on the elementary
reactions - based on previous works available in the literature and our experimental observations
- and we derive the kinetic rates of each compound by following the Langmuir-Hinshelwood-
Hougen-Watson procedure. The two models derived differ in the hypothesis on the number of
active sites: in the first model we consider that hydrocarbons (intended as olefins and paraffins)
and oxygenates (alcohols and acids) are formed over the same kind of active site. In the second
model we consider that oxygenates are formed over a different active site than that responsible
for the formation of hydrocarbons.

The two models are validated on the data obtained from our experimental study at laboratory-
scale and compared to each other. Conclusions about the mechanism of formation of olefins,
paraffins and oxygenates and on the possible active sites involved are then drawn.

161
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These models contain much more parameters and are harder to include in complex reactor
models, but they can help to give information about the reaction mechanism.

The contents of the Chapter are adapted from our paper that will soon be submitted:

Panzone, C., Philippe, R., Nikitine, C., Vanoye, L., Bengaouer, A., Chappaz, A. and Fon-
garland, P. ‘Development and validation of a detailed micro-kinetic model for the CO2 hydro-
genation reaction towards hydrocarbons over a Fe-K/Al2O3 catalyst.’,
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5.1 Introduction

CO2 valorization by conversion into value-added products has become an important challenge
as a way to reduce CO2 emissions in the atmosphere, but especially as a way to store renew-
able electricity surplus under other forms of energy. In particular, CO2 hydrogenation towards
hydrocarbons via Fischer-Tropsch route can represent a versatile way to make different kind of
gaseous and liquid hydrocarbons, with possible applications as fuels or in the chemical industry.
(Centi et al., 2013; Centi and Perathoner, 2009; Styring et al., 2015; Li et al., 2018)

The CO2 hydrogenation reaction is believed to occur in two steps, the RWGS and the FT
synthesis. Iron-based catalysts have been widely applied for this reaction because of their activity
for both reaction steps. (Visconti et al., 2017; Rodemerck et al., 2013) Generally, K is added
as promoter to enhance the RWGS and chain-growth activity. (Weatherbee and Bartholomew,
1984; Martinelli et al., 2014; Amoyal et al., 2017; Visconti et al., 2016)

Although many advancements have been made in the catalyst synthesis optimization, few
information is available about the mechanism of this reaction, which would be very impor-
tant in order to understand how the different products are formed and how to optimize the
selectivity towards the desired products. Some simple macro-kinetic models, useful for use in
simulations and reactor models, have been developed. (Riedel et al., 2001; Willauer et al., 2013;
Iglesias Gonzalez et al., 2015; Brübach et al., 2022) We have previously developed a more de-
tailed macro-kinetic model that is able to describe the formation of the main species observed
as products. (Panzone et al., 2021) However, this model is based on semi-empirical hypothesis
and does not comprehensively explain the reaction mechanism.

The purpose of this work is to develop a micro-kinetic model, based on hypothesis about
the reaction mechanism and aiming at understanding the formation of the different groups of
products observed.

5.1.1 Mechanistic background

Detailed mechanistic studies of the CO2 hydrogenation reaction do not exist in the literature. Lee
et al. (Lee et al., 2004) proposed a mechanism for the direct CO2 hydrogenation to hydrocarbons,
based on a formic mechanism. Najari et al. (Najari et al., 2019) proposed a mechanistic model
based on a hydroxyl-methylene mechanism, but only considered the formation of species until
4 carbon atoms. The reaction is generally believed to occur in two steps, by passing for the
formation of CO via RWGS and then converting CO to hydrocarbons via FT synthesis, while
the role of the direct reaction is generally recognized as minor. (Riedel et al., 2001) Activation
energies for RWGS over iron catalysts are generally found to be lower than those for the FT
reaction, as the RWGS is a fast reaction especially over iron oxides. (Spencer, 1995) Values of
activation energies reported in literature for the two reactions can be found in Table 5.1. The
mechanisms of these two reactions have been and still are widely debated in literature and the
most important points are discussed in the following.

A variety of mechanisms have been proposed in literature for the FT synthesis. They have
recently been reviewed by different authors. (Mousavi et al., 2015; Saeidi et al., 2017) The
FT synthesis is a polymerization reaction that occurs with stepwise chain-growth and needs a
monomer and an initiator. (Dry, 1996) The main discussions are focused on the CO dissociation
mechanism and on the species that act as monomer and initiator for the chain-growth reaction.
The carbide mechanism is based on the assumption that the CH2 ´ s surface species acts as
monomer and it is formed from reduction reactions of carbides that are formed from adsorbed
CO. (Fischer and Tropsch, 1926) Different hypotheses exist about the polymerization initiator
of the FT synthesis. The alkyl mechanism proposes an alkyl species CH3 ´ s that can react
with CH2 ´ s leading to chain-growth reactions. (Brady and Pettit, 1980, 1981) Although
this mechanism easily describes the formation of linear alkanes and alkenes, it is not able to
describe the formation of branched chains or oxygenates, thus more complex mechanisms have
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Table 5.1: Values published in literature for apparent activation energies of the FT and RWGS
reactions over iron catalysts.

Catalyst Ei Reference
[kJ/mol]

FT
Fe-Si-Cu-K-Na PARAFFINS 94.5 (Lox and Froment, 1993)

OLEFINS 132.3
Fe-Cu-K METHANE 92.9 (Wang et al., 2003)

PARAFFINS 87.0
OLEFINS 111.0

Fe-Mn CHAIN-GROWTH 75.5 (Yang et al., 2003)
METHANE 97.4
PARAFFINS 111.5
OLEFINS 97.4

Fe-Cu-K-Si CHAIN-GROWTH 73.5 (Chang et al., 2007)
METHANE 79.6
PARAFFINS 77.0
OLEFINS 84.1

Fe-Mn CHAIN-GROWTH 76.9-79.9 (Teng et al., 2005a, 2006, 2007)
METHANE 86.3-86.8
PARAFFINS 94.5-97.9
OLEFINS 87.4-87.6

Fe-Cu METHANE 68 (Nakhaei Pour et al., 2014)
PARAFFINS 76-102
OLEFINS 72-148

RWGS
FeSi 67.7 (Kaspar et al., 1994)
FeSi-H 81.9 (Kaspar et al., 1994)
FeSi-K 69 (Kaspar et al., 1994)
Fe3O4{Cr2O3 80 (Spencer, 1995)
Fe3O4 80 (Spencer, 1995)

been proposed, such as the alkenyl mechanism (Maitlis, 2004) (that considers as initiator a vinyl
surface species) or the alkylidene-hydride-methylidyne mechanism (Ciobıcă et al., 2002) (that
considers as monomer CH ´ s + H ´ s). These two mechanisms can describe the formation of
branched chains, but not the formation of oxygenates products.

To explain the formation of oxygenates during the FT reaction, the CO insertion mechanism
is generally adopted. It is based on the hypothesis that CO ´ s is the monomer for chain-
growth that leads to the formation of acyl intermediates R ´ C “ O ´ s. (Pichler and Schulz,
1970) Alcohols are formed by hydrogenation of the acyl intermediates, while acids are formed by
reaction between the acyl intermediates and hydroxyl groups adsorbed on the catalytic surface.

Other mechanisms have been proposed, such as the enolic and the formate mechanisms, but
none of them is considered very accurate for the reaction over Fe catalysts.

Some mechanisms have also been proposed to explain the formation of all the products ob-
served (paraffins, olefins and oxygenates) by combining two different reaction pathways that lead
to the formation of two different reaction intermediates. The CO insertion-carbide mechanism,
proposed by Gaube and Klein (Gaube and Klein, 2010), assumes that CO insertion and alkyl
mechanism take place simultaneously. This mechanism has been previously adopted over Fe
catalysts to explain the formation of paraffins, olefins, acids and alcohols. (Teng et al., 2006,
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2007) Another proposed mechanism is the H-assisted CO dissociation, based on the assumption
that CO dissociation is mediated by H, allowing to reduce the energetic barrier that would oth-
erwise be very high and limiting. This model proposes as monomer the CH ´ s, according to
the alkylidene-hydride-methylidyne mechanism. (Ojeda et al., 2010)

For the RWGS mechanism, the redox mechanism is commonly considered as the most ac-
curate for the reaction over metal oxides. (Amoyal et al., 2017; Saeidi et al., 2017; Daza and
Kuhn, 2016; Chou et al., 2019) Alternatively, the associative mechanism can be assumed. It
involves the formation of a formate species as intermediate (COOH ´ s) and it is considered
as the most accurate to describe the WGS reaction mechanism under FT-conditions over iron
catalysts. (Lox and Froment, 1993; Wang et al., 2013; Van der Laan and Beenackers, 2000) It
has also been adopted in different works to describe the RWGS mechanism over iron catalysts.
(Loiland et al., 2016; Nakhaei Pour and Housaindokht, 2017)

Concerning the CO2 hydrogenation reaction mechanism, the main contributions to the un-
derstanding of the reaction mechanism have been provided by the works of Schulz and Visconti
and their collaborators. (Visconti et al., 2017; Martinelli et al., 2014; Schulz et al., 2005; Schulz,
2014) Over Fe catalysts, it has been found that at least three different active sites exist: (Visconti
et al., 2017; Martinelli et al., 2014; Schulz, 2014)

• Fe3O4, responsible for the RWGS activity;

• Fe carbides, responsible for the chain-growth activity and thus the formation of primary
products;

• metallic Fe, responsible for the olefin re-adsorption and secondary hydrogenations.

Over alkalized Fe catalysts, an alkyl mechanism is generally adopted and CO dissociation is
assumed to occur by passing for the formation of a C ´ s intermediate. K has a role in con-
trolling the rate of formation of the C monomer, as it strengthens the Fe-C interactions and
simultaneously weakens the C-O bond. (Visconti et al., 2017; Amoyal et al., 2017; Schulz, 2014;
Jiang et al., 2018) The C ´s intermediate that is formed can undergo different kind of reactions
and form either the CH ´ s monomer responsible for the chain-growth, iron carbides that are
the active phase for the chain-growth, or C phases that depose on catalytic surface and lead
to its deactivation. The right content of K in the catalyst can favour the formation of CH ´ s
monomer, accordingly enhancing chain-growth reactions. However, too high content of K can
favour the C deposition and thus the catalyst deactivation. (Schulz, 2014; Jiang et al., 2018)

The chain-growth reaction has been explained by Schulz according to two mechanisms, the
linear chain prolongation and the chain branching, both addressed as primary reactions. (Schulz
et al., 2005; Schulz, 2014) Linear chain prolongation is explained as the reaction between an
alkylene and a methyl species to form an alkyl intermediate, attached to the active site with
its α-C atom. Branching reactions follow the same mechanism but the alkyl intermediate is
attached with its β-C atom and a further growth of these intermediates leads to the formation
of a branched chain. The branching probability has been observed to decrease when increasing
carbon number. This is due to spatial constraints that are stronger for branching reactions and
depend on the size of the intermediate species. (Schulz et al., 2005; Schulz, 2014; Riedel et al.,
2003)

Olefins and paraffins formation is generally considered as a primary reaction. Dissociative
desorption of the alkyl intermediate to form α-olefins and its associative desorption to form
n-paraffins are considered as competitive reactions that occur on the same active sites, but the
formation of α-olefins under CO2 hydrogenation conditions appears to be dominant. (Schulz
et al., 2005; Schulz, 2014; Riedel et al., 2003; Schulz and Claeys, 1999) α-olefins can also undergo
secondary hydrogenation, isomerization or double bond shift reactions, which are believed to
occur over metallic Fe sites. (Schulz, 2014) The tendency of the olefins to undergo secondary
hydrogenation reactions depends on their carbon number: the longer the olefin chain, the slower
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the diffusion rate of the molecule thus the higher the conversion to the corresponding paraffin.
(Visconti et al., 2017) Exceptions to this tendency have been observed for ethene which is very
reactive for secondary hydrogenations. (Schulz, 2014; Riedel et al., 2003)

Oxygenates are frequent by-products of the FT process and they can be formed both as
primary or secondary products. Oxygenates formation seems to occur over iron oxides active
sites. A mechanism proposed for the alcohols formation is related to the dissociation of CO
over iron, followed by the reaction between adsorbed oxygen and hydrogen, which would create
OH groups, chemisorbed on the catalytic surface and available for the reaction to hydrocarbon
species. (Riedel et al., 2003) Other mechanisms have been proposed, such as the CO insertion
(in analogy to what happens with cobalt) and secondary olefin hydroformylation, followed by
reduction of the formed aldehyde. (Schulz et al., 1999) Among alcohols, methanol is generally
produced in very low quantities, as iron catalysts are not active for methanol production and it
is thermodynamically not favoured in the conditions generally used for the CO2 hydrogenation
towards hydrocarbons. Oxygenates with 2 C atoms are, on the contrary, very abundant, because
of the high reactivity of ethene. (Schulz et al., 1999)

Understanding the mechanism of such a complex reaction is thus not evident. Many active
sites can have a role and parallel mechanisms can be involved. The most part of the mechanistic
kinetic models that have been developed in the literature are focused on the description of the
formation of only paraffins and olefins, while few can describe the formation of oxygenates, and
even fewer consider the formation of both oxygenates and paraffins and olefins. In this work, we
have developed the first detailed mechanistic kinetic model for the CO2 hydrogenation reaction.
The model takes into consideration the formation of olefins, paraffins and oxygenates formed
over a Fe-K/γ-Al2O3 catalysts. In particular, we have investigated the formation of oxygenates
with the aim to understand the mechanism of their formation and whether they are formed over
the same active sites as for olefins and paraffins.

5.2 Experimental

Figure 5.1: Experimental results obtained in reference conditions (H2/CO2 molar inlet ratio of
3, 15 bars, 300˝C, GHSV of 2080 Nml/gcat/h). CO2 conversion and CO and HCs selectivity are
represented on the left, HCs distribution as mole fraction among all hydrocarbons obtained are
represented on the right. Products labelled as “others” represent branched chains or aromatic
compounds. Refer to (Panzone et al., 2021) for more details.

The reaction has been studied in a laboratory-scale fixed-bed reactor over a Fe-K/γ-Al2O3

catalyst. The reactor consists in a stainless steel tube with inner diameter of 6 mm and filled with
about 3 g of catalyst. Products are collected in three phases, gaseous, organic and water, which
are all analysed by gas chromatography. The catalyst synthesis and the experimental protocol
have been described in our previous work. (Panzone et al., 2021) Tests have been performed
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Figure 5.2: ASF distribution of products from C1 to C30 for olefins, paraffins, acids and alcohols
for the reference conditions (H2/CO2 molar inlet ratio of 3, 15 bars, 300˝C, GHSV of 2080
Nml/gcat/h). Methane is excluded from this distribution. Points represent experimental data,
dotted lines represent the fitted model according to ideal ASF distribution, while solid lines
represent the fitted model according to a double-α distribution.

Table 5.2: Experimental values of α obtained for olefins, paraffins, alcohols and acids in reference
conditions (H2/CO2 molar inlet ratio of 3, 15 bars, 300˝C, GHSV of 2080 Nml/gcat/h).

Ideal ASF Double-α ASF
α α1 α2

olefins 0.75 0.55 0.78
paraffins 0.76 0.56 0.79
acids 0.33
alcohols 0.15

in different operating conditions, by varying reactor temperature, total pressure, GHSV and
H2/CO2 molar inlet ratio, in the ranges reported in our previous work. (Panzone et al., 2021)
All the experimental conditions tested were under chemical regime, as phenomena of internal
and external mass and heat transfer limitations were excluded through the calculation of typical
criteria used for fixed beds (see reference (Panzone et al., 2021)).

The results obtained during a typical run in reference conditions (H2/CO2 molar inlet ratio of
3, 15 bars, 300˝C, GHSV of 2080 Nml/gcat/h) are reported in Figure 5.1. It can be observed that
olefins, especially short chains C2-C4, are the prevalent product, while paraffins are produced
in lower quantity. Methane also represents a very important fraction of the products pool.
Oxygenates represent as well a significant fraction of the products, in particular carboxylic
acids and alcohols.

Figure 5.2 shows the ASF distribution of olefins, paraffins, acids and alcohols and Table 5.2
reports the corresponding obtained values of the experimental chain-growth probability α. Ex-
perimental data have been fitted with an ideal ASF model (dotted lines), to derive the value of
α, according to Eq. 5.1:

zi “ p1 ´ αqαi´1 (5.1)

It can be observed that the α of olefins and paraffins are very close, suggesting that they are par-
allel competitive reactions. The slope of acids and alcohols distribution is significantly different
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from that of olefins and paraffins, indicating that these species are probably formed according
to a different mechanism. Values of α of Table 5.2 and distributions shown in Figure 5.2 do not
consider methane, which is observed to have positive deviations from the ideal ASF distribution.
Positive deviations of methane from the ideal ASF distribution are common especially over Co
and Ru catalysts and their reason is still discussed in literature. It could be due to special ac-
tive sites, to an increased termination probability or to a different reaction mechanism. (Förtsch
et al., 2015) For CO2 hydrogenation preferential formation of methane has been attributed to
the low C/H ratio on the catalyst surface that favours the hydrogenation of adsorbed species,
leading to formation of methane. (Saeidi et al., 2017) On paraffins and olefins distributions,
a deviation of high C numbers (nC ą 7) from the ideal ASF can be observed. This is typical
of Fe-K catalysts (Donnelly et al., 1988; Donnelly and Satterfield, 1989; Dictor and Bell, 1986;
Schliebs and Gaube, 1985) and can be explained by assuming the co-existence of different active
sites and eventually reaction mechanisms for short and long chains, as we have already discussed
in our previous work. (Panzone et al., 2021) Thus, experimental data for paraffins and olefins
have also been fitted with a double-α ASF distribution, derived from the superposition of two
independent ASF distributions (see solid lines in Figure 5.2) and characterized by two α values
(α1 and α2). (Patzlaff et al., 1999) The double-α model is shown in Eq. 5.2:

zi “ p1 ´ μ2q p1 ´ α1qαi´1
1 ` μ2 p1 ´ α2qαi´1

2 (5.2)

where ξ is the point of intersection between the two ASF distributions and μ2 is the fraction of
hydrocarbons formed with growth probability α2, defined by Eq. 5.3:

μ2 “ p1 ´ α1qαξ´1
1

p1 ´ α1qαξ´1
1 ` p1 ´ α2qαξ´1

2

(5.3)

5.3 Kinetic model development

Based on the obtained experimental data, the kinetic model should be able to predict the
formation of the main categories of products observed, namely olefins and paraffins, as well as
oxygenates.

5.3.1 Establishment of detailed kinetic models

The model takes into account the formation of all the main species observed as products: CO
(Eq. 5.4), 1-alkenes (Eq. 5.5), n-alkanes (Eq. 5.6), alcohols (Eq. 5.7) and acids (Eq. 5.8) until 20
C atoms. In the following, we will refer to equations 5.5-5.7 when talking about FT. Branched
chains and aromatics are neglected, as well as aldehydes and ketones which are present in the
product pool in very small quantities.

CO2 ` H2 Ø CO ` H2O (5.4)

CO ` 2H2 Ñ 1

n
CnH2n ` H2O (5.5)

CO ` 2n ` 1

n
H2 Ñ 1

n
CnH2n`2 ` H2O (5.6)

CO ` 2H2 Ñ 1

n
CnH2n`1OH ` n ´ 1

n
H2O (5.7)
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CO ` 2pn ´ 1q
n

H2 Ñ 1

n
CnH2n´1OOH ` n ´ 2

n
H2O (5.8)

The following assumptions are made in order to develop the model:

1. the CO2 hydrogenation reaction is considered to occur in two steps, the RWGS followed
by the FT synthesis. Direct formation of hydrocarbons from CO2 is thus neglected, as
previously observed. (Riedel et al., 2001; Panzone et al., 2021)

2. RWGS and FT are considered to take place on two different types of active sites. Fe5C2

and Fe3O4 are assumed as the active sites for FT and RWGS, respectively.

3. Secondary hydrogenations of olefins are neglected, as it has been previously observed that
this reaction is not dominant over alkalised catalysts. (Schulz, 2014; Riedel et al., 2003;
Schulz et al., 1999)

4. Formation of C1 products is considered separately, as they have been observed not to
follow the ideal ASF distribution (see Figure 5.2). Formic acid formation is not included,
as it was not observed as product.

For the RWGS, a redox mechanism is assumed, based on the simple redox mechanism previ-
ously proposed by Saeidi et al. (Saeidi et al., 2017) A schematic representation of the mechanism
is shown in Figure 5.3. Adsorbed CO2 is considered to directly form CO by reacting with H2.

Figure 5.3: Reaction mechanism assumed for the formation of CO via RWGS.

For the FT synthesis, two kinetic models are derived, based on different assumptions:

1. The first is a mono-site model (model FT-A), where the hypothesis that all species consid-
ered are formed on the same active sites is made. A combination of alkyl mechanism and
CO insertion mechanism is assumed to explain the formation of the different species, based
on the previous work of Teng et al. (Teng et al., 2006) The alkyl mechanism is assumed to
explain the chain-growth and the formation of alkanes and alkenes. It considers CH2 ´ s
as monomer and CH3 ´ s as initiator. CH2 ´ s is formed from CO, via H-mediated CO
dissociation that yields to C ´ s. The adsorbed carbon then forms CH2 ´ s by react-
ing with H2. Chain-growth occurs through consecutive insertion of the CH2 ´ s species.
Products termination can occur via β-hydride elimination to form 1-alkenes or via H2

addition to form n-alkanes. The alkyl adsorbed intermediate can also react with adsorbed
CO and form oxygenated intermediates: CnH2n´1O ´ s that can react with OH ´ s and
be desorbed as an acid, or CnH2nOH ´ s that can react with H ´ s and be desorbed as
an alcohol. This mechanism is illustrated in Figure 5.4.
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2. The second model (FT-B) is developed with the assumption that oxygenates are formed
on different active sites then alkanes and alkenes. For type I (s) sites (where alkanes
and alkenes are formed, iron carbides presumably) the same alkyl mechanism explained
before is assumed, but no oxygenates are considered to be formed over these sites. For the
type II (x) sites (where oxygenates are formed), a CO-insertion mechanism is assumed.
CO is considered as the monomer, while a surface methyl species is considered as the
chain initiator. The chain-growth occurs via reaction of the adsorbed CO with the methyl
surface species Cn´1H2n´1 ´ x. Chain termination leads to the formation of alcohols
or acids according to the mechanism explained before. This mechanism is illustrated in
Figure 5.5.

Figure 5.4: Reaction mechanism assumed for the formation of olefins, paraffins, alcohols and
acids via FT when the presence of only one type of active site is assumed (FT-A).

5.3.1.1 Derivation of kinetic laws

To derive the equations for the kinetic model the Langmuir-Hinshelwood-Hougen-Watson pro-
cedure was followed. Elementary reaction steps are derived according to the hypothesis made
on the reaction mechanism. Some of the elementary steps are supposed as kinetically relevant,
while for the others a pseudo-equilibrium condition is assumed. Adsorption constants are con-
sidered as independent of temperature, thus adsorption enthalpies are not included. Kinetic
constants are expressed according to the Arrhenius law.

In the following, the rate equations obtained for RWGS and FT are shown and discussed.
Derivation of the FT-A model (mono-site) is explained in detail. For the other models, the same
procedure has been considered.

FT-A model: mono-site
Elementary steps assumed for the mono-site model are reported in Table 5.3. Step 5 rep-

resents the chain-growth and it is assumed as kinetically relevant step. Termination reactions
(9, 10, 11 and 12 ) are also assumed as kinetically relevant. The concentration of the adsorbed
species can thus be derived from the pseudo-equilibrium condition:

rCO ´ ss “ K1pCO rss (5.9)
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Figure 5.5: Reaction mechanism assumed for the formation of olefins, paraffins, alcohols and
acids via FT when the presence of two types of active site is assumed (FT-B).

rC ´ ss “ K1K2K4

K6

pCOpH2

pH2O
rss (5.10)

rCH2 ´ ss “ K1K2K3K4

K6

pCOp
2
H2

pH2O
rss (5.11)

rH ´ ss “ a
K4pH2 rss (5.12)

rOH ´ ss “ K6pH2Oa
K4pH2

rss (5.13)

rCnH2n´1O ´ ss “ K1K7pCO rCn´1H2n´1 ´ ss (5.14)

rHCO ´ ss “ K1K7pCO

a
K4pH2 rss (5.15)

rCnH2nOH ´ ss “ K1K7K8pCOpH2 rCn´1H2n´1 ´ ss (5.16)
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Table 5.3: Elementary reaction steps for FT — mono-site model.

Step Elementary reaction Constant

1 CO ` s Ø CO ´ s K1

2 CO ´ s ` H ´ s Ø C ´ s ` OH ´ s K2

3 C ´ s ` H2 Ø CH2 ´ s K3

4 H2 ` 2s Ø 2H ´ s K4

5
CH2 ´ s ` H ´ s Ñ CH3 ´ s ` s

k5
CH2 ´ s ` Cn´1H2n´1 ´ s Ñ CnH2n`1 ´ s ` s

6 H2O ` 2s Ø HO ´ s ` H ´ s K6

7
H ´ s ` CO ´ s Ø HCO ´ s ` s

K7
Cn´1H2n´1 ´ s ` CO ´ s Ø CnH2n´1O ´ s ` s

8
HCO ´ s ` H2 Ø CH2OH ´ s

K8
CnH2n´1O ´ s ` H2 Ø CnH2nOH ´ s

9.1 CH2OH ´ s ` H ´ s Ñ CH3OH ` 2s k9,1

9.n CnH2nOH ´ s ` H ´ s Ñ CnH2n`1OH ` 2s k9

10.1 HCO ´ s ` OH ´ s Ñ HCOOH ` 2s k10,1

10.n CnH2n´1O ´ s ` OH ´ s Ñ CnH2n´1OOH ` 2s k10

11.1 CH3 ´ s ` H ´ s Ñ CH4 ` 2s k11,1

11.n CnH2n`1 ´ s ` H ´ s Ñ CnH2n`2 ` 2s k11

12.n CnH2n`1 ´ s Ñ CnH2n ` H ´ s ` s k12

rCH2OH ´ ss “ K1K7K8pCOpH2

a
K4pH2 rss (5.17)

Reaction rates for methane and methanol are defined as follows:

rCH4 “ r11,1 “ k11,1 rCH3 ´ ss rH ´ ss (5.18)

rCH3OH “ r9,1 “ k9,1 rCH2OH ´ ss rH ´ ss (5.19)

while reaction rates for C2+ compounds are defined as follows:

rparaffins,n “ r11 “ k11 rCnH2n`1 ´ ss rH ´ ss (5.20)

rolefins,n “ r12 “ k12 rCnH2n`1 ´ ss rss (5.21)

ralcohols,n “ r9 “ k9 rCnH2nOH ´ ss rH ´ ss (5.22)
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Figure 5.6: Possible reaction pathways for rCnH2n`1 ´ ss and rCH3 ´ ss.

racids,n “ r10 “ k10 rCnH2n´1O ´ ss rOH ´ ss (5.23)

Those rate equations are all functions of concentrations of surface intermediates, which are
not object of measure. Thus, correlations between the intermediate concentrations and mea-
surable concentrations (products or reactants) have to be found. To derive the concentrations
of CH3 ´ s and CnH2n`1 ´ s, steady-state approximation can be applied. The intermediate
CnH2n`1 ´ s is formed by Cn´1H2n´1 ´ s and can form Cn`1H2n`3 ´ s following the reaction
5. Alternatively, it can undergo termination reactions (11.n or 12.n) to give the corresponding
paraffin (CnH2n`2) or olefin (CnH2n). Moreover, it can undergo further reactions with CO ´ s
and eventually with H2 and then be desorbed as the corresponding acid (Cn`1H2n`1OOH) or
alcohol (Cn`1H2n`3OH). A graphical description of the reaction routes for the CnH2n`1 ´ s
intermediate is given in Figure 5.6. Thus, we obtain:

d rCnH2n`1 ´ ss
dt

“ k5 rCn´1H2n´1 ´ ss rCH2 ´ ss ´ k5 rCnH2n`1 ´ ss rCH2 ´ ss `
´ k9 rCn`1H2n`2OH ´ ss rH ´ ss ´ k10 rCn`1H2n`1O ´ ss rOH ´ ss `
´ k11 rCnH2n`1 ´ ss rH ´ ss ` ´k12 rCnH2n`1 ´ ss rss “ 0

(5.24)

and from Eq. 5.24, an expression for rCnH2n`1 ´ ss is derived:

rCnH2n`1 ´ ss “ k5 rCH2 ´ ss rCn´1H2n´1 ´ ssˆ
k5 rCH2 ´ ss ` k9K1K7K8pCOpH2 rH ´ ss `

` k10K1K7pCO rOH ´ ss ` k11 rH ´ ss ` k12 rss
˙

(5.25)

The parameter α can thus be introduced. It represents the chain-growth probability and it is
defined as the ratio between the concentration of the intermediate with n carbon atoms and
that of the intermediate with n-1 carbons atoms:

α “ rCnH2n`1 ´ ss
rCn´1H2n´1 ´ ss “

k5
K1K2K3K4

K6

p2H2
pCO

pH2O¨
˝k5

K1K2K3K4
K6

p2H2
pCO

pH2O
` k9K1K7K8pCOpH2

a
K4pH2 `

` k10
K1K6K7?

K4pH2

pCOpH2O ` k11
a
K4pH2 ` k12

˛
‚
(5.26)
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The same procedure can be applied to CH3 ´ s to derive the expression that correlates its
concentration to measurable concentrations. Steady-state conditions are applied to CH3 ´ s,
giving:

d rCH3 ´ ss
dt

“ k5 rH ´ ss rCH2 ´ ss ´ k5 rCH3 ´ ss rCH2 ´ ss `
´ k9 rC2H4OH ´ ss rH ´ ss ´ k10 rC2H3O ´ ss rOH ´ ss `
´ k11,1 rCH3 ´ ss rH ´ ss “ 0

(5.27)

Similarly to α, a chain-growth probability for C1 compounds is defined:

α1 “ rCH3 ´ ss
rH ´ ss “

k5
K1K2K3K4

K6

p2H2
pCO

pH2O¨
˝k5

K1K2K3K4
K6

p2H2
pCO

pH2O
` k9K1K7K8pCOpH2

a
K4pH2 `

` k10
K1K6K7?

K4pH2

pCOpH2O ` k11,1
a
K4pH2

˛
‚

(5.28)

Finally, the concentrations of CH3 ´ s, CnH2n`1 ´ s, CnH2nOH ´ s and CnH2n´1O ´ s can be
defined as follows:

rCH3 ´ ss “ α1 rH ´ ss “ α1

a
K4pH2 rss (5.29)

rCnH2n`1 ´ ss “ α rCn´1H2n´1 ´ ss “ αn´1α1

a
K4pH2 rss (5.30)

rCnH2nOH ´ ss “ αn´2α1K1K7K8pCOpH2

a
K4pH2 rss (5.31)

rCnH2n´1O ´ ss “ αn´2α1K1K7pCO

a
K4pH2 rss (5.32)

The concentration of free active sites rss is derived from normalization of the concentration
of all the intermediates adsorbed on the catalytic surface:

rss ` rCO ´ ss ` rH ´ ss ` rC ´ ss ` rOH ´ ss `
` rCH2 ´ ss ` rCH3 ´ ss ` rHCO ´ ss ` rCH2OH ´ ss `

`
Nÿ
i“2

ˆ
rCiH2i`1 ´ ss ` rCiH2i`1O ´ ss ` rCiH2i`2OH ´ ss

˙
“ 1

(5.33)

Thus rss is expressed as follows:

rss “
«
1 ` K1pCO ` a

K4pH2 p1 ` α1 ` K1K7pCO ` K1K7K8pCOpH2q `

` K1K2K4

K6

pCOpH2

pH2O
` K6pH2Oa

K4pH2

` K1K2K3K4

K6

pCOp
2
H2

pH2O
`

` α1

a
K4pH2 p1 ` K1K7pCO ` K1K7K8pCOpH2q

Nÿ
i“2

αi´1

ff´1

(5.34)



5.3. Kinetic model development 175

Finally, rate equations are obtained for each compound:

rCH4 “ r11,1 “ k11,1α1K4pH2 rss2 (5.35)

rCH3OH “ r9,1 “ k9,1K1K4K7K8pCOp
2
H2

rss2 (5.36)

rparaffins,n “ r11 “ αn´1α1k11K4pH2 rss2 (5.37)

rolefins,n “ r12 “ αn´1α1k12
a
K4pH2 rss2 (5.38)

ralcohols,n “ r9 “ αn´2α1k9K1K4K7K8pCOp
2
H2

rss2 (5.39)

racids,n “ r10 “ αn´2α1k10K1K6K7pCOpH2O rss2 (5.40)

All model equations obtained are summarized in Table 5.6.
This first model thus describes the formation of all the species considered assuming that the

chain-growth probability is the same for each category of product and differentiating only the
termination mechanism. However, we observed that our experimental results showed a differ-
ence between the value of α for oxygenates and that for olefins and paraffins. Thus, it is worth
to further investigate the mechanism hypothesis and consider two different mechanisms for the
formation of oxygenates and olefins and paraffins.

FT-B model: multi-site
Elementary steps assumed for the FT multi-site model are reported in Table 5.4. Model

derivation is not reported here, the same procedure as for the mono-site model was followed.
Sites I psq are referred to the formation of olefins and paraffins, sites II pxq are those where
oxygenates are formed. Again, chain-growth reaction (step 5s and 4x ) and termination reactions
(7s, 8s and 7x, 8x ) are considered as kinetically relevant.

The rate equations derived are reported in Table 5.6. In this case, two different chain-growth
probabilities are defined, one for each site, allowing the differentiation of oxygenates formation
from that of olefins and paraffins, as experimentally observed.

RWGS model
The elementary steps of the redox mechanism assumed for the RWGS are reported in Ta-

ble 5.5. Step 2-R, representing the CO2 dissociation, is assumed as the kinetically relevant
step.

The reaction rate equation obtained for the RWGS reaction rate is reported in Table 5.6. It
includes equilibrium constant Keq to take into account the thermodynamics of the reaction and
adsorption constants for all reactants and products.

5.3.2 Numerical methods

The derived kinetic model for RWGS is combined with each of the models derived for FT and
integrated in an ideal reactor model. In our previous work, we verified that the reactor can be
described with an isothermal plug-flow behaviour, that no liquid is formed during the reaction
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Table 5.4: Elementary reaction steps for FT — multi-site model.

Step Elementary reaction Constant

Sites I

1s CO ` s Ø CO ´ s K1s

2s CO ´ s ` H ´ s Ø C ´ s ` OH ´ s K2s

3s C ´ s ` H2 Ø CH2 ´ s K3s

4s H2 ` 2s Ø 2H ´ s K4s

5s
CH2 ´ s ` H ´ s Ñ CH3 ´ s ` s

k5s
CH2 ´ s ` Cn´1H2n´1 ´ s Ñ CnH2n`1 ´ s ` s

6s HO ´ s ` H ´ s Ø H2O ` 2s K6s

7.1,s CH3 ´ s ` H ´ s Ñ CH4 ` 2s k7,1s

7.n,s CnH2n`1 ´ s ` H ´ s Ñ CnH2n`2 ` 2s k7s

8.n,s CnH2n`1 ´ s Ñ CnH2n ` H ´ s ` s k8s

Sites II

1x CO ` x Ø CO ´ x K1x

2x H2 ` 2x Ø 2H ´ x K2x

3x H2O ` 2x Ø HO ´ x ` H ´ x K3x

4x
H ´ x ` CO ´ x Ñ HCO ´ x ` x

k4x
Cn´1H2n´1 ´ x ` CO ´ x Ñ CnH2n´1O ´ x ` x

5x
HCO ´ x ` H2 Ø CH2OH ´ x

K5x
CnH2n´1O ´ x ` H2 Ø CnH2nOH ´ x

6x
CH2OH ´ x ` H2 Ø CH3 ´ x ` H2O

K6x
CnH2nOH ´ x ` H2 Ø CnH2n`1 ´ x ` H2O

7.1,x CH2OH ´ x ` H ´ x Ñ CH3OH ` 2x k7,1x

7.n,x CnH2nOH ´ x ` H ´ x Ñ CnH2n`1OH ` 2x k7x

8.1,x HCO ´ x ` OH ´ x Ñ HCOOH ` 2x k8,1x

8.n,x CnH2n´1O ´ x ` OH ´ x Ñ CnH2n´1OOH ` 2x k8x

Table 5.5: Elementary reaction steps for RWGS.

Step Elementary reaction Constant

1R CO2 ` σ Ø CO2 ´ σ K1R

2R CO2 ´ σ ` H2 Ñ CO ´ σ ` H2O k2R

3R CO ´ σ Ø CO ` σ K3R

4R H2 ` σ Ø H2 ´ σ K4R

5R H2O ` σ Ø H2O ´ σ K5R
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and that the gas phase can be treated as an ideal phase. (Panzone et al., 2021) The system is
thus simulated as 1D steady-state isothermal plug-flow model:

dFi

dτmod
“ 9VIN

ÿ
j

νi,jri,j (5.41)

where ri,j are the kinetic laws derived in the previous sections.
The system of ordinary differential equation is solved with a Runge-Kutta method, by us-

ing the Matlab function ode23. The optimization is performed with a non-linear curve fitting
with minimization of least-square, based on the trust-region-reflective algorithm. The Matlab
solver lsqcurvefit is used. The objective function is defined as the sum of squared deviations of
model predictions compared to experimental values of CO2 conversion and product selectivities
(Eq. 5.42).

F “
nexpÿ
j“1

nvarÿ
i“1

f2
ij “

nexpÿ
j“1

nvarÿ
i“1

´
Y exp
ij ´ Y calc

ij

¯2
(5.42)

Initial values of kinetic parameters were taken from the work of Teng et al. (Teng et al.,
2006). First, all parameters are considered independent of temperature. Then, variation with
temperature is introduced and kinetic constants are expressed according to the Arrhenius law
referred to a reference temperature:

ki “ ki0exp

ˆ
Ei

R

ˆ
1

T
´ 1

Tref

˙˙
(5.43)

The mean average relative residual (MARR) is estimated according to Eq. 5.44 as an evaluation
of the accuracy of the fit:

MARR % “ 1

nexp

1

nvar

nexpÿ
j“1

nvarÿ
i“1

|Y exp
ij ´ Y calc

ij |
|Y exp

ij | (5.44)

The sum of squares due to error SSE is also calculated to estimate the accuracy of the fit:

SSE “
nexpÿ
i“1

nvarÿ
i“1

´
Y exp
ij ´ Y calc

ij

¯2
(5.45)

In total, 160 experimental data (nexp “ 20, nvar “ 8) were used to determine the values of
respectively 27 and 32 kinetic parameters.
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Table 5.6: Equations derived for each proposed mechanism.

Model Equations

RWGS model rRWGS “ K1,Rk2,R ppCO2pH2 ´ pCOpH2O{Keqq
1 ` K1,R pCO2 ` K3,R pCO ` K4,R pH2 ` K5,R pH2O

FT - model A rCH4
“ k11,1α1K4pH2

rss2
rCH3OH “ k9,1K1K4K7K8pCOp

2
H2

rss2
rparaffins,n “ αn´1α1k11K4pH2

rss2
rolefins,n “ αn´1α1k12

a
K4pH2

rss2
ralcohols,n “ αn´2α1k9K1K4K7K8pCOp

2
H2

rss2
racids,n “ αn´2α1k10K1K6K7pCOpH2O rss2

α1 “
k5K1K2K3K4

K6

p2
H2

pCO

pH2O

k5K1K2K3K4

K6

p2
H2

pCO

pH2O
` k9K1K7K8pCOpH2

a
K4pH2 ` k10K1K7K6

pCOpH2O?
K4pH2

` k11,1
a
K4pH2

α “
k5

K1K2K3K4

K6

p2
H2

pCO

pH2O

k5
K1K2K3K4

K6

p2
H2

pCO

pH2O
` k9K1K7K8pCOpH2

a
K4pH2 ` k11

a
K4pH2 ` k10K1K6K7

pCOpH2O?
K4pH2

` k12

rss “
«
1 ` K1pCO ` a

K4pH2 p1 ` α1 ` K1K7pCO ` K1K7K8pCOpH2q ` K1K2K4

K6

pCOpH2

pH2O
` K6pH2Oa

K4pH2

`

` K1K2K3K4

K6

pCOp
2
H2

pH2O
` α1

a
K4pH2

p1 ` K1K7pCO ` K1K7K8pCOpH2
q

Nÿ
i“2

αi´1

ff´1

FT - model B rCH4 “ k7,1sαHC,1K4spH2
rss2

rparaffins,n “ αn´1
HC αHC,1k7sK4spH2 rss2

rolefins,n “ αn´1
HC αHC,1k8s

a
K4spH2 rss2

αHC,1 “
k5sK1sK2sK3sK4s{K6s

p2
H2

pCO

pH2O

k5sK1sK2sK3sK4s{K6s
p2
H2

pCO

pH2O
` k7,1s

a
K4spH2

αHC “
k5sK1sK2sK3sK4s{K6s

p2
H2

pCO

pH2O

k5sK1sK2sK3sK4s{K6s
p2
H2

pCO

pH2O
` k7s

a
K4spH2 ` k8s

rss “
«
1 ` K1spCO ` K1sK2sK4s

K6s

pCOpH2

pH2O
` K6spH2Oa

K4spH2

` K1sK2sK3sK4s

K6s

pCOp
2
H2

pH2O
`

` a
K4spH2

˜
1 ` αHC,1 ` αHC,1

Nÿ
i“2

αi´1
HC

¸ ff´1

rCH3OH “ αOX,1k7,1xK2x{K6xpH2O rxs2
ralcohols,n “ αn´1

OX αOX,1k7xK2x{K6xpH2O rxs2

racids,n “ αn´1
OX αOX,1k8xK3x{K5x{K6x

p2H2O

p2H2

rxs2

αOX,1 “ k4xK1xpCO

k4xK1xpCO ` k7,1x

?
K2xpH2

pH2O

K6xpH2
` k8,1x

K3xp2
H2O

K5xK6xp2
H2

?
K2xpH2

αOX “ k4xK1xpCO

k4xK1xpCO ` k7x

?
K2xpH2

pH2O

K6xpH2
` k8x

K3xp2
H2O

K5xK6xp2
H2

?
K2xpH2

rxs “
«
1 ` K1xpCO ` a

K2xpH2
` K3xpH2Oa

K2xpH2

`

` αOX,1

a
K2xpH2

ˆ
1 ` pH2O

K6xpH2

` pH2O

K5xK6xp2H2

˙ ˜
1 `

Nÿ
i“2

αi´1
OX,1

¸ ff´1



5.4. Results and discussion 179

5.4 Results and discussion

5.4.1 Mono-site model

Figure 5.7: Results of the mono-site kinetic model as function of τmod. Evolution of: a) CO2

conversion and CO selectivity; b) fractions of CH4, C2-C4 paraffins and C5+ paraffins; c) fractions
of C2-C4 olefins and C5+ olefins; d) fractions of methanol, C2-C6 alcohols and C2-C6 acids; e)
ASF distribution for olefins and paraffins; f) ASF distribution for alcohols and acids. Model
predictions are represented by solid lines, points represent experimental data.

Values of kinetic parameters estimated for the mono-site model are reported in Table 5.8.
All kinetically relevant reactions were considered temperature-dependant, except for the acid
termination reaction (step 10) because its activation energy E10 was observed to be irrelevant
to the model, no matter its value, thus it was set to 0. For each reaction step, pre-exponential
factors and activation energies were estimated, then the value of the kinetic constant at 300˝C
is calculated according to the Arrhenius law.

The methane termination reaction (k11,1) results faster than the termination of longer hydro-
carbons, as its kinetic constant is significantly larger than that of reactions 11 and 12. This is in
accord with the important methane formation experimentally observed. The kinetic constants
obtained for the oxygenated products (k9,1, k9, k10) are on the contrary higher, of the same
order of magnitude of the chain-growth reaction (k5), suggesting an important production of
oxygenates.

With these values of kinetic parameters, the model is able to describe with good accuracy
the experimental data. The parity plot is presented in Figure S.1 and shows that the main part
of the model results agree with the experimental data within an absolute error of 20%. The most
important deviations are observed for variables that have small values, such as the long olefins,
methanol, alcohols and acids fractions. The evaluation of the goodness of the fit is made by
estimating the MARR and the SSE of the model, which are 3.5% and 0.38, respectively. These
values are relatively low, considering the high number of parameters involved, and suggest a
good quality of the fit.

Results of the mono-site model compared with experimental data are reported in Figures 5.7-
5.11. The variation of CO2 conversion, CO selectivity and hydrocarbons distribution with τmod,
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Figure 5.8: Results of the mono-site kinetic model as function of temperature. Evolution of: a)
CO2 conversion and CO selectivity; b) fractions of CH4, C2-C4 paraffins and C5+ paraffins; c)
fractions of C2-C4 olefins and C5+ olefins; d) fractions of methanol, C2-C6 alcohols and C2-C6

acids; e) ASF distribution for olefins and paraffins; f) ASF distribution for alcohols and acids.
Model predictions are represented by solid lines, points represent experimental data.

Figure 5.9: Results of the mono-site kinetic model as function of total pressure. Evolution of: a)
CO2 conversion and CO selectivity; b) fractions of CH4, C2-C4 paraffins and C5+ paraffins; c)
fractions of C2-C4 olefins and C5+ olefins; d) fractions of methanol, C2-C6 alcohols and C2-C6

acids; e) ASF distribution for olefins and paraffins; f) ASF distribution for alcohols and acids.
Model predictions are represented by solid lines, points represent experimental data.
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Figure 5.10: Results of the mono-site kinetic model as function of pH2 . Evolution of: a) CO2

conversion and CO selectivity; b) fractions of CH4, C2-C4 paraffins and C5+ paraffins; c) fractions
of C2-C4 olefins and C5+ olefins; d) fractions of methanol, C2-C6 alcohols and C2-C6 acids; e)
ASF distribution for olefins and paraffins; f) ASF distribution for alcohols and acids. Model
predictions are represented by solid lines, points represent experimental data.

Figure 5.11: Results of the mono-site kinetic model as function of pCO2 . Evolution of: a)
CO2 conversion and CO selectivity; b) fractions of CH4, C2-C4 paraffins and C5+ paraffins; c)
fractions of C2-C4 olefins and C5+ olefins; d) fractions of methanol, C2-C6 alcohols and C2-C6

acids; e) ASF distribution for olefins and paraffins; f) ASF distribution for alcohols and acids.
Model predictions are represented by solid lines, points represent experimental data.
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T, p, pH2 and pCO2 are compared with the experimental data, as well as the ASF distribution
for olefins+paraffins and alcohols+acids. It is observed that the mono-site model can predict
with good accuracy the evolution of CO2 conversion, the CO selectivity and the formation of
olefins and paraffins from 1 to 20 C atoms with the different operating parameters. However,
it presents higher deviations in the prediction of oxygenates compounds. This is particularly
clear when the ASF distribution of hydrocarbons is analysed (see Figures 5.7-5.11.e,f). The
model properly fits the experimental values for olefins and paraffins, but it does not fit those
obtained for oxygenates. The average values of chain-growth parameters predicted by the model
in reference conditions are reported in Table 5.7. It has to be evidenced here that the chain-
growth α defined for C ě 2 in Eq. 5.26 does not depend on the C number and it is referred to
the ratio of reaction rates:

α “ rCn

rCn´1

(5.46)

The parameter represented by the slope of the ASF distribution curve is on the contrary
dependent on the C number and refers to the chain-growth probability obtained when the
reaction rates are integrated in the plug-flow model to calculate mole flows. We thus define this
parameter α1 as:

α1 “ FCn

FCn´1

(5.47)

The chain-growth probability predicted by the model thus varies with C number, allowing
to predict the deviations of longer chains from the ideal distribution, as discussed before. It can
also be observed that for olefins and paraffins the chain-growth probability is well predicted by
the model, while for oxygenates the values is significantly overestimated. The different α1 value
of oxygenates compared to olefins and paraffins has already been observed. (Teng et al., 2006,
2007, 2005b) Such a difference in the decrease of alcohols and acids formation rates compared
to that of olefins and paraffins was attributed by Teng et al. to the re-adsorption of alcohols
and acids over the catalyst surface. (Teng et al., 2007) Re-adsorbed acids and alcohols can take
part to chain-growth reactions and be hydrogenated to paraffins and olefins. This hypothesis is
supported by experimental results that showed that co-feeding alcohols to the inlet of the reaction
leads to the formation of more hydrocarbons and higher carbon number species. (Gaube and
Klein, 2008; Kokes et al., 1957; Kummer and Emmett, 1953) Another explanation can be that
oxygenates are formed on different active sites than those where olefins and paraffins are formed.
(Anderson and Ekerdt, 1985) In this study, as already explained, we have chosen to consider this
second hypothesis, but the assumption of oxygenates re-adsorption should also be investigated.

Table 5.7: Values of α1 predicted by the two models.

FT-A model FT-B model

α1 α1

olefins + paraffins 0.68 0.69

acids + alcohols 0.68 0.31
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Table 5.8: Values of optimized kinetic parameters obtained for the two models investigated.

Parameter Value Unit ki at 300
˝C Unit Parameter Value Unit ki at 300

˝C Unit

Mono-site model

k5,0 8.42x109 mol/kg/s
6.90 mol/kg/s

K1 0.069 MPa´1

E5 99.70 kJ/mol K2 619.54 -

k9,1,0 4.57x106 mol/kg/s
1.91 mol/kg/s

K3 6.54x10´3 MPa´1

E9,1 69.98 kJ/mol K4 9.98x10´3 MPa´1

k9,0 1.02x1010 mol/kg/s
6.61 mol/kg/s

K6 0.15 MPa´1

E9 100.82 kJ/mol K7 0.39 -

k10,0 5.10 mol/kg/s
5.10 mol/kg/s

K8 3.53 MPa´1

E10 0 kJ/mol k2R,0 8.00x105 mol/kg/s/MPa
5.02x10´3 mol/kg/s/MPa

k11,1,0 2.39x104 mol/kg
0.15 mol/kg/s

E2R 90.00 kJ/mol

E11,1 56.98 kJ/mol K1R 9812.52 MPa´1

k11,0 6.81x104 mol/kg/s
2.40x10´2 mol/kg/s

K3R 3668.67 MPa

E11 70.80 kJ/mol K4R 5.14 MPa´1

k12,0 1.44x106 mol/kg/s
1.18x10´2 mol/kg/s

E12 88.72 kJ/mol K5R 760.85 MPa´1.

MARR 3.5 %

SSE 0.38

Multi-site model

K1s 2.67 MPa´1 K5x 1.71 MPa´1

K2s 29.97 - K6x 3.33 MPa´1

K3s 1.62 MPa´1 k4,0,x 4.43x107 mol/kg/s
0.39 mol/kg/s

K4s 0.25 MPa´1 E4x 88.40 kJ/mol

K6s 17.17 MPa´1 k7,1,0,x 1.40x107 mol/kg/s
6.02x10´2 mol/kg/s

k5,0,s 1.18x108 mol/kg/s
0.29 mol/kg/s

E7,1x 91.80 kJ/mol

E5s 94.42 kJ/mol k7,0,x 2.40x108 mol/kg/s
0.87 mol/kg/s

k7,1,0,s 1.93x106 mol/kg/s
0.21 mol/kg/s

E7x 92.62 kJ/mol

E7,1s 76.41 kJ/mol k8,0,x . 2.64x107 mol/kg/s
0.13 mol/kg/s

k7,0,s 9.07x106 mol/kg/s
4.56x10´2 mol/kg/s

E8x 91.32 kJ/mol

E7s 91.05 kJ/mol K1R 2.20 MPa´1

k8,0,s 4.59x107 mol/kg/s
0.11 mol/kg/s

K3R 9.90 MPa

E8s 94.64 kJ/mol K4R 1.09 MPa´1

K1x 0.37 MPa´1 K5R 1.90 MPa´1

K2x 0.09 MPa´1 k2,0,R 1.52x108 mol/kg/s/MPa
0.88 mol/kg/s/MPa

K3x 2.86 MPa´1 E2R 90.40 kJ/mol

MARR 4.5 %

SSE 0.53
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5.4.2 Multi-site model

Figure 5.12: Results of the multi-site kinetic model as function of τmod. Evolution of: a)
CO2 conversion and CO selectivity; b) fractions of CH4, C2-C4 paraffins and C5+ paraffins; c)
fractions of C2-C4 olefins and C5+ olefins; d) fractions of methanol, C2-C6 alcohols and C2-C6

acids; e) ASF distribution for olefins and paraffins; f) ASF distribution for alcohols and acids.
Model predictions are represented by solid lines, points represent experimental data.

Values of kinetic parameters estimated for the multi-site model are reported in Table 5.8.
The value of activation energy for the RWGS is close to that obtained for the mono-site model
(E2R “ 90.4 kJ{mol), while the value of the activation energy for the chain-growth step over
sites s is only slightly lower than that obtained for the chain-growth reaction with the mono-site
model (E5s “ 94.4 kJ{mol). The activation energy obtained for the CO insertion step over sites
x is lower compared to the activation energy obtained for the chain-growth reaction over sites s
(E4x “ 88.4 kJ{mol). The comparison of the kinetic constants at 300˝C confirms that over the
s sites the methane formation is faster compared to the formation of longer hydrocarbons and
show a faster formation of olefins compared to paraffins. Over x sites, the formation of alcohols
results faster than that of acids.

A question raises about the nature of these different active sites. The sites where the RWGS
occurs are generally reported to be iron oxides, Fe3O4 in particular. (Visconti et al., 2017) The
sites s responsible for the formation of the hydrocarbons and for the chain-growth are likely to
be identified as iron carbides. (Visconti et al., 2017) In our previous work, we have observed the
formation of the Hägg carbide phase on the spent catalyst, pointing out the role of this phase
in the catalysis of this reaction. (Panzone et al., 2021) Concerning the nature of sites x, the
discussion is still more open. Some authors reported that oxygenates formation occurs over iron
oxides sites (Biloen and Sachtler, 1981; Yang, 2004), however their exact nature is not known.
Some authors have reported that oxygenates formation and CO formation via RWGS both occur
over the same active sites Fe3O4. (Visconti et al., 2017) However, deeper investigation is needed
to understand where the oxygenates formation takes place. In this study, we have not considered
the formation of oxygenates to occur over the same active sites as the RWGS, even if this is a
hypothesis that has to be verified in future works.

The results of the multi-site model compared with experimental data are shown in Fig-
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Figure 5.13: Results of the multi-site kinetic model as function of T. Evolution of: a) CO2

conversion and CO selectivity; b) fractions of CH4, C2-C4 paraffins and C5+ paraffins; c) fractions
of C2-C4 olefins and C5+ olefins; d) fractions of methanol, C2-C6 alcohols and C2-C6 acids; e)
ASF distribution for olefins and paraffins; f) ASF distribution for alcohols and acids. Model
predictions are represented by solid lines, points represent experimental data.

ures 5.12-5.16. It can be noticed that this model better fits the experimental data of oxygenates
formation (see Figures 5.12-5.16.f) and predicts values of α for oxygenates significantly closer
to the experimental values than those predicted by the mono-site model (see Table 5.7). How-
ever, the obtained MARR and SSE (respectively 4.5% and 0.53) are slightly higher than those
estimated for the mono-site model, suggesting a slightly worse fit.

Both these models, especially the multi-site one, probably suffer from the large number of
kinetic parameters involved that lead to large confidence intervals. To improve the models, two
solutions can be proposed: performing other experiments and improve the analytic protocol in
order to have more robust data with lower experimental error; simplify the model and reduce
the number of parameters to determine by fixing the value of some of them to an arbitrary
value. To do this, a sensitivity analysis of the influence of the parameters on the kinetic rate
can be performed to identify the most important parameters. Moreover, a DFT study can
help in estimating the values of some kinetic parameters. Furthermore, other hypothesis on
the mechanism could be made and tested. As RWGS is globally believed to take place over
iron oxides as well, the hypothesis that oxygenates formation is a competitive reaction with
the RWGS cannot be excluded, and on the contrary should be investigated by future works.
Moreover, performing co-feeding experiments with alcohols and olefins could help to verify if
alcohols and olefins adsorption effectively occur. The hypothesis of alcohols re-adsorption and
their involvement in chain-growth reactions and formation of olefins and paraffins could not be
excluded and should as well be investigated.

Therefore, from the results obtained in this study, we should currently consider the mono-site
micro-kinetic model developed as the most reliable one. However, based on the evidence reported
in the literature and on what observed experimentally in our work, the hypothesis of a multi-site
mechanism cannot be excluded either. The existence of a different mechanism and/or a different
active site for the formation of oxygenates has been largely evidenced in the literature. Similarly
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Figure 5.14: Results of the multi-site kinetic model as function of total pressure. Evolution of:
a) CO2 conversion and CO selectivity; b) fractions of CH4, C2-C4 paraffins and C5+ paraffins;
c) fractions of C2-C4 olefins and C5+ olefins; d) fractions of methanol, C2-C6 alcohols and C2-C6

acids; e) ASF distribution for olefins and paraffins; f) ASF distribution for alcohols and acids.
Model predictions are represented by solid lines, points represent experimental data.

Figure 5.15: Results of the multi-site kinetic model as function of pH2 . Evolution of: a) CO2

conversion and CO selectivity; b) fractions of CH4, C2-C4 paraffins and C5+ paraffins; c) fractions
of C2-C4 olefins and C5+ olefins; d) fractions of methanol, C2-C6 alcohols and C2-C6 acids; e)
ASF distribution for olefins and paraffins; f) ASF distribution for alcohols and acids. Model
predictions are represented by solid lines, points represent experimental data.
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Figure 5.16: Results of the multi-site kinetic model as function of pCO2 . Evolution of: a)
CO2 conversion and CO selectivity; b) fractions of CH4, C2-C4 paraffins and C5+ paraffins; c)
fractions of C2-C4 olefins and C5+ olefins; d) fractions of methanol, C2-C6 alcohols and C2-C6

acids; e) ASF distribution for olefins and paraffins; f) ASF distribution for alcohols and acids.
Model predictions are represented by solid lines, points represent experimental data.

to the results obtained by our work, other experiments performed over iron catalysts have shown
that the chain-growth probability of oxygenates is lower than that for hydrocarbons. (Teng et al.,
2006, 2007) This is an indication that two different mechanisms are involved. Moreover, it has
been reported that the active sites responsible for the formation of oxygenates are iron oxides
sites. (Biloen and Sachtler, 1981; Yang, 2004; Visconti et al., 2017; de Smit and Weckhuysen,
2008) As it is widely recognized that iron carbides (in particular the Hägg phase Fe5C2) are
the sites responsible for the chain-growth and the formation of hydrocarbons, this is another
indication of the existence of a different active site for the oxygenates formation and eventually
a different mechanism.

5.5 Conclusions

A detailed kinetic model has been derived for the CO2 hydrogenation reaction to describe the
formation of CO, paraffins, olefins, alcohols and acids until 20 C atoms. An alkyl mechanism
was assumed for paraffins and olefins, while oxygenates were considered to be formed via CO
insertion. A redox mechanism was supposed for the CO formation via RWGS. Two mechanisms
were derived: the first one, the mono-site model, based on the hypothesis that both hydrocarbons
and oxygenates are formed over the same active sites; the second one, the multi-site model, based
on the hypothesis that oxygenates and hydrocarbons are formed over different active sites.

From the results obtained by this study, it has been observed that the mono-site model
better fits the experimental data, showing slightly lower statistical error. However, the mono-
site model is not able to predict with accuracy the formation of oxygenates, giving a value of
the chain-growth probability significantly far from the experimental value. The multi-site model
on the contrary better describes the oxygenates formation but has higher error and confidence
intervals. To better understand how the formation of oxygenates occurs, an improvement of the
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models is thus necessary, by reducing the number of parameters to determine and by providing
a larger number of experimental data.

Beside the need to improve the models fit, this work presents a first investigation of the
comprehensive mechanism of the CO2 hydrogenation over Fe catalysts, including the formation
of both hydrocarbons and oxygenates. It has been shown that a complex mechanism is involved,
including the chain-growth via an alkyl mechanism combined with a CO-insertion mechanism
to form the oxygenates products. However, other hypothesis have to be considered in future
works in order to better study the mechanism, especially the formation of oxygenates. They
might in fact be formed over the same sites where CO is formed via RWGS or have a role in the
formation of long-chain hydrocarbons.
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S. Najari, G. Gróf, S. Saeidi, and F. Gallucci. Modeling and optimization of hydrogenation of
CO2: Estimation of kinetic parameters via Artificial Bee Colony (ABC) and Differential Evolu-
tion (DE) algorithms. International Journal of Hydrogen Energy, 44(10):4630–4649, 2019. ISSN
03603199. doi: 10.1016/j.ijhydene.2019.01.020. URL https://linkinghub.elsevier.com/retrieve/

pii/S036031991930093X.

A. Nakhaei Pour and M. R. Housaindokht. A new kinetic model for direct CO2 hydrogenation to
higher hydrocarbons on a precipitated iron catalyst: Effect of catalyst particle size. Journal of Energy
Chemistry, 26(3):359–367, 2017. ISSN 20954956. doi: 10.1016/j.jechem.2016.12.006. URL https:

//linkinghub.elsevier.com/retrieve/pii/S2095495616301607.

A. Nakhaei Pour, H. Khodabandeh, M. Izadyar, and M. R. Housaindokht. Detailed kinetics of Fis-
cher–Tropsch synthesis on a precipitated iron catalyst. Reaction Kinetics, Mechanisms and Catalysis,
111(1):29–44, 2014. ISSN 1878-5204. doi: 10.1007/s11144-013-0640-8. URL https://doi.org/10.

1007/s11144-013-0640-8.

M. Ojeda, R. Nabar, A. U. Nilekar, A. Ishikawa, M. Mavrikakis, and E. Iglesia. CO activation pathways
and the mechanism of Fischer–Tropsch synthesis. Journal of Catalysis, 272(2):287–297, 2010. ISSN
00219517. doi: 10.1016/j.jcat.2010.04.012. URL https://linkinghub.elsevier.com/retrieve/pii/

S0021951710001399.

C. Panzone, R. Philippe, C. Nikitine, L. Vanoye, A. Bengaouer, A. Chappaz, and P. Fongarland. Catalytic
and kinetic study of the CO2 hydrogenation reaction over a Fe-K/Al2O3 catalyst towards liquid and
gaseous hydrocarbons production. Industrial & Engineering Chemistry Research, 2021. doi: https:
//doi.org/10.1021/acs.iecr.1c02542.

J. Patzlaff, Y. Liu, C. Graffmann, and J. Gaube. Studies on product distributions of iron and
cobalt catalyzed Fischer–Tropsch synthesis. Applied Catalysis A: General, 186(1-2):109–119, 1999.
ISSN 0926860X. doi: 10.1016/S0926-860X(99)00167-2. URL https://linkinghub.elsevier.com/

retrieve/pii/S0926860X99001672.

H. Pichler and H. Schulz. Neuere Erkenntnisse auf dem Gebiet der Synthese von Kohlenwasserstoffen aus
CO und H2. Chemie Ingenieur Technik - CIT, 42(18):1162–1174, 1970. ISSN 0009-286X, 1522-2640.
doi: 10.1002/cite.330421808. URL http://doi.wiley.com/10.1002/cite.330421808.



192 Chapter 5. Development of the micro-kinetic model.

T. Riedel, G. Schaub, K.-W. Jun, and K.-W. Lee. Kinetics of CO2 Hydrogenation on a K-Promoted
Fe Catalyst. Industrial & Engineering Chemistry Research, 40(5):1355–1363, 2001. ISSN 0888-5885,
1520-5045. doi: 10.1021/ie000084k. URL http://pubs.acs.org/doi/abs/10.1021/ie000084k.

T. Riedel, H. Schulz, G. Schaub, K.-W. Jun, J.-S. Hwang, and K.-W. Lee. Fischer–Tropsch on iron with
H2/CO and H2/CO2 as synthesis gases: the episodes of formation of the Fischer–Tropsch regime and
construction of the catalyst. Topics in Catalysis, 26(1-4):41–54, 2003.
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CHAPTER 6

Reactor modelling and process optimization.

6.1 Introduction.

This last Chapter is focused on the modelling of the reactor and on the optimisation of the
process.

First, we will present a comparison between a heterogeneous reactor model and a pseudo-
homogeneous one, applied to a fixed bed reactor with a cooling system, that will be validated
with the experimental data obtained on the experimental bench used in CEA. Until now in
this work, all the reactor models developed did not consider the heat exchange, because of
the assumption of isothermal conditions, verified by experimental measurements. However, in
the phase of scaling-up of the reactor and the catalyst, the heat and mass transfer limitations
may not be negligible anymore. To gain insights about these phenomena, we have developed a
heterogeneous model that takes into account the presence of the fluid bulk phase and of the solid
catalytic phase and we have compared it with a pseudo-homogeneous model. This comparison
allows to verify whether the hypothesis of negligible limitations of mass and heat transport are
effectively appropriate. Moreover, the scaling-up to a bigger reactor allows to verify that the
macro-kinetic model developed in Chapter 4 is still accurate when applied to a different reactor
size.

Then, we will analyse the possible options to optimize the process and maximize the hydro-
carbons yield. As we have already discussed (see Sections 1.3.2.2 and 3.6), one of the problems
of this reaction is its sensitivity to water, that can lead to fast deactivation of the catalyst.
(Satterfield et al., 1986; Pendyala et al., 2010) Therefore, the adoption of a membrane reactor
can be beneficial. We have thus simulated a membrane reactor and studied the effects of water
removal during the reaction.

Finally, we have considered the process scale and simulated the reaction and the downstream
products separation. We propose a possible process configuration that allows the production
of valuable products that can have applications in the current economic sector. Moreover, we
estimate the carbon and the energy efficiency to compare this process to other hydrocarbons
synthesis technologies and to understand its feasibility in view of eventual future industrial
applications.

6.2 Reactor modelling.

The results of the experimental study described in section 3.7 are here used to validate the
reactor model, developed to describe the behaviour of the reaction. In the previous Chapters,
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we have developed kinetic models, by making the assumptions that the laboratory-scale reactor
could be modelled as an isothermal plug-flow reactor, as we have verified that all the criteria for
excluding mass and heat transfer limitations were satisfied. Now, we are considering a bigger
reactor with a cooling system that allows a better management of the heat produced by the
reaction. We want to verify:

1. if the macro-kinetic model developed in Chapter 4 can be adapted to reactors of other
sizes;

2. if the hypothesis of excluding mass and heat transfer limitations is justified;

3. if the model is still able to predict the reactor behaviour when CO/CO2 mixtures are fed.
The eventual recirculation of unreacted gases to the reactor inlet would in fact lead to the
presence of variable contents of CO in the reactor feed.

For these purposes, we have modelled the reactor with non-isothermal plug-flow and hetero-
geneous models, both in one-dimension. A brief description of the possible approaches to model
reactors with heterogeneously-catalysed reactions is given in the next section.

6.2.1 The problem of modelling reactors with heterogeneously-catalysed re-
actions.

The modelling of fixed-bed reactors with heterogeneously-catalysed reactions involves phenom-
ena coupled at different scales, as shown in Figure 6.1. The feeding of reactants and the cir-
culation of the cooling fluid occur at macroscopic scale. The transport of the fluid around the
catalytic particles is a mesoscopic-scale phenomenon. Finally, the chemical reaction and the
thermal and mass transfer occur at microscopic scale, inside the particle’s pores. Given the

Figure 6.1: Representation of different scales involved in the modelling of a reactor with
heterogeneous-catalysed reaction.

number of physical-chemical phenomena involved in packed beds, their precise description re-
quires very complex mathematical problems that are highly demanding in terms of computation
times. Thus, simplifications are generally employed to describe heterogeneous media. The most
common simplification is the continuum approach based on the identification of a “representa-
tive elementary volume” (REV). (Biot, 1941; Coussy, 1991; Hsu, 2005; Quintard and Whitaker,
2005) This approach consists in considering the actual porous medium as the superposition of
two continuum phases, the solid phase - representing the catalytic particles - and the gas phase.
For a given geometric coordinate of the porous medium, the two phases coexist and the local
structural and physical properties of the porous medium are averaged in the control volume
considered. The REV has to be big enough to avoid the inhomogeneity of the porous medium,
but little enough to maintain a local behaviour in the description of the variations of the physical
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properties. Therefore, the REV scale has to be chosen much bigger than the pore size and much
lower than the reactor size. These criteria are easily satisfied at the industrial scale, given the
big size of the reactors, while this is not the case for laboratory-scale reactors. (Rolland, 2014)
Despite the controvert applicability of this approach for lab-scale reactors, this simplification is
the best in terms of precision/simplicity ratio and the only one actually accessible and applicable
and thus the one commonly adopted.

Indubitably, this method of homogenisation via a representative elementary volume generates
a loss of information about the porous medium, in particular about the phenomena of mass,
heat and momentum transfer in the medium. To represent these phenomena, parameters are
introduced as representative of several phenomena grouped. These parameters are determined
from correlations, generally based on empirical derivation.

In the common applications, two approaches exist to model reactors with heterogeneously-
catalysed reactions: the heterogeneous and the pseudo-homogeneous approaches. If the REV
method is applied to the catalytic bed, the heterogeneous model is derived. It distinguishes
the two scales of the porous medium - the catalytic pores where the reaction takes place and
the bulk phase - and describes the transfers of mass and heat within the catalyst. The pseudo-
homogeneous model is based on the hypothesis that transfers between the two scales are at the
equilibrium, thus assumes that the temperature and the composition of the fluid in the catalytic
pores are equal to those of the fluid surrounding the catalytic particles.

To model the behaviour of our reactor, we have used both approaches and compared them.
In the following sections the equations of the models are described.

6.2.2 Equations of the 1D pseudo-homogeneous plug-flow model.

The 1D plug-flow model is described by the following equations. For the variation of mole flow
of compound i in the bulk (Fi) (Perry et al., 1997):

dFi

dz
“ ρbedSr

ÿ
j

νi,jrj (6.1)

where ρbed is the catalytic bed density, Sr is the cross-sectional surface of the reactor, rj is the
rate of the reaction j, described by the macro-kinetic model shown in Chapter 4.

For the variation of the bed temperature Tbed along the reactor (Perry et al., 1997):

cPF0
dTbed

dz
“ ρbedSr

ÿ
j

rjΔHr
j ´ 4

dr
SrhOV pTbed ´ TCq (6.2)

where cP is the heat capacity at constant pressure, F0 is the gas total flow at the reactor inlet,
ΔHr

j is the enthalpy of reaction j, dr is the reactor diameter and hOV is the overall heat transfer
coefficient, defined in the next section, according to equations 6.38-6.46. TC represents the
temperature of the cooling fluid.

6.2.3 Equations of the 1D heterogeneous model.

The 1D heterogeneous model in stationary state includes equations for the mass, heat and
momentum transfer in the bulk and in the catalyst’s pores. The equations of the model are
presented in the following.

6.2.3.1 Momentum balance.

The momentum balance in the bulk phase, for a 1D stationary model, is described by the Darcy
equation (Perry et al., 1997):

´dp

dz
“ μmix

κ
ub (6.3)
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where μmix is the viscosity of the gas mixture and κ is the permeability of the porous medium.
The value of μmix used in the work, as well as values of other parameters of the model can be
found in Table 6.2. The permeability κ is estimated from the Carman-Kozeny equation for fixed
beds (Rushton et al., 2000):

κ “ p2RP q2 ε3bed
180 p1 ´ εbedq2 (6.4)

where εbed is the porosity of the packed bed which is estimated from the apparent bed density
(ρbed “ 1.13 g{cm3) and the density of the catalyst pellet measured with a gas pycnometer
(ρcat “ 3.22 g{cm3):

εbed “ 1 ´ ρbed
ρcat

(6.5)

The obtained εbed is thus estimated to be 0.63.

The boundary conditions of Eq 6.3 are:

• At the reactor entrance pz “ 0q the mass flux is imposed equal to N0:

´ρmixu “ N0 “ F0Mmix{Sr (6.6)

• At the reactor outlet pz “ Lbedq the total pressure is imposed:

p “ pout (6.7)

6.2.3.2 Mass balance.

Mass balance in the catalytic bed.
The equation of mass balance of the species i, for a 1D stationary model, in bulk phase is

(Perry et al., 1997):

ubρmix
dωi

dz
` dJi

dz
“ Ri (6.8)

where the term on the left represents the variation of the convective mass flux of the species i,
Ji represents the mass diffusion flux and Ri the mass source term. Only CO2, H2, CO, H2O
and C4H8 are considered as compounds. C4H8 has been chosen as compound representative of
all the hydrocarbons obtained as its molar mass is close to the averaged molar mass of the pool
of products obtained.

The boundary conditions for equations in the bulk phase are:

• At the reactor entrance pz “ 0q the composition is set equal to that of the feed:

ωi “ ωi0 (6.9)

• At the reactor outlet pz “ Lbedq the diffusive flow is null:

Ji “ 0 (6.10)

Diffusion flux.
The diffusion flux Ji can be expressed with the Fick’s law (Perry et al., 1997), as a function

of the mass fraction gradient of the compound i and the corresponding diffusion coefficient:

Ji “ ´ρmixDi,m
dωi

dz
(6.11)
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The estimation of the diffusion coefficient Di,m is not evident for this kind of concentrated
mixtures, where none of the species is predominant. Generally, correlations for the estimation
of diffusion coefficients are defined for diluted mixtures and as functions of the molar fraction
gradient of compound i. Thus, we can define a molar diffusion flux Ji̊ (Perry et al., 1997;
Delgado, 2006):

Ji̊ “ ´MicDi̊,m

dxi
dz

(6.12)

In the case of multi-components mixtures, Di̊,m and Di,m are not the same. Thus, we have
to define the mass diffusion flux Ji as function of the molar diffusion flux Ji̊ , so that we can
use the existing correlations for the estimation of diffusion coefficients. For this purpose, the
mixture-averaged approximation can be used. (Kee et al., 2017) The diffusion coefficient of
each compound is calculated by approximating the other gases to a single corps with averaged
properties and thus considering the mixture as a binary mixture. Therefore, the mass and molar
diffusion fluxes can be correlated with the following expression:

Ji “
ˆ
1 ´ ωi

1 ´ xi

˙
Ji̊ (6.13)

and

Ji “ ´ρi

ˆ
1 ´ ωi

1 ´ xi

˙
Di̊,m

dxi
dz

(6.14)

For non-diluted mixtures, the diffusion coefficients are estimated from the correlations derived
from Maxwell equations by Fairbanks and Wilke (Fairbanks and Wilke, 1950):

Di̊,m “ 1 ´ xiř
j‰i

xj
Di,j

(6.15)

where Di,j are the binary diffusion coefficients, calculated from Fuller equation (Fuller and
Giddings, 1965; Fuller et al., 1966):

Di,j “ 0.00143T 1.75

pM0.5
ij

ˆ´
ν
1{3
i ` ν

1{3
j

¯2
˙ (6.16)

where Mij “ 2
´
M´1

i ` M´1
j

¯´1
in kg/mol; νi are the Fuller’s diffusion volumes reported in

Table 6.1; T in K, p in bar, Di,j in cm2{s.
Table 6.1: Values of Fuller’s volumes ν calculated from atomic contributions given in Poling
et al. (2001).

Compound νi
CO2 26.9

CO 18

H2 6.1

N2 18.5

H2O 13.1

C4H8 86.7

When the mixture-averaged approximation is used, the mass conservation equation is not
respected anymore, because the sum of all the diffusive fluxes is not null. The solution proposed
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by Kee et al. (2017) consists in omitting the resolution of the mass balance equation of one
species, whose composition is derived from those of the other species. In our model, we omitted
the resolution of mass balance of carbon dioxide.

Axial dispersion is not considered in these models, as it was found to be negligible. Pre-
liminary simulations have been run by including the effect of the axial dispersion coefficients,
estimated with the correlation of Edward and Richardson (Edwards and Richardson, 1968):

Di̊,ax

Di̊,m

“ γ1εbed ` γ2RePSci (6.17)

where γ1 “ 0.73 and γ2 “ 0.5

ˆ
1 ` 13γ1εbed

RepSci

˙´1

. From this simulations we obtained a value of

Di̊,ax

Di̊,m

close to 0.6, resulting in a Di̊,ax of the same magnitude order of Di̊,m that did not show

any effects on the compositions in the reactor. The results of these preliminary simulations are
not shown here. In the following, axial dispersion will be neglected.

Mass source.
The mass source term Ri for an heterogeneous model is represented by the mass exchange

between the bulk phase and the catalyst pellet surface and it is expressed as follows:

Ri “ ´ p1 ´ εbedqMiaSkG,i

´
Cb
i ´ CS

i,P

¯
(6.18)

where εbed is the bed porosity and Cb
i and CS

iP represent the concentration of i in the bulk phase
and at the particle’s surface, respectively. aS is the external specific surface that for spherical
particles forming a bed of porosity εbed is estimated as follows:

aS “ 6

dP
p1 ´ εbedq (6.19)

The obtained value of aS can be found in Table 6.2. kG,i is the mass transfer coefficient between
bulk phase and catalyst particle, that can be estimated from the Sherwood number:

kG,i “ Di,mShi
dP

(6.20)

Shi is calculated from Satterfield’s correlation for fixed bed reactors (Satterfield et al., 1978):

Shi “ 0.357

1 ´ εbed
Re0.641P Sc

1{3
i (6.21)

with

ReP “ ρmixubdP
μmix

(6.22)

Sci “ μmix

ρmixDi,m
(6.23)

Mass conservation inside the catalytic pellet.
Inside the catalytic particle, the equation of mass conservation for the species i in stationary

conditions in 1D is:

1

r2
d

dr

ˆ
´Di,effr

2dCi,P

dr

˙
“

Nrÿ
j“1

νijrj̊ (6.24)

where the first term represents the internal diffusion flux and the second is the mass source, due
to the chemical reaction.

The boundary conditions for mass conservation equations in the catalyst’s particle are:
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• Mass flow at the particle center pr “ 0q is null:

dCi,P

dr

∣
∣
∣
∣
r“0

“ 0 (6.25)

• Mass flow at the particle surface pr “ RP q is represented by the mass exchange with the
bulk phase:

´Di,eff
dCi,P

dr

∣
∣
∣
∣
r“RP

“ kG,i

`
Ci,b ´ CS

i,P

˘
(6.26)

The diffusion coefficient Di,eff takes into account all the diffusion phenomena that can
occur in the catalytic pores. Diffusion in the pores can be due to two mechanisms: the Knudsen
diffusion and the molecular gas diffusion. The first is dominant when the pores diameter is much
smaller than the mean free path of the gas molecules. The mean free path of a gas molecule λ
can be calculated according to the approximate equation based on Brown et al. (Brown et al.,
1946):

λ “
ˆ
2μ

p

˙ c
8RT

πM
(6.27)

The Knudsen number is defined as the ratio of the mean free path to the pore size:

Kn “ λ

dpores
(6.28)

The average pore diameter of the catalyst used in this work is about 10 nm. In the operating
conditions, the Knudsen number obtained has a value of 1.5, indicating that the flow is domi-
nated by the molecular diffusion inside the catalytic pores. Thus, we have neglected here the
Knudsen diffusion and considered only the molecular diffusion in the catalytic pores. The diffu-
sion coefficient in the catalyst pores has to be modified due to the solid material that makes the
effective diffusion in the catalyst pores lower than the bulk diffusion. The diffusion coefficient
in the catalytic pores is thus estimated by considering the catalyst porosity and tortuosity:

Di,eff “ Di,m
εpores
τpores

(6.29)

where εpores is estimated to be 0.66, from the volume of pores measured by BJH analysis (Vpores “
0.21 cm3{g) and the density of the catalyst pellet measured with a gas pycnometer (ρcat “
3.22 g{cm3). The tortuosity of the catalytic particle τpores is set to 4, as suggested by Satterfield.
(Satterfield, 1991)

The kinetic laws rj̊ derive from the macro-kinetic model previously described in Chapter 4.

rj̊ are expressed in mol{m3
cat{s and as function of the concentrations of i in the particle, in the

form:

rj̊ “ mcat

Vcat
rj “ mcat

Vcat
kjRT

CAcB ´ CCCD{Keq,j

CC ` ajCD ` bjCA ` cjCB
(6.30)

6.2.3.3 Heat transfer.

In the bulk phase, the equation of heat conservation for the species i in stationary conditions in
1D is (Perry et al., 1997):

Srρmixcp,mixub
dTbed

dz
` dq

dz
“ SrQ ` πdrhOV pTbed ´ TCq (6.31)

where the first term represents the convective heat flux, the q is the conductive flux and Q is
the heat source.

The boundary conditions for equations in the bulk phase are:
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• At the reactor entrance pz “ 0q the bed temperature is set equal to that of the feed:

Tbed “ Tbed,0 (6.32)

• At the reactor outlet pz “ Lbedq the conductive flow is null:

q “ 0 (6.33)

Conductive flux.
The conductive heat flux is expressed according to the Fourier’s law. (Bird et al., 1960) It

is proportional to the temperature gradient:

q “ ´Arkax
dTbed

dz
(6.34)

kax is the axial thermal conductivity of the packed bed, calculated from the following correlation
(VDI, 2010):

kax
λmix

“ 7 ` 0.5RePPr (6.35)

Heat source.
The heat source term, in analogy to the mass transfer, is represented by the heat exchange

between the bulk phase and the catalyst pellet surface and it is expressed as follows:

Q “ ´ p1 ´ εbedq aSkt
`
Tbed ´ TS

P

˘
(6.36)

where Tbed and TS
P are the bed temperature and the temperature of the catalyst pellet at the

external surface, respectively. kt is the heat transfer coefficient between bulk phase and pellet
and it is estimated from Satterfield’s correlation derived in the case of fixed beds (Trambouze
and Euzen, 2004):

kt “ 0.43

1 ´ εbed
ρmixcP,mixubRe´0.36

P Pr´0.67 (6.37)

Overall heat transfer coefficient.
The hOV represents the overall heat transfer coefficient next to the reactor wall. It is esti-

mated as the combination of difference resistances in series (see Fig. 6.2):

1

hOV
“ 1

αbed
` 1

αw,out
` 1

hC
(6.38)

where αbed represents the heat transfer coefficient through the catalytic bed, αw,out the heat
transfer coefficient through the reactor wall and hC the heat transfer coefficient with the cooling
fluid. 1{αbed is the combination of two elements, one representing the thermal resistance of the
packed bed 1{αrad and one representing the thermal resistance to heat transfer on the bed side
of the wall 1{αw,int:

1

αbed
“ 1

αrad
` 1

αw,int
(6.39)

The term 1{αrad derives when passing from a two-dimensional model to a one-dimensional
one. When passing to the 1D model, in fact, we consider a mean temperature of the bed and we
assume that the radial temperature profile has a parabolic curvature between the center of the
reactor and the internal wall. (Rothenberg, 2013) By making this assumption, we derive that:

1

αrad
“ dr

8λrad
(6.40)
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Figure 6.2: Radial temperature profile in a cooled packed-bed reactor according to the simplified
one-dimensional model with αbed.

The radial effective heat conductivity in the bed λrad can be estimated from the following
equation (Bauer, 1978a,b):

λrad

λmix
“ λbed

λmix
` RePPr

7

«
2 ´

ˆ
1 ´ 2

dP
dr

˙2
ff (6.41)

Eq. 6.41 is valid only for dr{dP ą 5. λbed is the effective thermal conductivity of the bed without
flow. For λP {λmix ą 10, λbed{λmix is generally in the range 2-10. For modelling wall-cooled
reactors, a value of λbed{λmix of 4 can be used. (Westerterp et al., 1991; Jess and Kern, 2012;
Chabot et al., 2015; Rothenberg, 2013)

The internal wall heat transfer αw,int can be estimated from the correlation of Martin and
Nilles (Martin and Nilles, 1993):

Nuw “ αw,intdP
λmix

“
ˆ
1.3 ` 5

dP
dr

˙
λbed

λmix
` 0.19Re

3{4
P Pr1{3 (6.42)

The external wall heat transfer αw,out can be estimated as follows:

1

αw,out
“ ew

λs
(6.43)

where ew is the wall thickness and λs is the thermal conductivity of the wall material. In this
case, as the stainless steel has high thermal conductivity (17 W/m/K), the wall heat transfer
resistance results to be very small and can thus be neglected.

The external heat transfer coefficient hC can be estimated from the Nusselt number:

hC “ NuCλC

Lc
(6.44)

Nusselt numbers can reasonably be estimated from correlations of the form:

Nu “ CRemPrn (6.45)

The Nusselt number that characterises the heat transfer by forced convection from a fluid to the
surface of a cylinder in the range of 4x104 ă Re ă 4x105 can be estimated with the following
correlation (Rothenberg, 2013):

NuC “ 0.027Re0.805C Pr
1{3
C (6.46)
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where ReC and PrC are the Reynolds and Prandtl numbers of the heat-transfer fluid. Their
values, as well as the heat-transfer fluid properties, are reported in Table 6.2. The obtained hOV

is around 200 W/m2/K.

Table 6.2: Values of parameters used in the model.

Parameter Description Value

Bulk phase

dr Reactor diameter 10.2 mm

εbed Bed porosity 0.63

ub Surface velocity 0.017 m/s

ρmix Density 4.65 kg{m3

μmix Viscosity 0.024 mPa.s

λmix Thermal conductivity 0.16 W/m/K

cp,mix Heat capacity 31.4 J/mol/K

ReP Reynolds number 0.53

Pr Prandtl number 0.32

Pe Peclet number 0.17

Particle phase

dP Particle diameter 160 μm

λP Thermal conductivity of the particle 0.65 W/m/K

dpores Diameter of catalyst pores 10 nm

εpores Porosity of catalyst pores 0.66

τpores Tortuosity of catalyst pores 4

λP {λmix 4.01

dr{dP 63.9

Cooling fluid

uC Surface velocity 4.4 m/s

ρC Density 824.1 kg{m3

μC Viscosity 0.4 mPa.s

λC Thermal conductivity 0.10 W/m/K

cp,C Heat capacity 2.45 kJ/mol/K

LC Characteristic length 15 mm

ReC Reynolds number 1.4x105

PrC Prandtl number 10

Heat transfer equation in the catalytic pellet.
Inside the catalytic particle, the equation of heat conservation in stationary conditions in

1D is:

1

r2
d

dr

ˆ
´λP r

2dTP

dr

˙
“

Nrÿ
j“1

rj̊ΔHr
ij (6.47)

where the first term represents the internal diffusion flux and the second is the heat source, due
to the chemical reaction.

The boundary conditions for heat transfer equations in the catalyst’s particle are:

• Heat flow at the particle center pr “ 0q is null:

dTP

dr

∣
∣
∣
∣
r“0

“ 0 (6.48)
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• Heat flow at the particle surface pr “ RP q is represented by the heat exchange with the
bulk phase:

´λP
dTP

dr

∣
∣
∣
∣
r“RP

“ kt
`
Tbed ´ TS

P

˘
(6.49)

λP is the thermal conductivity of the catalytic particle and it depends on the internal porosity
of the catalyst. It can be estimated as follows (Rothenberg, 2013):

λP “ 4λmix (6.50)

6.2.4 Numerical methods.

The heterogeneous model was implemented and solved with the software COMSOLMultiphysics.
The momentum conservation is described by using the Darcy’s equation module. The module
Transport of Concentrated Species Interface is used to describe the mass transport at the fixed
bed level. The Heat Transfer module is used to describe the heat transport at the fixed bed
level. Transports at the catalytic pellet level were described by adding equations in weak form.
The numeric model is solved by the software with a finite element method.

The module Thermodynamic Properties of Liquid and Gases is used for the estimation of
different thermodynamic and thermophysical properties of single compounds and mixtures (ρ,
μ, λ and cp). The ideal gas law is adopted to describe the gas phase, as it was previously
shown that it is appropriate to describe the fluid as a vapour phase in the reaction conditions
considered (see section 4.2). The kinetic theory is used to evaluate thermal conductivities, while
the Brokaw model is adopted for the estimation of viscosities.

The plug-flow (PFR) model was implemented and solved with the software COMSOL Mul-
tiphysics, as well. EDP modules were used to implement model equations.

6.2.5 Validation of the reactor model.

In the following, the results of the pseudo-homogeneous and the heterogeneous models are
discussed and compared to experimental data for validation.

6.2.5.1 Concentration and temperature profiles along the bed.

Figure 6.3 presents the results of the heterogeneous model (dotted lines) and the plug-flow
model (solid lines) compared to the experimental results. On the left, CO2 conversion and CO
selectivity are shown. First of all, we observe that the two models do not show any differences
in the prediction of the composition in the bulk phase. This suggests that limitations to the
mass transport, internal and external, can be excluded. The trends of both variables are well
predicted by the models, but they show an overestimation of CO formation and an underes-
timation of CO2 conversion compared to the experimental data. We have to remark that in
the experimental conditions adopted, with τmod between 0 and 1.5 g.s/Nml, the kinetic model
developed in Chapter 4 is not very accurate: for low τmod, in fact, the kinetic model predicts
CO2 conversions slightly lower than the experimental ones, with slightly higher CO selectivity.
This can explain the gap between models predictions and experimental data, at least in part.

The lower conversion of CO2 is reflected in the bed temperature profile. The right plot in
Figure 6.3 shows the maximum temperature reached in the bed as a function of τmod: we observe
that temperatures experimentally obtained are 1 to 5˝C higher than those predicted by the
model. This is in agreement with the observed lower CO2 conversion. Lower conversion comports
lower heat produced by the reaction and thus lower reactor temperatures. The temperature
measured at τmod “ 1.27 g.s/Nml can be the result of a local hot point of the reactor.
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Figure 6.3: Left: Evolution of CO2 conversion and CO selectivity with τmod at 300˝C, 15 bar
and H2/CO2 ratio of 3. Right: Evolution of maximum temperature along the bed with τmod.
Points represent experimental data, dashed lines the predictions of the heterogeneous model,
solid lines the predictions of the PFR model.

Figure 6.4 reports the parity plot of CO2 conversion and CO selectivity. Most of the points
agree with experimental data within an error of 50%. Definitely, the experimental points are
not enough and not in the right range so that the model could be completely validated. We
have previously discussed the reasons that led us to work in these conditions. For a complete
validation of the model, data at higher values of τmod should be collected.

Figure 6.4: Parity plot for CO2 conversion and CO selectivity.

Figure 6.5 shows the axial profile along the reactor for τmod= 1.33 g.s/Nml predicted by
the heterogeneous and the pseudo-homogeneous models, in comparison with the corresponding
experimental measured profile. We can observe that the temperatures predicted next to the
reactor outlet are higher than the experimental one. This latter is lower than the inlet temper-
ature and that could be an indication of a defective isolation of the reactor in the experimental
bench. The temperature next to the reactor entrance is well predicted by the models, while the
intermediate one is much lower than the experimental one. We have not enough information to
conclude if this is due to the model hypothesis or to possible hot points in the fixed bed.

When comparing the results of the heterogeneous model with those of the pseudo-homogeneous
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Figure 6.5: Axial temperature profile along the reactor for 300˝C, 15 bar, H2/CO2 ratio of
3 and 1.33 g.s/Nml. Points represent experimental data, dashed lines the predictions of the
heterogeneous model, solid lines the predictions of the PFR model.

one, we observe that next to the reactor entrance the PFR model (solid line) predicts a lower
minimum temperature compared to the heterogeneous one (black dashed line). The difference
between the two models can be explained by taking into account the effects of the axial ther-
mal conductivity kax. Figure 6.6 shows the effects of decreasing kax on the bed temperature
profile. We can observe that decreasing the heat transfer coefficient kax leads to deeper endother-
mic peaks and to a shift of the curve representing the Tbed axial profile of the heterogeneous
model towards that of the PFR model. kax represents the axial thermal conductivity in the
bed. This parameter is not taken into account by the PFR model, thus decreasing the value
of kax allows to reduce the effects of this parameter, approaching the heterogeneous model to a
pseudo-homogeneous model.

Figure 6.6: Effects of the parameter kax on bed temperature.

Figure 6.5 also shows the particle temperature profile at the surface along the reactor (red
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dashed line). This temperature is very close to the bed temperature, an indication that external
heat transfer limitations can be considered negligible.

Figure 6.7 shows the profiles along the catalytic particle of CO2 and CO concentrations and
of particle temperature at the inlet and outlet of the reactor. We observe that CO2 diffuses
towards the particle center (r “ 0) where it reacts, as expected. On the contrary, CO acts as
a product at the reactor inlet, diffusing from the particle center (r “ 0) towards the particle
surface, while at the reactor outlet it acts as reactant, diffusing from the surface towards the
center. The temperature in the particle decreases towards the particle center at the reactor
inlet, when the endothermic RWGS prevails and thus the heat is required by the reaction; at
the reactor outlet, when the FT reaction prevails, the heat is generated by the reaction and thus
the particle temperature is higher at the particle center. However, all these profiles are almost
flat, indicating that internal transport limitations are negligible.

Figure 6.7: Profiles of concentration of CO2 and CO and of temperature in the catalytic pellet,
predicted by the heterogeneous model at the reactor inlet (top line) and at the reactor outlet
(bottom line).

We have thus shown that, in these conditions, limitations of internal and external mass
and heat transfer limitations can be neglected and the pseudo-homogeneous model is enough
to describe the behaviour of the reactor with acceptable accuracy. Some investigations are still
needed to verify the hypothesis on the heat exchange.

6.2.5.2 CO influence.

The predictions of the models when CO fraction is increased in the feed are reported in Figure 6.8
in comparison to the experimental data. The model is able to predict accurately the CO2 and
the total C conversion variations. However, it clearly overpredicts the CO conversion for CO
fractions ą 2%. The kinetic model has been developed for pure CO2/H2 mixtures, thus it is
expected that, when CO is added to the feed, it is not able anymore to predict the results with
good accuracy. For applications to CO/CO2 mixtures, experimental data should be collected in
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the lab-scale reactor with CO/CO2 mixtures and then new kinetic model parameters should be
estimated.

Figure 6.8: Evolution of CO2 and CO conversions, CO selectivity and total C conversion with CO
molar inlet fraction in the feed. Points represent experimental data, dashed lines the predictions
of the heterogeneous model, solid lines the predictions of the PFR model. Conditions tested:
300˝C, 15 bar, H2/C ratio of 3 and 1.33 g.s/Nml.

6.2.6 Conclusion and perspectives on the reactor modelling.

In conclusion, we have developed a heterogeneous model to describe the scaled-up reactor be-
haviour and we have compared it with a pseudo-homogeneous one and validated them on the
experimental data previously obtained.

The complete validation of the model was not possible because of the low number of available
experimental points. We are able to predict the composition of the gas with an acceptable
accuracy, while the temperature predictions present higher deviations.

We have also shown that the heterogeneous model in these conditions does not provide
more useful informations than the pseudo-homogeneous one, indicating that the mass and heat
transfer limitations at this scale are still a negligible phenomenon.

Therefore, we have presented a first scale-up stage, but more experimental points are needed
to finally validate the model.

Finally, we have shown that our kinetic model, described in Chapter 4, overpredicts the CO
conversion when it is applied for CO/CO2/H2 mixtures. This was expected as the model has not
been developed for this kind of mixtures. Experimental tests at the lab-scale with CO/CO2/H2

mixtures would allow to adjust the kinetic parameters of the model developed in Chapter 4 so
that it becomes able to accurately predict the CO conversion.

6.3 Enhancement of the CO2 hydrogenation performances by
using a membrane reactor for water removal.

We have already discussed about the role of water on the reaction performances. Water is
believed to be the cause of catalyst deactivation, because of its tendency to favour iron carbides
oxidation, thus leading to a loss of activity towards the formation of long-chain hydrocarbons.
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(Dry, 1990) Moreover, high H2O partial pressures contribute to shift the RWGS equilibrium
towards the consumption of CO and the formation of CO2, leading to lower conversion and
inhibition of the FT reaction rate. (Rohde et al., 2008) Selective removal of water during
CO2 hydrogenation could increase the process performances by reducing catalyst inhibition and
deactivation.

In this section, a membrane reactor model is presented, with the aim to observe the effects
of water removal through a membrane and the benefits that this can cause to the reactants
conversion. A 1D plug-flow model is developed and presented in the following. Then results of
the model are shown and discussed.

6.3.1 Equations of the membrane reactor model.

The reactor configuration is shown in Figure 6.9 and its properties are summarized in Table 6.3.
The internal tube is filled up with catalyst particles and constitutes the reactive zone. The tube
wall is coated with a water perm-selective membrane. Water permeates through the membrane
due to the partial pressure gradient between reactive and permeation zones. The shell side
is the permeate zone where a gas is fed to sweep the permeated water. N2 and H2 have been
considered as sweep gases, in order to investigate the effects of the sweep gas nature on the overall
performances of the membrane. The membrane considered in this work is a ZSM-5 (MFI type
zeolite) membrane, permeable to H2O and partially to H2, whose performances are summarized
in Table 6.4. (Bernal et al., 2000) The performances of this membrane significantly decline when
temperature is increased from 200 to 300˝C. However, we have chosen this membrane because
it is the one that presents the best performances in terms of permeability and perm-selectivity
at 300˝C.

Figure 6.9: Configuration of the fixed-bed reactor with water removal via perm-selective mem-
brane.

Reactive zone.
The mass balance for the reactive zone is written as:

1

Sr

dFi

dz
“ ρbed

ÿ
j

νi,jrj ´ Ar

Vr
Ji (6.51)

with Sr “ π

4
d2r the cross-sectional area of the tube, Ar “ πdrL the lateral area of the tube

and Vr “ SrL the reactor volume.
řNr

j“1 νijrj represents the mass source, due to the chemical
reaction, and Ji is the flux that permeates through the membrane. Ji is expressed as the
product of the permeability Qi and the difference of partial pressures between the reactor and
the permeate sides:

Ji “ Qi

`
pRi ´ pPi

˘
(6.52)

The heat balance for the reactive zone is written as:

uRcRp,mixρ
R
mix

dTR

dz
“ ´Q0 ` Qr ´ Qm (6.53)
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Table 6.3: Values of parameters used in the model.

Parameter Description Value

dr Reaction zone diameter (tube) 10.2 mm

dsh Permeation zone diameter (shell) 12.7 mm

L Reactor length 205 mm

em Membrane thickness 6 μ

ew Wall thickness 2 mm

dP Particle diameter 160 μ

εbed Porosity of the catalytic bed 0.63

ρbed Density of the catalytic bed 822.4 kg{m3

λm Thermal conductivity of the membrane 1.17 W/m/K

λw Thermal conductivity of the wall 17 W/m/K

Reaction side

H2/CO2 Inlet molar ratio in the reactor side 3

TR
IN Inlet temperature in the reactor side 300˝C

pRIN Inlet pressure in the reactor side 15 bar

FR
IN Inlet flow in the reactor side 0.021 mol/min

Permeation side

TP
IN Inlet temperature in the permeation side 300˝C

pPIN Inlet pressure in the permeation side “ φ pRIN

FP
IN Inlet flow in the permeation side “ SW FR

IN

φ Ratio between pressure in permeation and reaction sides 0.9

SW Ratio between flows in permeation and reaction sides 3

Table 6.4: Permeabilities and perm-selectivity of the ZSM-5 (MFI type zeolite) membrane at
different temperatures. (Bernal et al., 2000)

Temperature QH2O QH2O{QH2

[˝C] [mol/(m2.s.Pa)] [-]

200 5x10´7 50

250 4x10´7 30

300 1.5x10´7 6

where Qr is the heat source due to the reaction, Qm is the heat removed with the permeation
of compounds and Q0 is the heat exchanged with the permeation zone:

Qr “
ÿ
j

rj
`´ΔHr

j

˘
(6.54)

Qm “ Ar

Vr

˜ÿ
j

Jicpi

¸ `
TR ´ TP

˘
(6.55)

Q0 “ Uperm
Ar

Vr

`
TR ´ TP

˘
(6.56)
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The heat transfer coefficient Uperm is estimated as:

1

Uperm
“ 1

αrad
` Ar

Alog

1

λm
` Ar

Ash

1

hperm
(6.57)

where αrad is estimated according to Eq. 6.40, λm is set equal to 1.17 W/m/K and hperm is
estimated as follows (Najari et al., 2019):

hperm “ NuPλP

dsh ´ dm
(6.58)

with

NuP “ 0.0256
`
ReP

˘0.8 `
PrP

˘0.3
(6.59)

Alog is the logarithmic mean area between the reactor and the membrane:

Alog “
ln

dm
dr

2πL
(6.60)

Ash “ πdshL is the lateral area of the shell.
Pressure drops are described with the Ergun’s equation:

dpR

dz
“ ´uR

dP

ˆ
1 ´ εbed
ε3bed

˙ ˆ
150

p1 ´ εbedqμR
mix

dP
` 1.75ρRmixu

R

˙
(6.61)

Permeation zone.
The mass balance for the permeation zone is written as:

1

Sr

dFP
i

dz
“ Ar

Vr
Ji (6.62)

The heat balance for the permeation zone is written as:

uP cPp ρ
P dTP

dz
“ Q0 ` Qm ´ Qc (6.63)

where Qc is the heat exchanged with the outside:

Qc “ hC
πdout
Sr

`
TR ´ TC

˘
(6.64)

Supposing that the reactor is placed into an isolated box where a ventilator allows the uniform
distribution of the heat, the heat transfer coefficient estimated for the forced conduction of air
is 238.5 W/m2/K.

Pressure drops in the permeation zone are considered negligible.
The model includes two important parameters that have high influence on the membrane

reactor performances. The pressure ratio φ is defined as the ratio between total pressure in the
permeate zone and that in the reactor:

φ “ pP

pR
(6.65)

and the sweep ratio SW is defined as the ratio of molar flows in the permeate and in the reactor:

SW “ FSW

FR
0

(6.66)

For the simulation in the base case φ is set to 0.9 and the SW is set to 3.
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6.3.2 Results of the simulation of a membrane reactor model.

Figure 6.10 shows the results of the simulation of a membrane reactor with H2 or N2 as sweep
gases compared with a traditional plug-flow reactor without membrane. The CO2 conversion
and the CO and total HCs selectivity are analysed.

We can observe that, when adding the membrane, the CO2 conversion distinctly increases
without major modifications of the products selectivity. In the case where H2 is used as sweep
gas, the increase of CO2 conversion is more significant.

Figure 6.10: Evolution of CO2 conversion, CO selectivity and HCs selectivity along the reactor.
Simulations performed for a membrane reactor with H2 or N2 as sweep gas and for a traditional
PFR without membrane.

To understand the reason why this happens, we have to consider the flows that permeates
the membrane that are presented in Figure 6.11. When N2 is used as sweep gas, both H2O
and H2 pass through the membrane from the reactive side towards the permeation side. Thus,
water is removed from the reactor, but there is also a loss of the reactant H2. On the contrary,
when H2 is used as sweep gas, water is removed almost at the same extent, but H2 flows on the
opposite direction, from the permeation to the reaction zone, avoiding the loss of reactants and
contributing to create over-stoichiometric conditions in the reaction side.

We have simulated a case where only H2 can permeate the membrane, in order to verify that
the increase of CO2 conversion that we observe when H2 is used as sweep gas is mainly due to
water removal and not to the continuous feed of hydrogen through the membrane. Figure 6.12
shows the results of this simulation compared with the case with H2 as sweep gas. Without
water removal but with H2 permeation, an increase of conversion compared to the traditional
PFR case is observed, but this increase is limited compared to the case with water removal.
We can thus conclude that the use of H2 as sweep gas allows to increase the CO2 conversion
in higher extent than when N2 is used because it avoids the loss of reactants, at the same time
granting the removal of water.
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Figure 6.11: Evolution of permeation flows Ji of water and hydrogen along the reactor. Simula-
tions performed for a membrane reactor with H2 or N2 as sweep gas and for a traditional PFR
without membrane.

Figure 6.12: Evolution of CO2 conversion and CO selectivity along the reactor. Simulations
performed for a membrane reactor with H2 as sweep gas with a membrane permeable only to
H2 or to both H2 and H2O and for a traditional PFR without membrane.

Figure 6.13 shows the axial profile of the bed temperature Tbed along the reactor. We can
observe that the maximum temperature reached in the membrane reactor with H2 as sweep
gas is slightly higher than in the case without membrane (about 1˝C higher). This is due to
the fact that the heat produced by the reaction from the increase of CO2 conversion QR is
only partially compensated by the increase of the heat exchanged with the shell side QP (see
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Figure 6.14), resulting in higher temperatures in the bed. In the case of N2 only slight differences
compared to the traditional PFR case are observed. The heat exchanged through the membrane
by permeation of compounds is negligible.

Figure 6.13: Axial profile of bed temperature along the reactor. Simulations performed for a
membrane reactor with H2 or N2 as sweep gas and for a traditional PFR without membrane.

Figure 6.14: Contributions to heat exchanged between the reactor and the shell for a membrane
reactor with H2, with N2 and for a traditional PFR without membrane.

To optimize the water removal, we have performed a parametric study by varying the values
of the parameters φ and SW . Their effects are shown in Figure 6.15. The first line is referred to
the case where H2 is used as sweep gas. To maximize the conversion of CO2, high values of φ are
required. Increasing the φ value however leads to an increase of the CO selectivity at the expense
of hydrocarbons. Values of φ of about 0.8 allows to reach selectivity towards HCs higher than
83%, maximizing their yield. The SW has less important effects on CO2 conversion and products
selectivity. However, the sweep ratio significantly influences the efficiency of heat removal: high
values of SW are necessary to reduce the maximum ΔT in the reactor (see Figure 6.16). Values
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of SW higher than 10 allows to keep the maximum ΔT below 6˝C, allowing an efficient cooling
of the reactor.

Figure 6.15: Effects of variation of φ and SW on the CO2 conversion, CO selectivity and HCs
selectivity. Red surfaces refer to the base case without membrane. First line is referred to the
case with H2 as sweep gas and the bottom line is referred to the case with N2 as sweep gas.

Figure 6.16: Effects of variation of φ and SW on the ΔTmax in the bed. Surface with red edges
refers to the base case without membrane. Figure on the left is referred to the case with H2 as
sweep gas and figure on the right is referred to the case with N2 as sweep gas.

In the case of N2, we observe that small values of φ and high values of SW allow the increase
of the CO2 conversion to values up to 35%. In these conditions however, the formation of CO
is favoured over that of hydrocarbons. High values of φ and low values of SW are required
to maximize the selectivity towards hydrocarbons. These variations are however quite small,
with conversions varying between 0.33 to 0.35 and HCs selectivity varying between 0.81 and
0.84. The SW again influences the maximum ΔT in the reactor, thus high values of flows in
permeation size are required to provide a good cooling of the reactor.

6.3.3 Final considerations and perspectives on the membrane reactor.

In conclusion, we have shown that removing the water formed during the reaction via a mem-
brane reactor has in general positive effects on the HCs yields. In particular, the sweep gas used
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has a very important influence: when using an inert gas such as nitrogen, the performances are
only slightly increased because of the loss of the reactant across the membrane. Membranes
able to separate water selectively at high temperatures, keeping a good mechanical stability,
have not been developed yet. The loss of reactant, due to the hydrogen permeation through
the membrane, makes the increase of performances very slight. On the contrary, when using
hydrogen as sweep gas, the loss of reactants is avoided and the observed increase of performances
is more evident. Performing the process in a membrane reactor with H2 as sweep gas and with
φ around 0.8 and SW around 10 can thus allow to obtain good HCs selectivity. Moreover, the
configuration that we have chosen, with the internal tube filled of catalyst, allows to the feed
in the shell side to play both the roles of sweep gas and cooling fluid. This configuration avoids
the need to add an additional system for cooling, as high sweep flows will provide a sufficient
cooling, at least in the operating conditions tested.

The main limit of these simulations is that they showed that the global HCs yield can be
increased, but they do not allow to show how the hydrocarbons distribution changes when
the membrane is added. Future work should be focused on experimental studies of membrane
reactors, so that experimental data could be collected and used to make the model able to predict
the product distribution. Alternatively, a kinetic model based on mechanistic assumptions could
be used in this kind of simulations. However, these models, such as the one that we have
developed (in Chapter 5), generally contain a large number of parameters and are harder to
code.

6.4 Process simulation.

This final section deals with process simulations that we have performed in order to estimate
the energy efficiency of the process and to analyse possible ways for its optimisation.

As we have already shown, the main part of the obtained products is represented by methane
and short alkenes. The CO2 conversion achieved, at least in reference conditions, is only about
30%. The aim of these simulations has thus to be the maximization of the recovery of the
obtained products from the unreacted gases and the increase of the total CO2 conversion. In
order to increase the CO2 conversion, the unreacted gases could be recirculated to the reactor
inlet, but this requires their separation from the hydrocarbons products. Separation of CO2 and
H2 from light hydrocarbons can be performed by using selective polymeric membranes that allow
a good separation of CO2 and H2 from CH4 and light hydrocarbons. Polyimide membranes are
currently used in different industrial applications, especially for the purification of natural gas,
because they present high CO2 permeability and high CO2/CH4 selectivity (ą30). (Sanders
et al., 2013; Baker, 2002; He, 2018; Ungerank and Baumgartner, 2010)

In this work, we will present two different process configurations:

1. the first configuration includes two traditional tubular reactors for the CO2 hydrogenation
to increase the CO2 total conversion, followed by a separation system made of three flash
units at 5, 0.1 and -30˝C.

2. the second configuration includes separation of unreacted gases and their recirculation to
the reactor inlet. The separation is made of two flashes, one at 5˝C and one at 0.1˝C,
followed by two membrane separation units containing polyimide membranes that can
separate with high selectivity CO2 and H2 from the light hydrocarbons.

6.4.1 Methodology.

Process simulations were performed with the software ProSimPlus for process simulation and
optimization.
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The system considers as compounds the reactants CO2 and H2, the co-products CO and
H2O and the products n-alkanes and 1-alkenes from C1 to C20 and alcohols from C1 to C6.
The thermodynamic properties and the phase equilibrium of pure components and mixtures
are estimated with a thermodynamic model. In this work, the Peng-Robinson (PR) equation
of state coupled with the Boston-Mathias function is used to describe the phase behaviour of
the system. The PR equation of state is widely applied in the field of refining and synthetic
hydrocarbons production (Peng and Robinson, 1979; Elia et al., 2010; Sudiro and Bertucco,
2009; König et al., 2015a), while the Boston-Mathias function allows a better description of the
light hydrocarbons behaviour. (Boston and Mathias, 1980)

The reactor units are simulated as plug-flow reactors where kinetic laws are described. The
macro-kinetic model derived in Chapter 4 is implemented via a script. Pressure drops in the
reactors are calculated with the Darcy equation, while for the estimation of the axial temperature
profile the heat exchange coefficient is provided.

Flash units are simulated as flash at specified temperature and pressure. The recovery ratio
of each compound in a specified phase is estimated as:

Recovery of i in phase x “ Fi in phase x

Fi in inlet stream
(6.67)

Separation via membrane is simulated by using the Membrane filter module where the per-
meances of each compound are specified, as well as the temperature of operation. The recovery
of each compound at the membrane outlet is estimated as:

Recovery of i “ Fi in permeate

Fi in inlet stream tube side ` Fi in inlet stream shell side
(6.68)

SPEC modules are used to add specifications and constraints.
Lower (LHV) and Higher (HHV) heating values are estimated for each stream via the scriptlet

option in ProSimPlus. Energy efficiency ηPtX and the carbon conversion ηC are estimated
according to the following equations:

ηPtX “
ř

i LHVi 9mi

LHVH2 9mH2 ` 9Pu

(6.69)

ηC “
ř

i 9mC,i

9mC,IN
(6.70)

where 9Pu is the power needed for the utilities and it is calculated as the absolute value of the
sum of the heat to provide or released by each unit.

The Wobbe index, that is commonly used to evaluate fuel interchangeability in terms of heat
release rate (Borman and Ragland, 1998; Zhao et al., 2019), is defined as:

WI “ HHVfuela
dfuel

(6.71)

where dfuel is the density of the fuel relative to the density of air (at 25˝C and 1 atm). WI is
estimated from ProSimPlus with the scriptlet function.

6.4.2 First configuration: two reactors in series.

This first configuration, shown in Figure 6.17, includes two reaction steps to increase the CO2

total conversion. The reactants H2 and CO2 are fed to the reactor R-1 after pre-heating
at 300˝C (E-1). H2 is considered to be derived directly from an electrolyser and to have the
pressure of 15 bar. CO2 is first compressed to 15 bar via the compressor C-1 and then mixed
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Figure 6.17: Schematic diagram of the process configuration with two reactors in series.

Table 6.5: Summary of properties of each simulated unit in configuration 1.

Compressor C-1 Flash FLASH-2

Pressure 15 bar Temperature 5˝C
Isoentropic efficiency 0.65 Pressure of stream R2 OUT

Exchanger E-1 Flash FLASH-3

Temperature 300˝C Temperature 0.1˝C
Exchanger E-2 Pressure of stream VAP-3

Temperature 300˝C Flash FLASH-3

Flash FLASH-1 Temperature -30˝C
Temperature 5˝C Pressure of stream VAP-4

Pressure of stream R OUT

Reactors R-1 and R-2

Inner reactor diameter dr,in 1.11 m

Reactor length Lr 22.2 m

Particle diameter dP 160 μ

Diameter of shell dC 2.5 m

Temperature of cooling fluid TC 300˝C
Mass flow of cooling fluid 9mC 43500 kg/s

Heat capacity of the cooling fluid cP,C 2.45 kJ/kg/K

Heat exchange coefficient catalytic bed side hint 470 W/m2/K

Heat exchange coefficient outlet side hext 4000 W/m2/K

with the H2 stream. Reactors R-1 and R-2 are simulated as fixed-bed reactors with catalytic
reactions and kept at 300˝C thanks to a cooling fluid circulation. Between the two reaction
steps, the gas is passed through a flash unit at 5˝C (FLASH-1) to remove the formed water and
then through an heater (E-2) to heat it up to 300˝C. After the second reactor (R-2), the gas is
passed through a separation unit that consists in three flashes in series: FLASH-2 operates at
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5˝C and allows the separation of water, FLASH-3 operates at 0.1˝C and allows the separation
of most of the heaviest products and finally FLASH-4 operates at -30˝C and allows further
separation of short-chain products. The properties of each unit are summarized in Table 6.5.

The results obtained from this simulation are discussed in the following. The mass flow
diagram of the simulated process is shown in Figure 6.18.

Figure 6.18: Mass flow diagram of the simulated process with configuration 1.

In both reactors CO2 is converted to an extent close to 35%, with 12% of selectivity to CO
in R-1 and 45% of CO conversion in R-2, as shown in Figure 6.19. The FLASH-1 allows the
separation of almost all water and some ethanol, while all other products stay in gaseous phase,
as shown in Figure 6.19 (right).

Figure 6.19: Conversion and selectivity in reactors R-1 and R-2 (on the left) and recovery
ratios of water and oxygenated compounds in FLASH-1 (on the right). Results obtained for
configuration 1.

The three flashes FLASH-2, FLASH-3 and FLASH-4 allow the separation of the heaviest
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products from the light ones. Figure 6.20 reports the recovery ratio of each compound in the
liquid streams (WAT-2, ORG-1 and ORG-2) and shows that cooling to -30˝C allows to separate
almost completely all the C7+ products and the main part of the C5+. However, C2-C4 products,
that represent the main part of the products formed within methane, stay in vapour phase. The
obtained vapour phase thus has a high content of H2 (59%) and also contains CO2 (22%), CH4

(12%) and small fractions of C2-C2 hydrocarbons, as shown in Figure 6.21.

Figure 6.20: Recovery ratios of each compound in WAT-2, ORG-1 and ORG-2. Results obtained
for configuration 1.

This vapour phase can thus hardly be exploited, because of its high content of H2 and CO2.
Specifications for the injection of natural gas in the grid are reported in Table 6.6, while the
values of these properties calculated for the vapour product VAP-5 are reported in Table 6.7. It
can be observed that none of these requirements is fulfilled; the value of the WI is much lower
than required because of the high content of H2 that contributes to reduce the energy content
per unit of volume.

Table 6.6: Specifications for natural gas, according to the Common Business Practice 2005-
001/01 of the European Association for the Streamlining of Energy Exchange. (EASEE-gas,
2005)

Parameter Unit Min value Max value

Wobbe index kWh/m3 13.4 15.7

Higher heating value kWh/m3 10.7 12.8

CO2 content mol% 2.5

H2 content mol% 6

We have thus estimated an energy efficiency and a carbon conversion, considering that the
only exploitable product is the organic phase. We have obtained ηPtX “ 11% and ηC “ 15%.
These values are very low, as expected, due to the fact that the main part of the products is
not exploited.
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Figure 6.21: Composition of organic, vapour and water phases. Results obtained for configura-
tion 1.

Table 6.7: Properties of vapour phase VAP-5 obtained from simulation of configuration 1.

Parameter Unit Value

Wobbe index kWh/m3 9.5

Higher heating value kWh/m3 4.1

CO2 content mol% 23

H2 content mol% 59

In order to increase this energy efficiency, it is necessary to recover the products that we have
collected in vapour phase, by separating them from CO2 and H2. To do that, we have added
a separation system that allows the separation of the unreacted gases from light hydrocarbons,
via membrane separation. This configuration is discussed in the next section.

6.4.3 Second configuration: two reactors in series, separation of unreacted
gases and recycle to the reactor inlet.

This second configuration, shown in Figure 6.22, as the previous one, includes the two reaction
steps (R-1 and R-2) followed by water condensation (FLASH-1 and FLASH-2) and a first step
of separation, FLASH-3, operating at 0.1˝C, whose liquid product is recuperated as liquid phase
(ORG PHASE). Products that did not condense (VAP-4) are sent to a membrane separation unit
that allows the separation of unreacted gases from light hydrocarbons. The adopted membranes
are polyimide membranes with the properties reported in Table 6.8. MS-1 operates at 25˝C and
contains a CO2 selective membrane, while MS-2 operates at 75˝C and contains an H2 selective
membrane. A sweep gas is needed at the permeate side to guarantee the separation. A mixture
(SW-1) of H2 and CO2 at the same molar ratio of the reactor inlet is fed to the MS-1, after
mixing with the recirculated flow at the MS-2 shell outlet (PERM-2). In order to maximize
the recovery of CO2 and H2, the pressure of the inlet sweep was set to 1 bar and its flow to 10
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Figure 6.22: Schematic diagram of the process configuration with two reactors in series and
separation of unreacted gases from light hydrocarbons via membrane filters.

mol/s (ratio of pressures=15, ratio of flows=0.13). The permeate flow at the outlet of MS-1’s
shell is sent as sweep gas to MS-2, while the outlet gas of MS-1’s tube is sent to the MS-2’s
tube side, after heating to 75˝C (E-3). PERM-2 is partially recirculated to the shell side of
MS-1 (split ratio of S-1 to RECtoSEP=0.2) and the remaining gas is re-compressed to 15 bar
and recirculated to the reactor inlet. Parameters used for each equipment are summarised in
Table 6.9.

Table 6.8: Membrane permeance. (Huang et al., 2020)

Compound Gas permeance [mol/(m2.s.Pa)]

MS-1 MS-2

H2 6.44x10-8 2.38x10-7

CO2 5.22x10-7 6.61x10-8

CO 2.15x10-8 8.59x10-9

H2O 9.91x10-7 4.96x10-7
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Table 6.9: Summary of properties of each simulated unit in configuration 2. (We have specified
here only parameters for units that were not in configuration 1. For those that were already
used in configuration 1 see Table 6.5).

Compressor C-2 Membrane filter MS-1

Pressure 15 bar Temperature 25˝C
Isoentropic efficiency 0.65 Ratio of pressures 15

Ratio of flows 0.13

Exchanger E-3 Membrane filter MS-2

Temperature 75˝C Temperature 75˝C
Ratio of pressures 15

Ratio of flows 3.7

Exchanger E-4

Temperature 25˝C

The mass flow diagram of the simulated process is shown in Figure 6.23. As in the previous

Figure 6.23: Mass flow diagram of the simulated process. Results obtained for configuration 2.

configuration, CO2 conversion in the reactors R-1 and R-2 are respectively 35 and 34%. Water
is almost completely condensed between the two reactors, and then after the second reactor.
The organic phase is collected after further condensation at 0.1˝C (ORG). The compounds that
do not condense are sent to the membrane separation units: MS-1 allows the separation of 97%
of CO2 and 91% of H2, while after MS-2 the 99% of CO2 and the 98% of H2 are separated from
the light hydrocarbons. Some CO and H2O are separated as well within CO2 and H2. The
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recovery of each compound in the two separation steps are reported in Table 6.10.

Table 6.10: Recovery ratio of each compound in the membrane separation units. Results ob-
tained for configuration 2.

Compound MS-1 MS-2

Carbon dioxide 0.97 0.99

Carbon monoxide 0.79 0.89

Hydrogen 0.91 0.98

Water 0.98 0.99

The compositions of the obtained products fractions are shown in Figure 6.24. The obtained

Figure 6.24: Composition of organic, vapour, water and purge phases. Results obtained for
configuration 2.

organic phase is rich in hydrocarbons, especially alkenes. It has however a high content of ethanol
(more than 50% mol) and contains 10% of CO2 that condensed in the FLASH-3 unit, favoured
by the high content of alcohol. Ethanol can be separated from the mixture of hydrocarbons via
distillation or liquid-liquid extraction with liquid ammonia. (de Klerk, 2008, 2009, 2011; Fenske,
1951) Ethanol is widely used as feedstock for the food and beverage industry, for the chemicals
industry (solvents, paints...) and for the cosmetics and pharmaceutical fields. It can also be
blended into the motor-gasoline or dehydrated to olefins. (de Klerk, 2011) Olefins are largely
used in the chemical industry, especially for the production of polymers. Suitable refining of the
organic phase can therefore lead to valorization of the organic product with possible applications
as feedstock in the chemical industry or as fuels.

The obtained vapour phase in this case follows the specifications required for the injection of
natural gas in the grid. The properties of the vapour phase VAP-7 are reported in Table 6.11.
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The contents of H2 and CO2 are lower than the maximum values allowed, 6% and 2.5% respec-
tively. The WI is equal to 14.1 kWh/m3 and in the range allowed from the legislation.

Table 6.11: Properties of vapour phase VAP-7 obtained from simulation of configuration 2.

Parameter Unit Value

Wobbe index kWh/m3 14.1

Higher heating value kWh/m3 12.1

CO2 content mol% 2.1

H2 content mol% 5.7

Thus, both vapour and organic phases can be valorized and therefore both can be considered
in the estimation of the energy efficiency and the carbon conversion of the process. The energy
efficiency and carbon conversion obtained are ηPtX “ 66% and ηC “ 95%. The heat needed for
the utilities is estimated to be around -18 MW. This is a heat released from the system. The
heat required by each unit is shown in Figure 6.25. The system thus creates an availability of
heat energy that is released from the system. This energy is taken into account in the energy
efficiency, by considering its absolute value. A rigorous procedure would require an energy
integration study and the incorporation of a coefficient to consider that the energy is required
for the cooling, thus it is energetically less expensive than the energy required for the heating.
In our work, we have not performed an energy integration and we have considered that the
energy required for the cooling is still an energy that needs to be provided to the system, thus
we consider its absolute value and we include it in the estimation of the energy efficiency. The

Figure 6.25: Heat required from each unit. Results obtained for configuration 2.

energy efficiency obtained in this case is thus higher compared to the previous case, because the
separation of unreacted gases and their recirculation at the reactor inlet allows at the same time
to 1) valorize the obtained vapour phase and 2) increase the global reactants conversion of the
process.

6.4.4 Final considerations and perspectives on process simulation.

This work wanted to investigate whether the direct CO2 hydrogenation, intended as the process
where RWGS and FT are performed in the same reactor, could be comparable and even better
than the indirect way (RWGS and FT performed in two different reactors) in terms of energy
efficiency. In this last section we have tried to answer this question. We have shown that the
energy efficiency of a possible process configuration for the direct CO2 hydrogenation is around
66%.
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Comparing this estimated value with values reported in literature is not obvious. Each study
in fact takes into account different hypothesis which are not always comparable. Some values
that have been reported in the literature are summarised in Table 6.12 and are referred to various
studies conduced on the two-step synthesis. We can observe that the energy efficiencies reported

Table 6.12: Energy efficiency for various Power-to-Liquid plants.

Source
Energy Carbon

Description
efficiency [%] conversion [%]

König et al. (2015b) 66% 74% RWGS unit followed by FT unit

Vázquez et al. (2018) 47% 94%
DAC, electrolysis, RWGS

unit followed by FT unit

Fasihi et al. (2016) 58% co-electrolysis followed by FT synthesis

Schmidt et al. (2016) 60-62%
HT electrolysis, CO2 capture, RWGS

unit and FT unit

Sunfire (2019) 60%
CO2 capture, co-electrolysis,

FT synthesis and product refining

varies between 47 and 66%, while the carbon conversions varies between 74 and 94%, according
to the hypothesis of the study. Many of the energy efficiencies reported include the step of
hydrogen production via water electrolysis and the CO2 capture that we have not considered in
our simulations.

The value reported by König et al. (2015b) for a Power-to-Liquid plant via indirect route
derives from hypothesis similar to those that we have made in our study. The plant efficiency and
the carbon conversion are referred to the conversion of CO2 to hydrocarbons, without considering
the H2 production neither the liquid products refining. We can thus compare their value with
ours and we observe that the estimated energy efficiencies are very close. The carbon conversion
obtained in our case is significantly higher than that obtained by König et al. (2015b). This is
in agreement with the fact that in that paper the short products were reformed and recycled to
the reactor inlet and only heavier compounds are thus valorised as products.

However, our simulations did not take into account the hydrogen production, the CO2 cap-
ture and the product refining and upgrading. Including these steps in the process simulation
would lead to the estimation of more realistic efficiencies that could be compared with those of
other processes such as Power-to-Methane, Power-to-Hydrogen or Power-to-Methanol.

Furthermore, we can suggest some ways to improve the energy efficiency of the process.
For example, we have previously shown that the use of a membrane reactor could be beneficial
to increase the hydrocarbons yield. Simulation of the global process with membrane reactors
instead of traditional would thus allow to estimate the eventual improvement in energy efficiency
when membrane reactors are used. The current ProSimPlus software version did not allow us
to simulate this case, but future effort should be dedicated to this aim. Moreover, we have
shown previously that the use of large excesses of H2 at the reactor inlet could increase the CO2

conversion and reduce the formation of CO as co-product. Reaction with high H2/CO2 ratio
followed by separation of the unreacted H2 from the hydrocarbons mixture and its recirculation
to the reactor inlet could potentially further improve the energy efficiency, even if that would
mean to increase the methane fraction obtained.

In conclusion, on one side many improvements can still be made in the optimisation of the
process (energy integration, membrane reactors, large hydrogen excess...), but on the other side
more detailed process simulation have to be made, including the H2 generation and the CO2

capture, as well as the product refining.
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Despite that, we have shown the potential of the direct CO2 hydrogenation process that
could become part of the energetic mix of the future for possible applications in the chemical
industry and eventually in the energy and transports field. Indubitably, before asserting that
industrial applications are possible for this reaction, an economic evaluation needs to be done,
to estimate the final cost of the obtained hydrocarbons, including the steps of H2 production
and CO2 capture, as well as product upgrading and investment costs, that were not considered
in our simulations.
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Conclusions et perspectives

This work was focused on the study and the optimisation of the CO2 hydrogenation reaction and
is included in the framework of the Power-to-X technologies that aim at using renewable power
to form H2 and then hydrogenate CO2 into gaseous and liquid hydrocarbons. The feasibility
of this technology at the industrial scale can be constrained by the limited conversion and
selectivity of this reaction and by the fast deactivation of the catalyst due to the formation of
water as co-product. The aim of this work was thus to understand the behaviour of the reaction
and to find solutions to improve its efficiency. The reaction was thus experimentally studied at
laboratory-scale and an analytic protocol was developed to quantify all the products obtained.
A macro-kinetic model was then developed to describe the formation of these products and a
micro-kinetic model was developed to understand their mechanism of formation. The macro-
kinetic model was then integrated into a reactor model, developed to study the heat and mass
transfer at higher scale, and into a membrane reactor model, developed to simulate the effects of
water removal. Finally, a process configuration was proposed to optimise the energy efficiency
and to valorise the most part of the obtained products.

The first chapter was focused on the analysis of the previous work on the subject available
in the literature. The CO2 hydrogenation reaction is a catalysed reaction that occurs in two
steps: first, CO2 is converted into CO via the reverse water-gas shift, then the obtained CO is
converted into hydrocarbons via the Fischer-Tropsch synthesis. These two reactions, the first
an endothermic reaction, the second an exothermic one, are optimised in different operating
conditions and with different catalysts. Thus, an optimisation of the catalyst composition and
of the operating parameters is necessary. The first part of the state-of-the-art study is an analysis
of the performances obtained with different types of catalysts in different operating conditions.
Iron-based catalysts are generally recognised as the most suitable ones. Fe is in fact active for
the catalysis of both RWGS and FT. Moreover, the addition of alkali metals, such as potassium,
to Fe-based catalysts has been proven to favour the formation of long hydrocarbons and to limit
the formation of methane. The supported form of Fe-K catalysts gives better stability and better
dispersion of the active metals. With Fe-K catalysts, CO2 conversions between 30 and 40% and
CO selectivity between 16 and 40% can be obtained, according to the catalyst composition and
the operating conditions. Generally, the reaction is performed at relatively low temperature and
pressures (T=300-400˝C, p=5-20 bar) and with H2/CO2 molar ratios of 3.

The second part of the state-of-the-art study is focused on the understanding of the reaction
mechanism. First of all, different active sites are involved in the catalysis of the reaction over
Fe catalysts: iron carbides are believed to be the active phase for the chain-growth and thus
responsible for the formation of the hydrocarbons chains; Fe3O4 is recognised as the species
responsible for the RWGS activity and thus for the formation of CO; finally, metallic iron is
considered as responsible for the secondary reactions of olefins, such as their hydrogenation. The
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relative amount of these sites during the reaction evolves, as it is influenced by the operating
conditions and the gas composition. The relative amount of these sites also influences the final
composition of the product. The RWGS that takes place over iron oxide sites can either follow a
redox mechanism, with direct reduction of CO2 to CO, or an associative mechanism, passing by
the formation of a formate species intermediate. The FT reaction is a polymerization reaction
and its mechanism passes by the reaction between an initiator and a monomer. The mechanism
followed is much harder to describe. The main mechanisms generally accepted for the FT
reaction are the carbide mechanism (or its variant, the alkyl mechanism), that considers CH2

as the monomer, and the CO-insertion mechanism, that considers CO as the monomer. K can
be involved in the mechanism, by promoting - according to its content in the catalyst - either
the formation of the monomer or the formation of adsorbed C that leads to deactivation.

The second chapter describes the experimental procedures followed for the experimental
studies. We have performed three different kinds of experiments:

1. first, we have performed an experimental kinetic study in a laboratory-scale in conditions
where the heat and mass transfer limitations could be excluded;

2. secondly, we have modified the experimental bench for the co-injection of liquids, such as
water and ethanol, in the reactor inlet;

3. finally, we have performed some tests in a scaled-up reactor with a cooling system.

An important contribution of our work is the development of an analytic protocol that allows
the analysis of all the main products obtained. Products are collected in three phases: the
gaseous phase contains the lightest products and the unreacted gases; the liquid organic phase
contains the heaviest hydrocarbons; and the liquid water phase contains water and oxygenates
products. All these three phases were analysed by gas-chromatography and the main products
were all quantified. The protocol developed allows to close the C mass balance with an error
below 10%.

The third chapter consists in an extensive experimental study of the reaction. First, we
describe the synthesis and the characterisation of an iron-based catalyst, promoted with K and
supported on alumina. We have chosen this catalyst as it is a good compromise between the
simplicity of the synthesis procedure and the good performances. Characterisation of the cata-
lyst via different techniques showed that the distribution of the active metals was not optimal
and that it was highly inhomogeneous. Despite that, the catalytic performances obtained dur-
ing the experimental tests were comparable to those obtained over similar catalysts by other
authors, with CO2 conversion close to 30% and CO selectivity of 11%. We have observed that
in the reference conditions the reaction leads to formation of methane and short olefins as main
products, with lower - but not negligible - quantities of paraffins and oxygenates.

An experimental kinetic study was conduced by varying different operating parameters (pres-
sure, temperature, contact time and H2/CO2 inlet ratio). We have observed that in some condi-
tions (typically with high H2/CO2 ratios at the inlet) the formation of CO as co-product can be
minimized and the CO2 conversion maximized, but in all conditions the formation of methane
is always very important. It is thus clear that if the production of longer hydrocarbons wants to
be maximized, it is necessary to reduce the formation of methane and this is not possible only
by changing the operating conditions. A better formulation of the catalyst is thus required.

We have also performed some preliminary tests with co-injection of water and ethanol as
reactants. We have observed that exposure to high partial pressures of water for long time could
lead to the irreversible deactivation of the catalyst, probably due to the reoxidation of the iron
carbides caused by water. The ethanol co-feeding study led to the conclusion that ethanol may
have a role in the formation of long hydrocarbons, but further investigations are needed to verify
this observation.
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Finally, we have shown that the scale-up of the reactor allows to obtain very similar results
to those obtained in the lab-scale reactor.

In the fourth chapter we have developed a macro-kinetic model that describes the behaviour
of the reaction in different operating conditions. The model is based on semi-empirical corre-
lations for the reaction rates and includes additional empirical laws to estimate the parameters
that describe the distribution of hydrocarbons by carbon number and by product type. The
model has been validated on the experimental data obtained in the laboratory-scale reactor and
is able to predict them with a good accuracy. The main contribution of this part of the work
is that it provides a model that is detailed enough to describe the distribution of hydrocarbons
from 1 to 20 carbon atoms and belonging to the groups of alkanes, alkenes and alcohols. More-
over, this is a useful tool to simulate the kinetic behaviour of this reaction in more complex
reactor models or in process simulations.

In the fifth chapter we have investigated the mechanism of the reaction. In particular, we
aimed at understanding how oxygenates are formed compared to alkanes and alkenes and on
which active sites. To do that, we have made assumptions about the elementary reactions of the
reaction pathway and we have developed a micro-kinetic model via the Langmuir-Hinshelwood-
Hougen-Watson procedure. We have assumed an alkyl mechanism for alkanes and alkenes and
a CO-insertion mechanism for the formation of oxygenates. We have then made two different
hypothesis: in one case we considered that oxygenates are formed on the same active sites as
alkanes and akenes (here referred as hydrocarbons); in the other case, we considered that two
different active sites are involved, one for oxygenates and one for hydrocarbons. We thus derived
two complex models (containing 27 and 32 kinetic parameters, respectively).

The results of this study showed that the hypothesis that oxygenates are formed over different
active sites allowed to better predict their distribution. However, the statistical error of the
model is very high, due to the high number of kinetic parameters involved. Some useful insights
on the reaction mechanism were still gained. We observed that the hypothesis that iron carbides
are involved in the formation of hydrocarbons via an alkyl mechanism allows to well predict the
experimental data. Conversely, the CO-insertion mechanism seems to be the suitable one to
describe the oxygenates formation.

Indubitably, an improvement of both models is needed, as well as further investigations, in
order to better understand the oxygenates formation mechanism.

In the sixth and last chapter we have studied the reaction in a scaled-up reactor and we
have simulated the global process. First, we have developed a heterogeneous and a pseudo-
homogeneous reactor model for the scaled-up reactor. We have shown that, at the scale tested,
mass and heat transfer limitations can still be neglected. Thus, the pseudo-homogeneous ap-
proach could be adopted for the description of the reactor behaviour in the conditions tested.

Then, we have proposed a solution for the catalyst deactivation problem related to the
formation of high quantities of water during the reaction. As we have reported previously, water
can oxidise carbide sites, responsible for the chain-growth, leading to a loss of activity. The use
of membrane reactors seems a promising solution for the water removal during the reaction. In
fact, perm-selective membranes allow the selective separation of water during the reaction and
that leads to beneficial effects for the CO2 conversion and eventually for the catalyst lifetime.
We have shown that using a membrane reactor with H2 as sweep gas can lead to an increase of
the CO2 conversion, without important losses in the HCs yield. Moreover, if high flows of sweep
gas are applied, the cooling of the reactor could be granted without the need for an additional
cooling system.

Finally, we have proposed a process configuration that allows to reach acceptable energy
and carbon efficiencies and the valorisation of the main part of products. We have simulated
a system where two reactors in series are employed, with intermediate water condensation.
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The obtained products are separated via a multi-step condensation system; CO2, H2 and CO
unreacted are then separated from the lightest products via a membrane separation system and
recirculated to the reactor inlet. The products are collected as organic phase and vapour phase.
The organic phase is rich in hydrocarbons, especially olefins, and could be refined and used in
the chemical industry or in the transport field. The vapour phase is rich in CH4 and could be
injected in the natural gas grid. This configuration allows to obtain an energy efficiency of 66%
and a carbon efficiency of 95%. These values are very close to those estimated for the indirect
pathway, indicating the feasibility of such a process.

In conclusion, with this work, we have provided preliminary contributions to the understand-
ing of the reaction mechanism that can be useful for the design of an optimal catalyst for the
maximization of the yield towards the desired products. We have also provided the tools needed
for the modelling of this reaction which are useful for the design of reactors and processes and
would thus allow to study the reaction at higher scale or in different process configurations. We
have also suggested possible ways to further improve the process efficiency and to avoid one of
the typical issues of this reaction, the deactivation due to high partial pressure of water.

This work opens up many perspectives.

We have shown that the catalyst that we have synthesised presents a high level of inhomo-
geneity and it does not have exactly the desired composition, even if the catalytic performances
obtained are not far from those obtained in the literature. The synthesis process should be
optimised, for example by varying the conditions applied during the evaporation and the calci-
nation steps to reach a better distribution of the active elements. A more homogeneous catalyst
with the right K/Fe ratio could have a longer lifetime, as deactivation due to the C deposition
promoted by the high alkalisation degree would be avoided or at least reduced.

Moreover, based on the advancements on the reaction mechanism, a better catalyst formu-
lation could be designed. To optimize the selectivity towards the long-chain hydrocarbons, the
iron carbides content should be increased, while the presence of Fe2O3 should be minimized.

The macro-kinetic model developed in this work is quite accurate in the description of
the products formation and the reactants consumption. However, it slightly over-predicts the
methane formation and under-predicts the short olefins formations. These aspects could be
improved by performing experiments in other conditions to increase the number and the quality
of the data ensemble.

The model does not work in presence of CO/CO2 mixtures. A model that predicts the kinetic
behaviour of the reaction in presence of CO/CO2 mixtures could be useful for the simulation of
systems with recirculation of unreacted gases or in presence of non-pure sources of CO2, such
as syngas from co-electrolysis or biomass gasification. Therefore, an experimental study with
CO/CO2 feeds should be performed at laboratory-scale and data should be used to adjust the
kinetic model for the presence of CO as reactant.

This works also provides some insights about the reaction mechanism. We have shown that
the mechanism of formation of oxygenates could follow the CO-insertion mechanism and that
their formation seems to be related to the presence of an active site different than the one where
hydrocarbons are formed. However, it was not possible to draw accurate conclusions about
the oxygenates formation. Moreover, many other questions can be raised. Is the site where
oxygenates are formed the same where RWGS occurs? Are alcohols somehow involved in the
formation of long-chains hydrocarbons? Is the deviation of long-chains hydrocarbons from ideal
ASF distribution due to the re-adsorption of alcohols and their subsequent reaction? Or is it
due to the re-adsorpion of olefins?

To answer these questions first a micro-kinetic model based on the hypothesis that RWGS
and oxygenates formation occur on the same active sites should be developed. Metallic Fe,
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in fact, responsible for the RWGS activity, has been previously reported to have a role in the
formation of oxygenates. Then, the role of alcohols and olefins should be investigated with an
experimental study.

We have started to investigate these problems by experimental co-feeding studies of alcohols.
However, our experimental system was not optimal for this kind of tests and thus our results
are only preliminary. Co-injection of ethanol in a range of concentration larger than those that
we have tested could help to confirm the hypothesis of reincorporation of ethanol into longer-
chain hydrocarbons. The co-injection of higher alcohols, such as propanol or butanol, could also
clarify if the eventual role of ethanol in the formation of long-chain hydrocarbons is only due
to the high reactivity of ethene, or if longer alcohols are still involved in the formation of long
hydrocarbons. Moreover, studies with C14 radiolabeled alcohols, as those that were conducted
for the traditional FT synthesis, could provide more detailed information about the mechanism
of alcohol re-adsorption and incorporation into growing chains.

In the same way, the co-injection of olefins within the reactants can provide informations
about their tendency to re-adsorb and eventually contribute to the formation of longer hydrocar-
bons. Experiments with short and long olefins should be performed to investigate their tendency
to readsorb as a function of their chain length.

Concerning the reactor model, we have shown that the scale-up of the reactor to the tested
scale did not lead to the occurrence of heat and mass transfer limitations. A study at higher
scales would be interesting, in order to identify until which scale these phenomena are negligible
and what happens when they cannot be neglected anymore.

The application of membrane reactors for the CO2 hydrogenation was shown in this work as
a promising way to improve the CO2 conversion and the formation of hydrocarbons. However,
our model is not able to predict the eventual changes in the hydrocarbons distribution that
could be caused by the shift of the equilibrium and the increase of H2 content in the feed along
the reactor. An experimental study with a membrane reactor should be performed in order to
investigate the influence of the water removal on the hydrocarbons distribution and to collect
experimental data for the validation of the model.

Finally, the simulation of the process showed that acceptable carbon and energy efficiencies
could be reached. Many improvements have to be made on these preliminary estimations. First
of all, an energy integration of the process should be performed in order to estimate with more
accuracy the energy needed for the utilities and thus the energy efficiency. Moreover, some
questions have to be answered. How much does the energy efficiency decrease when the H2

generation via electrolysis and the CO2 capture are considered? How much liquid product can
effectively be recovered if the refining process of liquid compounds is considered?

Other ways to optimize the process should also be investigated. For example the integration
of membrane reactors instead of traditional tubular reactors. Another possibility to investigate
is the application of high H2/CO2 ratios, so that the conversion of CO2 is increased and the
hydrocarbons yield maximised.
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APPENDIX A

Chemicals.

Table A.1: Summary of chemicals used and their properties.

Injector

Chemical Supplier Product properties

γ ´ Al2O3 SASOL Puralox SCCa 150-200

FepNO3q39H2O Sigma-Aldrich ě98%

K2CO3 Acros Organics ě99%

SiC Alfa-Aesar 120 grit (100 μm)

Methyl-ciclohexane Fischer Chemical Extra pur

Acetonitrile Sigma-Aldrich ě99.9%

CO2 Air Liquide Alphagaz 1, ě99.9%

H2 Air Liquide ě99.999%

N2 Air Liquide ě99.999%

He Air Liquide Alphagaz 1, ě99.999%
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APPENDIX B

Analytic protocol.

B.1 Analytic protocol for experiments in lab-scale reactor.

B.1.1 Analytic methods.

B.1.1.1 Method for analysis of gaseous compounds.

The analysis of gaseous compounds is made by on-line GC at atmospheric pressure at the reactor
outlet, after condensation of heaviest products. The parameters of the analysis are the following:

Injector

Injected volume 0.5 μl

Vector gas He

Split ratio 200

Temperature 150˝C
Pressure 1.214 bar

Total flow 493 ml/min

Columns

Column 1 Supelco Carboxen-1010 plot

Flow column 1 1.0 ml/min

Average velocity column 1 28 cm/s

Column 2 Agilent JW CP-Porabond Q

Flow column 2 1.4 ml/min

Average velocity column 2 37 cm/s

Oven temperature profile

Initial temperature 50˝C, hold 2 min

Ramp 40˝C/min

Final temperature 240˝C, hold 10 min

Detectors

Detector 1 (TCD)
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Temperature 150˝C
Reference flow 12.0 ml/min

Detector 2 (FID)

Temperature 250˝C
Hydrogen flow 40 ml/min

Air flow 450 ml/min

B.1.1.2 Method for analysis of compounds in organic phase.

The parameters of the analysis are the following:

Injector

Injected volume 1 μl

Vector gas H2

Split ratio 50

Temperature 340˝C
Pressure 1.549 bar

Total flow 49.0 ml/min

Columns

Column Optima 5-HT

Pressure 1.551 bar

Flow 0.4 ml/min

Average velocity 50 cm/s

Oven temperature profile

Initial temperature 40˝C, hold 2 min

Ramp 40˝C/min

Final temperature 340˝C, hold 2.5 min

Detectors

Detector (FID)

Temperature 280˝C
Hydrogen flow 40 ml/min

Air flow 400 ml/min

B.1.1.3 Method for analysis of compound in water phase.

The parameters of the analysis are the following:

Injector

Injected volume 0.5 μl

Vector gas H2

Split ratio 500

Temperature 250˝C
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Pressure 1.522 bar

Total flow 436 ml/min

Columns

Column Agilent JW DB-Heavy Wax

Pressure 1.522 bar

Flow 0.4 ml/min

Average velocity 50 cm/s

Oven temperature profile

Initial temperature 30˝C, hold 1 min

Ramp 40˝C/min

Final temperature 290˝C, hold 0.50 min

Detectors

Detector (FID)

Temperature 250˝C
Hydrogen flow 40 ml/min

Air flow 450 ml/min

B.1.2 Estimation of response coefficients.

B.1.2.1 Estimation of response coefficients of gaseous compounds.

For gaseous compounds detected with TCD, response coefficients are calculated from a direct
calibration of the GC with a reference bottle having the following composition:

Compound Composition [%vol]

CO 5

CH4 10

N2 10

CO2 20

H2 55

The split ratio of the GC has been varied in the range 100 to 400, in order to have different
compositions of the gas. For each value of split, a response factor referred to N2 is calculated
from Eq. B.1 and a standard deviation is evaluated (values are reported in Table B.4).

MRFi,N2 “ Fi,OUT {FN2,IN

Ai{AN2

(B.1)

For light hydrocarbons the Equivalent Carbon Number (ECN) method is used. A molar
reference response factor is calculated referred to the methyl octanoate, used as the ISTD com-
pound, from Eq. B.2, then the response factor is passed to a referred to nitrogen one through
the ratio of the pick areas of methane detected from FID and TCD (ACH4,F ID{ACH4,TCD),
according to Eq. B.3.

MRFi,ISTD “ 103p´61.3 ` 88.8nC ` 18.7nH ´ 41.3nO ` 6.4nN q´1 (B.2)

MRFi,N2 “ MRFi,ISTD

MRFCH4,ISTD

ACH4,F ID

ACH4,TCD
(B.3)
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Table B.4: Values of MRF obtained for CO2, CO, CH4 and H2.

Split ratio: 200 100 400 Average Standard deviation

MRFH2{N2
17.649 235.397 89.391 114.1455 79.4%

MRFCO{N2
1.034 0.998 1.009 1.0136 1.5%

MRFCH4{N2
1.094 1.071 1.016 1.0601 3.1%

MRFCO2{N2
0.834 0.812 0.804 0.8168 1.6%

B.1.2.2 Estimation of response coefficients of compounds in organic phase.

Organic phase compounds were calibrated by using a solution of heptane, nonane and 1-dodecene
in different compositions diluted in methyl-cyclohexane. Mass response factors of the other
compound have been calculated from the ECN method (Eq. B.2 and Eq. B.3), using heptane as
reference for all linear paraffins and 1-dodecene for all 1-olefins (instead of CH4). For branched
chains and non identified products the RF of the 1-olefin with the closest C number has been
used. The values of RF obtained are reported in Table B.5.

Table B.5: Values of RF obtained for 1-olefins and n-paraffins from C5 to C33.

C number RF (1-olefin) RF (n-paraffin)

5 1.15831

6 1.13790 1.01254

7 1.12376 1.00450

8 1.11338 0.99852

9 1.10544 0.99389

10 1.09917 0.99021

11 1.09410 0.98721

12 1.08990 0.98472

13 1.08637 0.98262

14 1.08337 0.98082

15 1.08078 0.97926

16 1.07853 0.97790

17 1.07654 0.97671

18 1.07479 0.97564

19 1.07322 0.97469

20 1.07181 0.97384

21 1.07055 0.97307

22 1.06939 0.97237

23 1.06835 0.97173

24 1.06739 0.97114

25 1.06650 0.97060

26 1.06569 0.97011

27 1.06494 0.96965

28 1.06425 0.96922

29 1.06360 0.96882

30 1.06299 0.96845

31 1.06243 0.96811
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32 1.06190 0.96778

33 1.06141

B.1.2.3 Estimation of response coefficients of compounds in water phase.

Water phase compounds were calibrated by using a water solution of acetone, methanol, ethanol,
1-butanol, acetic acid, propanoic acid, hexanoic acid, acetaldehyde and butyraldehyde. Mass
response factors of the other compounds have been calculated again from the ECN method
(Eq. B.2 and Eq. B.3), using ethanol as reference for all alcohols, acetic acid for all acids and
acetaldehyde for all aldehydes. The values of RF obtained are reported in Table B.6.

Table B.6: Values of RF obtained for alcohols, acids and aldehydes from C1 to C6.

C number RF for alcohols RF for acids RF for aldehydes

1 1.62060

2 1.14692 2.43190 1.62856

3 0.89358 1.47167 1.16515

4 0.80910 1.07231 0.99255

5 0.72594 0.92089

6 0.68798 0.91675

B.2 Analytic protocol for two-dimensional GC analysis.

Equipment GC Agilent 6890 + MS 5975

Vector gas He

Injection volume 0.2 μl

Injection temperature 300˝C
Split ratio 10

Vector gas flow 2 ml/min

Oven temperature 50˝C for 5 min

1.75˝C/min until 300˝C
Columns VB1701MS, 30m x 0.25mm x 0.25 μm

DB-1, 3m x 0.1mm x 0.1 μm

MS detection scan mode, 33 ă m{z ă 280 (22 Hz)

Samples were injected pure, without dilution.

B.3 Analytic protocol for experiments in SynToMe set-up.

B.3.1 Method for μGC.

The method used for the analysis in the μ-GC is detailed in the following:
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Injector temperature 90˝C
Pressure 28 psi

Column temperature 90˝C
Analysis time 300 s

B.3.2 Estimation of response coefficients of products detected with μGC.

Response coefficients for compounds detected in gaseous phase were estimated from calibration.
Calibration was performed by using the gas flow-meters for CO2, H2, CO, CH4 and N2. For
ethylene and ethane a mixture calibration bottle is used. Response coefficients for C3 have been
estimated with the ECN method. The obtained response coefficients referred to N2 are reported
in Table B.7.

Table B.7: Values of RF obtained for compounds analysed with μ-GC.

Compound RF

H2 0.0852

CH4 0.4036

CO 0.9491

CO2 0.0068

C2H4 0.5531

C2H6 0.6016

C3H6 0.4996

C3H8 0.5684



APPENDIX C

Requirements for measurements of intrinsic
kinetics in fixed-bed reactors.

Table C.1 reports the values of criteria calculated for different operating conditions to verify the
absence of diffusional limitations of mass and heat and that the pattern is a plug-flow one.
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Appendix C. Requirements for measurements of intrinsic kinetics in fixed-bed

reactors.
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Diffusion coefficients.
Molecular diffusion coefficients Di,m are estimated from the mixture average approximation,

according to Eq. C.1:

Di,m “ 1 ´ ωiřN
k‰i

zk
Dik

(C.1)

where Dik is the binary diffusion coefficient of i in k, estimated from Fuller method, according
to Eq. C.2. (Fuller et al., 1966; Fuller and Giddings, 1965)

Dik “ 0.00143T 1.75

pM0.5
ik

ˆ´
ν
1{3
i ` ν

1{3
k

¯2
˙ (C.2)

Effective diffusion coefficients Di,eff are defined as in Eq. C.3:

Di,eff “ εpores
τpores

1
1

Di,m
` 1

Di,Kn

(C.3)

where Di,Kn is the Knudsen diffusion coefficient, calculated from Eq. C.4:

Di,Kn “ 2

3
rpores

c
8RT

πMi
(C.4)

Mass transfer coefficient.
kG,i is estimated from the definition of Sherwood number Sh (Eq. C.5):

Shi “ kG,idP
Di,m

(C.5)

Sherwood number can be estimated with the empirical correlation by Wakao (Wakao et al.,
1979) (Eq. C.6):

Shi “ 2 ` 1.1Re0.6P Sc
1{3
i (C.6)

where ReP is the Reynolds number defined as:

ReP “ ρmixu0dP
μmix

(C.7)

and Sci is the Schmidt number, defined as:

Sci “ μmix

ρmixDi,m
(C.8)

Heat transfer coefficients.
The heat transfer coefficient between particle and bulk αp is estimated from the Nusselt

number, estimated from the empirical correlation in Eq. C.9 (Wakao et al., 1979):

Nu “ 2 ` 1.1Re0.6P Pr1{3 (C.9)

with Nusselt number defined as:

Nu “ cp,mixμmix

λmix
(C.10)

The thermal conductivity of the catalyst particle λP is estimated from Eq. C.11:

λP “ 4λmix (C.11)
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reactors.

The effective radial thermal conductivity in the bed αbed is estimated as in Eq. C.12:

αbed “
ˆ

1

αrad
` 1

αw

˙´1

(C.12)

where αrad is defined as:

αrad “ dR
8λrad

(C.13)

λrad “ p4 ` RePPr{7qλmix (C.14)

and αw is calculated from its Nusselt number, estimated according to the empiric correlation in
Eq. C.15:

Nuw “ 4p1.3 ` 5dP {dRq ` 0.19Re
3{4
P Pr1{3 (C.15)

Tables C.2 and C.3 report the values of parameters used for the estimation of criteria.

Table C.2: Values of parameters (not depending on the operating conditions) used for the
calculation of criteria.

Property Unit Value

dr [m] 0.006

Lbed [m] 0.12

dP [m] 0.000164

as [1/m] 36585.37

εbed [-] 0.40

τbed [-] 1.58

nCO2
[-] 0.3164

Ea [J/mol] 15804.08

ΔHr [J/mol] 2.45x10´5

Table C.3: Values of parameters (depending on operating conditions) used for the calculation
of criteria. The condition number refers to Table 2.2.

Condition: 1 3 9 10 13 20 22 14

Property Unit Values

Robs
v,CO2

[molCO2
{pm3

cat.sq] 3.30 1.95 1.75 1.50 6.50 2.67 3.27 1.57

CCO2,bulk [mol{m3] 57.50 46 65 74 36 40 86 0.5

ρmix [kg{m3] 4.65 4.95 4.25 4.65 4.9 2.97 8.1 3.21

μmix [Pa.s] 2.28x10´5 2.20x10´5 2.35x10´5 2.19x10´5 2.34x10´5 2.31x10´5 2.24x10´5 2.29x10´5

ReP [-] 0.300 0.125 0.488 0.313 0.292 0.296 0.305 0.223

ScCO2 [-] 1.150 1.000 1.400 1.450 0.950 1.245 1.050 1.015

kG,CO2
[m/s] 0.0078 0.0044 0.0105 0.0065 0.0085 0.0116 0.0047 0.0101

DCO2,m [m2{s] 4.30x10´6 4.45x10´6 3.96x10´6 3.30x10´6 5.10x10´6 6.40x10´6 2.65x10´6 7.02x10´6

DCO2,eff [m2{s] 1.56x10´7 1.57x10´7 1.52x10´7 1.39x10´7 1.69x10´7 1.72x10´7 1.32x10´7 1.75x10´7

hP [W{m2{K] 214 109 330 234 180 224 202 231

λP [W/m/K] 0.590 0.510 0.685 0.655 0.460 0.630 0.540 0.735

αbed [W/m/K] 690 590 800 760 550 730 620 857
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APPENDIXD

Thermodynamic study.

D.1 Parameters used for the estimation of pure corps and mix-
ture properties according to Marano and Holder correla-
tions.

Table D.1: Parameters to use in Eqs. 4.1 and 4.2 for the estimation of pure compounds critical
properties and saturated pressure. (Marano and Holder, 1997)

TC [K] pC [bar] ωc [-] ln(Psat) [-]

Compound n-paraffin α-olefin n-paraffin α-olefin n-paraffin α-olefin n-paraffin α-olefin

Equation 4.1 4.1 4.2 4.1

n0 0.896021 0.980154 -3.625581 -3.039461 -23.608415 -23.174122 1.126231 1.281405

ΔY0 892.82 -1336.74 -6.5597 from Eq. D.1

Y8,0 1020.71 0 2.72709

ΔY8 0 0 from Eq. D.1

β 0.198100 2.111827 3.383261 0.619226

γ 0.629752 0.258439 0.208770 0.416321

ΔY “ A ` B

T
` ClnT ` DT 2 ` E

T 2
(D.1)

Table D.2: Temperature-dependent parameters to use in Eq. D.1. (Marano and Holder, 1997)

ΔY0 ΔY8
ΔT [˝C] 0-300 0-300

A -5.75509 15.8059

B -7.56568 -1496.56

C 0.0857734 -2.17342

D ´1.41964x10´5 7.27763x10´7

E 2.67209x105 37876.2

253
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Table D.3: Parameters to use in Eqs. 4.9 for the estimation of liquid molar volume of heavy
hydrocarbons. (Marano and Holder, 1997)

vL [cm3{mol]

Compound n-paraffin α-olefin

Equation 4.9

n0 -1.388524 -1.061318

ΔY0 from Eq. D.2

Y8,0 0

ΔY8 from Eq. D.2

β 5.519846

γ 0.0570632

ΔY “ A ` BT ` CT 2 ` DT 3 (D.2)

Table D.4: Temperature-dependent parameters to use in Eq. D.2. (Marano and Holder, 1997)

ΔY0 ΔY8
ΔT [˝C] 0-300 0-300

A 8592.30 12.7924

B -85.7292 0.0150627

C 0.280284 ´1.30794x10´5

D ´4.48451x10´4 1.59611x10´8

Table D.5: Parameters to use in Eqs. 4.8 for the estimation of liquid molar volume of non-
hydrocarbons and light hydrocarbons. (Marano and Holder, 1997)

H2 CO2 CO CH4 C2H4 C2H6

Solvent nC 20-36 20-44 20-36 20-44 20-36 20-44

ΔT [K] 323-423 313-573 323-573 323-573 323-573 373-573

ΔVi 0.704424 5.50000 1.50538 2.47603 5.08308 8.02413

A -64.9424 -124.328 -18.3528 -7.41354 93.6738 66.4657

B 0.237301 0.250075 0.160773 0.169051 0 0
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Table D.6: Parameters to use in Eqs. 4.23 and 4.24 for the estimation of Henry coefficient of
non-hydrocarbons and light hydrocarbons. (Marano and Holder, 1997)

N2 H2 CO2 CO CH4 C2H4

Solvent nC 16-36 16-36 16-44 16-36 16-44 16-36

ΔT [K] 298-475 300-553 298-573 298-573 298-573 298-573

ΔHi 0.0181705 0.0200959 0.0211 0.0173238 0.0190354 0.0246608

A 8.44317 12.9353 6.6525 5.79833 0.300209 6.61084

B 49.5974 22.9058 15.2964 19.5937 -114.655 15.2170

C -0.278896 -0.974709 -0.0761 0.152199 1.02385 -0.0751183

D -1.30377x10-6 -1.20408x10-6 -2.56x10-7 -1.89733x10-6 -2.53913x10-6 -2.56655x10-7

E 4378.02 2244.61 -144960.00 2031.63 -4257.18 -183928

C2H6 C3H6 C3H8 C6H14 H2O

Solvent nC 16-44 16-36 16-36 16-36 16-28

ΔT [K] 298-573 298-413 298-519 298-525 413-525

ΔHi 0.0226055 0.0202632 0.0214924 0.0173970 0.0605329

A 6.66047 6.33671 5.22622 5.03841 7.88232

B 15.1525 15.0950 7.43296 102.049 14.4370

C -0.0745718 -0.0743429 0.0598087 0.0782713 -0.0648305

D -2.55981x10-7 -2.54569x10-7 6.02721x10-7 -2.31129x10-7 0

E -239557 -314944 -291596 -650347 -465952

Table D.7: Parameters of cubic equations of state (Peng-Robinson and Soave-Redlich-Kwong).

SRK PR

r1 0 -1-
?
2

r2 0 -1+
?
2

ΩA 0.4275 0.4572

ΩB 0.0866 0.0778

M0 0.4800 0.3746

M1 1.5740 1.5423

M2 -0.1760 -0.2699

D.2 Cardano-type algorithm to solve cubic polynomial equa-
tions.

A Cardano-type algorithm is used to solve the PR equation of state for the mole volume. (noa)
Given a cubic polynomial in the form:

x3 ` ax2 ` bx ` c “ 0

we define:

Q “ a2 ´ 3b

9

and

R “ 2a3 ´ 9ab ` 27c

54

where M “ R2 ´ Q3 is the discriminant. Thus, we can have two situations:
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1. M ă 0, the polynomial has 3 real roots:

x1 “ ´
ˆ
2
a
Qcos

θ

3

˙
´ a

3

x2 “ ´
ˆ
2
a
Qcos

θ ` 2π

3

˙
´ a

3

x3 “ ´
ˆ
2
a
Qcos

θ ´ 2π

3

˙
´ a

3

with

θ “ arccos

˜
Ra
Q3

¸

2. M ą 0, the polynomial has only one real root:

x1 “ S ` T ´ a

3

with

S “ 3

b
´R ` ?

M

T “ 3

b
´R ´ ?

M
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D.3 Variation of reaction orders - results.

Figure D.1: CO2 conversion and CO selectivity predicted by the model in comparison with
the experimental data (points) in the case of: 1) complex model where all reaction orders are
considered as variables (solid lines); 2) simplified model where all reaction orders are set to 1
(dashed lines); 3) variation of the simplified model where only CO2 order in the RWGS reaction
rate is considered as variable (dash-dot lines).
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