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GENERAL INTRODUCTION

In this day and age, data usage is rapidly extending to the masses causing an expo-
nential increase in the global demand for internet bandwidth. In that regard, innovations
in optical fiber technology have been revolutionizing world communications by exploiting
the large optical bandwidth of optic fibers. The development and use of optical amplifiers
is a quintessential element in responding to this need for higher bandwidth. A number
of recent studies highlight that semiconductor optical amplifiers (SOAs) could become
a relevant alternative to Erbium doped fiber amplifiers (EDFAs) for various application
scenarios due to their attractive characteristics such as high optical bandwidth, small size,
and the possibility of integration at limited cost. In particular, the practical feasibility of
an SOA based access/metropolitan infrastructure has been demonstrated using advanced
modulation formats such as quadrature amplitude modulation (QAM) or phase shift key-
ing (PSK). These studies consider not only the conventional SOA only scenario, but also
the cascaded configuration that allows for high capacity links in the Tbits/s range. Single
carrier modulation formats are mainly considered in the literature dealing with SOA based
amplification in optical networks. However, in the last decade, orthogonal frequency divi-
sion multiplexing (OFDM) and its variants have been recognized as promising techniques
to support high data rate in next generation optical communications, due to some impor-
tant advantages such as simple compensation of channel dispersion, dynamic bandwidth
allocation capability in a multi-user context, and powerful digital signal processing (DSP)
based implementation. An issue arises with the non-constant envelope property OFDM
signals as it makes them sensitive to nonlinear channel impairments. Due to their fast
gain dynamics and intrinsic nonlinear properties, SOAs can therefore impact the system
performance for such signals.

Various memory polynomial digital predistortion (DPD) schemes have recently been
studied at the Laboratoire des Sciences et Techniques de l’Information de la Commu-
nication et de la Connaissance (Lab-STICC) to linearize a coherent optical orthogonal
frequency division multiplexing (CO-OFDM) transmitter using an SOA as a power am-
plifier. Extensive simulations based on an accurate physical model of the SOA, and initial
experiments have shown that it is possible to obtain a significant performance gain. How-
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General introduction

ever, these results were established considering a relatively simple scenario (single SOA,
limited electrical bandwidth) and with a number of simplifying assumptions. Further re-
search effort is needed for high speed and efficient SOA based CO-OFDM transmissions.
This thesis work will investigate the generalized memory polynomials (GMP) predistorter
and compare it to the memory polynomials (MP) and the envelope memory polynomials
(EMP) which are other well-known predistorter structures. The analysis of the effective-
ness of the GMP predistorter for different scenarios will be an added value. This analysis
will consist of evaluating the benefits of DPD in the presence of fiber dispersion, emitter
and digital to analog conversion (DAC) imperfections, for differing modulation formats,
and its ability to sustain variations in the system. An experimental validation will also
be the object of this thesis where the effects of laser phase noise will be studied. The
conclusions drawn from this thesis work will be essential in predicting the feasibility of a
transmission system using SOAs and non-constant envelope signals, the benefits to reap
from that system and addressing the limitations that could come along with it.

This thesis manuscript will delve into some of the challenges encountered in SOA based
CO-OFDM systems for access/metropolitan networks and will give some insight to help
understand and solve these problems. The manuscript will be divided into four chapters.

Chapter 1 is an introductory chapter where some of the advances in optical commu-
nications systems and deployment are presented. The architecture of a typical optical
transmission system is given from the emitter to the receiver. An emphasis is put on
OFDM modulation formats and SOAs pointing out the problematic in combining them
despite their undeniably significant benefits. Some techniques are laid out to respond to
the issue of an OFDM/SOA transmission with DPD standing out as a viable and effective
solution. The usual methods of evaluating the optical transmission system in general as
well as the chosen linearization techniques are introduced. Then, the CO-OFDM sys-
tem that will be studied throughout this manuscript is explained, most notably the SOA
model that is used as the foundation for this thesis work.

Chapter 2 constitutes the first step into the analysis of DPD to linearize an SOA based
CO-OFDM system. Chapter 2 deals with numerical simulations specifically. First, the
error vector magnitude (EVM) is presented as a valid alternative to the well established
bit error rate (BER) since the EVM will be one of the cornerstones of this thesis in terms
of system evaluation. Second, the choice of peak to average power ratio (PAPR) to limit
the high OFDM peaks is discussed. After discussing DPD implementation including the
use of an algorithm to automatically find the structural parameters of a predistorter.
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Then, two scenarios are explored among which one with the SOA as booster without fiber
and another with the SOA in-line.

Chapter 3 builds on Chapter 2 by doing a stochastic analysis of DPD in an SOA based
CO-OFDM system. A substitute to Monte Carlo (MC) simulations is proposed to perform
the stochastic analysis; that alternate scheme called polynomial chaos expansion (PCE)
is molded to fit a CO-OFDM system and its validity is put to the test. The sensitivity
analysis is a way to study the ability of DPD to remain efficient in a real environment that
is affected by component aging, manufacturing uncertainties or fluctuating environment
(change in temperature, vibrations). Two scenarios are investigated: a transmission with
a booster SOA without fiber and a transmission with a booster SOA with fiber added.

Chapter 4 ties in with Chapters 2 and 3 by analyzing DPD in an SOA based CO-OFDM
system through an experimental setup where some of the simplifying assumptions made
during numerical simulations do not necessarily translate well. First, the experimental
transmission chain and testbed are described. The characteristics and limitations of
specific components are then detailed. Finally, experimental results are shown for a
booster SOA without fiber scenario.

At the end of this manuscript, a conclusion covering the main points and discoveries
of this thesis work will be given as well as some perspectives for future research.
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Chapter 1

OPTICAL COMMUNICATION SYSTEMS

Nowadays, optical communications are a staple in Telecommunication systems. Fiber
optics went through an experimental phase in the ’60s and the ’70s with the first lasers
seeing the light of day in the ’70s. This allowed fiber optics to be put on the market in
the ’80s and the ’90s with the knowledge that they would be the only medium that could
sustain the growing requirements for higher data rates [Agr+16]. Rightfully so, contrary
to its counterparts (copper/coaxial cables, wireless radio frequency (RF)), optic fibers
have the ability for lower attenuation (meaning longer reach), higher data rates, and no
electromagnetic interference. This makes optic fibers an ideal candidate to respond to the
increasing demands of clients especially for long distance communications.

1.1 Optical communication networks

The optical communication networks can be divided into three main categories: wide
area networks (WANs) or core networks, metropolitan area networks (MANs) or metropoli-
tan networks, and local area networks (LANs) or access networks (Figure 1.1). These three
groups are characterized by their distances and their cost limits with the core networks
having the largest distance coverage and therefore allowing for higher costs, and the access
networks having the shortest coverage thus being more restrictive in terms of costs. The
scope of this thesis lies within the field of metropolitan and access networks.

Access networks are used in the context of communication inside of one building
or home with distances up to 40 km [ITU18]. In France, the main network operators
that provide directly to subscribers are Orange, SFR, Free, and Bouygues. To increase
data rates and reduce attenuation, access networks are in the process of shifting from
digital subscriber line (xDSL) to fiber to the x (FTTx) technologies. This would illustrate
a relative shift from 4 Mb/s (fast ADSL) to 10 Gb/s (fiber per channel) [ITU18]. A
prime way of building FTTx networks is through passive optical network (PON) systems.
The standards for PONs are developed by two major groups: institute of electrical and
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Figure 1.1 – Optical topologies. CO: Central Office

electronics engineers (IEEE) and international telecommunication union (ITU). IEEE has
introduced the gigabit-capable ethernet PON (EPON), 10G-EPON, and 25/50-EPON
standards. ITU has brought on the gigabit-capable GPON, XGS-PON, and NG-PON2.
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1.2. Increasing demand for capacity

All standards (shown in Table 1.1) strive to meet the rapidly increasing demands on
bandwidth at a reasonable price.

Table 1.1 – PON standards overview [VIA21]

Standard Down/upstream data rates Splitting ratio
G-PON ITU-T G.984 2.4 / 1.2 Gb/s Up to 1:64 (128)

XGS-PON ITU-T G.9807.1 10 / 10 Gb/s Up to 1:128 (256)
NG-PON2 ITU-T G.989 40 / 10 Gb/s Up to 1:128 (256)
G-EPON IEEE 802.3ah 1.25 / 1.25 Gb/s Up to 1:64

10G-EPON IEEE 802.3av 10 / 10 Gb/s Up to 1:128
100G-EPON IEEE 802.3ca Up to 100 / 100 Gb/s TBD

Metropolitan networks ensure a connection between different regions. For instance, the
RENATER network links multiple public research and education entities within France.
The distances for these networks can go up to several hundreds of km. The fiber tech-
nologies used in that area are moving towards 10G Ethernet or 40G Ethernet with a goal
of 100 Gb/s data rates [ITU20a].

Core networks go one step further than metropolitan networks as they take care of
connections between countries and trans-oceanic transmissions. Some examples are the
Apollo and the ACE cable systems that connect Europe to the United States and Europe
to Western Africa respectively. Both systems have a station in the French region of
Brittany. The distances can reach several thousands of kilometers with data rates higher
than 100 Gb/s.

1.2 Increasing demand for capacity

The previously introduced optical network architectures can differ in some respects;
however, they have one main challenge to overcome: a demand for higher data rates grow-
ing exponentially (Figure 1.2). Some ways that have been found to meet this growing
demand in photonics is via wavelength division multiplexing (WDM) and polarization
division multiplexing (PDM). WDM takes advantage of fiber optic’s large optical band-
width by sending information onto a set of different wavelengths (Figure 1.3a). On the
other hand, PDM (shown in Figure 1.3b) sends information onto one wavelength but does
it in two orthogonal polarization states. Combining WDM and PDM entails that the total
data rate can be increased considerably as two polarization states doubles the amount of
data sent as does using two different wavelengths.
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Figure 1.2 – Global traffic demand forecast [Cis20]

For the purpose of this thesis, the focus will lie on a transmission system with one
polarization and one wavelength, but it is still important to be able to project oneself
onto the scenario of WDM/PDM for later research.
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time

PBS

(b)

Figure 1.3 – (a) WDM for an ideal transmission. MUX: multiplexer, DEMUX: demul-
tiplexer (b) PDM for an ideal transmission. PBC: polarization beam combining, PBS:
polarization beam splitting

1.3 Architecture of optical transmission systems

The next sections will give a closer look into an optical communication architecture
while expanding on ways other than WDM and PDM to increase data rate. These sections
describe a conventional architecture of a transmission chain implementing the use of fiber
optics as depicted in Figure 1.4.
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Figure 1.4 – Schematic of a general optic communication. Tx: transmitter, Rx: receiver

1.3.1 Emitter in photonics

The optical emitter (optical Tx) can be represented by Figure 1.5 with the signal
undergoing digital signal processing (DSP) then digital to analog conversion (DAC) in
the electrical domain to then be converted into the optical domain.
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Figure 1.5 – Schematic of an optical emitter. DSP: digital signal processing, DAC: digital
to analog conversion

In the digital domain, it is possible to modulate the input bit stream in two ways
as depicted in Figure 1.6: intensity modulation and multidimensional modulation. The
cheapest of the two is the intensity modulation where the bit stream is assigned different
state levels. Some examples that are widely used in photonics are on-off keying (OOK)
[Est+18] which indicates the presence and the absence of a signal and M-ary pulse am-
plitude modulation (PAM) [Bar+18a] which assigns a level to the signal according to its
power. There has also been other forms of modulation, notably for Visible Light Com-
munications, such as pulse position modulation (PPM) where a specific time slot within
the duration of a symbol is assigned according to different levels of the signal power
[Man+17b].

Intensity modulation only looks into the power of the signal, but it is also possible to
exploit the phase of the signal. In photonics, M-ary phase shift keying (PSK) and M-ary
quadrature amplitude modulation (QAM) are used; this is possible thanks to coherent
detection. An advantage of multilevel modulation is that it increases data rate. For
instance, going from a 4-QAM to a 16-QAM modulation doubles the data rate. Compared
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to PSK, QAM has an extra degree of freedom in the complex domain and is more spectrally
efficient although it can cause the signal to have a non-constant envelope in single carrier
modulation (SCM) with a high order of modulation. Figure 1.6 illustrates that the extra
degree of freedom entails less sensitivity to noise as for the same number of bits/symbol
in PAM, PSK, and QAM, the QAM constellation is more spread out.
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Figure 1.6 – Intensity and multidimensional modulation formats used in optical commu-
nication

The symbols sk present in the different constellation diagrams shown in Figure 1.6
are brought into play either through SCM or multicarrier modulation (MCM). Figure 1.7
highlights the differences between the two where, for SCM, the symbols are assigned one
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1.3. Architecture of optical transmission systems

slot in the time domain whereas, and for MCM, the symbols are assigned one slot in the
frequency domain. With the need for faster signal transmission it makes sense to look
into increasing the capacity of the system and a way to achieve that goal while adding
multiuser flexibility is through implementing MCM.

Δ
B s1 s2 s3 s4

Tsymb time

freq SCM

(a)
Δ
B

s1

s4
s3
s2

Tsymb

freq

time

MCM

(b)

Figure 1.7 – (a) Single carrier modulation (SCM). The bandwidth here is considered to
be the bandwidth after filtering. (b) Multicarrier modulation (MCM). ∆B: bandwidth,
sk: modulated symbols

In the case of MCM, the transmitted signal s(t) has the following form:

s(t) =
Nsc−1∑

k=0
ske

i2πfkt 0 ≤ t ≤ Tsymb (1.1)

where Nsc is the number of subcarriers, sk is the modulated symbol injected onto the kth

subcarrier of frequency fk, and Tsymb is the symbol period.
Depending on the subcarrier spacing, the system could face intercarrier interference

(ICI). To address that problem, a specific type of MCM called orthogonal frequency
division multiplexing (OFDM) can be used where the adjacent frequencies in 1.1 have a
frequency spacing ∆f = 1

Tsymb
and fk+1 − fk = ∆f . This allows to greatly increase the

spectral efficiency. The OFDM architecture has been used effectively in the RF field for
some time and has been attracting a lot of attention in the optical field within the last
decade since it introduces a method to overlap the subcarriers in such a way to increase
spectral efficiency and remove ICI [Ter+02] [Arm09]. As it happens, Figure 1.8 shows that
with OFDM it is possible to have twice the number of subcarriers, and thus data sent,
for the same conventional MCM bandwidth where the maximum of a subcarrier spectrum
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always falls on a null value for the other subcarrier spectra which avoids interference.
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Figure 1.8 – Ordinary multicarrier vs. OFDM modulation. ∆B: bandwidth, MCM:
multicarrier modulation, OFDM: orthogonal frequency division multiplexing

In its discrete form, the OFDM expression for one OFDM symbol can be written as

s[n] =
√
Nscρos

Nscρos−1∑
k=0

ske
i2π k

Nscρos
n (1.2)

where ρos is the oversampling factor. Equation 1.2 shows that an OFDM signal can easily
be implemented via DSP through an inverse fast Fourier transform (iFFT). The iFFT is
done with the frequencies centered around zero. Note that here the oversampling factor
is not accounted for in the summation since the oversampling is seen as the addition
of null subcarriers in the frequency domain. Also, the oversampling factor should be
high enough for the sampling frequency to be well above the Shannon-Nyquist sampling
theorem requirement while facilitating DSP but low enough to not require very large
sampling frequencies. It was found that an oversampling factor of 4 is a good choice
for OFDM [Yan+11]. The iFFT implementation reduces tremendously the number of
complex multiplications required to construct a MCM signal while allowing for the use of
a high number of subcarriers without needing to implement a complex architecture.

For these reasons, on top of OFDM’s tolerance to transmission impairments like dis-
persion and capacity for allowing parallelization of DSP [Low+07], OFDM has been the
object of comparative studies with SCM for photonics purposes [Vas+17] [Blu+19].

Many researchers in the photonics field are still exploring the value of OFDM [Jin+20]
[El-+20]; it seems worthwhile in the context of this thesis to add to that discussion by
diving into the topic of OFDM for photonics purposes.
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1.3. Architecture of optical transmission systems

1.3.1.1 Architecture of a cyclic prefix OFDM transmitter

In the upcoming paragraphs, we will describe the cyclic prefix orthogonal frequency
division multiplexing (CP-OFDM) architecture as an example. As a few different ter-
minologies are adopted to describe that construction, this section will serve to illustrate
the chosen lexicon for OFDM based on the work of well-known researchers in the field
[Kum11]. For the payload (or data) block, first a pseudo-random bit stream is modulated
into symbols. An example of a constellation used to build a typical OFDM signal is shown
in Figure 1.9a. There are two types of symbols in this case: the ones used for data and the
ones used for pilots. The symbols used for the data can be any type of modulation. Since
QAM has been shown to have better optical signal to noise ratio (OSNR) and bit error
rate (BER) for OFDM than PSK and differential phase shift keying (DPSK) [Ras+18],
it makes sense to focus on a QAM configuration. Here a 4-QAM modulation is shown.
The symbols are coded into subcarriers as depicted in Figure 1.9b. Pilot design is shown
to have an influence on system performances depending on its usage to help recover data
[Zha+19] [Off+17] although in the context of this thesis work, the conventional 802.11
standard for pilot placement will be implemented [IEE17] where the pilots will be rotated
4-QAM symbols. Some subcarriers are nulled near DC and at both extremities to avoid
the optical carrier and adjacent channels interference. Subsequently, some extra null sub-
carriers are added at both extremities in the frequency domain for the oversampling (not
shown in Figure 1.9b.

Once the frequency domain construction is done, an iFFT is performed to move into
the time domain as depicted in Figure 1.10a. Due to the propagation channel, a cyclic
prefix is added (Figure 1.10b) to prevent what we will refer to as OFDM symbol inter-
ference in this thesis. Note that there are other types of guard intervals but cyclic prefix
allows better channel estimation and has better signal to noise ratio (SNR) performance
than, for instance, zero padding (ZP) and known symbol padding (KSP) [Ste+07]. The
signal shown in Figure 1.10b consists of an OFDM symbol and its cyclic prefix.

Once the OFDM symbol is constructed in the time domain, a frame consisting of
multiple OFDM symbols is built. Figure 1.11 details that process where the frame includes
a preamble component as well as the data. The preamble can be further divided into two
categories: preamble used for synchronization and preamble used for equalization. Their
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Figure 1.9 – (a) Data (4-QAM) and pilot (rotated 4-QAM) symbols for a 64 subcarriers
configuration with 4 pilots per OFDM symbol (b) Subcarriers associated with the data
and pilot symbols. The null subcarriers used for the oversampling are not shown. ∆B:
bandwidth, ∆f : frequency spacing
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Figure 1.10 – (a) OFDM symbol (b) OFDM symbol with its cyclic prefix

specific designs will be discussed in the next paragraph. The resulting data rate is

Rb = Ndata (1 − ρcp) log2 (M) ∆B
Nsc Nofdm

(1.3)
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where Ndata is the total number of QAM data symbols in the OFDM frame, ρcp is the cyclic
prefix factor, M is the QAM modulation order, ∆B is the signal bandwidth excluding the
oversampling, Nsc is the number of subcarriers per OFDM symbol, and Nofdm is the total
number of OFDM symbols including the synchronization and equalization preambles.

time

preamble

frame

data

CP1 OFDM symb1 CPNOFDM symbNto synchronize to equalize

Figure 1.11 – OFDM frame consisting here of one synchronization and one equalization
preamble, and N data symbols

Although CP-OFDM signals bring many advantages, they also exhibit a non-constant
envelope (cf. Figure 1.10a). This results in CP-OFDM signals having intrinsically high
instantaneous power characterized by a high peak to average power ratio (PAPR). PAPR
is defined by

PAPRdB = 10log10

(
max (|s[n]|2)

E [|s[n]|2]

)
(1.4)

From Equations 1.2 and 1.4, it can be inferred that as the number of subcarriers in-
creases, so does the potential for a high PAPR; this is detailed in [Shi+09]. The maximum
PAPR is encountered if all emitted symbols are identical which is unlikely since the data
stream is assumed to be statistically independent and identically distributed (i.i.d); even
so, it is still possible to face high PAPR. The unit of measure to determine the likelihood
of having high PAPR is the complementary cumulative density function (CCDF) which,
taking into consideration the Rayleigh nature of an OFDM signal’s distribution, is defined
by:

CCDF = Pr(PAPR > PAPRref ) (1.5)

The theoretical CCDF curve is shown in Figure 1.12 and gives an idea of the likelihood
of having a particular PAPR. For example, for a Nsc of 128, there is a 4 × 10−1 (or 40%)
probability of getting a PAPR that is greater than 8 dB for one OFDM symbol.

The CCDF curve gives statistical information only on the power maxima. The instan-
taneous power of the OFDM signal varies frequently; another important complementary
indication to look into while studying OFDM signals will be the probability density func-
tion (PDF). Figure 1.13 represents the PDF of the amplitude of an OFDM frame with 128
subcarriers and shows that an OFDM signal is characterized by a Rayleigh distribution.
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Figure 1.12 – Complementary cumulative density function of the peak to average power
ratio of a 4 times oversampled OFDM signal for different numbers of subcarriers Nsc

[Gam+16]

From Figure 1.13, it is possible to quantify the number of high power samples. For this
frame, the maximum amplitude is 1.55. To put it in perspective, the theoretical maximum
for Ndata = Nsc = 128, ρos = 4, and |sk| = 1 assuming all 4-QAM symbols are aligned
would be max (s[n]) = Ndata√

Nscρos
= 5.65 (with PAPRmax = 10log10 (Ndata) = 21 dB).
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Figure 1.13 – Probability density function of the amplitude of 256 4-QAM OFDM symbols
with 128 subcarriers and an oversampling factor of 4 obtained through simulation

The characteristic of high PAPR as well as the high power samples will cause some
issues in the transmission as it will give rise to nonlinear effects notably while going
through the DAC, the IQ modulator, and the amplifier [Ami+15]. It is possible to reduce
the impact of PAPR by hard-clipping the signal. This point will be the subject of another
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section. With the benefits of high spectral efficiency, a low DSP complexity and robustness
to channel dispersion, OFDM places itself as a worthwhile subject of investigation for this
thesis work which will aim to reduce the impact of its drawback.

1.3.1.2 Beyond conventional OFDM

As was said in the previous section, the focus of this thesis will be the conventional
CP-OFDM. However, one should be aware that other OFDM formats have stemmed from
the classical OFDM scheme. This thesis work should therefore be taken as a baseline that
can be translated to the other configurations, some of which will be introduced in this
section.

The DC-biased OFDM (DCO-OFDM) [San+15] [Per+15] and asymmetrically clipped
OFDM (ACO-OFDM) [Per+15] were proposed to make RF-OFDM suitable for direct
detection going from a bipolar, complex-valued signal to a unipolar, real-valued signal.
The spectral and energy efficient OFDM (SEE-OFDM) [Elg+14] goes one step further by
improving the spectral efficiency of that real-valued signal.

The adaptively modulated OFDM (AMOOFDM) adjusts the modulation format of
the symbol assigned to a subcarrier according to the characteristics of the transmission
system. For instance, a high modulation format is applied to a subcarrier experiencing a
high SNR and vice versa. This scheme is shown in Figure 1.14 which illustrates one of
the benefits of OFDM in improving the signal transmission capacity, network flexibility,
and performance robustness [Gia+10].

freq

BPSK 4-QAM 16-QAM 32-QAM 64-QAM

Figure 1.14 – Example of a signal modulation format distribution across the subcarriers
of an adaptively modulated OFDM system

The constant envelope OFDM (CE-OFDM) which aims to solve the high PAPR of
conventional OFDM by transforming the OFDM signal to one fit for efficient amplification
via phase modulation [Tho+08]. This form of OFDM is currently being investigated in
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photonics for direct detection [Nun+14] and coherent detection [Dia+17] showing promis-
ing results.

The all optical OFDM (AO-OFDM) which uses optical signal processing to construct
the OFDM signal in an attempt to work with higher speeds while having inherently low
power consumption. Different methods are implemented including optical fast Fourier
transform (FFT) [Hil+10], the use of wavelength selective switches (WSS) [Sch+13a], or
the use of Mach-Zehnder interferometers (MZIs) and recirculating frequency shift (RFS)
[Mar+18].

The discrete multitone (DMT) approach which is a real-valued baseband version of
OFDM that can be used for instance in orthogonal frequency division multiple access
(OFDMA) systems to increase the tolerance to IQ imbalances and IQ time skew [Jun+16].

Offset-QAM OFDM (OFDM/OQAM) is attracting increasing attention in photonics
as it has high spectral efficiency and receiver sensitivity with a higher side lobe suppression
than conventional OFDM [Li+16]. The filter bank multicarrier (FBMC) is another MCM
scheme that is starting to be considered for future optical networks because it is able to
increase bandwidth efficiency and reduce side lobes in exchange for higher complexity in
implementation [Ibr+17] [You+19].

In the case where DSP is used to construct the signal, the next step would be to
convert that signal into the electrical domain.

1.3.1.3 From the electrical to the optical domain

The constructed discrete signal has to be converted into a continuous time signal via
the digital to analog conversion (DAC). As far as the DAC is concerned, the resolution or
the effective number of bits (ENOB) will be the parameters to look into as they will dictate
the quantization intervals thus the analog levels attributed to the signal. The higher the
resolution the less quantization noise will appear. At the DAC output is placed a low-pass
reconstruction filter to smooth out the analog output.

Once the electrical signal has been constructed, it has to be converted into the optical
domain. That step requires a laser lightwave. It can be characterized by the following
equation assuming a Lorentzian spectral shape [Bar+90]

E(t) = Re
{√

Pse
i(ωLOt+θ(t)+θ0)

}
= Re

{
ε(t)eiωLOt

}
(1.6)

where E(t) is the electric field associated with the optical wave, ε(t) is the complex
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envelope of the signal, Ps is the source power, ωLO is the laser angular frequency, θ0 is a
random initial phase in the interval [0, 2π[, and θ(t) is the laser phase noise process (in
this case a Wiener process) which derivative is a zero-mean white Gaussian process with
power spectral density (PSD)

Sθ̇(ω) = 2π∆ν (1.7)

where ∆ν is the laser linewidth. Since the laser lightwave is operated as a continuous
wave (CW) to avoid frequency chirping caused by a change in instantaneous power in
the case of a direct modulation, an external modulation needs to be performed. The IQ
modulator consists of two branches that contain Mach-Zehnder modulator (MZM) and
are dephased by ϕ = π

2 .

Before diving into the IQ modulator, the MZM is further explored through Figure
1.15 as this device is the basis for the optical phase and intensity modulation.

Ein Eout,mzm

V1(t)=Vdc,1+V
pp,1 d1(t)

V2(t)=Vdc,2+Vpp,2 d2(t)

βα

1-α 1-β

Figure 1.15 – Architecture of a Mach-Zehnder modulator. Vj is the voltage applied to the
upper (j = 1) and lower (j = 2) arm of the MZM with Vdc,j their DC components, Vpp,j

their peak-to-peak voltage and dj their modulating signal components, Ein and Eout,mzm

are the electric fields associated with the optical input and output waves, α and β are the
power splitting and combining ratios

That modulator is able to generate a phase shift in the light wave going through it
as a result of the Pockels effect which states that if an electric field is applied to some
material, its refractive index changes relative to the intensity of said electric field. That
change in phase is related to the voltages driving the MZM as follows:

ϕ1,2(t) = πV1,2(t)
Vπ

(1.8)

where Vπ, the half-wave voltage, is the driving voltage that provokes a phase shift of π.

19



Chapter 1 – Optical communication systems

This input-output relation of the MZM can be expressed by

εout,mzm(t) = εin(t)
(
ρ1

√
α
√
βe−iϕ1 + ρ2

√
1 − α

√
1 − βe−iϕ2

)
(1.9)

where εout,mzm(t) is the complex envelop of the signal at the MZM output, ρj, α, and β

determine the excess loss, and the splitting and combining ratios of the two MZM arms.
Using the information collected from Equations (1.8) and Figure 1.15, and assuming that
there is no imbalance in the splitting and combining ratios (α = β = 1

2), no excess loss
(ρ1 = ρ2 = 1), and the MZM is operating at a chirp free biased null point (Vdc,1 = Vdc,2 =
Vπ, Vpp,1 = Vpp,2 = Vpp and d1(t) = −d2(t)), Equation 1.9 becomes

εout,mzm(t) = 1
2εin(t)

(
e−i π

Vπ
(Vπ+Vppd1(t)) + e−i π

Vπ
(Vπ−Vppd1(t))

)
= −εin(t) cos

(
π

Vπ

Vppd1(t)
) (1.10)

where εin(t) follows the Lorentzian spectral shape defined in Equation 1.6, Vpp is the fixed
peak-to-peak voltage and d1(t) is the transmitted signal’s normalized waveform (d1(t) ∈
[−1

2 ,1
2 ]).

The previous definition of the MZM demonstrates an ability to do simple modulations
like binary phase shift keying (BPSK) or PAM. In order to represent symbols from higher
order modulations in the complex plane, it is necessary to return to the IQ modulator
setup in Figure 1.16.

ϕ

Vdc+gI×0.5×Vpp×Re{u(t)}

Vdc+gQ×0.5×Vpp×Im{u(t)}

MZM

MZM

Figure 1.16 – IQ modulator based on MZMs. Vdc and Vpp are the DC component and the
peak-to-peak voltage of the driving signal applied to each branch of the IQ modulator,
gI and gQ are the gain for each branch with gQ = gI = 1, and u(t) is the modulated
waveform

The signal u(t) is divided into its real and imaginary parts uI(t) and uQ(t) bringing
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about the following output [Peu12]

εout(t) = −1
2εin(t)

[
cos

(
π

Vπ

VppuI(t)
)

+ cos
(
π

Vπ

VppuQ(t)
)
ei π

2

]
(1.11)

It is important to note that variations in the instantaneous power of the signal will
affect the IQ modulator and force it into its nonlinear region. Looking at the MZM’s
transfer function in Figure 1.17 helps explain that point. The electrical signal (in blue)
goes into the MZM and is converted to the optical signal (in red). When the signal’s
samples have a low amplitude, the MZM is operating close to Vπ, but the high peaks push
the MZM into its nonlinear regime. This entails that when working with non-constant
envelope signals like CP-OFDM, the transmission will experience nonlinearities coming
from the IQ modulator.

Eout/Ein

Driving
voltage

V
�

Vpp

Figure 1.17 – Transfer function of the MZM biased at null point for OFDM. Vpp is the
signal’s peak to peak voltage and Vπ is the half-wave voltage

Once the electrical signal has been converted into the optical domain, it is usually
amplified by the booster amplifier; the amplification aspect will be described in more
detail later on. After the amplification, the signal is ready to pass through the fiber link.

1.3.2 Optical channel

The fiber link is composed of spans (optic fiber + amplifier) that can add up to several
hundreds of kilometers. The following section dives into the characteristics of the optic
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fiber.
Light guiding in the fiber is accomplished through total internal reflection. Light is

contained inside the fiber thanks to the core of the fiber having a higher refractive index
than that of the cladding. There are multiple types of fibers including multimode and
single-mode. The difference is found in the core sizes where the multimode fiber’s core
is larger allowing light to take multiple paths but causing dispersion; on the other hand,
the single-mode fiber (SMF) only allows light to travel in one path with its small core
meaning there will only be one mode of propagation. Some other characteristics come
into play since the fiber is flawed by design and therefore will bring some disruptions in
the form of:

— Attenuation which manifests into a decrease in the power of the signal caused by
light absorption and scattering. The attenuation rate in dB per km, αdB, depends
on the wavelength with the minimum attenuation of 0.2 dB/km for silica fibers
found at around 1550 nm [Agr12]

— Chromatic dispersion which results from different propagation speeds of the distinct
frequency components associated to the transmitted signal. Figure 1.18 shows
how this phenomenon can lead to pulse spreading which affects the quality of
transmission.

time

Figure 1.18 – Example of chromatic dispersion (different colors associated to distinct
frequency components)

The all-pass transfer function of the fiber with chromatic dispersion is [Rob+09]

HCD(ω) = e− jβ2ω2L

2 (1.12)

where ω is the angular frequency of the signal, and L is the fiber length in km. β2

is the group-velocity dispersion (GVD) parameter defined by:

β2 = −Dλ2

2πc (1.13)

with D the dispersion parameter of the fiber in ps/(nm-km) (with values of 15-18
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ps/(nm-km) for 1550 nm), λ the wavelength of the laser source in nm, and c the
speed of light in a vacuum in m/s. A more detailed study of the effect of chromatic
dispersion in the context of this thesis will be shown in a later chapter.

— Polarization mode dispersion (PMD) since light will travel differently depending
on its polarization which will trigger light pulse spreading not only in the case of
multiple polarizations, but also in single polarization as light can rotate within the
waveguide. Figure 1.19 shows an example of how PMD can contribute to pulse
broadening. The PMD parameter usually denoted Dp is a measure of PMD where
typical values for modern fibers are such that Dp < 0.1 ps/

√
km [Agr12].

time

Figure 1.19 – Example of polarization mode dispersion

— Nonlinear effects that appear when the transmitted light has high power and can
be divided into:
— Kerr effects that come about because the refractive index of the material de-

pends on the light intensity
— Stimulated scattering due to the interaction of the signal with the material of

the fiber

1.3.3 Optical amplifiers

As stated previously, the signal will experience attenuation while traveling through
the fiber due to light absorption and Rayleigh scattering [Laf+07]. It means that once
it reaches the receiver, the signal power will be lower than it was at the emitter. The
quality of transmission depends on the receiver sensitivity, and if the signal’s power at the
receiver is too low, this will cause some errors when retrieving the sent signal. There are
two ways to remediate this situation: using optical-electrical-optical (OEO) regenerators
or using optical amplifiers. Some years ago, extensive research was made to achieve
transparency (all optical communications without electrical/optical conversion) [Rou14]
[Agr+16]. Nowadays, this trend prevails as optical amplifiers are being used.

Assuming that on average an amplifier between fiber links has a gain of 20 dB, ac-
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counting for attenuation, the signal will need to be amplified ideally about every 80 km
[ITU09]. As shown in Figure 1.4, amplifiers can be placed in three different locations in
a transmission system: at the transmitter where it acts as a booster, between fiber links
where it is in-line, and at the receiver where it behaves like a pre-amplifier. Boosters
usually have high output saturation power as the goal is to give the signal more power to
have a longer reach, pre-amplifiers are focused on having a low noise factor as they are
used at the end of the transmission while having a high enough gain to meet the receiver’s
sensitivity requirements. The in-line amplifier is a combination; it needs a moderate noise
factor and gain in order to compensate attenuation properly.

Optical amplifiers can be divided into three main categories of technology: doped
fiber amplifiers, nonlinear effects based amplifiers, and semiconductor amplifiers. There
are multiple types of doped fiber amplifiers that operate at different bands such as Erbium
and Praseodymium amplifiers with the Erbium doped fiber amplifier (EDFA) being overall
the most commercially used optical amplifier with its high gain and saturation point, and
low noise.

1.3.3.1 Erbium doped fiber amplifiers

An EDFA relies on population inversion to perform the amplification. Figure 1.20
illustrates the amplification process by looking at an energy level diagram of Erbium ions.
A pump laser pushes the ion into an excited state. The EDFA can be pumped at 980
nm or 1480 nm. The 1480 nm pump laser puts the ion in the metastable state where the
lifetime of an ion is about 10 ms. Then once a photon passes through, the ion transitions
into the lower level which releases another photon in the C-band (1530-1565 nm) or the
L-band (1565-1625 nm). In the case of 980 nm, the ion is put into an upper energy level
with a short lifetime of 1 µs. The ion then quickly transitions to the metastable level and
radiates heat without emitting any photons. Once in the metastable level, the ion goes
to the lower level and produces stimulated emission. The EDFA unfortunately produces
noise on top of the stimulated emission which is characterized by its noise figure (NF).
The cause of the amplifier noise is amplified spontaneous emission (ASE) which appears
when an ion randomly returns to the lower energy state. Since 980 nm pumping tends to
yield better gain and NF, it is more often used.

Figure 1.21 portrays a schematic diagram of the EDFA. The input optical signal goes
through an isolator then is coupled with a pump laser propagating in the same direction
(forward pumping). The coupled signal goes through a few meters of Erbium-doped fiber
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Figure 1.20 – Energy level diagram of Erbium ions

(3-15 m) to then be coupled with a pump laser propagating in the opposite direction as
the signal (backward pumping). Combining forward and backward pumping serves to
have a more uniform gain.

Er-doped �ber
3 - 15 m

Coupler

Pump
laser

Input
signal

Output
signalCouplerIsolator Isolator

Pump
laser

Figure 1.21 – Schematics of a bidirectionally pumped EDFA

With increasing data rates and orders of modulation, higher OSNRs are required which
means the longer reach obtained from EDFAs becomes limited. This is where the need
for Raman amplification can come into play.

1.3.3.2 Raman amplifiers

Nonlinear effects based amplifiers include Raman amplifiers and Brillouin amplifiers.
Due to their narrow gain spectrum, Brillouin amplifiers are not considered for high data
rates so far. On the other hand, Raman amplifiers are most often used notably in combi-
nation with EDFAs.

Figure 1.22 shows an example of Raman amplification. Contrary to the EDFA where a
few meters of Erbium-doped fiber is pumped, the Raman amplification uses a pump laser
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counter-propagating on the kilometers of transmission fiber, thus using the transmission
fiber as the gain medium.

Transmission
�ber

1

2

3

Pump
Raman

Input
signal

Output
signal

Pump

Figure 1.22 – Schematics of Raman amplification

A Raman amplifier uses a phenomenon that occurs in the fiber called stimulated
Raman scattering (SRS). In the case of the Raman amplifier, Figure 1.23 shows how this
phenomenon is used for amplification. A pump laser is applied at some wavelength. Some
of the pump photons’ energy ends up creating photons at other frequencies with lower
energy. The remaining energy is absorbed by silica molecules which go into a vibrational
state (optical phonon). The Raman gain spectrum depends on the pump wavelength
and has a maximum gain at about 100 nm higher than the pump wavelength. Since the
scattering is more likely to appear at frequencies where photons are already present, the
signal to be amplified will be sent at that 100 nm mark (for a 1450 nm pump, a signal
propagating at 1550 nm). Note that to achieve amplification in multiple bands, multiple
pump lasers are used.

Figure 1.23 – Schematics of energy levels for Raman scattering. This diagram represents
the Stokes process
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With the Raman effect in silica fibers being weak, pump lasers are unfortunately
required to have higher powers. The next optical amplifiers that will be presented do not
require this kind of power to operate and use electrical pumping instead.

1.3.3.3 Semiconductor optical amplifiers

Semiconductor optical amplifiers (SOAs) are not as often used currently in optical
communications. However, investigating the applications with the SOA is relevant in
metropolitan networks as it has a higher bandwidth and a lower cost while remaining
compact (they are manufactured as chips) [Sch+14] [Koe+14].

As shown in Figure 1.24, SOAs have a similar structure to that of Fabry-Perot lasers
with the exception of having anti-reflection facets (with a reflectivity of less than 0.1%)
making it a traveling wave (TW) device. Usually, the materials used for the SOA are
InGaAs, InGaAsP, and InP as they have great quantum efficiency and thus allow for
more generated photons for the amplification that will take place in the active region.

Pump electric
current

electrode
anti-re�ection

facet

p-junction

n-junction

active regionInput
signal

Output
signal

Figure 1.24 – Schematic example of an SOA

Similar to EDFAs, SOAs rely on population inversion for the amplification process.
The SOA is able to amplify an incident laser when it is electrically pumped. As seen in
Figure 1.25, the SOA is able to amplify the optical signal as a result of the bias current
Ibias (the pump electric current) providing free electrons (carriers) that, when stimulated
by a photon (the optical signal in this case) move toward a lower energy level and release
another photon. That phenomenon is called interband interactions.

In an SOA, there will automatically be spontaneous recombination that will provoke
ASE which is a source of noise that accumulates with amplifiers in-line. Compared to
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Figure 1.25 – Amplification in the SOA through stimulated emission

EDFAs, SOAs tend to have higher NF and lower gain. The gain is calculated with the
following equation

GdB = 10log10

(
Pout

Pin

)
(1.14)

Pin and Pout are the input and output signals’ average powers respectively.
The gain, signal output power Pout, and ASE depend on the bias current Ibias and the

signal input power Pin as Ibias and Pin determine how many carriers (and thus gain) will
be available for the amplification. Figure 1.26 shows the evolution of the SOA operating
point depending on the bias current and signal input power.

The stages are the following:
— At stage A, the SOA is pumped by the bias current Ibias therefore there is a

corresponding available gain. Since there is no input signal, there is also no output
signal and all that is left is the ASE

— At stage B, an input signal is sent. A higher input power means a lower amount of
available carriers leading to a saturation of the gain. The input signal is amplified
which explains the increase in the output signal power. Since stimulated emission
is performed, there is less instances for spontaneous emission thus reducing the
ASE

— At stage C, all parameters remain unchanged
— At stage D, for the same input signal power, the bias current is raised. This

increases the gain which in turn increases the output signal power. A higher bias
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Figure 1.26 – Evolution of SOA operating point when Ibias and Pin vary. Ibias: bias
current, Pin/Pout: signal input/output power, GdB: gain, ASE: amplified spontaneous
emission

current for the same input power yields more ASE
— At stage E, all parameters remain unchanged

With high input powers the SOA starts entering its nonlinear regime. There are
multiple nonlinear effects that the SOA brings forth:

— Self-polarization rotation (SPR) and cross-polarization modulation (XPolM) which
are a nonlinear rotation of the state of polarization of the signal on itself which de-
pends on the signal input power and the supply current of the SOA, and a rotation
brought about by another signal that is injected simultaneously respectively

— Self-gain modulation (SGM) and cross-gain modulation (XGM) which are changes
in the gain of the signal due to the variation of the input power of the signal, and
of the input power of a second signal respectively

— Self-phase modulation (SPM) and cross-phase modulation (XPM) which are changes
in the phase of the signal due to the variation of the input power of the signal, and
of the input power of a second signal respectively

— Four wave mixing (FWM) which occurs when optical signals at different wave-
lengths create new optical signals that can interfere with the other signals. FWM
can arise from both interband and intraband effects. An example of FWM is
shown for a two tone signal in Figure 1.27. The two tones having the same polar-
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ization cause the amplifier gain to be modulated at the beat frequency Ω = f2 −f1

[Con07]. This gain modulation generates new signals at frequencies f3 and f4 such
that f3 = 2f1 − f2 and 2f2 − f1. These third order intermodulation products can
fall in-band or out-band. The out-band effects can usually be filtered out, but
other means will have to be used for the in-band effects. FWM tends to be more
prominent in OFDM [Kha12] with its impact increasing in the case of high PAPR
[Pec+09]; this will be an aspect to examine in this thesis.

Ibias

SOAf1 f2 f1 f2 f4f3

Power

freq

Ω
ΩΩ

Ω

Figure 1.27 – Example of four wave mixing caused by the semiconductor optical amplifier
for a two tone configuration. Ibias is the current supplying the SOA, f1,2 are the frequencies
of the signal, f3,4 are the frequencies generated from FWM, and Ω is the beat frequency
where Ω = f2 − f1

All these effects are caused by the gain behavior of the SOA which can be divided
into slow interband interactions (in the order of ns) and fast intraband interactions (in
the order of ps). In this thesis, the focus will be on interband interactions since they
will not be negligible for the purposes of this thesis. The bias current determines the
gain’s recovery period (interband effect). Figure 1.28 illustrates how memory effects can
appear when the original gain is not yet recovered (scenario in Figure 1.28b); the gain
and therefore the output will depend on previous input values.
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GdB

time

time

Pout
time

(a)

time

time
GdB

Pin

time

Pout

(b)

Figure 1.28 – (a) Gain for largely spaced pulses (b) Gain for tightly spaced pulses

A way to characterize both the static and dynamic behavior of the SOA is by looking at
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the amplitude modulation to amplitude modulation (AM/AM) and amplitude modulation
to phase modulation (AM/PM) characteristics of the SOA shown in Figure 1.29. Figure
1.29a represents the amplitude of the output signal vs. the amplitude of the input signal
while Figure 1.29b displays the phase shift between the input and output signal vs. the
amplitude of the input signal. In both cases, the red line portrays the behavior of a linear
amplifier. The static effects are apparent as the curve does not match that of a linear
amplifier. The shaded region shows the dynamic (memory) effects.

AM/AM

Input

O
u
tp
u
t

0

(a)

AM/PM

Input

�θ

0

(b)

Figure 1.29 – (a) AM/AM characteristic of an SOA (b) AM/PM characteristic of an SOA.
The red line is the curve for a linear amplifier. The shaded region shows the dynamic
behavior

Now that the main optical amplifiers have been described, the next chapter opens
the discussion regarding what types of optical amplifiers would be more suited for ac-
cess/metropolitan networks.

1.3.3.4 Optical amplifiers comparison for access/metropolitan networks

With limited space, one of the challenges of optical communications is the size of
components. Figure 1.30 shows the relative dimensions of a commercial module EDFA,
a commercial module Raman amplifier, and a commercial SOA with their packaging.
Commercial module amplifiers are designed to be more compact than rack-mounted and
bench-top amplifiers. It can be seen that the SOA is much more compact. It is possible
to reduce the EDFA coil diameter with a slight trade-off in efficiency, but the extent of
this reduction is limited by the fiber size [Lia+06]. The SOA on the other hand has a
chip length in the range of hundreds of microns [Sai+11] with the added value that it can
easily be integrated with other optical components [Bud+15].
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Figure 1.30 – Relative size comparison of commercial module amplifiers with their pack-
aging. EDFA: Erbium doped fiber amplifier, SOA: semiconductor optical amplifier

In addition to component size, other parameters should be taken into consideration.
Table 1.2 shows an overview of some optical amplifiers. The EDFA is beneficial with
regards to its high gain and low noise figure. However, it can be fairly costly, bulky,
and is not able to operate in the O-band (1260-1360 nm). This could be a disadvantage
because although EDFA can be deployed for WDM-PONs which use the C-band [Liu+16],
a lot of transmissions for short distances use the O-band where chromatic dispersion is
minimal.

Table 1.2 – Comparison of optical amplifiers [Hor+20]

Parameter EDFA RAMAN SOA
Gain [dB] > 40 > 30 > 30

Center wavelength [nm] 1530-1625 1280-1650 1280-1650
Bandwidth (3 dB) [nm] 30-60 up to 100 60
Max. saturation [dBm] 30 0.75× pump power 18
Polarization sensitivity No No Yes/No

Noise figure [dB] > 3.5 5 8
Pump power 25 dBm > 30 dBm < 400 mA

Excited state duration [s] 1 × 10−1 1 × 10−14 2 × 10−9

Size Rack-mounted Bulk module Compact
Switchable No No Yes
Cost factor Medium High Low

Raman amplifiers have the advantage of having a larger optical bandwidth and can
have high saturation power. However, they require a substantial amount of pump power
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and have a relatively high cost.
On the other hand, despite their lower saturation power and high noise figure, SOAs

are low cost. They are also compact, can be used for optical switches/routers, and have a
large optical bandwidth (e.g. 60 nm corresponding to approximately 7.59 THz in electrical
bandwidth). Depending on the manufacturing SOAs can be polarization sensitive, but
polarization independent SOAs are also commercially available.

For these reasons, SOAs are potential prospects for access networks as the possibility
for overall reach increases and the requirements for low cost, simple physical layers are of
utmost importance. Many researchers are currently exploring the implementation of SOAs
as optical amplifiers for access/metropolitan networks [Tal+19] [Zha+20] [Bar+18b]. As
was discussed in Section 1.3.3.3, SOAs do not have good linearity characteristics; improv-
ing the linearity of SOAs will be a key factor in this thesis work.

1.3.4 Receiver in photonics

A general representation of an optical receiver is shown in Figure 1.31. An optical
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Figure 1.31 – Schematic of an optical receiver. DSP: digital signal processing, ADC:
analog to digital converter

receiver can make use of either direct, heterodyne, or coherent detection. The considered
modulation techniques at the emitter and detection technique at the receiver need to
match, i.e. direct detection requires OOK or PAM, coherent detection would expect PSK
or QAM [Kah06]. The cheapest and easiest to implement is the direct detection. Nev-
ertheless, coherent detection has better performances in terms of adaptability (providing
amplitude and phase profile to the DSP) and robustness to transmission impairments
[Kah06]. The receiver’s conventional architecture for a coherent detection is depicted in
Figure 1.32. Note that the DSP implemented depends on the system operator.

The optical signal at the receiver goes through a polarization beam splitter which
separates the horizontal and vertical polarization modes. Then a reference laser and

33



Chapter 1 – Optical communication systems

PBS

V

H TIA

TIA
ADC

S
y
n
ch

ro
n
iz

at
io

n

IQ
 i
m

b
al

an
ce

 c
om

p
en

sa
ti
on

N
on

li
n
ea

r/
C

D
 c

om
p
en

sa
ti
on

P
ol

ar
iz

at
io

n
 d

em
u
lt
ip

le
x
in

g

E
q
u
al

iz
at

io
n

F
re

q
u
en

cy
/p

h
as

e 
re

co
ve

ry

D
ig

it
al

 d
em

o
d
u
la

ti
on

TIA

TIA

TIA

TIA

TIA

TIA

ADC

ADC

ADC

Optical front-end O/E interface Digital signal processing

O
p
ti
ca

l 
si

gn

O
u
tp

u
t 

b
it
 s

tr
ea

m

-

PBS

90
° 
h
y
b
ri

d
90

° 
h
y
b
ri

d
-

-

-

Figure 1.32 – Outline of an optical digital coherent receiver. PBS: polarization beam split-
ter, H: horizontal polarization, V: vertical polarization, TIA: transimpedance amplifiers,
ADC: analog to digital conversion, CD: chromatic dispersion, O/E: optical/electrical

photodetectors are used to convert the received optical signal to a current. For the
photodetectors, photodiodes can be used to convert the optical signal into an electrical
current. The usual photodiodes are p-n , p-i-n, and avalanche photodiodes with p-i-n
photodiodes having the highest level of stability. The conversion is performed following
the below relation for p-i-n photodiodes

Ipin = η
λq

hc
Pin = RPin (1.15)

with Ipin being the photodiode current generated from the incident light power Pin, η
being the quantum efficiency, q the electron charge, hc

λ
the energy of the photon, and R

the photodiode sensitivity.

Then, the transimpedance amplifiers (TIA) transform that current into a voltage that
is then changed into the digital domain by the analog to digital conversion (ADC). Similar
to the DAC, the ADC will also have a specific resolution or ENOB that will affect the
quantization levels attributed to the signal. The ADC is also preceded by an anti-alias
low-pass filter. The DSP then performs:

— Synchronization because the signal at the receiver might have experienced some
delays. There are several ways to align the signal properly in terms of sample;
a simple one is to perform cross-correlation [Bor+14]. In case of fractional de-
lays, interpolation is usually required. For an OFDM signal, the synchronization
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preamble is used then removed at this stage
— IQ imbalance compensation because the received I and Q signals will most likely

not be orthogonal due to imperfections in the emitter, notably the IQ modulator
not operating at the quadrature point, and the receiver. A common algorithm to
compensate these imperfections is through orthonormalization [Fat+08]

— Nonlinear/chromatic dispersion compensation because the signal can be affected
by chromatic dispersion in the fiber and nonlinearities in the channel. Chromatic
dispersion mitigation can be done either in the time domain or the frequency
domain. The advantage of using an OFDM based transmission is that it has high
tolerance to chromatic dispersion [Shi+06]. Nonlinearities can not only come from
the amplifier, but also from the fiber in high power transmissions. This thesis
will focus on the nonlinearities caused by the amplifier. The ways to compensate
nonlinearities will be discussed in Section 1.4

— Polarization demultiplexing to compensate residual chromatic dispersion impair-
ments as well as polarization mode dispersion (PMD). To do so, the constant
modulus algorithm (CMA) can be used [Kik08]

— After polarization demultiplexing, equalization can be used to counter static lin-
ear channel impairments as well as polarization mixing. In an OFDM setup, the
equalization preamble is used then removed at this point

— Carrier frequency offset (CFO) and residual phase recovery since there will be
some differences between the lasers at the transmitter and receiver. Two widely
used methods to address these issues are the digital phase-locked loop (DPLL) to
acquire the frequency offset [Zib+08] and Viterbi for the phase offset correction
[Vit83]. In OFDM, the pilots are used for the phase correction

— Demodulation/detection of data symbols: hard decision uses minimum Euclidean
distance

This section described the coherent optical receiver in a fairly general manner. A more
detailed description of OFDM demodulation will be given in later sections.

1.3.5 Criteria for system evaluation

To evaluate the usefulness of the proposed schemes, different criteria will be put to
use:

— The error vector magnitude (EVM) shown in Figure 1.33 gives the error between
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the sent symbol and the received symbol. Its equation is

EVM =

√√√√∑Nsc
k=1 |sk − rk|2∑N

k=1 |sk|2
(1.16)

Figure 1.33 displays the error between a sent and received QAM symbol

Real

Imag

vreal

videal

verror
sk

rk

Figure 1.33 – Example of a 4-QAM constellation with error. sk and rk are the sent and
received symbols

— The constellation diagram which gives a visual representation of the distance of
the received symbols compared to the sent symbols. Figures 1.34a and 1.34b show
constellation diagrams for 4-QAM and 16-QAM. The distortion in the constellation
can give further information on the transmission. For example, in these figures the
shape is due to noise and nonlinearities. A phase spread in the constellation could
have indicated the presence of laser phase noise

— The BER which looks into the error between the sent and the received data stream,
i.e.

BER = Nϵ

Nbits

(1.17)

where Nϵ indicates the total number of erroneous received bits and Nbits is the total
number of bits sent. Contrary to the EVM, the BER requires a substantial amount
of data to be accurate. This is an issue for both numerical and experimental data
which makes it a difficult metric to operate with. This thesis work will therefore
verify the relationship between the BER and the EVM to justify prioritizing the
EVM when presenting results

— The normalized mean square error (NMSE) gives the error between the sent and
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Figure 1.34 – Example of a constellation diagram for (a) a 4-QAM configuration (b) and
a 16-QAM configuration

received time signals. NMSE is defined by

NMSEdB = 10 log10

(∑N
n=1 |y[n] − x[n]|2∑N

n=1 |x[n]|2

)
(1.18)

This criterion will be used to evaluate the validity of the linearization structures
that will be employed throughout this thesis (more details will be given in the
next sections). It will be useful when laying the groundwork for a complete optical
transmission. However, once the fiber’s chromatic dispersion will be taken into
consideration, it will be more appropriate to focus on the other criteria.

— The power spectral density (PSD) of the OFDM signal at the emitter (Figure
1.35) and at the receiver which will show the in-band and out-band (for multi-
user purposes) effects of digital predistortion (DPD) using a rectangular window
of length Tsymb (symbol period) with no overlap [Wel67].
Our interest will be focused on the changes observed in-band, but we will also take
a look at the effects seen out-band when anticipating multi-user applications

— The OSNR which measures, as indicated by its name, the ratio between the signal
and noise in an optical channel defined by the following:

OSNRdB = 10log10
Pout

PASE

(1.19)
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Figure 1.35 – Example of the power spectral density of an OFDM signal at the emitter
with a 5 GHz bandwidth

1.4 Linearization schemes

The previous sections described the transmission system. In Section 1.3.3.3, the un-
desirable effects of the SOA were shown. It would be tempting to operate the amplifier
in its linear region to avoid amplifier distortions; however, it would also entail that the
SNR at the receiver will not be as high leading to stricter requirements in terms of re-
ceiver sensitivity and shorter reach. A means of mitigating the nonlinearities of the SOA
therefore needs to be found.

There has been a plethora of linearization techniques in different domains and at
different stages of the transmission (Figure 1.36).

The next paragraphs are dedicated to comparing these schemes. One important char-
acteristic to look into will be the capacity of the linearization scheme to eliminate inter-
modal distortions. Figure 1.37 depicts a simple illustration of the signal spectrum after
amplification. The output signal consists of the desired signal which contains all linear
combinations of the signal. The intermodal distortions designate the nonlinear parts of
the amplification. In Figure 1.37, the 2nd (IMD2), 3rd (IMD3), 4th (IMD4), 5th (IMD5),
6th (IMD6), and 7th (IMD7) order distortions are displayed. The goal here would be to
remove these intermodal distortions and only keep the desired signal. This is done by
generating IMDs that are equal in amplitude and 180° out of phase from the ones pro-
duced by the amplifier. Note that the general consensus is that even order IMDs can be
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Figure 1.36 – Different linearization techniques [Zha+14]

naturally filtered out and thus only the odd order IMDs should be addressed.
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Figure 1.37 – Illustration of intermodulation modes showing 2nd to 7th order distortions

Linearizing the amplification process is not an easy fit. Section 1.3.3.3 clearly outlines
the challenges that arise when an SOA is put in its nonlinear region including static and
dynamic nonlinearities. Many factors change the behavior of the SOA thus will affect
the effectiveness of the linearization method. The phase-amplitude coupling, SGM, SPM,
XGM, XPM, and FWM effects will have to be considered. In the case of the CP-OFDM
that will be studied, the FWM effects will be more prominent and will be affected by the
frequency spacing and power per subcarrier of the CP-OFDM signal. Note that we will see
in later chapters that many effects in the SOA are assymetrical frequency-wise which will
add to the difficulty. The ASE will also be a factor that will influence the linearization as
well as the small signal frequency response, the number of subcarriers for an CP-OFDM
signal, the OSNR, and the data rate. A signal with a large bandwidth sending high data
rates will bring forth memory effects. The change in the operating point of the SOA
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can bring about memory effects as well and will be dependent on the bias current, the
operating wavelength, and the input power of the signal. The non-constant envelope will
be another influence on the matter. The next paragraphs will go over different methods
used to mitigate these effects.

Before moving forward, one should note that the linearization schemes that will be
described in this section do not directly alter the amplifier’s function. However some
methods that linearize the amplifier by changing the operating point exist. An example
is envelope tracking (ET) which, as its name suggests, tracks the envelope of the signal
and uses that information to change the bias current of an SOA, thus improving power
efficiency and linearity [Ort+20]. These kinds of methods are quite dependent on time
alignment between the input RF signal and envelope signal, and require an envelope
tracker with a high bandwidth. The focus of the rest of this section will be on linearization
methods that do not affect the amplification function.

Optical linearization can be done through:
— Mixed-polarization [Che+13] where a front polarizer, rear polarizer and modulator

are used such that adjusting incident polarization angles suppresses nonlinearities
— Dual wavelength linearization [Zhu+14b] which exerts two wavelengths onto an

external modulator such that nonlinear components generated at two wavelengths
cancel out

— Optical channelization [Xie+12] where the transmitted optical signal is pre-distorted
in such a way that the intermodulation components get canceled

— Hybrid polarization which combines mixed-polarization with dual wavelength lin-
earization by connecting two or more modulators in cascade or parallel [Zhu+09]

A more detailed overview of optical linearization techniques can be found in [Sin+19].
Optical linearization has the advantage of having high bandwidth, but it has high complex-
ity and has lower effectiveness in terms of linearization compared to digital linearization.
It also has a higher cost than electrical analog predistortion.

Electrical analog predistortion circuits can be implemented to linearize a system
[Zhu+13] [Zhu+14a] [Ros+17]. Circuits can be cascaded to get rid of intermodulation
distortions (for example IMD3 and IMD5). Although these circuits are usually low in
complexity, they introduce power losses in the system and are not as efficient and flexible
as digital pre/post distortion.

Digital pre/post-distortion which can be implemented through DSP yields the best
results in terms of linearization and has good efficiency [Zha+14] [Sin+21]. They can also
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easily be adapted to changing modulation formats and parameters of the system contrary
to electrical analog predistortion; a set of digital predistorters can be kept in memory and
selected accordingly. This thesis work will look into their use while keeping an eye on low
complexity solutions. Digital predistortion will be favored in this thesis work as digital
post-distortion (DPoD) tends to require higher complexity since they have to expand
their structure according to received clipped/saturated amplitude peaks on top of doing
corrections on a noisy signal [Car+15]. In general, it is preferable to focus on optical
transmitter compensation in order to launch a more desirable signal into the optic fiber.
This is a concept that is applied by other researchers [Ami+15] [Ber+15]; DPD will thus
be the focus of this thesis.

1.4.1 Digital predistortion techniques

The concept of predistortion is depicted in Figure 1.38. It can be first considered an
inverse behavioral modeling problem (most cases being black-box models here).

DPD Nonlinear
device

x[n]

Pout

Pin Pin Pin

Pout Pout

Figure 1.38 – Basic concept of predistortion. DPD: digital predistortion

Predistortion relies on a relatively basic principle. One may see the channel as a
nonlinear function altering the modulated signal in an undesired fashion. It appears quite
natural to try to implement the inverse nonlinear function and add it into the system so
that the effects of the two blocks simply cancel each other out. While the concept comes
across as being simple, many factors come into play and putting it into practice can prove
quite complex. To be effective, DPD will have to properly identify the SOA nonlinear
behavior described in Section 1.3.3.3. It means one would need to consider static and
dynamic effects, the variations of SOA characteristics due to a change in its operating
point or in the signal’s input power. Additional difficulties can also come from the signal
bandwidth with respect to the frequency response of FWM and from the added ASE.
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In terms of identification two grand strategies are possible: direct learning and indi-
rect learning [Gha+15]. Direct learning implies building a mathematical model for the
channel and analytically computing its inverse function. The approach is generally cum-
bersome and is not relevant to the scope of this thesis. Indirect learning (shown in Figure
1.39) bypasses the analytical inversion requirement by essentially recasting the problem
as classical optimization. One starts with a well-chosen nonlinear parametric structure
and subsequently computes its coefficients by minimizing an error criterion. Obviously
the choice of the predistorter structure is crucial and non-trivial. However, a lot of rele-
vant knowledge is already available in fields such as control theory or behavioral modeling
where nonlinear system identification is a well explored topic.
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Figure 1.39 – Indirect learning approach. DPD: digital predistortion, sync.: synchroniza-
tion

Some algorithms that are used as predistorters where an output sample only depends
on the current input sample are the following

— Look-up table (LUT)
yLUT [n] = H(|x[n]|)x[n] (1.20)

where x[n] and yLUT [n] are the input and output of the predistorter and H is the
applied gain associated with the sample x[n]. Usually this structure is used without
taking into account the statistical profile of the input signal. Research shows that
constructing a LUT based on the PDF of the signal improves the benefits of this
type of structures [You+20]

— Polynomial

ypoly[n] = x[n]
K−1∑
k=0

ak|x[n]|k (1.21)

42



1.4. Linearization schemes

where x[n] and ypoly[n] are the input and output of the predistorter, and K is the order
of the polynomial function. These types of predistorters are memoryless functions.

An issue that could be encountered by choosing to use the aforementioned predistorters
is that it does not take into consideration the memory effects of the SOA. It seems more
suitable to use algorithms that take account of this behavior. Some examples of dynamic
nonlinear predistorters are neural networks (NN) and the Volterra series. The baseband
equivalent of the Volterra series is denoted [Ben+79] [Sch+13b]

yvolt [n] = h0 +
∑

k∈IK

Hk [x] [n] (1.22)

where IK = {1 , 3 , 5 , . . . , K} is a set containing the orders of nonlinearity with K the
maximum nonlinearity order. Note that only the odd terms are taken into consideration.
The k-th order Volterra operator is

Hk [x] [n] =
Mk−1∑
m1=0

. . .
Mk−1∑

mQ=mQ−1

Mk−1∑
mQ+1=0

. . .
Mk−1∑

mk=mk−1

hk (m1 , . . . ,mk)
Q∏

q=1
x [n−mq]

k∏
r=Q+1

x∗ [n−mr]
(1.23)

where Q = k+1
2 , (.)∗ is the conjugate operator, hk is the Volterra kernel of order k and

Mk is the corresponding memory depth.

The Volterra series are a generalized function that encompasses all aspects of a non-
linear system with memory effects which makes it too complex in the context of high data
rate communications. One simplification of that model is the memory polynomials (MP)
where only the diagonal terms of the Volterra series are deemed useful

yMP [n] =
K−1∑
k=0

L−1∑
l=0

aklx[n− l]|x[n− l]|k (1.24)

where K and M are respectively the model’s nonlinearity order and memory depth.

Another algorithm called the envelope memory polynomials (EMP) that looks solely
at the input’s envelope will be of interest. Its input-output relation is

yEMP [n] = x[n]
(
c0 +

K−1∑
k=1

L−1∑
l=0

akl|x[n− l]|k
)

(1.25)
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Generalized memory polynomials (GMP) are a recent and elegant solution that in-
cludes MP and EMP while providing an extra degree of freedom. It should be noted that
the generalization implied here is by no means a return to the Volterra series with its
kernels that increase in dimension as the order of nonlinearity increases. This structure
rather aims to take into account the signal’s envelope, a lagging envelope and a leading
envelope [Mor+06]. Its mathematical equation is

yGMP [n] =
Ka−1∑
k=0

La−1∑
l=0

aklx[n− l]|x[n− l]|k

+
Kb∑

k=1

Lb−1∑
l=0

Mb∑
m=1

bklmx[n− l]|x[n− l −m]|k

+
Kc∑
k=1

Lc−1∑
l=0

Mc∑
m=1

cklmx[n− l]|x[n− l +m]|k

(1.26)

where Kj are nonlinearity orders, Lj and Mj are the memory depth, and akl, bklm and
cklm are the coefficients to be estimated. The MP structure is obtained by solely taking
the double sum term and the EMP structure is obtained by setting La = 1, Kb = Ka − 1,
Lb = 1, Lc = 1, Kc = 0, Mc = 0. The evaluation of the relevance of this predistorter in
the context of photonics will be one of the contributions of this thesis work.

Other predistorter structures are available in the literature such as Wiener, Hammer-
stein, and other combinations of predistortion blocks (in parallel or cascaded). A synthesis
of predistorter structures is presented in [Gha+09].

All these polynomial based predistorters display linear equations with respect to their
coefficients. These relations can be rewritten in vector form as

y = Φa (1.27)

a is a column vector containing the model coefficients and Φ is a N × Ncoeff matrix
constructed from the input signal according to the model’s basis function. N is the
length of the signal and Ncoeff is the number of coefficients of the predistorter model.

The coefficient values can be estimated via the least squares (LS) algorithm and cal-
culated using the Moore-Penrose pseudo inverse (denoted †) of Φ as

a = Φ†y (1.28)

Several pre-compensation schemes have already been explored in [Dio+17]. We will
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venture into comparing some of the predistorters tested during previous works with the
GMP in the photonics context. For practical reasons, we will not be implementing an
adaptive algorithm that would allow to cope with slow variations of the SOA behavior
(notably temperature variation and component aging). Indeed, with the need for a co-
herent receiver to estimate the predistorters (Figure 1.39) a closed loop implementation
cannot be easily considered. A discussion of DPD identification algorithms is made in
[Gil+20]. We will also evaluate the ability of DPD to remain effective in the face of
variability in operating parameters through a sensitivity analysis in a later chapter.

1.5 Thesis objectives

The previous sections went over the challenges and advancements of optical transmis-
sion systems within the last years. In the context of access/metropolitan networks more
specifically, the increasing demand for capacity, flexibility and longer reach while keeping
simple, low cost physical layers presents its share of difficulties.

A typical optical transmission architecture is presented while keeping in mind these
challenges. At the emitter, several modulation formats are described with an emphasis
on OFDM. Indeed, OFDM is a format that is widely used in RF and has garnered a lot
of attention from the photonics community over the years for its ability to be constructed
with low complexity and allowing parallelization of DSP, its capacity for the dynamic
allocation of frequency bands, its potential for high spectral efficiency, and its resilience
towards channel dispersion. CP-OFDM is chosen as the modulation format to study
during this thesis; however, other modulation formats stemming from this conventional
OFDM can be substituted in later investigations.

It is shown that the fiber causes attenuation in the channel; the CP-OFDM signal
will therefore have to be amplified to meet receiver sensitivity requirements and avoid
worsening the quality of transmission. It makes sense to study the inclusion of SOAs as
amplifiers in an optical communication system as there are substantial advantages explor-
ing this cheap, integrable alternative in the case of metro/access networks. Furthermore,
this component goes along the aim for higher data rates as it does provide a large optical
bandwidth.

On the other hand, a coherent optical orthogonal frequency division multiplexing
(CO-OFDM) configuration will allow us to take advantage of the added-value of OFDM
modulation while putting ourselves in a "worst case" scenario in terms of nonlinearity for
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the SOA. For operators, the findings and proposed solutions in this thesis can largely
be applied to a majority of multicarrier modulations as well as high order single carrier
modulations affected by non-constant envelopes.

As can be gathered from the previous statements, this thesis deals with the lineariza-
tion of SOAs in CO-OFDM systems for metro/access networks. Some preliminary work
has already been done in the Laboratoire des Sciences et Techniques de l’Information de
la Communication et de la Connaissance (Lab-STICC) to show the benefits of predistor-
tion. The added aim for this thesis is to solidify the robustness of that setup by simulat-
ing a more realistic CO-OFDM transmission, exploring new DPD structures, examining
techniques to find the structural parameters of these predistorters, and performing both
stochastic and experimental analyses. In addition to pre-compensation, it will be per-
tinent to examine post-compensation. Note that there will also be a compromise to be
made between keeping linearity and needing a higher OSNR.

The performance metrics presented in Section 1.3.5 will serve to properly evaluate the
benefits of predistortion. The DPD parameter complexity will also be looked into in a
general sense since a more specific view on complexity dealing with field programmable
gate arrays (FPGA) implementation needs careful computation beyond the scope of this
thesis. However, since optical communication deals with high data rate, this criteria will
have substantial importance in the evaluation of DPD performance.

1.5.1 Semiconductor optical amplifier model

To evaluate DPD in SOA based CO-OFDM systems, a co-simulation is performed
between MATLAB and Keysight Advanced Design System (ADS). ADS houses the SOA
model while the rest of the CO-OFDM transmission is coded on MATLAB. This means
that the obtained numerical results of this thesis are contingent on the validity of the ADS
SOA model. This section will serve to explain the working hypotheses that were used to
construct that model and the comparison that were made with a commercial SOA.

The ADS SOA model is a baseband generalized time-domain transfer matrix model
(TDTMM) whose implementation is done under an equivalent circuit. That model is
designed to handle high bit rate modulations and relies on bi-directional propagation, an
ASE propagation equation, and a carrier density evolution rate equation.

The SOA’s active region is divided into several sections along the propagating optical
signal axis. The carrier density is considered to be constant within one section, and the
signal and ASE are assumed to travel along each section without being reflected. Note
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that the uniformity of the carrier density in one section leads to the number of sections
being dependent on pulse duration (a short pulse requires more sections). The shortest
pulse that can be treated by this model is 1 ps since subpicosecond dynamics are not
considered. In each section, the carrier density, optical signal field, and ASE intensity is
determined.

The baseband optical signal field propagation equations are the following [Mor+08]

F+
k (t) =

[
e

−iκ
(0)
Nk,ωj

Ls

] [
e

−iκ
(1)
Nk,ωj

Ls
d
dt

] [
e

−iκ
(2)
Nk,ωj

Ls
2

d2
dt2

]
F+

k−1 (t) (1.29)

F−
k−1 (t) =

[
e

−iκ
(0)
Nk,ωj

Ls

] [
e

−iκ
(1)
Nk,ωj

Ls
d
dt

] [
e

−iκ
(2)
Nk,ωj

Ls
2

d2
dt2

]
F−

k (t) (1.30)

where F±
k is the envelope of the optical signal field co-propagating and counter-propagating

along the active region in the kth section, Ls is the length of one section, and κ
(m)
Nk,ωj

=
dmκ(Nk,ω)

dωm

∣∣∣∣
ωj

designates the m order derivative of the wavevector κ (Nk, ω) describing the

action of the medium on the phase and amplitude of the electromagnetic waves. Its
expressions can be decomposed into its Taylor expansion given in [Mor+08].

The wavevector depends on the optical signal pulsation ωj and the carrier density Nk

in the kth section. The carrier density evolution is given by

dNk

dt
= Iel,k

qeLswd
−Rsig,k (Nk, ωj) −Rase,k (Nk, ωj) −Rnst,k (Nk) (1.31)

where Iel,k is the electrical current flowing through the kth section, Lswd the section’s
volume in the active region, qe the elementary electrical charge, Rsig,k (Nk, ωj) is the re-
combination rate due to the amplification of the signals, Rase,k (Nk, ωj) the recombination
rate due to the amplified spontaneous emission, and Rnst,k (Nk) the nonstimulated recom-
bination rate. In this model, the stimulated recombination rates are considered to be
proportional to light intensity.

The SOA has a fast gain dynamic due to interband and intraband effects. These effects
are modeled by looking at the global compression term ϵj. The compressed material gain
is defined by

gm,comp (N, λ) = gm (N, λ)
1 +∑Msig

j=1 ϵjSj

(1.32)

with Msig being the number of signals propagating inside section k, gm (N, λ) being the
material gain and Sj the photon density associated with each signal carried by wavelength
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λj. The compression due to the ASE is neglected in this model since it is considered that
the ASE does not have a high enough power spectral density to induce it in SOAs.

The ASE in this SOA model is considered as a saturating intensity thus the sponta-
neous emission is deemed constant in the time domain. The propagation equations for
the ASE intensity are as follows

I+
ase,k = egn(Nk,λase)LsI+

ase,k−1 + Isp (Nk, λase) (1.33)

I−
ase,k−1 = egn(Nk,λase)LsI−

ase,k + Isp (Nk, λase) (1.34)

with gn (Nk, λase) the net gain (difference between the material gain and the waveguide
internal losses), and Isp (Nk, λase) represents the generated spontaneous emission in one
section.

The ADS SOA model has been successfully validated using numerical vs. experimental
data obtained in the SOA’s static and dynamic regimes [Mor+08], and by experimentally
validating the model not only in the component level but also the system level of a CO-
OFDM transmission [Kha+12]. It has also been experimentally validated for a reflective
SOA in an intensity modulated OFDM configuration [Ham+15].

The ADS SOA model was validated for different types of SOAs [Mor06]. The one that
will be used throughout this thesis work is based on a commercial bulk 750 µm long SOA
with a 19 dB gain at 1510 nm with a bias current of 200 mA.

1.5.2 Implemented CO-OFDM setup

The CO-OFDM setup implemented in this thesis is based on a MATLAB/ADS co-
simulation with the SOA being modeled on ADS and the rest of the communication chain
being implemented on MATLAB.

Figure 1.40 depicts the entire implemented CO-OFDM transmission whose implemen-
tation and usage has evolved throughout this thesis. A bit stream is modulated into
symbols that are then used to construct the payload (associated with the sent symbols
sk) and the preamble in parallel. The payload designates the data being carried and the
preamble serves to aid in synchronizing and equalizing. Note that although the payload
and preamble are built in parallel for simplicity, in practice it would be done progressively
in real-time.

Once the DPD has been chosen and identified (the identification of the predistorter
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will be explained later), a validation phase can be performed. During the validation phase
of DPD, the time signal x[n] is predistorted before going through PAPR reduction. As
the focus of this thesis is on the DPD aspect, hard-clipping was chosen as a simple PAPR
reduction technique. However, other more elaborate schemes have been shown to work
well with DPD [Bej+15].

The predistorter is usually identified in an optical back to back (B2B) configuration
meaning without the presence of the optical channel. The predistorter only compensates
emitter imperfections; a complementary block can be used to pre-compensate channel
imperfections such as chromatic dispersion. This will be discussed in more detail in later
sections.

Then the signal undergoes DAC before being converted into the optical domain using
the IQ modulator described in Section 1.3.1. The optical signal goes into a booster
SOA whose input power is controlled by an optical attenuator. The characterization and
modeling of the simulated INPHENIX-IPSAD1501 SOA has been discussed in Section
1.5.1. This same model will be used throughout this thesis work. As stated in earlier
sections, DPD’s purpose in this thesis is to mitigate the emitter impairments, most notably
the SOA’s nonlinearities.

The amplified signal passes through one span consisting of several kilometers of fiber
and an in-line amplifier to counter fiber attenuation. At the receiver, the signal is pre-
amplified to meet the receiver sensitivity threshold when it gets converted back to the
electrical domain, and subsequently, the digital domain.

Several DSP algorithms are brought into effect at the receiver. First an IQ imbalance
compensation is applied followed by timing synchronization, and common phase and gain
compensation. The common phase and gain are corrected using a complex gain that we
estimate as such

ζest = x†
eqyeq (1.35)

where xeq is the sent time equalization preamble and yeq is the received time equaliza-
tion preamble. During the identification phase of DPD, the signal denoted y[n] can be
extracted to identify the predistorter which can then be applied at the emitter during the
validation phase. That process has been described in section 1.4 where the predistorter’s
coefficients are estimated through least squares using the signal at the emitter x[n] and
the signal at the receiver y[n]. Another linearization scheme that will be explored in
the thesis is DPoD which intends to mitigate nonlinearities at the receiver instead of the
emitter. Its attributes with respect to DPD will be looked into further in section 2.5.
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Following DPoD is the carrier frequency offset (CFO) compensation. Then comes the
frequency equalization, and the phase and amplitude tracking. The recovered symbols rk

which will be used for EVM calculations are ultimately demodulated. The resulting bit
sequence is compared with the input bit sequence to compute the BER.

So far, the setup that was described is the one used to obtain numerical results. Getting
the experimental data is quite simple in our case. The same implemented MATLAB setup
is used for the emitter and receiver DSP. The digital signal is sent to the experimental
setup, goes through the experimental channel, then is sent back to MATLAB for the
digital processing. Chapter 4 will dive deeper into how this is achieved.

Figure 1.40 represents the integral CO-OFDM transmission whose implementation and
usage has evolved throughout this thesis. When presenting numerical and experimental
results, the running setup will be shown where the deactivated blocks will be crossed out,
the ideal blocks will be grayed out, and any differing algorithms will be pointed out.
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Chapter 2

DIGITAL PREDISTORTION FOR SOA
BASED CO-OFDM SYSTEMS:

SIMULATION RESULTS

This chapter goes over the implementation of a coherent optical orthogonal frequency
division multiplexing (CO-OFDM) transmission in the context of this thesis and serves
to present the obtained simulation results. First, a link between error vector magnitude
(EVM) and bit error rate (BER) will be established in the context of this thesis. Second,
the choice of clipping will be presented. Third, the implementation of digital predistortion
(DPD) will be described with an emphasis on finding a way to automatically obtain the
predistorters’ structural parameters. Finally, the results for a booster semiconductor
optical amplifier (SOA) then an in-line SOA will shown, putting particular interest in the
generalized memory polynomials (GMP) predistorter. Figure 2.1 displays the adjusted
setup of the CO-OFDM transmission introduced in Section 1.5.2; this setup will be used
for the simulation results of Chapter 2.

For the emitter digital signal processing (DSP), everything is performed apart from
the chromatic dispersion compensation. After the orthogonal frequency division multi-
plexing (OFDM) modulation (described in Section 1.3.1.1), the DPD (based on if it is the
identification or validation phase), and the peak to average power ratio (PAPR) reduc-
tion (hard-clipping) ensues the digital to analog conversion (DAC). For now the DAC and
analog to digital conversion (ADC) are considered ideal meaning the quantization error
will be defined only by the computer in use. For the electro-optic and opto-electronic
conversions, the lasers are also considered ideal, thus there will be no laser phase noise.
The scenario here is optical back to back (B2B); after the booster SOA, the signal goes
directly into the optical front-end which is considered ideal as well. The photodiode sen-
sitivity and efficiency will therefore not be a factor to take into account. The receiver
DSP includes the synchronization which is a simple cross-correlation between the received
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signal and the OFDM synchronization preamble, the common gain/phase compensation
(Equation 1.35), and the quadrature amplitude modulation (QAM) symbols demodula-
tion (using hard decision). The demodulated symbols can then be used to obtain the
BER.

2.1 Linking BER and EVM

The BER is usually looked into to assess the quality of transmission in photonics, but
its computation especially in the case of high quality transmission can be demanding. The
EVM has been established as a faster alternative which can be related to the BER in the
context of a system limited by optical additive white Gaussian noise (AWGN) [Sch+11].
This thesis work intends to directly use the EVM metric throughout in the context of a
system limited by optical nonlinearities instead. It therefore seems wise to inquire about
the EVM’s relationship with BER still holding even when straying away from an optical
AWGN channel. Several simulations are run using the optical B2B scenario described
earlier. The input power into the SOA is changed from -17 dBm to -10 dBm to obtain
different values of EVM/BER. Figure 2.2 attempts to compare the 4-QAM approximated
BER vs. EVM of [Sch+11] to the BER and EVM obtained by simulating the nonlinear
channel used in this thesis.
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Figure 2.2 – log10(BER) vs. EVM. The blue curve is created by calculating the error
between 1,221,120 bits and the dashed lines outline the 30% EVM limit corresponding to
a BER of 10−3
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First, one can see that the EVM values shown in Figure 2.2 are rather high compared
to what is customary for radio frequency (RF). With higher data rates and bandwidth,
and a cleaner transmission medium, optical communications in general see higher EVM
values than in RF [Idl+17]. As the EVM decreases, the simulated curve converges into
the reference curve. This makes sense since when the EVM is lower, the SOA is not
as nonlinear. In that case, the scenario does starts to resemble the system affected by
optical AWGN. On the same figure, it is shown that although, the values in EVM tend
to be slightly higher in our case, using the value of 30% as the limit for a BER of 10−3 is
more than reasonable. Note that the chosen BER value of 10−3 is a pessimistic outlook
as future transmissions expect a BER of 10−2 before forward error correction (FEC)
[ITU20b]. With these results, it is believed that the EVM will be a meaningful metric to
use in place of the BER.

2.2 Choosing the clipping level for PAPR reduction

Before going into the simulation results that will be presented in the next section, it is
important to first clarify the PAPR reduction block. As the focus of this thesis is not on
PAPR reduction, the simplest technique is executed: hard-clipping. However, a plethora
of PAPR techniques are available in the literature [Rah+13]. Hard-clipping is defined as

yc[n] =
 Aei∠x[n], if |x[n]| > A

x[n], otherwise
(2.1)

where ∠ symbolizes the phase, and A, the clipping level, is related to the clipping ratio γ
(given in dB) like so

A = 10
γ
20
√
Pavg (2.2)

where Pavg is the average power of the signal x[n]. Pavg can be estimated using the OFDM
spectral configuration such that Pavg ≈ Nsc−Nnull

Nscρos
where Nsc is the number of subcarriers

per OFDM symbol, Nnull represents the null subcarriers, and ρos is the oversampling
factor. Following the 802.11 standard for the configuration of an OFDM frame, Equation
2.2 suggests that as the number of subcarriers increases, so does the clipping level.

As depicted in Figure 2.3, hard-clipping introduces undesirable effects as it creates
more and more spectral regrowth as the clipping ratio decreases. It also leads to un-
desirable effects in-band as it does increase EVM in an ideal transmission. However,
when looking at a transmission with the SOA, it can also lead to favorable conditions.

56



2.2. Choosing the clipping level for PAPR reduction

Figure 2.3 – Normalized power spectral density (PSD) of a sent 4-QAM OFDM signal for
different clipping ratios γ. The signal has 128 subcarriers, a bandwidth of 5 GHz, and an
oversampling factor of 4

If we look at Figure 2.4a and Figure 2.4b representing the mean EVM and the standard
deviation σ of that EVM from 10 different simulation runs at different levels of clipping,
it can be seen that when the SOA is operating in its nonlinear region, a lower clipping
ratio leads to a lower EVM and lower standard deviation of that EVM. This observation
does translate to BER as well since it is seen in [Azo+14] that clipping can produce lower
BER.

Clipping the signal is also effective for the DAC. High amplitude samples degrade
quantization noise as they induce larger DAC quantization levels. In [Ami+15], it is
shown that at lower DAC resolutions, the benefits of clipping become more apparent.

After having observed the advantages and disadvantages of clipping, it seems clear that
a trade-off needs to be evaluated. In our case, we chose to pick a clipping ratio that is high
enough that we can work with high powers but also at least leaves the synchronization
preamble unaltered. Figure 2.5a shows 2000 samples of an OFDM signal at the emitter and
Figure 2.5b shows the probability density function (PDF) of an OFDM signal computed
from 256 OFDM symbols with the parameters as in Figure 2.5a. Different clipping ratios
are shown.
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(a) (b)

Figure 2.4 – (a) Average EVM and (b) standard deviation σ of the EVM taken from 10
different simulation runs vs. clipping ratio γ at different input powers into the SOA

Considering Figure 2.5a, a clipping ratio of 6 dB seems to be a good trade-off since it
does not clip the synchronization preamble (marked "sync" in Figure 2.5a). According to
Figure 2.5b, a clipping ratio of 6 dB corresponds to clipping roughly less than 5.45% of
the signal. Note that this means the Rayleigh distribution of OFDM is disturbed since
there will be a peak at the clipping level and no samples above that level.

PAPR reduction schemes can help limit but are not effective in mitigating the non-
linearities from an SOA and Mach-Zehnder modulator (MZM) [Ami+15]. DPD therefore
needs to be used to take care of these nonlinear effects, especially since we want to work
at high powers.
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sync

(a)

(b)

Figure 2.5 – (a) |x[n]| (2000 samples) and (b) PDF of a sent 4-QAM OFDM signal and
different clipping ratios γ. The signal has 128 subcarriers, a bandwidth of 5 GHz, and an
oversampling factor of 4

2.3 Choices of DPD implementation
In Section 1.4.1 the concept of DPD was described. Among the widely known pre-

distorter structures that were presented, three will be of particular interest to us: the
memory polynomials (MP), the envelope memory polynomials (EMP), and the GMP.
This section will go over how DPD is implemented using these 3 structures.

2.3.1 Finding the predistorters’ structural parameters

DPD is done through two phases: the identification/learning phase and the validation
phase. The learning phase where the predistorter’s coefficients are estimated need to be
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done before the predistorter can be applied during the validation phase.
The learning phase is performed using the indirect learning approach in an optical B2B

setup (Figure 1.39) where the DPD block at the emitter is bypassed since the predistorter
has not been identified yet. At the receiver, after synchronization and common gain/phase
compensation, the coefficients can be estimated through least squares using the received
signal and the sent signal (1.28). The number of coefficients and thus the complexity of
the predistorter is determined by the nonlinearity order and the memory depth. Using
the MP structure in Equation 1.24 as an example, the number of coefficients is given by
M ·K.

Optical communication systems work with high bandwidth and high data rates. In
these conditions, the requirements for low computational costs, low latency need to be
rather strict especially since the complexity of DPD usually increases with high band-
width. It is therefore imperative to limit the potential parametric complexity of predis-
torters which in our case means we will limit the nonlinearity order and memory depth.
It is important to note that although complexity is equated to parametric complexity in
this thesis for simplicity, the complexity of a real-time implemented predistorter depends
on other factors like the operations needed per sample [Teh+10].

In previous works at the Laboratoire des Sciences et Techniques de l’Information de la
Communication et de la Connaissance (Lab-STICC), an optimal predistorter was chosen
by doing a sweep of the nonlinearity order and memory depth and finding the set of
parameters that yielded the lowest EVM values over a range of different input powers
into the SOA [You19]. To explain further with the MP as an example, if the maximum
nonlinearity order is limited to Kmax = 8 and the maximum memory depth to Mmax = 8,
finding the proper predistorter would require testing 64 combinations. In total, at least
128 simulation runs would be needed: 1 run to identify the predistorter and 1 run to
obtain the EVM value when applying the predistorter. Since the MP and EMP only have
two parameters to set, it does not seem completely impractical to do such comprehensive
analysis for these two predistorter structures.

When dealing with the GMP the size of the problem becomes daunting; venturing
into a grid search with 88 = 16 777 216 combinations (when limiting all 8 parameters to
a maximum value of 8) should preferably be ruled out for any practical purpose. Indeed,
performing these sets of simulations would take roughly 173 hours in our case.

One simple solution to this problem is given by the so-called Hill-Climbing algorithm
which presents an automated means of selecting the structural parameters [Wan+16]. The
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general stages of the Hill-Climbing algorithm used to choose the eight GMP structural
parameters Ka, La, Kb, Lb, Mb, Kc, Lc, and Mc are described in Figure 2.6. The GMP
structure shown in Equation 1.26 is reminded below

yGMP [n] =
Ka−1∑
k=0

La−1∑
l=0

aklx[n− l]|x[n− l]|k

+
Kb∑

k=1

Lb−1∑
l=0

Mb∑
m=1

bklmx[n− l]|x[n− l −m]|k

+
Kc∑
k=1

Lc−1∑
l=0

Mc∑
m=1

cklmx[n− l]|x[n− l +m]|k

First, the 8-tuple is initialized as a linear function with no memory. A linear function
with no memory means that: La = 1, Ka = 1, Lb = 1, Kb = 0, Mb = 1, Lc = 1,
Kc = 0, and Mc = 1. Then the neighborhood of that current point is searched. The
neighborhood is defined as the (−1, 0,+1) range of each parameter and consists of a
maximum of 38 = 6 561 points. The predistorter coefficients are estimated for each point
belonging to the neighborhood as well as the current point. The cost function to minimize
is defined as

J = λ NMSE +Ncoeff (2.3)

where λ serves to put more or less weight on the normalized mean square error (NMSE)
with respect to Ncoeff , the number of coefficients. The idea behind this criterion J

is to find a trade-off between the predistorter’s modeling accuracy and its parametric
complexity. Keep in mind that J is a unitless criterion which is minimized according
to a fixed λ value. If a point belonging to the neighborhood has the smallest J , then
that point now becomes the new current point and the algorithm goes back to exploring
the neighborhood. If on the contrary, the current point has the minimum J , then the
algorithm stops and the structural parameters associated to that point are picked. In
general, the number of iterations is limited to a certain value (10 in our case), but the
solution is usually obtained before the algorithm reaches that limit. As stated previously,
a limit is also put on the maximum value allowed for a parameter.

As it might be difficult to visualize what this looks like, an illustration of that algorithm
for a 2-dimensional predistorter structure is shown in Figure 2.7. Starting from the
leftmost side, the predistorter is initialized as a linear function with no memory. The
current point is considered the 1st current point. The point with the lowest J at that
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Initialization:
Ka, La, Lb, Mb, Lc, Mc = 1

Kb, Kc = 0

Search the (-1,0,+1) range of each parameter

Estimate DPD coe�cients (ai, bi, ci) 
minimizing NMSE

Compute J = �⨯NMSE + Ncoeff

current point 
has min J

other point 
has min J

STOPAssign new point with min J

Figure 2.6 – Hill-Climbing algorithm

stage is the point where the memory depth and the nonlinearity order are both of value
1 which becomes the new current point (in Figure 2.7 it is shown as the 2nd current
point). Here the minimum J is found once again in the neighborhood when the memory
depth and nonlinearity order are both of value 2. In the last stage, the current point has
the smallest J , thus a memory depth of 2 and nonlinearity order of 2 are chosen as the
structural parameters.

Though using the Hill-Climbing algorithm reduces the time spent finding the struc-
tural parameters, it would prove useful to test out how optimal it is compared to a full
grid search. Figure 2.8 displays the criterion J computed for all explored points with
different imposed coefficient limits at Pref = −12 dBm into the SOA for λ = 26 and
λ = 4. For example, for a maximum number of coefficients limited to 60, 3 187 551 points
were explored and therefore 3 187 551 J values are depicted at the number of coefficients
Ncoeff = 60. Note that this number is different from the 16 777 216 combinations that
were mentioned earlier because a limit is put on the maximum number of coefficients a
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Figure 2.7 – Hill-Climbing algorithm for a 2-dimensional predistorter structure. The black
dot is the current point, the green crosses are the neighbors, and the black circle is the
best point

predistorter is allowed to have. Figure 2.8 shows that the lowest J is found when the
number of coefficients is at 33 and the structural parameters are the following for λ = 26:
La = 3, Ka = 3, Lb = 1, Kb = 3, Mb = 8, Lc = 1, Kc = 0, and Mc = 1. For the case
with λ = 4, the cost function is minimized when the number of coefficients is at 16 and
the structural parameters are the following: La = 2, Ka = 2, Lb = 1, Kb = 2, Mb = 6,
Lc = 1, Kc = 0, and Mc = 1. The parameters all had a maximum value limited to 8 in
these cases.

Using the same limit value of 8 on the parameters, but instead going through the
Hill-Climbing algorithm yields the exact same predistorter which means that the Hill-
Climbing is able to find the best J successfully without needing to do a full grid search. It
is nice to point out the fact that compared to a grid search with a limit of 60 coefficients
for instance, the Hill-Climbing algorithm would significantly reduce computation times.
The full grid search requires about 33 hours (computing 3 187 551 predistorters) while
the Hill-Climbing only requires 4 minutes (computing 6 366 predistorters for λ = 4) or 8
minutes (computing 12 323 predistorters for λ = 26) to find the structural parameters.

So far, the Hill-Climbing heuristic has been compared with a full grid search for the
identification phase of DPD. The next step is to compare Hill-Climbing and a full grid
search at the validation phase. As was stated earlier, the full grid search is done by
computing multiple predistorters for different maximum number of coefficients allowed
to a predistorter; this yields Figure 2.8. For the validation phase, the best predistorter
(lowest J) is selected for each number of coefficients, i.e. 60 predistorters are picked.
Then, these 60 predistorters are applied at the emitter and a value for the EVM is
obtained. The predistorters obtained from Hill-Climbing are applied at the emitter as
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(a) (b)

Figure 2.8 – (a) Full grid search of GMP structural parameters at Pref = −12 dBm with
(a) λ = 26 and (b) λ = 4. J is the criterion to minimize and Ncoeff the number of
coefficients

well. Figure 2.9 shows the EVM obtained during the validation phase of DPD using the
selected predistorters from the full grid search at different input powers into the SOA.
The black markers indicate the values obtained from Hill-Climbing for λ = 4 and λ = 26.

Since the predistorter is identified at the receiver then applied at the transmitter in a
nonlinear system and the estimation is done on a signal with limited duration, it makes
sense to observe some differences between the error during the learning phase and that
of the validation phase. In Figure 2.9, it can be seen that for Pref = −14 dBm and
Pref = −12 dBm, an increasing number of coefficients allows to improve predistortion
until a certain point of convergence. Beyond that point, an increase in the number of
coefficients does not lead to better results. For Pref = −14 dBm and Pref = −12 dBm,
λ = 26 gives a more complex predistorter for a similar EVM value. The Pref = −10 dBm
case shows that with a higher input power of the SOA, the minimum EVM is reached
with rather few coefficients. In fact, increasing the number of coefficients seem to be more
detrimental to the transmission. The NMSE at the identification phase which becomes
lower as the number of coefficients increases does not necessarily give the best EVM during
the validation phase. Overall, it seems preferable to pick a λ small enough as to limit the
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Figure 2.9 – GMP at the validation phase for different Pref . Best EVM is the minimum
EVM for each Pref , and λ = 4 and λ = 26 are the EVM obtained using predistorters
found with Hill-Climbing

number of coefficients of the predistorter, especially at high input powers of the SOA. This
proves that the choice of λ is not trivial. Research has been done to automatically find a
desirable value for the weight coefficient λ [Wan+18] though during this thesis work, the
value for λ is simply picked in such a way to limit a predistorter’s number of coefficients.

So far, the predistorter coefficients have been estimated using least squares in the
time domain. Using a quadratic error based on the EVM to calculate the predistorter
coefficients could be of value. Indeed, it is a way to work with smaller matrices since
the predistorter learning phase would require the received data symbols rk instead of the
received samples y[n]. Additionally, the SOA is part of a much bigger system with the
conversion from the digital to the optical domain meaning we could be faced with delays.
If the synchronization is not done properly, the impact on the NMSE can be significant
whereas with the EVM a predistorter could be able to adjust more easily to a rotation.
An analysis is done using the EVM as a base to estimate the predistorter coefficients as
well as to find the structural parameters. The formula for the new cost function becomes

JEV M = λ EVM +Ncoeff (2.4)

Drawing a comparison between the Hill-Climbing using the NMSE and the Hill-Climbing
using the EVM as the error criterion leads us to generate Figure 2.10 where the EVM at
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the receiver is looked at for different input powers into the SOA. Even though it makes
sense to use the EVM instead to estimate the coefficients and as the error criterion, it
seems like it does not produce better performances. The distortions experienced by the
signal are in the time domain therefore an identification process done in the time domain
seems logical.
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Figure 2.10 – Hill-Climbing using different error criteria

Since using the NMSE, gives slightly better performances and it does not require
converting the time signal into data symbols to obtain the EVM, it seems more appropriate
to choose it as the error criterion for Hill-Climbing.

All in all, the Hill-Climbing heuristic is proven to be an appropriate algorithm to
rapidly find the structural parameters of predistorters. There has also been research on
evaluating its robustness and advantages by using other search criteria, controlling the
search path and neighborhood definition of the algorithm [Wan+18]. Being able to use the
error criterion J allows us to keep an eye on parametric complexity. Another way to limit
the parametric complexity of preidstorters is to only consider odd order of nonlinearities.
This point will be discussed in the next section.

2.3.2 Even orders in digital predistortion

In the literature, the polynomial structures can be simplified by only considering odd
order nonlinearities [Mor+06] [Jia16]. The assumption that only odd orders have influence
is compatible with the fact that analytically, all even order frequency mixing falls in the
out-band region (Figure 1.37) meaning they can simply be filtered out at the receiver
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while for odd orders some can be filtered out but the rest falls in the in-band region
requiring DPD [Yan+19] [You19]. In previous works performed by the Lab-STICC, we
chose to follow the consensus of only considering odd nonlinearity orders to lower the
complexity of predistorters.

However, other studies show that even orders can help increase the accuracy of predis-
tortion [Din+04] [Che+16]. We therefore decided to test out the inference that even orders
can be ignored for DPD by running some simulations. Figure 2.11 displays the EVM ob-
tained at different input powers into the SOA for a GMP found with Hill-Climbing when
taking into account the even orders. Compared to the odd orders only, it is seen that even
orders do add value to the predistorter notably at high input powers. For the case where
Pref = −10 dBm, with 8 added coefficients to the predistorter, an improvement of 8.3%
in EVM is found. Seeing the added value of even orders through simulation, we decided
to include them in all predistorters.
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Figure 2.11 – Influence of even orders on the GMP. Black: no DPD, blue: GMP with
only odd orders, red: GMP with odd-even orders

2.4 Digital predistortion for a booster SOA

The results shown in this section are based on the setup portrayed in Figure 2.1.
These results serve to evaluate the performance of the GMP predistorter and compare it
to the MP and EMP for photonics purposes. Their input/output relationships are given
in Equations 1.24, 1.25, and 1.26.
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2.4.1 Numerical results for a booster SOA

In this comparative analysis, the purpose of the MP, EMP, and GMP is to mitigate
the effects of, most importantly, the SOA, but also the MZM which has a static nonlinear
characteristic (Equation 1.11). The parameters shown in Table 2.1 were used to perform
the comparative analysis.

Table 2.1 – Parameters used for DPD evaluation (booster SOA)

Parameter Symbol Value Units
Modulation order M 4 -

Number of subcarriers Nsc 128 -
Bandwidth ∆B 5 GHz

Cyclic prefix factor ρcp
1
8 -

Total number of QAM data symbols sent Ndata 3180 -
Oversampling factor ρos 4 -

Clipping ratio γ 6 dB
MZM peak-to-peak voltage Vpp 1.25 × Vπ volts

Laser wavelength λLO 1540 nm
SOA bias current Ibias 150 mA

The objective of the first sets of results is to evaluate the efficiency of the three predis-
torters. First, for each input powers into the SOA and each structure (MP, EMP, GMP) a
predistorter is identified using Hill-Climbing to find the structural parameters. The same
frame is used to perform the learning phase. Then ensues the validation phase where
the predistorters are applied at the emitter on several other OFDM frames. The same
frames are used for all cases (no DPD, MP, EMP, GMP). The EVM is computed for each
considered input power into the SOA and the results are plotted in Figure 2.12a. As seen
in Section 2.1, for 4-QAM OFDM in optical fiber access networks, EVM values in the 30%
range are considered acceptable [Sch+11]. Network reach is thus directly related to the
highest input power that still guarantees the 30% EVM boundary. For each scenario, 10
simulations are carried out featuring different OFDM sequences consisting of 1 synchro-
nization preamble, 1 equalization preamble, and 30 OFDM data symbols corresponding
to 3 180 4-QAM data symbols or 6 360 data bits.

The different plots in Figure 2.12a show average EVM (dark thin lines) and standard
deviation (shading). The predistorter coefficients are recomputed for each input power
level. One notices that while MP does provide some improvement, EMP and GMP pre-
distorters perform much better with GMP leading particularly at lower power levels. One
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can assume that the GMP converging to an EMP at high powers shows a higher influence
of the signal’s envelope in causing nonlinearities with the SOA. The analysis is repeated
using NMSE (Figure 2.12b); the ranking of the various predistorters is confirmed. It is
interesting to observe that the standard deviation is reduced when DPD is included in the
system (note thinner shading for blue, red and green plots). This entails that the system
is more robust with respect to the characteristics of the input signal.
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Figure 2.12 – (a) EVM and (b) NMSE for different predistorters at different Pref

Figure 2.13 shows the 4-QAM constellation on the receiver side (in an optical back-
to-back scenario) for an input power into the SOA Pref = −14 dBm. Qualitatively the
ranking of the three DPD solutions in terms of performance is confirmed. Visually the
effect is even more apparent than in the previous figures.

Figure 2.14 shows OFDM spectra for the same four scenarios at the same reference
power of −14 dBm. Note that frequency values are relative to the 1540 nm optical carrier.
Also, since the plot is meant for comparison of SOA input and output, the magnitude
scale is normalized hence the values are not physically representative. Observation of the
in-band behavior shows that the DPD acts as a pre-equalizer (the tilt visible on the purple
waveform is compensated). Equally interesting is the out-band behavior. The input of
the SOA (black curve) shows some spectral regrowth due to clipping as well as the IQ
modulator nonlinearity. One may also see that adjacent channel power ratio (ACPR) is
visibly reduced once DPD is applied. In this respect GMP performs best (particularly
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Figure 2.13 – Constellation diagram for different predistorters at Pref = −14 dBm

visible on the left-hand side).

-8 -6 -4 -2 0 2 4 6 8 10

Frequency (GHz)

-30

-25

-20

-15

-10

-5

N
or

m
al

iz
ed

 P
S
D

 (
ar

b
it
ra

ry
 u

n
it
s)

No DPD, SOA in No DPD, SOA out MP, SOA out

EMP, SOA out GMP, SOA out

0

5

-10

Figure 2.14 – PSD for different predistorters at Pref = −14 dBm

The hypothesis when doing the efficiency analysis of the predistorters is that the
physical layer is capable of constantly and accurately monitoring the input power into
the SOA and is thus able to choose the appropriate predistorter depending on the input
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power. In the case where the physical layer does not allow for such complexity, it seems
important to evaluate the robustness of DPD when the input power into the SOA strays
from the identification power. This analysis is carried out and illustrated in Figure 2.15
where this time the parameters of the three predistorters are computed only once for
a reference power of −14 dBm. They are then used unaltered for system validation at
various other input power levels in what is essentially a robustness analysis. EMP and
GMP clearly outperform MP, with GMP now exhibiting a more robust behavior at higher
power levels. This might mean that the phase of the input signal becomes more influential
when the input power is higher than the reference power. The number of coefficients of
the three different predistorters at Pref = −14 dBm are the following: MP 6, EMP 15,
and GMP 16. The GMP thus adds little parametric complexity for better performances.
Also note that the gain in performance from DPD decreases rapidly when the input power
is lower where we see that at Pin = −18 dBm, the no DPD case gives the same EVM
values as the EMP and GMP cases. At this point, the input power into the SOA is quite
far from Pref and the SOA is much more linear at Pin = −18 dBm than at Pref = −14
dBm. A wise decision would then be to either change the predistorter’s coefficients or
turn the predistorter off.
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Figure 2.15 – (a) EVM and (b) NMSE for different predistorters with Pref = −14 dBm
and at different Pin

One might wonder if the MP, EMP, and GMP (Equations 1.24, 1.25, and 1.26) char-
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acterize the SOA’s nonlinear behavior well enough since they are predistorters with sim-
plified structures. The value of these predistorters is tested against a Volterra predistorter
which gives a more complete depiction of the SOA nonlinear behavior. We implemented
a discrete time formulation of the baseband Volterra structure (Equation 1.22) which
allowed us to generate Table 2.2. This table shows the performance and complexity of
all predistorters. Here, we can gather that the complexity of Volterra is quite high for
its subpar performance compared to that of GMP for instance. According to Figure 2.9,
increasing the number of coefficients is sometimes counter productive in terms of quality.
High order nonlinearities are difficult to capture with a very high sensitivity to noise ,
signal variation, and with a limited oversampling factor (ρos = 4). Also, long term effects
like large memory depths are difficult to identify especially with relatively short frames.
It makes sense in our case to stick to the simplified versions of Volterra as they have good
performances and much lower parametric complexity.

Table 2.2 – Performance and complexity of different predistorters

Ncoeff EVM (%)
No DPD N/A 39.6

MP 6 24.2
EMP 15 11.8
GMP 16 10.3

Volterra 258 11.1

Since the GMP tends to give slightly better results than the EMP and the MP while
staying low in terms of complexity, we choose to conduct the rest of the analyses by
focusing on this predistorter structure.

2.4.2 Generalized memory polynomials for different bandwidths,
number of subcarriers, and modulation order

As data rate is an important aspect of a transmission, we choose to venture into an
analysis of DPD in the context of higher data rates. Looking at the parameters influencing
data rate (Equation 1.3), we can choose to raise the data rate by increasing the number
of subcarriers Nsc, the order of modulation M or the bandwidth of the OFDM signal
∆B. Although it might not be intuitive to increase the data rate by increasing the
number of subcarriers, if one follows the 802.11 OFDM convention, when going from
128 to 256 subcarriers, the ratio of data subcarriers vs. the total number of subcarriers
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slightly increases (108
128 = 0.84 to 234

256 = 0.91). Additionally, for a constant OFDM symbol
bandwidth ∆B, the symbol duration Tsymb will be longer if the number of subcarriers is
higher. It means that if the length of the cyclic prefix is kept constant when increasing
the number of subcarriers, the cyclic prefix factor ρcp can be decreased from 1

8 to 1
16 which

can further increase data rate.
When doing this analysis, it could prove useful to investigate the effect of these pa-

rameters (Nsc, ∆B and M) on the EVM. Note that increasing the bandwidth ∆B in our
case has the side effect of also raising the sampling rate which is not always possible in
practice. It can also possibly increase the memory depth required by the predistorter.

The first step in this analysis is to look at the behavior of the SOA when no DPD
is involved. The base signal that is used for this analysis has the following parameters:
∆B=5 GHz, Nsc = 128, and M = 4. When changing one parameter, the others are those
of the base signal. That is, if the bandwidth goes from 5 GHz to 10 GHz, the number
of subcarriers is 128 and the modulation order is 4. Figure 2.16a shows the EVM at
different input powers into the SOA for different bandwidths. It can be seen that as the
bandwidth increases, the EVM drops for higher input powers. This makes sense since
with a larger bandwidth, the spacing between subcarriers increases; the four wave mixing
(FWM) effects are progressively reduced as soon as the subcarriers are spaced by more
than 1 GHz which is the case for a greater number of subcarriers for larger bandwidths.
On the other hand, when going into lower input powers into the SOA, the EVM rises with
an increasing bandwidth. Indeed, when operating at the linear region of the SOA, the
effect of amplified spontaneous emission (ASE) will be more apparent; a larger bandwidth
equates to more noise.

Figure 2.16b shows the EVM at different input powers into the SOA for different
orders of QAM. The requirements for 4-QAM and 16-QAM are quite different. A higher
order modulation in the optical communication system requires a higher optical signal to
noise ratio (OSNR) at the receiver, more complex DSP to keep the same BER, and higher
DAC resolutions [Idl+17]. Seeing the trend in the behavior of the SOA still proves useful.
Here, it can be seen that as the order of modulation increases, so does the EVM. It is
not surprising as a higher order of modulation accentuates the changes in instantaneous
power which was referenced to be a cause of nonlinearities in the SOA.

Figure 2.16c shows the EVM at different input powers into the SOA for different
numbers of subcarriers. The EVM seems to be almost immune to changes in the number
of subcarriers. This notion might seem counter intuitive at first since one would assume
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Figure 2.16 – EVM vs. Pref for the no DPD case at (a) different bandwidths ∆B in GHz
(b) at different modulation orders M (c) at different number of subcarriers Nsc

that an increase in the number of subcarriers leads to a decrease in subcarrier spacing
and therefore an increase in the effects caused by FWM. However, it is important to note
that for the same bandwidth, as the number of subcarriers increases, the power associated
with each subcarrier decreases. This counter-effect could be an explanation as to why the
EVM is unchanged since the lower power per subcarrier reduces the impact of FWM.
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Now that the behavior of the SOA has been established with respect to Nsc, M , and
∆B, an analysis of the GMP should be undertaken. We start with a comparison with
the no DPD case for different bandwidths (c.f. Figure 2.17a and Figure 2.17b). The
GMP is able to linearize the SOA as the input power into the SOA for the worst case
can be increased from -16 dBm to -10 dBm and still meet the EVM requirement of 30%.
The improvements added by GMP are still visible but are lower for higher bandwidths
as there are less nonlinearities to compensate and more noise. Also note that here a
larger bandwidth entails a higher sampling frequency meaning the predistorters would
generally require larger memory depths and thus more predistorter coefficients (with the
identification problems that go along with that requirement).

(a) (b)

Figure 2.17 – EVM vs. Pref at different bandwidths ∆B in GHz (a) for the no DPD case
(b) for the GMP case

Table 2.3 shows the different data rates and increase in reach achieved with the use
of GMP. It seems that operating with a bandwidth of 15 GHz allows us to increase data
rate by three-fold while having a similar reach increase.

Comparing the 4-QAM and 16-QAM configuration is tricky as they have different re-
quirements in terms of EVM. For the same BER of 10−3, 4-QAM has an EVM limit of
30% whereas 16-QAM has an EVM restriction of 16% [Sch+11]. It is first more appropri-
ate to compare the no DPD cases with their respective GMP results. Figure 2.18a shows
the comparison for 4-QAM where the power can be increased from -16 dBm to -10 dBm
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Table 2.3 – Data rate Rb and reach increase when changing ∆B The reach increase is
calculated using the power gain between the no DPD and the GMP case

∆B (GHz) Rb (×108) (Gbit/s) Reach increase (km)
5 2.31 20.89
10 4.61 13.08
15 6.92 18.27
20 9.22 14.79

while staying below the EVM limit of 30%. Figure 2.18b looks into the 16-QAM case
where the input power can be increased from -23 dBm (cf. Figure 2.16b) to -14 dBm.
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Figure 2.18 – EVM vs. Pref for the no DPD and GMP cases for (a) 4-QAM (b) 16-QAM

Table 2.4 shows the data rate and reach increase for different order of modulations.
It can be seen that the reach increase is higher for the 16-QAM case which is in favor of
choosing preferably a 16-QAM configuration. Nevertheless, if one is restricted in terms
of receiver sensitivity for example, choosing the 4-QAM configuration seems more appro-
priate as it allows for higher powers going into the receiver. Indeed, the difference in
reach between 4-QAM and 16-QAM is about 31 km for the no DPD case and around
13 km for the GMP case. These values which were calculated according to the gain of
the SOA show that GMP has more visible improvements in the 16-QAM case, but not
enough to surpass the 4-QAM case in terms of overall reach. Furthermore, Figure 2.18a
and 2.18b convey that the 4-QAM configuration does give more leeway with respect to
the upper EVM limit. This can lead to think that the 4-QAM configuration is a safer
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choice than the 16-QAM configuration especially since we will discover in Chapter 3 that
when looking at the EVM variance when taking into consideration some of the system’s
uncertainties, the requirements might not be always met.

Table 2.4 – Data rate Rb and reach increase when changing order of modulation M . The
reach increase is calculated using the power gain between the no DPD and the GMP case

M Rb (×108) (Gbit/s) Reach increase (km)
4 2.31 20.89
16 4.62 39.19

The last bit of analysis to perform is with an increasing number of subcarriers as shown
in Figure 2.19a and Figure 2.19b. All cases here are similar whether DPD is applied or
not. In the case where GMP is used, the input power into the SOA is increased from
roughly -16 dBm to about -10 dBm for the same EVM limit of 30% for all cases.
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Figure 2.19 – EVM vs. Pref at different Nsc (a) for the no DPD case (b) for the GMP
case

If this study is extended to the data rate and reach increase (Table 2.5), it looks like
it is favorable to choose a setup where the number of subcarriers is 512 since it yields
slightly higher data rates for a similar reach increase.
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Table 2.5 – Data rate Rb and reach increase when changing the number of subcarriers
Nsc. The reach increase is calculated using the power gain between the no DPD and the
GMP case

Nsc Rb (×108) (Gbit/s) Reach increase (km)
128 2.31 20.89
256 2.68 20.89
512 2.80 20.89

As was seen in Figure 2.16c, the number of subcarriers does not seem to change the
behavior of the SOA for a constant bandwidth. It is then pertinent to verify that a
common predistorter can be used for all cases lowering the amount of calculations made
to create multiple predistorters. Figure 2.20 shows the EVM for different numbers of
subcarriers using the predistorter calculated at Nsc = 128.
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Figure 2.20 – EVM vs. Pref for the GMP case at different Nsc using the GMP predistorter
computed with Nsc = 128

It is seen in this case that it is possible to use the same predistorter in all cases which
therefore means that it is also feasible to simplify the physical layer as only one set of
coefficients need to be stored.
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2.5 Digital predistortion for an in-line SOA

The previous section dealt with several aspects of DPD in the context of a booster
SOA based CO-OFDM system in an optical B2B configuration. This was done in order to
verify the ability of DPD to linearize the emitter. This section will cover the case where
the SOA is put in-line instead. To do so, the setup shown in Figure 2.21 will be used.

The transmission is similar to that of Figure 2.1 used for the booster SOA case with
a few exceptions. An input bit stream is used to construct the OFDM signal. Here, the
bit stream used for the synchronization preamble is different from the one used previ-
ously. The fiber will introduce imperfections and particularly chromatic dispersion. This
can have a great influence on the synchronization at the receiver side. A more realis-
tic synchronization algorithm therefore will be implemented. More details on the new
synchronization algorithm will be given in the next section. As fiber is added and the
SOA in-line is used now, some channel compensation will be used. We will explore the
case where the channel is pre-compensated but also post-compensated. Finally, a study
of digital post-distortion (DPoD) will be done, hence the activating of that block in the
chain.
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2.5.1 Synchronization

The synchronization scheme can be divided into two parts: the synchronization se-
quence design at the emitter and the synchronization algorithm at the receiver. For the
numerical results shown in section 2.4.1, the time synchronization is made at the receiver
by using a simple amplitude based cross-correlation between the received signal and the
known synchronization preamble. At the emitter, the synchronization preamble is de-
signed by relying on pattern repetition. To achieve this, a subcarrier associated with
a binary phase shift keying (BPSK) symbol is exclusively turned on every L subcarrier
making the pattern repeat L times. An example of that is pictured in Figure 2.22a with
L = 4. The synchronization preamble pattern is apparent in the time domain as seen in
Figure 2.22b compared to, for instance, the data OFDM symbol in Figure 2.22c which
does not show any signs of motif. Note that to maintain the same mean power as the rest
of the frame, the synchronization preamble’s amplitude is multiplied by a factor of 2.

|X(f)|

freq0

(a)

samples

|x[n]|

0

(b)
samples

|x[n]|

0

(c)

Figure 2.22 – (a) Synchronization preamble in the frequency domain with Nsc = 64 and
L = 4. The null subcarriers used for the oversampling are not shown. (b) Synchronization
preamble in the time domain without cyclic prefix and with L = 4 (c) a typical OFDM
data symbol in the time domain without cyclic prefix

While optimizing synchronization for OFDM is not the aim of this thesis work, we
eventually implemented a more robust approach for the in-line SOA numerical results.

81



Chapter 2 – DPD for SOA based CO-OFDM systems: simulation results

That method proposed by Minn et al. [Min+03] which is considered robust for OFDM
systems.

As far as preamble design is concerned, Minn et al. relies on pattern repetition as
was the case in the previous synchronization scheme but it uses a different data stream
and assigns different weights to each pattern segment. The Minn et al. sequence con-
struction creates a specific bit stream using Golay sequences [Gol61]. These sequences’
sole purpose in this thesis is to restrain nonlinearities at the transmitter by ensuring a
low PAPR OFDM frame [Van96]. The sequence is created such that two complimentary
series are used. We will use the simplest pair example with a1 = [0 0] and b1 = [0 1],
the literature does provide algorithms for the search of binary sequence pairs of a cer-
tain length [Bor+04]. The pair is deemed complimentary since the number of pairs of
like elements in one series is the same as the number of pairs of unlike elements in the
other series. Longer length sequences can be created by combining anbn and using the
following properties: an = an−1bn−1 and bn = an−1b̄n−1 where ¯ indicates a bitwise
complement. For example, a2b2 =

[
a1 b1 a1 b̄1

]
= [0 0 0 1 0 0 1 0]. The Golay bit stream

is then modulated into BPSK symbols.

The higher the number of repeated sequences, the better the synchronization [Min+03].
Considering an example where Nsc = 512 and L = 16 repeated sequences, we would need
to construct a baseline Golay sequence of length Msc = 32. We construct a Golay se-
quence of length 32 for the bit stream which can be modulated into BPSK symbols that
are assigned to 32 subcarriers. Contrary to Figure 2.22a, all subcarriers are active. An
oversampling of 4 is done by adding null subcarriers in the frequency domain. The OFDM
synchronization symbol is then defined as

ssync[n] =
√
Msc ρos

Msc−1∑
k=0

sk,synce
i2π k

Mscρos
n (2.5)

with sk,sync being the BPSK symbol put on the subcarrier, and with n going from 1 to
Msc ρos. That sequence is depicted in the time domain in Figure 2.23a. The OFDM
synchronization symbol is then a 16-periodic signal in the time domain (Figure 2.23b).
To be more discriminatory, the repeated sequence can follow a specific pattern. The
chosen pattern which determines the sign of the repeated sequence is the following: [1 -1
-1 1 1 1 -1 -1 1 -1 1 1 -1 1 -1 -1]. This pattern is considered one of the best in terms of
synchronization with L = 16 according to Minn et al. after a computer search. A cyclic
prefix is then added onto the signal.
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Figure 2.23 – (a) One sequence in the time domain (b) the sequence repeated L = 16
times to form the entire synchronization symbol (here without cyclic prefix)

At the receiver, the metric used for synchronization is the following:

Λ =
(

L

L− 1
| P (d) |
E(d)

)2

with P [d] =
L−2∑
k=0

b(k)
Msc−1∑
m=0

r∗ [d+ kMsc +m] r [d+ (k + 1)Msc +m]

where b(k) = p(k)p(k + 1)

and with E [d] =
Msc−1∑
m=0

L−1∑
k=0

| r(d+m+ kMsc) |2

(2.6)

Λ is the metric to be maximized, L is the number of repeated sequences of length Msc,
r is the received signal, d designates the starting point of the signals used for the auto-
correlation of the received signal, and p(k) represents the respective signs of the repeated
sequences.

A visual depiction of the metric is portrayed in Figure 2.24 where we can discern that
P gives the bulk of the contribution to the metric Λ. The received signal here is of the
following form: Nsc = 512, ρos = 4, ρcp = 1

8 , and the total number of OFDM symbols in
the frame is Nofdm = 32 including the syncronization and equalization preamble with a
total frame length of Nsc ρos (1 + ρcp)Nofdm = 73 728 samples. The timing search is done
over the span of one OFDM frame and one OFDM symbol meaning the search is over
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Figure 2.24 – (a) P (b) E (c) Λ over the length of one OFDM frame plus one OFDM
symbol

76 032 samples. Figure 2.24c allows us to find two values d = 258 and d = 73 986. The
d = 73 986 peak corresponds to the start of a second frame. The estimated time delay
dmax is computed such that dmax = d−Ncp − 1 with Ncp the length of the cyclic prefix.

After synchronizing the signal at the sample level, it is then possible to perform a
fractional synchronization. To achieve that, it is possible to use an estimated impulse
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channel response as such:

S =


ssync[1] ssync[0] · · · ssync[−Ncp + 1]
ssync[2] ssync[1] · · · ssync[−Ncp + 2]

... ... · · · ...
ssync[N ] ssync[N − 1] · · · ssync[N −Ncp]

 (2.7)

where ssync[n] is the sent synchronization preamble with s[1] being the starting point of
the preamble without the cyclic prefix, and Ncp is the length of the cyclic prefix.

An impulse channel response can then be estimated to be:

ĥ = S†r (2.8)

with r being the received preamble without cyclic prefix. The fractional delay corresponds
to Ts ∆Θ

2π
with ∆Θ being the phase change obtained from the frequency channel response

Ĥ in the passband, and Ts the sample period.
Figure 2.25 illustrates the change in the constellation after sample and fractional

synchronization when a 20 GHz signal is sent through the SOA at a reference power
of -18 dBm. Contrary to the earlier sections, the SOA now introduces a more visible
fractional delay as the sampling rate is high (80 GHz).
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Figure 2.25 – Constellation for a booster SOA at Pref = −18 dBm with a modeled channel
delay (a) without synchronization (b) after sample synchronization (c) after fractional
synchronization. The brightest areas have the highest concentration of QAM symbols

Now that the synchronization process has been described, the next stage to look into
is the equalization to compensate the undesirable effects of the channel, most notably
those of the fiber.
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2.5.2 Chromatic dispersion mitigation

The added value of OFDM is that it enables us to perform simple equalization. In a
similar fashion to that of the synchronization scheme, the channel equalization scheme can
be divided into two phases. First, the preamble is constructed at the emitter and then the
compensation is done at the receiver. In this thesis, the equalization preamble is designed
in a straightforward way using pseudo-random rotated 4-QAM symbols according to the
802.11 convention.

At the receiver, the channel response can be easily obtained by doing a simple division
of the received and sent equalization preamble in the frequency domain.

Before looking into what the equalization at the receiver looks like, a set of parameters
for the simulations should be chosen. Using the same system parameters as in Table
2.1 from the previous simulations, we can take notice of the minor effects of chromatic
dispersion displayed in Figure 2.26.
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Figure 2.26 – Constellation of a 5 GHz OFDM signal with Nsc=128 with 80 km worth of
chromatic dispersion. The brightest areas have the highest concentration of QAM symbols

For this study, we choose to accentuate these effects by increasing the signal bandwidth
(excluding oversampling) to ∆B=20 GHz. Since the bandwidth is increased by a factor
of 4, the number of subcarriers is also increased from 128 to 512 to stay consistent. Figure
2.27 demonstrates that as expected, chromatic dispersion is more pronounced in that new
scenario.

With that new scenario, we can start making observations on the equalization scheme.
Usually, class B+ passive optical network (PON) transceivers’ minimum and maximum
output optical powers are 1.50 dBm and 5 dBm respectively. Taking some precautions,
we choose to pursue two potential in-line SOA scenarios where the power into the fiber at
the emitter is either 2 dBm or 4 dBm in which case the power into the SOA after 80 km
would be either -14 dBm or -12 dBm for a single-mode fiber (SMF) with an attenuation
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Figure 2.27 – Constellation of a 20 GHz OFDM signal with Nsc=512 with 80 km worth
of chromatic dispersion. The brightest areas have the highest concentration of QAM
symbols

factor of 0.2 dB/s. The SOA being in-line for this study, another 80 km of fiber would be
inserted after the amplifier.

Using the configuration of 80 km of fiber → SOA → 80 km of fiber for two SOA
input powers of -14 dBm and -12 dBm, we attempt to showcase the behavior of chro-
matic dispersion by calculating the channel response using the whole received signal and
equalization preamble with the oversampling included. The left-hand side of Figure 2.28
illustrates the calculated channel response (amplitude and phase) for a 20 GHz (passband)
OFDM signal. The two figures on the left-hand side demonstrate the overall appearance
of chromatic dispersion as an allpass filter since the absolute value tends to be flat with
the phase of the signal being the only element that changes significantly as described by
Equation 1.12. The fluctuations around the module and the phase are due to the SOA.
Note that here, the SOA gain is removed at the receiver with the common gain compen-
sation block which explains why the Pref = −14 dBm and Pref = −12 dBm cases are at
the same level. Also note that the gap in the middle is due to the subcarriers near DC
being null by construction.

For the channel equalization process at the receiver, the zero-forcing method is used
where the received subcarriers are divided by the non-null subcarriers of the known equal-
ization preamble in the frequency domain [Shi+08]. Note that this method is simple, but
it intrinsically causes signal to noise ratio (SNR) to decrease for subcarriers with low
amplitudes [Mar+09]. The obtained channel frequency response links back to the two
figures on the right-hand side of Figure 2.28. Looking at the 20 GHz passband region,
we can comment on the fact that the observed behavior is quite similar regardless of the
input power into the SOA.
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Figure 2.28 – Channel response of a 160 km transmission with an in-line SOA at 80 km.
| | is the module and ∠ is the phase. The gain of the SOA is removed by the common
gain compensation block

As a first step on this study, we choose to focus on the -14 dBm case. The equalization
is done by applying the inverse of the channel response in the passband region seen on
the right-hand side of Figure 2.28. The constellations pictured on Figure 2.29 demon-
strate that doing the equalization in the frequency domain helps with the added value of
implementing simple calculations and not needing to know the fiber length.
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Figure 2.29 – (a) Constellation with an in-line SOA at Pref = −14 dBm with 160 km of
fiber before equalization (b) Constellation with an in-line SOA at Pref = −14 dBm with
160 km of fiber after equalization. The brightest area have the highest concentration of
QAM symbols
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It might be interesting to contemplate compensating the fiber segment that is placed
before the SOA. The approach [Egh+14] taken in this thesis is based on a complex impulse
response derived from the inverse frequency response of the chromatic dispersion defined
in Equation 1.12, i.e.

h[n] =
√

i

4Kπe
−i n2

4K , −⌊N2 ⌋ ≤ n ≤ ⌊N2 ⌋

where N = 2⌊2Kπ⌋ + 1

and K = Dλ2
LOz

4πcT 2
s

(2.9)

where N is the length of the finite impulse response (FIR) filter which is always an odd
number, D is the fiber dispersion parameter, λLO is the wavelength, z is the considered
fiber length, and c is the speed of light.

A quick preliminary study of that method of compensation is done simulating only the
fiber chromatic dispersion as an undesirable effect. The pre-compensation block is placed
right before the DAC as shown in Figure 2.21. Figure 2.30 displays the constellations of
10, 20, 50, and 80 km of fiber without compensation on the first row, and the same length
of fiber on the second row with compensation using the corresponding filter.

It is possible to discern from these constellations that the implemented scheme works
best for longer lengths of fiber. It makes sense since the filter length is directly related to
the length of the fiber. It is also important to note that in cases where the fiber length
is quite low, the compensation starts being detrimental to the quality of transmission. In
these cases, it seems preferable to not activate the pre-compensation block.

With the equalization and synchronization methods having both been set in stone,
we can now add DPD into the mix to mitigate the nonlinear effects of the SOA and the
IQ modulator. The goal will be to not only evaluate the effectiveness of DPD, but also
develop a method of identification that is compatible with the in-line SOA scenario.
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Figure 2.30 – Constellations of different fiber lengths. The first row designates the constel-
lations without compensation and the second row the constellations with compensation.
The brightest areas have the highest concentration of symbols

2.5.3 Generalized memory polynomials for an in-line SOA

The parameters used for the next two sections are shown in Table 2.6. These pa-
rameters are almost the same as the ones used in Section 2.4 apart from the number of
subcarriers and the bandwidth which were changed to induce more chromatic dispersion.
Take note that this section only deals with the GMP predistorter.

The different scenarios that are explored in this section are represented in Figure 2.31.
Four scenarios are looked into: a transmission without DPD, two different transmissions
with DPD, and one last transmission with both DPD applied as well as pre-compensation
of the fiber. The total fiber length, z1 + z2, is 200 km.

The identification phase of the DPD block is done using either one of the procedures
displayed in Figure 2.32. One of the scenarios from Figure 2.31b and the scenario in
Figure 2.31c essentially use a preditorder learned in the optical B2B setup, i.e. without
any fiber present. The other scenario in Figure 2.31b uses a predistorter learned with
a fiber segment positioned before the in-line SOA of length z1. A new predistorter is
identified every time that z1 changes. The fiber length z2 is inserted at the validation
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2.5. Digital predistortion for an in-line SOA

Table 2.6 – Parameters used for the in-line SOA scenario

Parameter Symbol Value Units
Modulation order M 4 -

Number of subcarriers Nsc 512 -
Bandwidth ∆B 20 GHz

Cyclic prefix factor ρcp
1
8 -

Total number of QAM data symbols sent Ndata 3180 -
Oversampling factor ρos 4 -

Clipping ratio γ 8 dB
MZM peak-to-peak voltage Vpp 1.25 × Vπ volts

Laser wavelength λLO 1540 nm
SOA bias current Ibias 150 mA
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(b) DPD learned in the presence of fiber (z1 only) or without fiber. The predistorter
is then inserted into the transmission chain for validation (with both z1 and z2)
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(c) DPD learned without fiber. Validation phase done with chromatic dispersion (CD) pre-
compensation

Figure 2.31 – In-line scenarios validation phase. D/O conv.: digital to optical conversion,
sync: synchronization, CG/CP comp.: common gain/phase compensation, S/P: serial to
parallel

phase of DPD and is to be compensated at the receiver using the OFDM equalization
preamble along with any residual channel dispersion effects.
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(b) DPD learned with z1 length of fiber before the in-line SOA

Figure 2.32 – In-line scenarios DPD learning phase options. D/O conv.: digital to optical
conversion, sync: synchronization, CG/CP comp.: common gain/phase compensation

Figure 2.33 shows the EVM obtained from the scenarios presented earlier for different
fiber lengths placed before the SOA. Note that the total length of fiber is always 200 km
meaning if, for example, z1 = 20 km, then z2 = 180 km.
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Figure 2.33 – In-line scenarios with the SOA moving along 200 km of fiber. The predis-
torter used with the chromatic dispersion (CD) pre-compensation is learned without fiber

An important notion to ascertain from Figure 2.33 is that even without performing
pre-compensation of the fiber or DPD (blue curve), it seems that the channel frequency
equalization scheme at the receiver is able to partly compensate the combined effects
of chromatic dispersion and SOA nonlinearities regardless of the SOA’s position in the
transmission chain. Indeed there is not much difference in EVM whether z1 = 0 km (where
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2.5. Digital predistortion for an in-line SOA

the SOA acts as a booster) or z1 = 200 km (where the SOA acts as a pre-amplifier). The
predistorter learned with z1 length of fiber (yellow curve) has better results than the no
DPD case up to 100 km of fiber before the SOA. Note that once z1 > 100 km, the EVM
explodes; the yellow curve is thus not shown in full to keep the rest of the plot legible.
It is still possible to meet the EVM requirements of 30% if the length of fiber before the
SOA is below 60 km.

The predistorter identified in optical B2B (orange curve) actually performs better than
the predistorter learned with fiber (yellow curve). This could be attributed to the fact
that DPD uses the NMSE as a metric to find the proper coefficients even though the
NMSE is not suitable in the presence of chromatic dispersion. The predistorter learned
without fiber is also able to outperform the case with no DPD so long as the length of
fiber before the SOA is not too high (z1 < 120 km). Finally, the predistorter learned
without fiber is valid up to 86 km before the SOA as it meets the EVM requirement of
30% for 4-QAM.

Applying chromatic dispersion pre-compensation of the fiber of length z1 located before
the SOA (purple curve) allows for room to spare in terms of EVM as it gives values well
below the desired limit of 30%. It is therefore preferable to pre-compensate chromatic
dispersion so that the DPD can fully play its role. Otherwise, it will be necessary to restrict
the length of fiber before the SOA. Needless to say, these results are contingent on the
OFDM signal’s bandwidth. Indeed, for a smaller bandwidth, the chromatic dispersion
is less important and its pre-compensation is therefore less useful in that case unless the
length of fiber z1 before the SOA is larger.

2.5.4 Digital predistortion vs. digital post-distortion

In section 2.5.3, the GMP was evaluated as a predistorter in different settings. The
current section serves to draw a comparison between DPD applied at the emitter, and
DPoD applied at the receiver. Figure 2.34 shows the scenarios that are explored. The
DPD scenario uses a GMP predistorter learned in the optical B2B setup (without fiber)
then applied at the emitter. The DPoD scenario uses the same GMP learned without
fiber but applies it at the receiver instead.

In Figure 2.35, the EVM is displayed at different lengths of fiber placed before the SOA
for the three scenarios of no DPD, DPD, and DPoD. Two aspects seem worthy of being
mentioned. The first one is that DPD and DPoD seem to work in a somewhat inverted
manner; that is, DPD works best when the SOA is positioned close to the emitter and
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(b) DPD. The predistorter is learned without fiber then applied at the emitter with
the fiber added
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Figure 2.34 – In-line scenarios for the no DPD, DPD, and DPoD cases. The predistorters
used for DPD and DPoD are the same but applied at different locations of the transmission
chain. D/O conv.: digital to optical conversion, sync: synchronization, CG/CP comp.:
common gain/phase compensation
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Figure 2.35 – In-line scenario with the SOA moving along 200 km of fiber. Predistortion
vs. post-distortion
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2.6. Conclusion

DPoD is better when the SOA is closer to the receiver until about the halfway point of
100 km where they cross. It makes sense intuitively, but Figure 2.35 provides a visual
confirmation of that expected behavior. With that in mind, the choice of where to apply
the mitigation can be done by directly looking at the anticipated position of the amplifier.
The second aspect to take notice of is the slightly asymmetrical relationship between DPD
and DPoD in terms of EVM. In fact, DPD tends to perform slightly better overall. In
theory, if the channel is linear (up to a certain order of nonlinearity [Sch76]), DPD =
DPoD and therefore DPD → SOA = SOA → DPoD. The reality does not perfectly abide
by this relationship as can be seen in Figure 2.35. Knowing the opto-electronic conversion
is considered ideal in our scenario, it is possible that this asymmetry could be even more
noticeable in a real transmission. This could possibly give more reason to focusing on
optical transmitter compensation in order to launch a more desirable signal into the optic
fiber instead of dealing with a distorted and noisy signal.

2.6 Conclusion

This chapter covered simulation results obtained in the context of a CO-OFDM trans-
mission with a booster SOA then an in-line SOA. Some of these results have been presented
at the ICCE 2020 [Sim+21c]. To set up the analyses, a relationship is first established
between the EVM and BER to justify using the EVM as the main metric of measure since
it requires lower computational times. Then the process for PAPR reduction is presented
as a way to help restrict the nonlinearities of the system although it is noted that it is not
enough to mitigate these effects. The Hill-Climbing algorithm is introduced as a means
to rapidly find the structural parameters of predistorters, especially in the event that the
predistorter has many parameters like the GMP. It was shown that better results are
obtained when the predistorters are kept quite simple therefore more weight should be
put on the complexity of the predistorters (the complexity here being the number of coef-
ficients). The high order nonlinearities of the SOA and the slow behavior of the SOA are
difficult to capture and to compensate by the DPD (at least with the open loop method
and the relatively low oversampling factor we use). Moreover, for high speed optical
communications it is preferred to have very simple DPD to limit latency. Section 2.3.2
justified the choice to include even orders in the predistorters contrary to custom as they
tend to reduce the EVM especially at higher input powers into the SOA. The numerical
results for the booster SOA case demonstrated that the GMP usually has slightly better
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results with little added complexity compared to other known predistorters such as the
MP and EMP. Afterwards, a study on the use of a GMP predistorter when increasing
data rate was explored. It was found that increasing bandwidth while using DPD could
prove beneficial, and the same predistorter can be used to compensate the SOA regardless
of the number of subcarriers when the same bandwidth was maintained.

The remaining of the chapter was spent exploring the possibilities for a CO-OFDM
transmission with an in-line SOA. First, the different methods of synchronization and
equalization were presented. Then, simulation results were presented where it was found
that chromatic dispersion does not seem to pose significant additional issues in the eyes
of the SOA and a GMP predistorter identified for an optical back to back setup could
suffice to meet EVM requirements. Finally, DPD and DPoD were compared and it was
determined that DPD works best when the SOA is close to the transmitter, and inversely,
DPoD when the SOA is closest to the receiver. DPD tended to give a slightly better
quality of transmission overall. The weighted combination of DPD and DPoD according
to the fiber length is a possible solution which has not yet been studied and could be an
interesting perspective to this work.
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Chapter 3

DIGITAL PREDISTORTION FOR

SEMICONDUCTOR OPTICAL AMPLIFIER

BASED COHERENT OPTICAL

ORTHOGONAL FREQUENCY DIVISION

MULTIPLEXING SYSTEMS: STOCHASTIC

ANALYSIS

Chapter 2 served as proof that digital predistortion (DPD) can be used to not only
improve the quality of transmission of a coherent optical orthogonal frequency division
multiplexing (CO-OFDM) system, but also to increase the immunity to the variability
of the input waveform. In this context thus far, the natural randomness of the commu-
nication system is not taken into account making the evaluation of the effectiveness of
DPD incomplete. Indeed, one cannot ignore the fact that any communication system is
affected by some degree of uncertainty due to manufacturing tolerances, environmental
conditions, and calibration imperfections which can have a significant impact on overall
system performances. Previous work done in the Laboratoire des Sciences et Techniques
de l’Information de la Communication et de la Connaissance (Lab-STICC) consisted in
conducting a robustness analysis of different predistorters including the memory poly-
nomials (MP), envelope memory polynomials (EMP) [Dio+17]. In that context, the
robustness was defined as the ability of the predistorter to still meet the error vector
magnitude (EVM) requirements of the transmission when one parameter in the system
was changed, the predistorter in this case remaining the same. That study showed that
even when one of the parameters related to the semiconductor optical amplifier (SOA) or
the IQ modulator drift from its nominal value, DPD continues to be beneficial with some

97



Chapter 3 – DPD for SOA based CO-OFDM systems: stochastic analysis

DPD algorithms performing better than others.
It is possible to model the randomness of the system even more fully via probabilis-

tic models. Although Monte Carlo (MC) simulations are typically used for that pur-
pose [Rub+16], some preliminary work done in the Lab-STICC and in other fields has
shown that using polynomial chaos expansion (PCE) helps reduce the computational cost
of MC [You19][Man+17a][Kai+18]. This chapter investigates predistorter sensitivity by
performing a full stochastic analysis, thus accounting for the simultaneous variation of
several system parameters. Contrary to previous work, this analysis will include the study
of the generalized memory polynomials (GMP) algorithm, variations from other parame-
ters of the system, and will account for the presence of IQ imbalances, digital to analog
conversion (DAC) imperfections, and chromatic dispersion. First, the reliability of PCE
in the context of an SOA based CO-OFDM system will be established. Then, two sets of
cases will be explored specifically. The first sets of results will deal with an optical back
to back (B2B) scenario with a booster SOA. The second sets of results will take the first
scenario one step further by including the fiber and DAC imperfections. In both cases,
the component uncertainties will be inflicted on the IQ modulator and the SOA.

3.1 Polynomial chaos expansion

As previously mentioned, MC simulations are universally used for statistical analyses.
The idea is to sample realizations of an input vector according to its distribution and a
computational model is run for each sample to then estimate some statistical property of
a random response. To obtain an accurate depiction of these estimates, one would usually
need 103–4 samples [Sud14]. Knowing that the SOA modeled on Advanced Design System
(ADS) used throughout this thesis can take a couple of minutes to run, this would entail
extremely long computational times. To avoid this computationally demanding models,
some alternative methods need to be employed. The following paragraphs describe the
chosen method in this thesis: the PCE.

PCE aims to take a random vector X ∈ RN composed of independent components
with specific probability distributions and model their outcome, a random variable Y ,
assumed to have finite variance through the polynomial expansion [Sud14]

Y =
∑

α∈NA

zαΨα(X) (3.1)
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where A designates the number of considered input variables, zα are the coefficients related
to the multivariate orthonormal polynomials Ψα(X) which form a basis of the Hilbert
space associated with the ordered lists of integers α = (α1, . . . , αA) through

Ψα(X) =
A∏

j=1
ψαj

(Xj) (3.2)

where ψαj
are the univariate polynomials chosen according to the distribution of Xj.

Table 3.1 shows the advised polynomials for a variable with different types of classical
distributions.

Table 3.1 – Input distributions with their associated orthogonal polynomials

Distribution type Orthogonal polynomials
Uniform Legendre
Gaussian Hermite
Gamma Laguerre

Beta Jacobi

To have an exact representation of the random response, infinite series would be used.
However, in real-life applications, it is necessary to reduce the space NA to a set A. The
computational model M then yields

Y ≈ M(X) =
∑
α∈A

zαΨα(X) (3.3)

NA is reduced to a set A by limiting the total degree of a multivariate polynomial |α| =∑M
j=1 αj to a maximum degree p (usually of degree 3 to 5). Examples of the ordered lists

if p = 2 and A = 1, and if p = 3 and A = 2 are shown in Table 3.2.
The standard truncation scheme thus yields

A =
{
α ∈ NA : |α| ≤ p

}
(3.4)

The number of terms belonging to this set A is as follows:

card A = (A+ p)!
A!p! (3.5)

Other truncation schemes serve to reduce the computational cost further such as the

99



Chapter 3 – DPD for SOA based CO-OFDM systems: stochastic analysis

Table 3.2 – Ordered lists for p = 2 and A = 1, and p = 3 and A = 2. p is the maximum
polynomial degree and A is the number of uncertain parameters

j p = 2, A = 1 p = 3, A = 2
0 α0 = (0) α0 = (0, 0)
1 α1 = (1) α1 = (1, 0)
2 α2 = (2) α2 = (0, 1)
3 - α3 = (2, 0)
4 - α4 = (1, 1)
5 - α5 = (0, 2)
6 - α6 = (3, 0)
7 - α7 = (2, 1)
8 - α8 = (1, 2)
9 - α9 = (0, 3)

hyperbolic truncation scheme [Bla+11]. The idea is to select A such that the multi-
indices are of q-norm less than or equal to p with 0 < q ≤ 1. A visual illustration of that
truncation scheme is shown in Figure 3.1 for A = 2 hence the 2-dimensional graphs. As
can be seen from Figure 3.1, the hyperbolic truncation scheme with q = 1 is equivalent
to the standard truncation scheme.

The coefficients can be calculated either by means of orthogonal projection or least-
square minimization. The latter is chosen for this thesis; its definition is given by:

ẑ = argmin
z∈RcardA

E

(Y −
∑
α∈A

zαΨα(X)
)2
 (3.6)

Experimentally, X =
{
x(1), . . . , x(n)

}
is a sample set of points (particular realizations of

X) that can be obtained through different sampling schemes. In order to estimate the
coefficients, the communication chain is simulated for each point in X and stored in a
vector Y =

{
y(1), . . . , y(n)

}
. Note that as a rule, the size of X should be at least two to

three times bigger than the number of terms in the series of Equation 3.3.
It is also possible to add sparsity to the problem notably in the case of high degree

and high number of parameters of Equation 3.1 and Equation 3.2. A penalty term ζ||z||1,
where ||z||1 = ∑

α∈A |zα|, can then be added to Equation 3.6 to give priority to low rank
solutions.

Once the coefficients zα are found and the PCE model M is constructed, it is possible
to get the probabilistic content of the quantity of interest (QoI). The PCE presented so
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far made the simplifying assumptions that the input variables are independent and that
the QoI is a scalar, but the algorithm has been successfully tested with correlated input
variables and a vector as the QoI [Sud14][Waq+21].
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Figure 3.1 – Example of a hyperbolic truncation scheme for A = 2, degree p = 3, 4, 5, and
q = 0.5, 0.75, 1. The black dots are the indices of the polynomials kept for the model

3.2 Polynomial chaos expansion for optical transmis-
sion applications

Throughout this thesis work, the PCE was implemented using the MATLAB UQLab
toolbox [Mar+14]. Compared to other methods, this process is considered non-intrusive
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i.e. MC simulations and the PCE model estimation are introduced as an outside layer
which envelops the already existing simulation code. An example of that non-intrusive
process is depicted in Figure 3.2 for A = 3. First, the three uncertain variables will

x
(run)

x
(run) CO-OFDM

model

QoI(x(run)) PDF of
QoI

run < n

1

x
(run)
2

x
(run)
3

Figure 3.2 – Example of a PCE setup for optical communications. n is the total number
of runs

be assumed to have uniform distribution since there is no a priori knowledge on them.
According to Table 3.1, Legendre polynomial bases should be used in that case. Table
3.3 shows the advised polynomials for the first uncertain variable x1. To obtain the
multivariate polynomials, one would simply need to multiply the univariate polynomials
together.

Table 3.3 – Polynomials for an uncertain variable with uniform distribution with p = 3

ψα1 ψ0 = 1 ψ1 = X1√
1
3

ψ2 = 3X2
1 −1

2
√

1
5

ψ3 = 5X3
1 −3x1

2
√

1
7

As an example, an optical communication system could have a chosen uncertain vari-
able be the IQ modulator’s peak-to-peak voltage Vpp or the SOA’s bias current Ibias. Note
that introducing uncertainties in these variables goes beyond their external uncertainty
and can also mimic variability induced in component manufacturing or a change in the
environment. For instance, a change in the SOA’s active region length or a change in
temperature affects the SOA gain; similarly so, a change in Ibias will also affect the SOA
gain.

The experimental design points are obtained through a sampling scheme. There are
different types of sampling including MC, latin hypercube sampling (LHS) [McK+00], and
quasi-random sequences like Sobol or Halton sequences [Nie92]. The LHS is a statistical
method found to be computationally cost efficient and representative of the real variability
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3.2. Polynomial chaos expansion for optical transmission applications

of a system as it attempts to visit all regions of a cumulative density function that has
been divided into equiprobable regions. Figure 3.3 illustrates that point by comparing
LHS to a random sampling process for a two-dimensional problem.
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Figure 3.3 – Example of LHS vs. random sampling in a 2-D scenario

The CO-OFDM model is run using the sampled values in x(run) then a QoI that is
associated to these sampled values is outputted. The QoI could be the bit error rate
(BER) or the EVM for example. After the nth run, the PCE model can be estimated
through sparse least angle regression (LARS) [Efr+04]. LARS is an algorithm designed
to minimize

ẑ = argmin
z∈RcardA

E

(Y −
∑
α∈A

zαΨα(X)
)2
+ ζ||z||1 (3.7)

The LARS algorithm is described as such:

1. Initialization
— zα = 0, ∀α ∈ A
— Candidate set which contains all of the regressors Ψα

— Active set which contains the regressors whose coefficients will be updated in
the current iteration: ∅

— Residual: r = Y −∑
α∈A zαΨα(X ) = Y

2. Find the regressor Ψαj
(Xj) that is most correlated with the current residual r and

move it to the active set

3. Move the coefficients of the active set towards their least-square value until another
regressor from the candidate set is as correlated to the residual r as the ones in
the active set. That regressor will be the most correlated to the residual in the
next iteration
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4. Repeat steps 2-3 until the size of the active set is equal to min (P, n), P = card A
being the polynomial basis size and n being the experimental design size

Once the model has been successfully estimated, the probabilistic content of the QoI
can be studied. In this thesis, we looked into observing the probability density function
(PDF) of the QoI. The following sections go over the reliability of the PCE in the context
of CO-OFDM systems and what can be inferred from DPD after having computed the
PDF of the EVM.

3.3 Stochastic analysis of digital predistortion for a
booster SOA

The scenario considered in this section is the same as the one in Section 2.4.1. Figure
3.4 is a more visually compact version of that scenario which also showcases the chosen
uncertain parameters in bold. The input bit stream undergoes orthogonal frequency divi-
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Figure 3.4 – Optical B2B CO-OFDM transmission system with a booster SOA with
uncertain variables Vpp, ϕ, and Ibias. The DACs, opto-electronic conversion, and lasers
are considered ideal

sion multiplexing (OFDM) modulation then DPD is applied. The predistorders are those
learned in the optical B2B scenario when the input power into the SOA is equivalent to its
value when there are no uncertainties applied. After DPD, the signal is hard-clipped at a
6 dB ratio before getting converted to the electrical domain by an ideal DAC (computer’s
precision). The IQ modulator used for the electro-optic conversion is one of the com-
ponents which will have uncertain parameters: both Mach-Zehnder modulators (MZMs)
peak-to-peak amplitude Vpp and the phase difference ϕ between each MZM branch. The
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other component which will have uncertainties is the booster SOA with its bias current
Ibias being the uncertain parameter. The conversion from the optical domain to the dig-
ital domain is considered ideal for now as well. Then the signal is demodulated. The
OFDM baseband receiver includes the synchronization and the common gain and phase
compensation. In this transmission both the fiber and the laser are ideal thus there will
not be any chromatic dispersion (CD) or phase noise to take into account. Also note that
the input power into the SOA may vary when the uncertain parameters change.

Table 3.4 shows the parameters used for this analysis. The parameters are the same
as the ones used in Section 2.4.1. One new case with a modulation order of M = 16 is
looked into. The uncertain parameters are of the following nominal values: Vpp = 1.25×Vπ,
ϕ = π

2 , and Ibias = 150 mA. The following cases are scrutinized for a fluctuation in Vpp,
ϕ, Ibias: no DPD, MP, EMP, and GMP DPDs. The percent uncertainty applied depends
on the modulation order. For the 4-quadrature amplitude modulation (QAM) case, the
percent uncertainty σP CE will take values 5%, 10%, and 15 %. For the 16-QAM case
which calls for more stringent material requirements, σP CE will be 5%.

Table 3.4 – Parameters used in the CO-OFDM simulation

Parameter Symbol Value Units
Modulation order M 4 or 16 -

Number of subcarriers Nsc 128 -
Bandwidth ∆B 5 GHz

Cyclic prefix factor ρcp
1
8 -

Total number of QAM data symbols sent Ndata 3180 -
Oversampling factor ρos 4 -

MZM peak-to-peak voltage Vpp 1.25 × Vπ ± σP CE volts
IQ modulator phase difference ϕ π

2 ± σP CE radians
Laser wavelength λLO 1540 nm
SOA bias current Ibias 150 ± σP CE mA

3.3.1 Reliability analysis of the polynomial chaos expansion

In Chapter 2, the simulation results showed that the variablity of the frame influences
the EVM values. Therefore, the same frame constituted of 3 180 QAM data symbols is
used throughout the whole analysis to keep the results meaningful and avoid introducing
undesired uncertainty due to the OFDM signal itself. An investigation will be presented
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later to confirm that the conclusions presented hereafter hold regardless of the emitted
sequence.

A reliability analysis is first performed on the no DPD case for a 4-QAM signal sent
at a reference input power for the SOA Pref = −14 dBm. A PCE model for the EVM is
first constructed from 50 simulation runs. Then, the EVM values of 104 MC runs and the
values of the PCE model evaluated using the same experimental design are compared as
depicted in Figure 3.5. That figure plots the EVM values obtained by PCE vs. the EVM
values obtained by MC. The "ideal match" red line corresponds to a scenario where the
obtained MC EVM values are exactly the same as the PCE EVM values. The blue points
all congregating around the red line indicate that the PCE estimates the model extremely
well. It can be seen from Table 3.5 that PCE saves 200 times more simulation time
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Figure 3.5 – Polynomial chaos expansion constructed from 50 simulations comparison with
104 Monte Carlo simulations for the no DPD case 4-QAM configuration at Pref = −14
dBm.

compared to MC and once the PCE model has been constructed, the time to evaluate 104

points is negligible.
Before moving onward, a comprehensive analysis with a range of SOA operating con-

ditions and a different OFDM configuration in order to stress the system sufficiently is
carried out to further solidify the effectiveness of PCE compared to MC in optical trans-
missions. Figure 3.6a and Figure 3.6b compare PCE with MC at −17 dBm and −11 dBm
respectively for a 5% uncertainty on all parameters. As was shown with the case at −14
dBm, there is an excellent congruence between the EVM values obtained from PCE and
those obtained from MC.
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Table 3.5 – PCE vs. MC simulation times

No of runs Total time
Single run 1 141.5 s

MC analysis 104 1,415,000 s (16.4 days)
PCE model construction 50 7075 s (2 h)

PCE analysis 104 0.5 s
PCE vs MC speedup ratio 200
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Figure 3.6 – Polynomial chaos expansion constructed from 50 simulations comparison with
Monte Carlo simulations for the no DPD case 4-QAM configuration at (a) Pref = −17
dBm (b) at Pref = −11 dBm

Through Figure 3.7, it is demonstrated that even with a different OFDM configuration
using Nsc = 512 and ∆B = 20 GHz instead of Nsc = 128 and ∆B = 5 GHz, the model
gives an accurate depiction of the EVM values for an uncertainty of 5% on all uncertain
parameters. The scenario with Nsc = 512 and ∆B = 20 GHz will be explored more
thoroughly in section 3.4.

The last step of this study serves to show the validity of PCE by providing evidence
that there is a good match with MC simulations at a wider range of EVM values. Figure
3.8 shows the following scenarios: GMP with 15% uncertainty, MP with 10% uncertainty,
and no DPD with 5% uncertainty. Increased parameter tolerances intrinsically varies the
operating conditions of the SOA. According to our simulations, inserted deviations of 5%
to 15% can induce deviations in the input optical power of up to 10% to 25% respectively.
Note that for higher percent uncertainties, it is necessary to increase the order of the PCE
models. For instance, while the no DPD case with 5% uncertainty required a maximum
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Figure 3.7 – Polynomial chaos expansion constructed from 50 simulations comparison
with Monte Carlo simulations for the no DPD case 4-QAM configuration at Pref = −14
dBm with a signal configuration of Nsc = 512 and ∆B = 20 GHz

polynomial order of p = 3, a maximum polynomial order of p = 5 would be recommended
for the GMP case at 15% uncertainty. Both of these values for the parameter p are
considered low compared to other applications where PCE has been tested [Sud14].

Figure 3.8 – Polynomial chaos expansion constructed from 50 simulations comparison
with Monte Carlo simulations for the no DPD, MP (10% uncertainty), and GMP (15%
uncertainty) cases with a 4-QAM configuration at Pref = −14 dBm

As a sidenote, the PCE is constructed from 50 simulations to make sure the estimated
model is as accurate as possible. However, it is possible to lower the number of simulations
to 20 and still have a reliable model thus further increasing the 200 speedup ratio (c.f.
Figure 3.9).

It has been shown that the PCE model mirrors the MC representation very well and
is therefore reliable in further analysis. Thus, for the upcoming results, the PCE models
are validated as well but on a smaller scale.

108



3.3. Stochastic analysis of digital predistortion for a booster SOA

34 36 38 40 42 44 46

EVM
MC

34

36

38

40

42

44

46

E
V

M
P

C
E

PCE vs MC

ideal match

Figure 3.9 – Polynomial chaos expansion constructed from 20 simulations comparison
with Monte Carlo simulations for the no DPD case 4-QAM configuration at Pref = −14
dBm

3.3.2 Simulation results of a stochastic analysis of DPD for a
booster semiconductor optical amplifier

Once the PCE scheme has been properly validated, PDFs are then computed with the
PCE models of all cases (no DPD, MP, EMP, GMP) at different levels of uncertainties
and are shown in Figure 3.10.
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Figure 3.10 – 4-QAM probability density function of the EVM at Pref = −14 dBm for
different predistorters

There are three noteworthy observations to draw: a horizontal translation, a vertical
stretch, and a horizontal stretch. The left horizontal translation proves that the aver-
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age EVM improves with DPD with the EMP and GMP predistorters meeting an EVM
objective of 30% regardless of the percent uncertainty. This entails that a higher input
power to the SOA could be used signifying more reach. The vertical stretch illustrates the
improvement in terms of variance with the steepest curve demonstrating more robustness
to the uncertainties. All predistorters show improvements with respect to both. The hor-
izontal stretch shows that as the percent uncertainty increases, there is more spreading
on the PDFs. In some cases, most particularly the MP, this can become an issue because
the 30% EVM limit is exceeded when the level of uncertainty becomes too great (from
10% uncertainty). In any case, the spreading tends to occur at the higher EVM values
meaning the average EVM becomes higher as the level of uncertainty increases. Note
that the better the DPD, the closer the output EVM is to a minimum threshold mostly
caused by the SOA amplified spontaneous emission (ASE) noise and the hard-clipping;
these effects are highlighted by the asymmetry seen for EMP and GMP.

Figure 3.11 confirms these observations by looking at a 2D-histrogram of the super-
posed QAM symbols received after 100 simulations this time by sending different frames.
The population density of the QAM symbols is color coded from dark to bright (lowest
to highest density). While the constellation is scattered at first, it is more concentrated
in the GMP case.

It can be seen from the same figure that EMP shows some phase noise in its constel-
lation. This phenomenon seems consistent with the EMP structure and will be explained
next. Figure 3.12 shows the constellations for all scenarios in blue. In red and green are
the QAM symbols corresponding to the two baseband high-frequency subcarrier extrem-
ities in the OFDM symbols (the red dots are for the negative frequency subcarriers and
the green for the positive frequency subcarriers).

The SOA does not behave the same at all frequencies since there is a change in
phase and amplitude away from the reference QAM symbol seen for the high-frequency
subcarriers. However, in the no DPD case, this change in phase and amplitude is masked
in the final constellation in blue since they end up looking Gaussian when combined.

As far as the MP is concerned, that same change in phase and amplitude is corrected
but not fully and the effects combined look like a Gaussian as well. The GMP is able
to fix both the phase and amplitude issue as all QAM symbols are centered around the
point of reference.

It can be assumed that the EMP problem is intrinsic to its structure as it only takes
into account the envelope of the signal compared to MP and GMP. In that regard, the
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Figure 3.11 – 2D-histogram of a 4-QAM constellation at Pref = −14 dBm from 100
simulation runs

EMP is designed to correct amplitude modulation and phase modulation caused by the
module of x[n]; however, it does not made to properly correct amplitude modulation and
phase modulation caused by the phase of x[n]. We therefore notice that the EMP has
difficulty compensating the phase shift introduced by the SOA.

In this regard, it seems wiser to choose the GMP as a predistorter for this scenario
as it provides the better improvement both in terms of global quality of transmission
and robustness to uncertainties. It also takes into account the phase of x[n] and better
corrects the phase shift introduced by the SOA while staying relatively low in complexity
(16 coefficients vs. 15 and 6 for the EMP and MP respectively).

Another uncertainty analysis is performed for a 16-QAM signal with Pref = −17 dBm.
An acceptable EVM for that scenario is in the 16% range [Sch+11] therefore it is safer to
lower the SOA input power although it also lowers the reach. Higher modulation formats
call for stricter material requirements so a ±5% uncertainty seems reasonable. Figure
3.13 shows the PDF computed for the no DPD, MP, EMP, and GMP predistorters. On
Figure 3.13, it is observed that the MP is not able to consistently pass the threshold
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Figure 3.12 – 4-QAM constellation at Pref = −14 dBm of 100 simulation runs. The blue
shows all symbols. The red and green show the QAM symbols assigned to the negative
and positive high frequency subcarriers respectively

set for an acceptable transmission, but the GMP and the EMP meet the requirements.
Figure 3.13 also reiterates the results found in the 4-QAM case as the GMP improves
both the average EVM and the robustness to the uncertainties to the best extent.

In Figure 3.14, the superposed constellation from 100 simulation runs is depicted for
the 16-QAM case. The GMP is shown to have the better QAM symbol distribution and
concentration.

The same phenomenon can be spotted in the EMP case where dephasing appears on
most outer rings of the constellation. The most inner ring not displaying that same phase
shift could be an indication in how much the intensity associated to a QAM symbol plays
a role in the subsequent observed phase shift induced by the SOA. Going from the inner,
to the middle, to the outer circle, it is seen that the phase shift appears in the midcircle
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Figure 3.13 – 16-QAM probability density function of the EVM at Pref = −17 dBm for
different predistorters
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Figure 3.14 – 2D-histogram of a 16-QAM constellation at Pref = −17 dBm from 100
simulation runs

then increases gradually.
Regardless, the GMP would be the predistorter of choice in this scenario as well using
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14 coefficients and making it reasonably low in complexity for its better results compared
to EMP (12 coefficients), and MP (6 coefficients).

At the beginning of the analysis, it was stated that the same frame was sent down
the optical channel to avoid adding bias to the stochastic analysis due to the variability
of the frame. Another analysis was performed to verify that the conclusions previously
drawn from the stochastic analysis are still valid when using a different seed to construct
the frame. Figure 3.15 depicts the PDF of the EVM for the four cases that have been
studied (no DPD, MP, EMP, and GMP) using different frames. It can be deduced from
that figure that although a different frame can yield slightly different EVM results, the
trends in terms of average EVM and resistance to uncertainties still hold.
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Figure 3.15 – 4-QAM probability density function of the EVM at Pref = −14 dBm for
different predistorters and seeds at 5 % uncertainty

3.4 Stochastic analysis of digital predistortion for a
transmission with fiber

In section 3.3, it was proven that DPD is capable of improving the global quality of a
system in addition to increasing the immunity to uncertainties intrinsic to the system. In
this section, we will explore DPD subjected to the combined uncertainties of IQ imbalances
(a current research focus [Far+17]) in the presence of CD and DAC imperfections.

The following simulations are based on the scenario depicted in Figure 3.16. A bit
stream undergoes M -QAM modulation before being coded into 6 OFDM data symbols
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(2 844 QAM data symbols) of bandwidth ∆B = 20 GHz. The OFDM frame contains 8
OFDM symbols in total including the synchronization and equalization preamble com-
pared to 32 OFDM symbols in one frame for the case with Nsc = 128 and ∆B = 5 GHz
of Section 3.3. That change in the number of OFDM symbols in the OFDM frame is
done so that the length of the time signal stays the same (18432 samples). After ac-
counting for the null subcarriers and the cyclic prefix, the data rate is 27.8 Gbit/s or 55.6
Gbit/s for a 4-QAM and 16-QAM configuration respectively. Some hard-clipping at a 8
dB ratio is done on the constant length time signal which is sent through a DAC with an
effective resolution of 6 bits. This restriction in the quantification level of the DAC will
add some quantization noise to the system. The electro-optic conversion includes an IQ
modulator that has a peak-to-peak voltage of 1.25 × Vπ. The channel configuration is 20
km of fiber followed by the SOA followed by 80 more km of fiber. At the receiver, the
signal undergoes synchronization, common gain and phase compensation, equalization
(using the equalization preamble in the frequency domain), and demodulation. Note that
although the scenario that was just described is more complete, it still assumes an ideal
laser and opto-electronic conversion. The nonlinearities of the fiber are not considered
either although there is still an insight into the issue of four wave mixing (FWM) as it is
a phenomenon that is present in the SOA as well. The predistorters used to linearize the
SOA are identified in an optical B2B setup (fiber excluded) with no uncertainty then are
applied with the fiber and uncertainties added.
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Figure 3.16 – CO-OFDM transmission with the SOA, fiber, and DAC imperfections. The
uncertain variables are gI , ϕ, and Ibias with gQ = 2 − gI . The opto-electronic conversion
and the lasers are considered ideal

Figure 3.16 also displays the parameters featuring the performance-limiting uncertain-
ties in the system: the modulator’s gains (gI and gQ) and phase difference (ϕ), and the
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SOA’s bias current (Ibias). Their nominal values are 1 (where gQ = 1 − (gI − 1)), π
2 , and

150 mA respectively.
The discussed scenario has parameters as summarized in Table 3.6. This new table

adds in the uncertain parameter gI and the DAC resolution.
Table 3.6 – Parameters used in the CO-OFDM simulation for a case with added fiber and
DAC imperfections

Parameter Symbol Value Units
Modulation order M 4 or 16 -

Number of subcarriers Nsc 512 -
Bandwidth ∆B 20 GHz

Cyclic prefix factor ρcp
1
8 -

Total number of QAM data symbols sent Ndata 2844 -
Oversampling factor ρos 4 -

DAC resolution bdac 6 -
MZM gain gI ± σP CE 1 -

MZM peak-to-peak voltage Vpp 1.25 × Vπ volts
IQ modulator phase difference ϕ π

2 ± σP CE radians
Laser wavelength λLO 1540 nm
SOA bias current Ibias 150 ± σP CE mA

For this study, it was deemed valuable to examine cases where the uncertainties were
set at 5% as previously done, but also explore cases where the assigned uncertainties were
picked in such a way that the influence of each uncertain variable had a fairly equitable
impact on the QoI (the EVM). To achieve this, a global sensitivity analysis (GSA) which is
a way to assess parameter sensitivity is conducted. There are different methods available
in the literature [Sal+08][Kuc+12]; the method of choice here is a variance based method
called the Sobol’ analysis also known as analysis of variance (ANOVA) [Sob93]. Assuming
independent input variables with uniform distribution, the Sobol’ decomposition of a
response Y reads:

Y = f (X1, . . . , XN) = f0 +
N∑

j=1
fj (Xj) +

∑
1≤j<k≤N

fjk (Xj, Xk) + . . .+ f1,2,...,N (X1, . . . , XN)

(3.8)
The first term f0 is a constant that is equal to the expected value of f (X). With the
assumption of orthogonality, the variance of Y can be written as:

Var (Y ) =
N∑

j=1
Dj +

∑
1≤j<k≤N

Djk + . . .+D1,2,...,N (3.9)
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where the first summation essentially designates the variance due to the effects of each
uncertain variable Xj and the second summation represents the interaction between the
uncertain variables Xj and Xk.

For a Sobol’ analysis, two sets of measures can be obtained: the first order Sobol’
index and the total Sobol’ index. We will focus on the first order Sobol’ index which gives
a measure of the relative contribution of each uncertain variable and is defined like so:

Sj = Dj

Var (Y ) (3.10)

The Sobol’ indices are usually obtained through MC, but the UQLab toolbox allows to
bypass that by computing the PCE based Sobol’ indices during post-processing [Sud08].
Essentially, once the PCE model M and the coefficients zα are estimated, the coefficients
are simply gathered according to the dependency of each basis polynomial, square-summed
then divided by the total variance. For instance, let us take 3 uncertain parameters Ibias,
gI and ϕ of partial variance D1, D2 and D3 respectively, and p = 3. If we want to obtain
the first Sobol’ index S1 of Ibias, only the coefficients associated to the polynomial basis
where α is (1, 0, 0), (2, 0, 0), and (3, 0, 0) will be taken, squared, and summed to obtain
D1. Then S1 can be calculated such that S1 = D1

D1+D2+D3
.

For a 4-QAM scenario at Pref = −14 dBm, Figure 3.17a looks at the influence of gI ,
ϕ, and Ibias on the EVM by computing each uncertain variable’s first order Sobol’ index
when imposing an uncertainty of 5% on all variables. It is interesting to note that Ibias

Ibias gI ϕ

(a)

Ibias gI ϕ

(b)

Ibias gI ϕ

(c)

Figure 3.17 – 4-QAM configuration at Pref = −14 dBm first order Sobol’ index of uncer-
tain variables Ibias, gI , and ϕ at 5% uncertainty for Ibias and (a) at 5% uncertainty (b) at
10% uncertainty (c) at 15% uncertainty for gI and ϕ

has the most influence by far in the performance of the CO-OFDM transmission when
faced with uncertainties. In Chapter 2, it was discussed that the SOA nonlinearities have
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the most impact on the degradation of the system in our case. Compared to a small
variation of the gain and phase difference of the IQ modulator, a small change in Ibias can
change the gain and therefore the nonlinearities brought about by the SOA. Raising the
percent uncertainty of gI and ϕ increases the variations of the input power Pin into the
SOA which in turn can change the nonlinear characteristics of the SOA. Figure 3.17b and
Figure 3.17c demonstrate the same analysis when the uncertainties of gI and ϕ are raised
to 10% then 15%. The case with Ibias ± 5%, gI ± 15%, and ϕ ± 15% seems to show a
scenario where all parameters have reached a similar level of impact on the transmission,
thus the following analysis will encompass all cases up to 15% uncertainty for the IQ
modulator’s parameters.

The first set of simulations showcase some results for the 4-QAM at Pref = −14
dBm configuration when looking at the four usual cases (no DPD, MP, EMP, and GMP
predistorters). The predistorters are all identified taking into account all imperfections
except the fiber’s. The computed PDFs of the EVM is shown in Figure 3.18 where the
explored uncertainties are at 5% for Ibias and 5%, 10% and 15% for gI and ϕ.

Figure 3.18 – 4-QAM probability density function at Pref = −14 dBm

Like in the optical B2B case (Section 3.3.2), Figure 3.18 comes to support the claim
that DPD is beneficial in two ways. This is apparent when looking at the range of EVM
values becoming lower from no DPD to GMP. The more uncertainties added to the IQ
modulator, the more the EMP and GMP PDFs start to merge (the GMP threshold still
being lower than the EMP’s). The IQ modulator’s phase difference ϕ plays a role in the IQ
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imbalance and introduces some phase uncertainty. The EMP is identified regardless of the
phase thus might be blind to that change induced by ϕ. However, the GMP does take into
account the phase of the signal and might be incorrectly compensating the nonlinearities
related to the phase when ϕ starts becoming more influential. For the EMP and GMP,
the values of EVM reflect a transmission that meets EVM requirements with its trailing
edge for the case with 15% uncertainty having a low chance of occurrence. In the case of
MP, it is only advisable to use it at 5% uncertainty. This configuration is also indicative
of the fact DPD increases the immunity to the uncertainties in the system as the PDFs
stretch upwards.

The constellations at the receiver constructed from 50 simulation runs (Figure 3.19)
of the 15% case is displayed to show a visual representation of the results discussed
previously. The GMP possess the better constellation with the brightest 2D-histogram.
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Figure 3.19 – 4-QAM constellations from 50 simulation runs at Pref = −14 dBm with
Ibias at 5% uncertainty and with gI and ϕ at 15% uncertainty

Notice that here the EMP does not exhibit any phase shift as was the case in Section 3.3.
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This could most likely be attributed to the equalization which would take care of not only
the CD, but also any residual phase noise that the EMP was not able to compensate.

Taking into account the complexity of the predistorters (9 coefficients for MP, 33 for
EMP, and 69 for GMP), the GMP could be a profitable predistorter to use as it has a
more general structure and tends to give slightly better performances for a slightly higher
complexity. When dealing with systems with quite nonlinear IQ modulators, EMP seems
to also be a viable option with lower complexity.

Following is an assessment of the performances of the system for a 16-QAM config-
uration at Pref = −17 dBm. Figure 3.20 demonstrates the estimated PDF from the
PCE models of the same four cases (no DPD, MP, EMP, GMP) at 5% uncertainty. A

Figure 3.20 – 16-QAM probability density function at Pref = −17 dBm

horizontal shift to the left signifies an improvement in EVM, hence a possibility for more
reach. A vertical stretch upwards entails a higher robustness to uncertainties. The EMP
and GMP comply with the EVM objective in most cases as less than 8.7% EVM values
are above the threshold of 16%. In this regard, it can be said that PCE helps predict the
failure of transmission as in 8.7% of cases, the transmission is deemed unsuccessful due
to the values of EVM exceeding the designated limit. In the 16-QAM scenario, the EMP
has a slightly higher immunity to component uncertainties than the GMP. A 16-QAM
configuration having more high peak samples combined with the hard-clipping raises the
the average power of the OFDM frame. The focus on the signal’s envelope seems to work
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rather well at high powers.
Figure 3.21 portrays 2D-histrograms of the 16-QAM symbols received. DPD shows

brighter constellations with a tighter congregation especially for EMP and GMP.

Figure 3.21 – 16-QAM constellations from 50 simulation runs for cases no DPD, MP,
EMP, and GMP at Pref = −17 dBm

The number of DPD coefficients for this scenario are the following: 9 for MP, 33 for
EMP, and 55 for GMP. Being cognizant of the complexity of each predistorter, the better
choice seems to lie on the EMP.

3.5 Conclusion

In this chapter, a stochastic analysis was performed for two cases: a case with a booster
SOA in optical B2B and a case where the fiber and DAC imperfections are added. Joint
parameter variations were applied on three parameters of the IQ modulator and the SOA.
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For the booster case, the IQ modulator’s peak-to-peak amplitude Vpp and phase difference
between the branches ϕ were the chosen uncertain parameters as well as the SOA’s bias
current Ibias. For the case with fiber, the IQ modulator’s Vpp was exchanged to introduce
gain IQ imbalance by choosing the IQ modulator’s branch gain gI . The variability at
the IQ modulator level not only allows for the sensitivity analysis of the impact of IQ
imbalances, but also of the variation of the SOA’s input power Pin. The variation of
bias current Ibias has a direct impact on the SOA gain and can thus be equated to, for
example, a change in the temperature or uncertainty on the length of the active region of
the SOA which can have the same effect on the SOA gain. This means that choosing Ibias

as an uncertain parameter can indirectly help understand the impact of environmental
variations, component manufacturing variability, and sensitivity to operating parameter
settings.

The PCE is shown to be a reliable source for stochastic analyses in the context of
optical communication. The PDF of the EVM is computed for different DPD algorithms
including the MP, EMP, and GMP. DPD is shown to decrease the EVM on average. More
interestingly, it is discovered that DPD also serves to improve the robustness of the system
to its uncertainties. The EMP and GMP come on top as DPD structures with the GMP
being a more general structure showing slightly more promising results and manifesting
more resilience to the phase shifts introduced by the SOA. The EMP still proves a reliable
algorithm for its lower complexity and good performances. The results shown in this
chapter have been published in IEEE photonics technology letters (PTL) [Sim+20] and
have been presented at the CLEO 2021 and JNOG 2021 [Sim+21b][Sim+21a]. At the end
of this chapter, it was discovered that the stochastic analysis could be used not only to see
the probabilistic content of the EVM, but also to predict the failure of the system. This
could lead into having a preview of predictions done for an experimental context. For
instance, are the predistorters able to sustain the strain of uncertainties that are intrinsic
to an experimental setup and are we able to accurately predict the range of EVM values
that would be encountered in these conditions, thus predicting the rate of success of the
global transmission?
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Chapter 4

DIGITAL PREDISTORTION FOR

SEMICONDUCTOR OPTICAL AMPLIFIER

BASED COHERENT OPTICAL

ORTHOGONAL FREQUENCY DIVISION

MULTIPLEXING SYSTEMS:
EXPERIMENTAL RESULTS

In the two previous chapters digital predistortion (DPD) established itself as a valuable
asset in reducing the undesirable effects of not only the semiconductor optical amplifier
(SOA), but also those coming from the IQ modulator. Concurrently, DPD also proved
to be efficient in diminishing the ramifications of signal variability and component un-
certainties. These results were obtained after having made some simplifying assumptions
about the transmission (e.g. the laser phase noise was not considered). The goal of
this chapter is to reassert the benefits of DPD in an experimental setup where all of the
components of the CO-OFDM transmission and their intrinsic uncertainties will be taken
into account. First, the experimental testbed will be introduced. Then the basic setup
of the different components of the transmission chain will be described. Finally, some
experimental results with DPD will be presented. The memory polynomials (MP), en-
velope memory polynomials (EMP) and generalized memory polynomials (GMP) will be
used with the addition of a novel linearization approach called the generalized envelope
memory polynomials (GEMP).
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4.1 Experimental setup

The experimental setup used in this chapter is depicted in Figure 4.1. As can be seen,
the setup is similar to the one used for simulations. The "computer" portion is exactly
the same implemented MATLAB code which now communicates with the components of
the experimental setup. One of the objectives of this thesis was to be able to directly
use our own algorithms for the baseband OFDM Tx and Rx and still be able to interact
with the emitter and receiver components of the experimental setup, thus bypassing the
use of the component maker’s interface. Indeed, as the algorithms used by Keysight are
a black box from our viewpoint, it makes it difficult to analyze what exactly is being
done in the transmission and how Keysight’s compensation schemes interact with each
other. Doing our own signal processing on MATLAB also makes it possible for us to
shape the signal in a more desirable way. For instance, different DPD or peak to average
power ratio (PAPR) reduction schemes can be performed before sending the signal into
the experimental testbed.

For the transmission shown in Figure 4.1, an OFDM frame including 1 synchronization
symbol, 1 equalization symbol, and 30 data symbols is constructed. The 30 OFDM data
symbols contain 8 pilots per symbol. For the OFDM data symbols, the input bit stream
goes through a 4-QAM modulation. The 4-QAM symbols are coded into OFDM symbols
with a bandwidth of 8 GHz consisting of 128 subcarriers. The bandwidth is chosen such
that the oversampling factor of 4 is maintained knowing the waveform sampling frequency
of the emitter is restricted to 32 GHz. The effective data rate for this configuration is 11.12
Gbit/s. Some hard-clipping at a 6 dB ratio is done on the time signal before being sent into
the Keysight M8195A arbitrary waveform generator (AWG) through a virtual instrument
systems architecture (VISA) connection. The 64 GSa/s digital to analog conversions
(DACs) of the AWG have a theoretical resolution of 8 bits. Note that this resolution is not
the effective number of bits (ENOB). The ENOB is an indicator of how the performance
of DACs is degraded by noise and distortion and is dependent on the sampling rate and
the signal’s frequency. Considering [Key16], with an OFDM bandwidth of 8 GHz and
the 32 GHz electrical bandwidth of the AWG, we assume the resolution would be closer
to around 5 bits. The electro-optic conversion is done with the MXIQER-LN-30 optical
modulator that has a Vπ of 5.4 V and the Keysight N4391A optical modulation analyzer
(OMA) local oscillator operating at 1540 nm with a laser linewidth of 100 kHz. The
laser used at the emitter and at the receiver is the same hence the experimental setup
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places us in slightly favorable conditions where the carrier frequency offset (CFO) is not
an issue. The IQ modulator’s operating point is stabilized via the MBC-IQ-LAB-A1 bias
controller. The booster amplifier is a 750 µm INPHENIX-IPSAD1501 SOA with a gain of
about 17 dB, a noise figure of 9 dB, and a supplied bias current that can go up to 300 mA.
The OMA performs the opto-electronic conversion with the 40 GSa/s analog to digital
conversions (ADCs) at a resolution of 8 bits (not in terms of ENOB), then sends the signal
back into the computer by using the .NET interface. At the receiver, a low-pass filter with
a 8.8 GHz bandwidth is applied to reduce out-band noise. Then, the signal goes through
IQ imbalance compensation, synchronization, equalization, phase and amplitude tracking,
and quadrature amplitude modulation (QAM) symbols demodulation. The IQ imbalance
compensation, phase and amplitude tracking, and QAM symbols demodulation will be
detailed in Section 4.3.1. The synchronization is an amplitude based cross-correlation
between the received signal and the known synchronization preamble. The equalization is
done by applying the inverse channel response between the received OFDM symbol and
the known equalization preamble in the frequency domain. In this chapter, the fiber is
not included as the focus is to reduce the nonlinearities caused by the SOA at the emitter
side.

4.2 Setting up the experimental testbed

The experimental setup described in the previous section is a representation of the
experimental testbed pictured in Figure 4.2. The following paragraphs discuss the most
relevant components of that testbed.

The signal constructed on MATLAB is sent to the AWG in a dual channel configuration
meaning the real part of the signal goes into channel 1 and the imaginary part into channel
4. The signal needs to be scaled to a peak amplitude of 1 (maximum between the real and
imaginary part) in order to avoid clipping from the DAC. In the AWG, three specifications
are of interest in this chapter: the sample time delay between I and Q (timing skew),
finite impulse response (FIR) filter coefficients, and output amplitude. A sample time
delay between the I and Q branches could be the result of having different electrical
lengths between I and Q in the testbed. For example, if the I driving voltage has to travel
through a longer path, there will be IQ imbalance which could hinder synchronization
and leads to distortions in terms of constellation. Hence, there is a need to readjust the
time delay through the AWG. One straightforward way to fix the delay is to look at the
constellation or error vector magnitude (EVM) at the receiver and adjust it until there
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AWG
OMA

Computer

Att.

ISO

PC

SOA
PC

2⨯SW

PM
90/10

RF amp.
+IQ mod.

Figure 4.2 – CO-OFDM experimental testbed. 90/10: 90/10 splitter, Att.: Attenuator,
AWG: Arbitrary Waveform Generator, IQ mod.: IQ modulator, ISO: Isolator, OMA:
Optical Modulation Analyzer, PC: Polarization Controller, PM: Powermeter, SOA: Semi-
conductor Optical Amplifier, SW: Switch

is no visible improvement. In our case, the default configuration with no sample delay
gives the best EVM thus none will be added throughout this experimental investigation.
Before being converted to the electrical domain, a half-band Nyquist filter with a rollof
factor of 0.2 and 32 taps (for the I and Q driving signals) is applied as an anti-alias
filter. After having gone through the filter, the electrical signal exiting the AWG has a
maximum peak-to-peak output that can be set to a maximum of 500 mV. It makes sense
to think that the higher the output amplitude, the better since it entails a better signal to
noise ratio (SNR) at the receiver. However, higher outputs could put the radio frequency
(RF) amplifiers into their saturation region. A quick study is done to determine the state
of linearity of the electrical signal at the emitter using the Agilent Technologies N9020A
MXA signal analyzer. Figure 4.3 shows the spectrum of a 8 GHz sinusoid at the output
of the AWG with peak-to-peak voltages of 250 mV and 500 mV. The first and second
markers designate the fundamental frequency, the third marker the second harmonic, and
the fourth marker the third harmonic. In both cases, there is at least approximately 30 dB
between the fundamental and its harmonics so the AWG can be considered fairly linear
at both 250 mV and 500 mV.

The electrical signal outputted by the AWG is amplified by an iXblue DR-AN-20-
HO non-inverting single ended driver with a gain of 30 dB (according to the datasheet).
Figure 4.4 shows the spectrum of a 8 GHz sinusoid at the output of the amplifier for
different amplitudes coming out of the AWG (250 mV and 500 mV peak-to-peak). Note
that attenuators are used to protect the signal analyzer so the values are to be viewed
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(a) 250 mV peak-to-peak 8 GHz sinusoidal signal spectrum at the output of
the AWG

(b) 500 mV peak-to-peak 8 GHz sinusoidal signal spectrum at the output of
the AWG

Figure 4.3 – 8 GHz sinusoidal signal spectrum seen at the output of the AWG for different
output amplitudes. Vertically: 10 dB/div, horizontally: 2.659 GHz/div
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relatively. It can be seen from Figure 4.4 that at the 250 mV peak-to-peak AWG output,
there is still about a 30 dB difference between the fundamental and the harmonics as was
seen at the output of the AWG. However, at the 500 mV peak-to-peak amplitude, that
difference goes down to about 25 dB meaning the amplifier is starting to saturate. This
signifies that it would be preferable to limit the output amplitudes of the AWG closer to
250 mV peak-to-peak.

The nonlinearities of the RF amplifiers are not the only to watch out for as there could
also be nonlinearities coming from the IQ modulator. Table 4.1 gives a glimpse into the
role the IQ modulator could play in the transmission facing nonlinear effects:

Table 4.1 – Calculated MZM Vpp values according to the AWG output amplitude. The
RF amplifiers have a gain of 30 dB and a set of 4 dB fixed attenuators are put at the RF
amplifiers input for overvoltage protection

AWG output (mV) MZM Vpp (V)
50 0.18 × Vπ

100 0.37 × Vπ

150 0.55 × Vπ

200 0.74 × Vπ

250 0.92 × Vπ

300 1.11 × Vπ

350 1.29 × Vπ

400 1.48 × Vπ

450 1.66 × Vπ

500 1.85 × Vπ

The MZM’s transfer function (Figure 1.17) indicates that the IQ modulator has a
nonlinear behavior. As Vpp increases, the signal pushes the IQ modulator into its nonlinear
region. An IQ modulator has negligible nonlinearities so long as Vpp ≤ Vpi [Fre+13].
According to Table 4.1, the IQ modulator’s nonlinearities thus begin to be non negligible
starting at 300 mV at the output of the AWG. A compromise will need to be found between
avoiding nonlinearities caused by the Mach-Zehnder modulator (MZM) and SNR.

Apart from the nonlinearities that can arise from the IQ modulator, some other un-
desirable effects can come about due to the IQ modulator when it is not set on the
appropriate operating point. The proper operating point for our purposes was presented
in Section 1.3.1. In an experimental setup, this operating point can be achieved by putting
the two MZM branches at their null point corresponding to the point at the lowest power.
This is done by adjusting a driving voltage in each MZM branch. Then, a third driving
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(a) 250 mV peak-to-peak 8 GHz sinusoidal signal spectrum at the output of
the RF amplifier

(b) 500 mV peak-to-peak 8 GHz sinusoidal signal spectrum at the output of
the RF amplifier

Figure 4.4 – 8 GHz sinusoidal signal spectrum seen at the output of the RF amplifier for
different output amplitudes. Vertically: 10 dB/div, horizontally: 2.7 GHz/div
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voltage serves to adjust the phase difference between the two MZMs such that a phase
difference of π

2 is obtained. This process is shown in Figure 4.5.

Null point
Pout,2

MZM1

V2

MZM2

Vπ

Null point
Pout,1

V1Vπ

Figure 4.5 – Setting of the IQ modulator operating point. The two MZMs are operated
at null point so that the IQ modulator can operate at the point where the optical field is
most linear

In this thesis work, a bias controller unit (iXblue MBC-IQ-LAB-A1 bias controller)
has been used so as to automatically adjust these three driving voltages. Essentially, a
small portion of the signal at the output of the MZM goes through a feedback loop after
having been detected by a monitoring photodiode, then an algorithm uses a dither signal
to readjust the DC bias voltage of the MZM when the IQ modulator has deviated from
its operating point.

Figure 4.6 is a depiction of the spectrum obtained from a 1 GHz OFDM signal at
the receiver when the IQ modulator is at its proper operating point (see the suppressed
carrier at DC in Figure 4.6b) and when the IQ modulator is not at the right operating
point (see the carrier at DC in Figure 4.6a). Their corresponding constellation below show
that when the IQ modulator is not in its proper operating point, a significant imbalance
occurs, resulting in a non Gaussian distribution of the received QAM symbols. Indeed,
at the wrong operating point, the EVM is 32.9% compared to an EVM of 17.5% at the
right operating point.

Figures 4.6b and 4.6d are examples showing that the algorithm in the bias controller
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(a) IQ modulator at the wrong operating
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Figure 4.6 – Spectrum and constellation of a 1 GHz OFDM signal with an AWG output
amplitude of 300 mV when the IQ modulator is at the wrong operating point ((a) and
(c)) and at the proper operating point ((b) and (d))

unit is able to keep the correct operating point regardless of changes in the environment
and polarization. Although the results presented in the next section relies on the iXblue
device to perform an automatic bias control, some other work done in the Laboratoire des
Sciences et Techniques de l’Information de la Communication et de la Connaissance (Lab-
STICC) has shown that it may be possible to deactivate that device and still compensate
the general problem of IQ imbalance in presence of laser phase noise by performing a joint
parameter estimation [Fru+21].
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As stated in the previous paragraph, the bias controller is used which allows us to focus
on the undesirable effects of the SOA. The SOA unit is composed of the SOA, the Thorlabs
TED 200 thermoelectric temperature controller using a control loop with a thermistor as
a temperature sensor that is set to a resistance of 12.5 kΩ, and the Thorlabs LDC 210
C laser diode controller to control the bias current. A manual polarization controller is
also put in front of the SOA as a change in polarization can lead to a change in gain of
typically 1.5 dB, as well as an optical attenuator to control the input power into the SOA.

The other polarization controllers are placed in front of the IQ modulator and the OMA
to maximize the power at the receiver. The polarization controller placed before the IQ
modulator stems from the previous set up where the IQ modulator’s operating point had
to be set up manually; the new IQ modulator unit monitoring the polarization reduces
the need for that controller. The polarization controller placed in front of the OMA is
put in anticipation for a dual polarization configuration; with only one polarization, the
OMA is able to combine the two modes at the receiver without necessarily needing to
adjust the polarization.

The OMA receives 90% of the signal while either the Anritsu MT9810A powermeter
or the APEX AP2683A optical complex spectrum analyzer (OCSA) takes in 10% of the
signal using splitters. Using the OCSA, it is possible to see that the emitter’s frequency
response is not all-pass. Figure 4.7 suggests that the frequency response of the AWG
and IQ modulator produces an uneven spectrum for a 8 GHz OFDM signal sent into an
optical back to back (B2B) setup.

Figure 4.7 – 8 GHz OFDM signal spectrum in optical B2B without passband pre-
compensation
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This behavior is corrected by estimating the passband frequency response in the MAT-
LAB OFDM baseband receiver using the equalization preamble, then constantly using the
inverse of that response as the channel pre-compensation block. Figure 4.8 is a visual rep-
resentation of the AWG being compensated. This correction is done to ensure the main
changes seen in the signal’s spectrum can be attributed to the SOA.

Figure 4.8 – 8 GHz OFDM signal spectrum in optical B2B with passband pre-
compensation

Before presenting the experimental results, it is useful to know that the signal at
the receiver is able to be retrieved with MATLAB by interacting with the Keysight 89600
vector signal analysis (VSA) software of the OMA where a trace of the signal can be saved
onto the computer then reloaded on MATLAB for processing. When saving the trace,
the OMA resamples the signal to a frequency equal to the frequency span multiplied by
1.28 for a complex signal (2.56 for a real signal). The frequency span is set to 25 GHz to
keep the 32 GHz sampling frequency that is set by the emitter. Note that before saving a
trace, it is necessary to tell the VSA software to automatically adjust to the input power
range of the hardware to have meaningful results. Now that the experimental testbed has
been set up accordingly, the experimental investigation can be pursued.
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4.3 Experimental investigation of a CO-OFDM trans-
mission with a booster SOA

The experimental setup now taking into account certain aspects that were bypassed
when presenting the numerical results signifies a few baseband Rx blocks will appear:
the IQ imbalance compensation, the amplitude and phase tracking, and a data-aided
demodulation. The IQ imbalance compensation will be explained first.

4.3.1 Experimental baseband receiver

The IQ imbalance is defined as a quasi-static phase and amplitude mismatch between
the real and imaginary part of the signal. These impairments can stem from the emitter
or the receiver in the form of an improper biasing of the IQ modulator, imperfections in
the transmission components, and timing mismatch due to the difference in cable lengths
between I and Q. As the IQ modulator has a bias controller and the IQ delay skew (also
called IQ time skew) is supposed to be corrected through the AWG, the IQ compensation
here would be taking care of any residual imbalance. A well-known technique used to
perform this compensation is the Gram-Schmidt orthogonalization procedure (GSOP)
[Fat+08]. The GSOP aims to orthogonolize two nonorthogonal components of the received
signal rI [n] and rQ [n], to then obtain a pair of orthonormal components IO [n] and QO [n]
like so:

IO [n] = rI [n]√
E [r2

I [n]]
(4.1)

QO [n] = Q
′ [n]√

E [Q′2 [n]]
(4.2)

where
Q

′ [n] = rQ [n] − E [rI [n] rQ [n]] rI [n]
E [r2

I [n]] (4.3)

Figure 4.9 shows the compensation in action where the EVM can be reduced by roughly
2% and the constellation shows that the concentration of QAM symbols near the reference
is higher. This slight improvement also shows that the IQ imbalance will not be the main
issue in this analysis.

The next compensation that is now activated is the amplitude and phase tracking
which uses the OFDM symbol’s pilots to track the amplitude and the phase over time.
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Figure 4.9 – Constellation of 150 OFDM (5 different measurements of a frame with 30
OFDM data symbols) with a bandwidth of 8 GHz OFDM signals (a) without IQ imbalance
compensation (b) with IQ imbalance compensation

Contrary to the numerical results presented in Chapters 2 and 3, the experimental results
will include the effects of laser phase noise. As stated in Section 1.3.1 and Equation 1.7,
the laser phase noise process is a time varying process which is dependent on the laser
linewidth ∆ν. Usually the phase noise of the emitter laser and the receiver laser add
up together. However, considering our experimental setup uses one local oscillator, the
OMA’s 100 kHz of laser linewidth puts us in a favorable position. Note that the laser
at the emitter beats with a delayed version of itself at the receiver meaning the impact
of laser phase noise would increase with larger fiber lengths. A short investigation of the
amplitude and phase tracking scheme will show that the laser phase noise in our situation
is still nevertheless impactful.

Figure 4.10 represents the constellations from three different measurements of an 8
GHz OFDM frame. Below each set of constellation is their corresponding estimated phase
at the OFDM symbol rate. The way the phase was estimated will be discussed later on.
The change in phase per OFDM symbol seems to be coherent with the transient nature
of the phase noise process. The phase observations also help understand the constellation
shape. For example, in Figure 4.10a there is a clump of data shifted to the left of the
reference QAM symbols by about 110° which corresponds to the phase shift shown in
Figure 4.10d. Similarly so, juxtaposing Figures 4.10c and 4.10f it makes sense that the
constellation has more data points shifted to the far right as 12 of the 30 OFDM symbols
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are between 40-50° while the other symbols are spread out in terms of phase.
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Figure 4.10 – Constellation and estimated phase per OFDM symbol from 3 different
measurements of an 8 GHz OFDM frame subjected to laser phase noise. The estimated
phase curves correspond to the same frame as the constellations above them

The amplitude and phase tracking is done in the frequency domain using a simple divi-
sion between the sent OFDM symbol pilot subcarriers (8 pilots per orthogonal frequency
division multiplexing (OFDM) symbol for our configuration) and the received OFDM
symbol pilots to get a frequency response [Yi+07]. The complex coefficient that is used
to do the compensation corresponds to the average of the inverse frequency response.
Since the phase noise process is time varying, a new complex coefficient is calculated then
applied per OFDM symbol. Note that the amplitude of this coefficient fluctuates around
1 in our setup which means this coefficient mainly corrects the phase of the signal.

The effectiveness of that compensation scheme is shown through Figure 4.11 which
represents the amplitude modulation to phase modulation (AM/PM) from 5 different
measurements of an 8 GHz OFDM signal with and without amplitude and phase tracking.
The input in this case is the OFDM frame before hard-clipping is applied while the output
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is the received OFDM frame after synchronization. In Figure 4.11a, phase spread shows
that the laser phase noise has a consequential effect on the transmission. The goal is to
have a 0 phase difference between the input and output regardless of the input amplitude.
Figure 4.11b shows that the amplitude and phase tracking scheme is capable of greatly
compensating the laser phase noise.

(a) (b)

Figure 4.11 – Amplitude modulation to phase modulation curves of five 8 GHz OFDM
frames (a) without amplitude and phase tracking (b) with amplitude and phase tracking

The last change in the MATLAB baseband Rx algorithms is in the demodulation
which is now a data aided QAM demodulation instead of a simple one [Ozd+07]. Data
aided QAM demodulation is done as depicted in Figure 4.12.

OFDM( j ) QAM
decision

Figure 4.12 – Data aided QAM demodulation. r(j) is a vector containing the received
symbols of the jth received OFDM symbol, r̃(j) is a vector containing the received symbols
corrected with β(j), ŝ(j) is the projected symbols obtained from the QAM symbol decision,
⊘ is an element-wise division, and Nofdm is the total number of OFDM symbols in the
frame
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Data aided demodulation reads in the following way:

1. Initialize a complex vector β(j) designating the channel frequency response to a
set of 1 + 0i with length equal to the number of data QAM symbols per OFDM
symbol

2. Multiply jth OFDM symbol by β(j)

3. Obtain the projected symbols ŝ(j) after doing QAM symbol decision

4. Update β(j) at the rate of the symbol duration by taking the ratio between the
projected symbols ŝ(j) and the received QAM symbols r(j)

5. Increment j and repeat steps 2-6 until the end of the OFDM frame (Nofdm −2 with
the −2 removing the synchronization and equalization preamble from the OFDM
frame)

This allows better results as evidenced by Figure 4.13 which shows the constellation
from five different measurements of an 8 GHz OFDM frame with and without data aided
demodulation.
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Figure 4.13 – Constellation of five 8 GHz OFDM signals (a) without data aided demod-
ulation (b) with data aided demodulation

It is important to note that as mentioned before, the zero-forcing method albeit simple
can accentuate the noise which can be seen in the constellation diagrams where some
QAM symbols (in black) are farther from the reference symbol. A method other than
zero-forcing could help improve the quality of transmission.
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4.3.2 Experimental comparison of DPD algorithms

Using the experimental setup and algorithms presented in Sections 4.1 and 4.3.1, the
behavior of the SOA is plotted with respect to its reference input power and its corre-
sponding EVM (Figure 4.14). The input power into the SOA is measured by recording
the power going into the OMA in an optical B2B setting. The optical B2B setting here
means that the transmission is done without the SOA. As mentioned previously, the re-
sults are now a reflection of the algorithms we implemented on MATLAB instead of those
from Keysight’s VSA software. It therefore makes sense to first do a quick comparison
of the two to verify the performance of the implemented MATLAB receiver. Figure 4.14
shows the EVM at different input powers into the SOA of five 8 GHz OFDM frames using
the VSA receiver vs. the MATLAB receiver (without fiber). Figure 4.14 depicts that
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Figure 4.14 – Average EVM of the VSA and MATLAB receivers at different input powers
into the SOA for five measurements of an 8 GHz OFDM frame. Ibias = 200 mA

the SOA behaves as expected with a slightly higher EVM at low input powers due to
the amplified spontaneous emission (ASE) noise then a reduction in that EVM as power
increases until the nonlinear region of the SOA is reached, forcing the EVM to rise. The
values from VSA and MATLAB seem to be quite close to each other meaning the rest of
the investigation can be pursued safely.

The second step of this investigation looks into the power spectral density (PSD) of
the OFDM frames which gives an insight into the effects of the SNR and adjacent channel
power ratio (ACPR), an aspect that was not touched upon as deeply in the numerical
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results part of this thesis. The normalized PSDs of an 8 GHz OFDM frame are shown at
different input powers into the SOA in Figure 4.15.
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Figure 4.15 – PSD of an 8 GHz OFDM frame at different input powers into the SOA.
Ibias = 200 mA, 300 mV peak-to-peak AWG output

It can be seen that there is a drop at a frequency of 12.5 GHz which is due to the
OMA being set to a frequency span of 25 GHz (to have a sampling rate of 32 GHz). At
Pref = −32 dBm, the ASE noise is more present which explains the higher noise levels;
there is a little more than a 10 dB difference with the passband. The Pref = −23 dBm
point is situated on what is considered the linear region of the SOA where there is now a
little more than 20 dB difference with the passband. The region that will be of interest
for this thesis includes Pref = −14 dBm where the SNR is higher but some spectral
regrowth can be seen on the adjacent channels as well as the effect of phase-amplitude
coupling whose shape can be seen in the passband. This is in accordance to the numerical
results shown in Figure 2.14 where the nonlinearities of the SOA manifested through some
asymmetrical spectral regrowth in the out-band region, and the tilt in the passband due
to the phase-amplitude coupling.

DPD will be used to mitigate these effects. With low complexity being a crucial aspect
for photonics applications, this chapter chooses to deal with the same three simplified
inspired versions of the Volterra Series: the MP, the EMP, and the GMP. A reminder
of their mathematical expressions can be found in Table 4.2 where Ki are nonlinearity
orders, Li and Mi are the memory depths, and akl, bklm, c0 and cklm are the coefficients
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Table 4.2 – Known predistorter algorithms

yMP (n) =
K−1∑
k=0

L−1∑
l=0

aklx(n− l)|x(n− l)|k

yEMP (n) = x(n)
(
c0 +

K−1∑
k=1

L−1∑
l=0

akl|x(n− l)|k
)

yGMP (n) =
Ka−1∑
k=0

La−1∑
l=0

aklx(n− l)|x(n− l)|k

+
Kb∑

k=1

Lb−1∑
l=0

Mb∑
m=1

bklmx(n− l)|x(n− l −m)|k

+
Kc∑
k=1

Lc−1∑
l=0

Mc∑
m=1

cklmx(n− l)|x(n− l +m)|k

to be estimated.
Previous investigations suggested that predistorters based on the envelope of the sig-

nal tend to display very good performances [Dio+17]. Consequently, we propose a new
memory polynomials DPD structure, the GEMP, with the aim to provide an extra degree
of freedom as is the case for the GMP but focusing solely on the signal’s magnitude. The
GEMP’s mathematical expression is shown below:

yGEMP (n) = x(n)
(
c0+

Ka−1∑
k=1

La−1∑
l=0

akl|x(n−l)|k+
Kb∑
p=1

Kc∑
q=1

Mb∑
m=1

Lb∑
l=0

bpqml|x(n−l)|p·|x(n−l−m)|q
)

(4.4)
The added value of the GEMP is that its use can be extended to other scenarios

such as intensity-modulation/direct-detection (IM/DD). To find the appropriate struc-
tural parameters while taking into account the impairments of the experimental setup,
more emphasis was put on the normalized mean square error (NMSE) in the Hill-Climbing
error criterion in Equation 2.3.

The results shown next were obtained by identifying the predistorters (MP, EMP,
GMP, and GEMP) at different input powers of the SOA then validating the DPD by
sending 32 OFDM symbols at that same input power. Figure 4.16 displays the mean
EVM averaged from 5 different measurements at Ibias = 200 mA for input powers into
the SOA ranging from Pref = −19 dBm to Pref = −14 dBm. Contrary to simulation
analyses, here component limitations put restrictions on the maximum power that can
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be sent into the SOA. For instance, the AWG output amplitudes are not able to go over
500 mV and the inputs of the RF amplifiers have to be controlled to not damage the
component.
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Figure 4.16 – Average EVM of multiple predistorters at different input powers into the
SOA for five measurements of an 8 GHz OFDM frame. Ibias = 200 mA, 300 mV peak-to-
peak AWG output

In Figure 4.16, it can be seen that starting at Pref = −19 dBm, the system is too linear
for DPD to be activated and stay beneficial. For higher input powers, looking at the 30%
EVM limit, the MP allows for a 3.6 km reach increase going from Pref = −15.75 dBm to
Pref = −14.5 dBm and accounting for the SOA gain behavior and the attenuation in a
single-mode fiber (SMF). The EMP, GMP, and GEMP behave almost the same and are
well below the required limit. For Pref > −18.5 dBm, we see a relative improvement in the
EVM that becomes all the more important when the power into the SOA increases. The
EVM is seen to be reduced to about 20% for all input powers currently shown. Contrary
to when the numerical results were presented, it is harder for the GMP to detach itself
from the EMP in an experimental environment.

The constellation diagrams of Figure 4.17 comparing five measurements from all pre-
distorters at Pref = −14 dBm show a similar pattern where the MP has slight improve-
ments compared to the case with no DPD while the EMP, GMP, and GEMP have the
brightest constellations.
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Figure 4.17 – Constellation diagrams of multiple predistorters at different input powers
into the SOA for five measurements of an 8 GHz OFDM frame. Ibias = 200 mA, 300 mV
peak-to-peak AWG output

One way to differentiate the three best predistorters is to look at their complexity.
For the Pref = −14 dBm case, the MP had 9 coefficients, the EMP 27, and the GMP and
GEMP had 20 coefficients. With phase noise being the most prominent factor affecting
the DPD learning phase, this could be an avenue to explore in order to explain that the
EMP now requires more coefficients than the GMP to have similar performances.

The performance of the four predistorters is re-evaluated by increasing the bias current
supplying the SOA to 240 mA and increasing the AWG output peak-to-peak amplitude
from 300 mV to 425 mV in order to push the maximum SOA input power to −13 dBm
instead of −14 dBm. This scenario should lead to more nonlinearities coming from not
only the SOA, but also the RF drivers and the IQ modulator.

Before we delve into the case where Ibias = 240 mA, we will do an analysis of the
effects increasing Ibias has on the transmission. A comparison is done between the case
with Ibias = 200 mA and Ibias = 240 mA looking at the EVM over different input powers
into the SOA in Figure 4.18. That figure displays that at first, the case where the bias
current is higher yields higher values of EVM. This could be possibly attributed to two
things: the ASE noise or the added nonlinearities. As stated earlier, a higher bias current
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leads to more nonlinearities. A higher bias current for the same input power also means
more ASE. Starting at Pref = −16 dBm, there is a crossover between the two scenarios
which could be connected to the higher SNR at the receiver for Ibias = 240 mA. Indeed,
at Pref = −14 dBm, the input power into the OMA is 2.50 dBm for Ibias = 200 mA
compared to 3.86 dBm for Ibias = 240 mA.
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Figure 4.18 – Average EVM of Ibias = 200 mA (AWG amplitude of 300 mV) and Ibias =
240 mA (AWG amplitude of 425 mV) at different input powers into the SOA for five
measurements of an 8 GHz OFDM frame (150 OFDM data symbols in total)

The remaining results that will be presented focus on the case where Ibias = 240 mA.
First, the EVM of the different predistorters is shown for different input powers into the
SOA in Figure 4.19. From Fig. 4.19, it can be inferred that by using DPD the input
power into the SOA can be increased from −15.75 dBm (no DPD) to −14 dBm (MP) and
−13 dBm (EMP, GMP, and GEMP) while still meeting the EVM requirement of 30%.
This corresponds to an increase in reach of 4.5 km (MP) and 7.1 km (EMP, GMP, and
GEMP) accounting for the change in gain in the SOA and the attenuation in the fiber.

Using the SOA with Ibias = 200 mA and Ibias = 240 mA would allow us to push
the power into the SOA to −15.75 dBm and stay within the EVM requirement of 30%.
Taking into account the output powers of the SOA for Ibias = 200 mA (1.5 dBm) and
Ibias = 240 mA (2.95 dBm), there is difference in reach of about 7.25 km in favor of the
Ibias = 240 mA case.
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Figure 4.19 – Average EVM of multiple predistorters at different input powers into the
SOA for five measurements of an 8 GHz OFDM frame. Ibias = 240 mA, 425 mV peak-to-
peak AWG output

Figure 4.20 shows the baseband PSD with and without DPD at Pref = −13 dBm.
The no DPD case displays some distortions both in the passband where there is a slight
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Figure 4.20 – PSD of multiple predistorters at Pref = −13 dBm of an 8 GHz OFDM
frame. Ibias = 240 mA, 425 mV peak-to-peak AWG output

146



4.3. Experimental investigation of a CO-OFDM transmission with a booster SOA

tilt and in the adjacent channels where there is spectral regrowth. Inserting DPD rectifies
the in-band effects of the SOA and decreases the out-band impact.

Figure 4.21 provides another way to visualize the benefits of DPD with the constella-
tion of the no DPD and the different predistorter cases at Pref = −13 dBm. The color
coded constellation diagrams indicate that the highest densities of QAM symbols near the
reference symbols belong to the EMP, GMP, and GEMP although the MP still performs
better than the no DPD case.
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Figure 4.21 – Constellation diagrams of multiple predistorters at different input powers
into the SOA for five measurements of an 8 GHz OFDM frame. Ibias = 240 mA, 425 mV
peak-to-peak AWG output

The coefficients associated with each predistorter are the following: 12 for MP, 18 for
EMP, 12 for GMP, and 17 for GEMP. In that regard, it seems that the GMP and the
GEMP come out as top choices for DPD algorithms as they give the best performances
for a lower complexity. When the bias current increases, the GMP stands out even more
in terms of low complexity. A final important note is that the predistorters with the
better results (EMP, GMP, GEMP) showcased more emphasis on memory depth than
nonlinearity orders which would be in line with a more dispersive channel.
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4.4 Conclusion

The mitigation at the emitter of nonlinear impairments caused by a booster SOA in
a CO-OFDM access/metropolitan network application was investigated experimentally.

First, the experimental setup and tesbed was presented. The linearity of the emitter
side of the transmission was established without SOA by looking at the amplitudes of the
AWG, the RF drivers, and the IQ modulator. The impact of the correct operating point
of the IQ modulator was evaluated as well as the frequency response of the AWG.

As the baseband processing is implemented on MATLAB, a comparison of the MAT-
LAB receiver and the Keysight VSA receiver showed a good agreement between the two
receiver’s EVM values. Out of all the linear effects of the transmission, the laser phase
noise was shown to be impactful while still being well corrected through phase tracking.
The laser phase noise was also suspected to have some influence in the learning phase of
DPD.

Regardless, all DPD algorithms showed valuable results for different bias currents
supplying the SOA. Some of these results were part of a conference contribution at the
IPC 2021 [Sim+21d]. The GEMP was proven to be a worthy general low complexity
predistorter whose scope can go beyond that of coherent optical applications. The GMP
was the best choice of predistorter to keep low complexity on top of improving the quality
of transmission.
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CONCLUSION AND PERSPECTIVES

This thesis work was centered on the influence of digital predistortion (DPD) in semi-
conductor optical amplifier (SOA) based coherent optical orthogonal frequency division
multiplexing (CO-OFDM) systems for access/metropolitan networks. Indeed, with the
push for transparency in optical networks, the SOA places itself as a great prospect for
optical amplification. The SOA is compact and integrable, low cost, and has a large op-
tical bandwidth; all these qualities are valuable in the eyes of future access networks. On
the other hand, orthogonal frequency division multiplexing (OFDM) modulation formats
have the added value of a capacity for high spectral efficiency, simple digital signal pro-
cessing (DSP) for its construction and the ability to allow for parallelization, a dynamic
allocation of frequency bands, and a resilience to channel dispersions. The benefits of
an SOA based CO-OFDM system are obvious; however, the intrinsic dynamic changes
in instantaneous power of OFDM unfortunately tend to excite the nonlinearities in the
SOA. This disadvantage in combining SOAs and OFDM modulation calls for linearization
techniques. DPD is an attractive solution to this problem as it is known to be simple
for implementation, flexible (a different predistorter can be selected if the format of the
signal changes), relatively low cost, and effective.

The study of DPD in the context of this thesis was done through three types of
analyses: numerical, stochastic, and experimental. For the numerical analysis, first a
comparison was made between three known predistorters in the radio frequency field:
memory polynomials (MP), envelope memory polynomials (EMP), generalized memory
polynomials (GMP). In photonics, DPD has to be tackled in a different manner since a
closed loop implementation is not exactly feasible since the amplifier is part of a bigger
system with electro-optic conversion meaning the access to the SOA’s input and output
is limited. Photonics also deals with larger bandwidth and data rates which plays a
significant role in the allowed complexity of a predistorter. The Hill-Climbing heuristic
was validated as a reliable way to find the structural parameters of a predistorter and a
comparative analysis revealed that the GMP gave slightly better performances than the
MP and EMP without adding much in terms of parametric complexity. A deeper study
of the GMP structure seemed relevant so an analysis of GMP in the context of increasing
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data rate was performed. This analysis gave reason to believe that one could increase data
rate by sending signals with larger bandwidths and still reap the benefits of DPD. More
interestingly, the analysis confirmed that the same predistorter can be used regardless of
the number of subcarriers per OFDM symbol. Similarly so, an investigation of an in-line
SOA scenario revealed that the same predistorter identified without the fiber could be
used once the fiber is added and still be effective up to a certain point. The final step
in the numerical analysis was to contrast DPD and digital post-distortion (DPoD); here
the comparison was done by using the same structure at the emitter vs. at the receiver.
It seemed to be that opting to send a cleaner signal at the emitter was the better option
though DPoD is still a viable solution when the SOA is closer to the receiver side.

The results obtained during the numerical analysis showed that DPD reduced the
impact of the OFDM frame variability and could still function properly when the operating
point of the SOA in which it was identified fluctuated. It seemed pertinent to test the
validity of DPD through a sensitivity analysis where joint parameter variation is applied
on the IQ modulator and the SOA. These parameters can mimic the variability of the
environment, component fabrication or calibration in real applications. Varying the bias
current of the SOA has an intuitive impact on the SOA behavior; the impact of varying
the branches gain, peak-to-peak voltage and the phase difference of the IQ modulator is
less obvious but quite apparent as it changes the input power into the SOA. To perform
the stochastic analysis, polynomial chaos expansion (PCE) is found to be a reliable way to
bypass the computational costs of Monte Carlo in the context of an optical transmission
with SOAs showing a speedup ratio of 200. With PCE, DPD is discovered to be all the
more useful for a booster SOA with and without fiber and in the presence of digital to
analog conversion (DAC) quantization noise, and IQ imbalance since it reduces the impact
of system uncertainties on top of improving the global quality of transmission.

DPD is discovered to be all the more useful for a booster SOA with and without fiber,
and in the presence of DAC quantization noise and IQ imbalance since it reduces the im-
pact of system uncertainties on top of improving the global quality of transmission. The
experimental analysis is a way to verify the benefits of DPD under real system uncertain-
ties beyond the limit of three parameters chosen during the stochastic analysis. It is also
a way to make sure that the use of DPD is still valid when the simplifying assumptions
made during the numerical analysis do not necessarily hold in a real environment (laser
phase noise present, influence of the optical signal to noise ratio (OSNR)). The experi-
mental analysis confirmed that DPD is able to lower the error vector magnitude (EVM)
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computed at the receiver and can therefore increase transmission reach.

The analyses performed during this thesis demonstrated the value of using DPD for
SOA based CO-OFDM systems. Further research can be done to solidify the findings of
this thesis work. Other modulation formats that deal with non-constant envelopes can be
tested. This would help confirm that the findings of this thesis are applicable in other con-
texts and the question of DPD implementation for example for a filter bank multicarrier
(FBMC) modulation could be addressed. Other formats of OFDM like constant envelope
OFDM (CE-OFDM) could also be explored. Reducing the issue of peak to average power
ratio (PAPR) might allow DPD to be more effective since the dynamic and memory effects
of the SOA should not be as present. This would facilitate nonlinearity characterization
of the predistorters and activating the DPD block might be needed only at much higher
input powers of the SOA. On top of that, the implementation of polarization division
multiplexing (PDM) is a point to investigate as it brings higher data rates. Here, the way
to identify the predistorter while compensating the polarization mode dispersion (PMD)
will be issues to tackle.

The case of an intensity-modulation/direct-detection (IM/DD) scenario seems inter-
esting as well where envelope based predistorters could be evaluated. During our thesis
work, it was seen that envelope based predistorters were quite useful especially at high
input powers. There is an open dialogue to have in what happens when a predistorter
does not perform phase correction as is the case for coherent detection. There will also
be a need to look at how will uncertain parameters in the system affect the efficiency of
envelope based predistorters.

Further analysis can be done using other types of amplifiers like the reflective SOA
(RSOA) which has functions that go beyond simple amplification or the gain clamped
SOA (GC-SOA) which has a more stable gain characteristic. Exploring the scenario of
cascaded SOAs seem pertinent as well where both the added nonlinearities and noise will
cause some issues, and the process of identifying predistorters might have to be adjusted.
In this case, the combination of intelligently weighted DPD and DPoD could prove useful
or mixing DPD with envelope tracking (ET).
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Résumé : Avec la montée des demandes en
débit, les systèmes de communications op-
tiques cherchent à répondre à un certain ca-
hier des charges en termes de débit, de por-
tée de transmission, et de flexibilité. Grâce aux
avancées technologiques récentes, la ques-
tion des possibilités de traitement numérique
se pose pour les réseaux d’accès et mé-
tropolitains. Ce travail de thèse se penche,
d’une part, sur le cas des transmissions uti-
lisant les amplificateurs optiques à semicon-
ducteurs, et d’autre part le cas des modula-
tions multi-porteuses. Ces amplificateurs per-
mettent d’augmenter la bande optique utili-
sable en limitant le coût de l’architecture. Ce

type de modulation, ici la modulation OFDM,
donne à l’opérateur une certaine flexibilité tout
en augmentant l’efficacité spectrale. La com-
binaison de ces amplificateurs et de la modu-
lation OFDM engendre des non-linéarités qui
affecteront négativement le système de trans-
mission. A travers des analyses numériques,
expérimentales, et stochastiques, ce travail de
thèse aide à établir la faisabilité et l’apport de
la prédistorsion et de la post-distorsion numé-
rique en termes d’amélioration de la qualité
globale de transmission, d’augmentation de
portée de transmission, et de robustesse à la
variabilité du système.

Title: Baseband mitigation of nonlinear impairments in SOA based coherent optical OFDM
systems: stochastic and experimental analyses

Keywords: Optical communication, multi-carrier modulation formats, optical amplification,

nonlinear systems, predistortion techniques, macromodeling

Abstract: With the demand for higher data
rates, optical communication systems are
seeking to meet certain specifications in terms
of data rate, transmission range, and flexibil-
ity. With the recent technological advances,
the question of digital signal processing possi-
bilities arises for access and metropolitan net-
works. This thesis focuses, on the one hand,
on transmissions using semiconductor optical
amplifiers, and on the other hand, on multi-
carrier modulations. These amplifiers make it
possible to increase the usable optical band-
width while limiting the cost of the architec-

ture. This type of modulation, here OFDM
modulation, gives the operator a certain flex-
ibility while increasing the spectral efficiency.
The combination of these amplifiers and the
OFDM modulation generates non-linearities
that will negatively affect the transmission sys-
tem. Through numerical, experimental, and
stochastic analyses, this thesis helps to es-
tablish the feasibility and advantages of dig-
ital predistortion and post-distortion in terms
of improving overall transmission quality, in-
creasing transmission range, and robustness
to system variability.
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