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## Abstract

High performance computers (HPCs) is the go-to solution for running computationally demanding applications. As the limit of energy consumption is already achieved, the need for more energy efficient algorithms is critical. Taking advantage of the core characteristics of an HPC, such as its network topology and the heterogeneity of the machines, could lead to better scheduling algorithms. In addition, designing more realistic models, that grasp the features of real-life applications, is a work in the same direction of achieving better performance. Allowing scheduling algorithms to decide either the amount of resources allocated to an application or the running speed of the resources can pave the path to new platform-aware implementations.

In the first part of the thesis, we introduce a model which takes into account both the topology and the heterogeneity of a platform by introducing two kind of machines. We augment the scheduling problem with constraints whose purpose is to implicitly reduce data movement either during parallel execution or during the communication with the file system. We propose algorithms that can decide the number of resources allocated to an application taking into consideration the extra constraints.

In the second part of the thesis, we deal with the uncertainty on part of the input and more specifically, the workload of an application, that is strictly related to the time needed for its completion. Most works in the literature consider this value known in advance. However, this is rarely the case in real-life systems. In our approach, the given workload is a worst case scenario for the execution of an application. We introduce application-specific tests that may decrease the workload of a task. Since the test (e.g. compression) takes some time, and since the amount of reduction (e.g. in size) is unknown before the completion of the test, the decision of running the test for a task or not has to be taken. We propose competitive algorithms for the problem of scheduling such tasks, in order to minimize the energy consumed in a set of speed-adjustable machines.

In the third part of the thesis, we focus on a similar setting of uncertain input and we consider a model where the processing times are not known in advance.

Here, we augment the input of the problem by introducing predicted values in place of the unknown processing times. We design algorithms that perform optimally when the predictions are accurate while remaining competitive to the best known ones otherwise.

## Résumé

Les plateformes de calcul haute performance (HPC) sont la solution idéale pour exécuter des applications exigeantes en termes de calcul. Étant donné leur consommation importante en énergie, le besoin d'algorithmes plus efficaces en termes d'énergie est indispensable. De meilleurs algorithmes d'ordonnancement peuvent être conçus en exploitant les caractéristiques essentielles d'une plateforme HPC, telles que sa topologie de réseau et l'hétérogénéité de ses machines. On peut également obtenir de meilleures performances en concevant des modèles plus réalistes, qui saisissent les fonctionnalités d'applications réelles. Ainsi, permettre aux algorithmes d'ordonnancement de décider de la quantité de ressources allouées à une application, ou de la vitesse d'exécution des machines, peut ouvrir la voie à de nouvelles implémentations compatibles avec la plateforme.

Dans la première partie de la thèse, nous introduisons un modèle qui prend en compte à la fois la topologie et l'hétérogénéité d'une plateforme en introduisant deux types de machines. Nous augmentons le problème d'ordonnancement avec des contraintes dont le but est de réduire implicitement le mouvement des données pendant l'exécution des tâches sur des machines parallèles, et lors de la communication avec le système de fichiers. Nous proposons des algorithmes qui ordonnancent les tâches au cours du temps, et décident du nombre de ressources allouées à une tâche, en tenant compte de ces contraintes supplémentaires.

Dans la deuxième partie de la thèse, on s'intéresse à l'incertitude liée à la charge de travail d'une application, cette charge étant directement liée au temps nécessaire à son exécution. La plupart des travaux de la littérature considèrent cette valeur connue à l'avance. C'est cependant rarement le cas dans les systèmes réels. Dans notre approche, la charge de travail donnée est une charge possible mais qui peut éventuellement être réduite. On introduit alors des tests spécifiques à l'application qui peuvent réduire la charge de travail d'une tâche. étant donné que le test (par exemple, la compression) doit également être exécuté, et que la quantité de réduction (par exemple, la taille) est inconnue avant la fin du test, la décision d'exécuter ou non le test pour une tâche doit être prise. On propose des algorithmes compétitifs pour le problème d'ordonnancement de telles tâches, dans le but de minimiser l'énergie consommée par un ensemble de machines pour lesquelles on peut modifier la vitesse.

Dans la troisième partie de la thèse, nous nous intéressons à un contexte similaire d'entrées incertaines et nous considérons un modèle dans lequel les temps d'exécution des tâches ne sont pas connus à l'avance. Nous augmentons l'entrée du problème en introduisant des valeurs prédites des temps d'exécution. Nous concevons alors des
algorithmes qui ont d'excellentes performances lorsque les prédictions sont exactes, tout en restant compétitifs lorsque les prédictions se révèlent inexactes.
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Scheduling is one of the most studied problems in computer science. In its typical setting, we have a set of jobs that need to be executed in a set of machines. The vast characteristics of these two ingredients have unraveled multiple variants, each one with different scientific importance. This diversity can grasp the important features of real life systems. Scheduling algorithms can be applied to simple problems, such as whether to rent or buy skis, to complex ones, e.g. how to program the resource and job managing system (R7MS) of a supercomputer. On one hand, our main goal is to create models that mirror as good as possible real life systems and on the other hand to propose algorithms that solve these models. This thesis is part of the ANR Energumen (ANR-18-CE25-0008) project which proposes to revisit the principles of the existing RJMS toward the evolution of large-scale parallel systems.

In our days, High Performance Computers (HPCs) are widely used to run applications of great societal importance. Since their debut, the goal of the scientific community is to increase their efficiency. For many years, this was achieved via the hardware of the systems: either by increasing the scale of the platform, or by introducing special purpose processors and heterogeneity on the machines (nodes), or by improving the interconnection network. However, it is now that the power consumption becomes a major constraint. For example, electricity companies set upper bounds on the power for HPC systems in different time periods during the day. Hence, HPCs' designers turned their focus on the scheduling algorithms in order to increase drastically the computing performance within the same order of magnitude in energy as today. Existing HPCs consist of more than one type of nodes like computational accelerators (GPUs due to their efficiency in specific kind of operations) as well as machines dedicated to the communication with a (usually distributed) file system, i.e. Input/Output (I/O) nodes. I/O nodes have a positive effect on reducing communication cost and they can prevent the network from acting as a bottleneck to the overall performance of the platform. As the complexity of platforms increases, the need for new, more precise, platform-oriented algorithms, which take into consideration the various features of HPCs, is crucial.

Energy Energy minimization is a crucial point for utilizing HPCs at a sustained rate. We use two mechanisms to achieve so. By allowing malleability on the resources, schedulers can decide upon which quantity of computing resources to allocate to each job taking also into account all different possible parameters/states, such as communication requirements and data movements [Non13]. Here, the number of allocated resources
for a job can be adapted, aiming at the same time to reduce the data movements by appropriate allocations, with the global goal of reducing the energy consumption.

The second mechanism to reduce energy is speed scaling [YDS95]. Here, the clock frequency of the processors can be adapted (also known as Dynamic Voltage and Frequency Scaling - DVFS) to the energy requirements. Specifically, higher speed corresponds to better performance, but higher energy consumption. To quantify this, we assume that, if a machine runs at speed $s(t)$ at a time instant $t$, then the power needed is $P(s(t))$. In integrated systems produced by the standard CMOS technology, the power can theoretically be described as $P(s(t))=s(t)^{3}$, but in practice this exponent varies for different architectures. We consider the more general case where the power is described by the function $P(s(t))=s(t)^{\alpha}$, where $\alpha>1$ is constant. Then, the energy consumption is computed as $E=\int P(s(t)) d t$.

Data Movement Energy savings can be also obtained as a consequence of data movement reductions [Non13]. This communication can be divided into intra-job (corresponding mainly to memory management and heterogeneity between the allocated nodes) and between jobs (network, interconnect design, I/O). We note that, the communication costs are taken into account implicitly: smart allocations that reduce both kind of communications are imposed to the scheduler, without measuring explicitly the congestion. Ideally, we would like to design algorithms that take into account the structure of the network to reduce data movement. We augment the scheduling problem with constraints, that do not allow interactions between any two applications, resulting in less congestion in the underlying network, and at the same time do not have a bad effect on the overall performance of the system. We propose generic scheduling algorithms for HPC platforms to minimize the makespan taking into account communication issues as well as the existence of I/O nodes.

Uncertainty The majority of the literature shares a common assumption; the workload (and hence the processing time) of each job is known either in advance or when the job becomes available (clairvoyance). In order to remedy this problem, we consider two settings, which introduce uncertainty on the workload. In this part of the thesis, we use simpler models with more academic interest. However, both models remain relevant to our goal for more realistic ones as they provide a first methodology to tackle uncertainty in more complex environments.

Uncertainty with Tests In the first setting, inspired by the works in [AE20; DEM +18 ], each job has an a priori unknown workload that can be revealed to the algorithm only after executing a query (or test) that induces a given additional job-dependent load. Alternatively, a job may be executed without any query, but in that case its workload is equal to a given upper bound. We analyze this model under the speed scaling setting and we try to understand what is the impact of the extra load induced by the queries to
the overall energy consumption of the system. This setting is motivated by the fact that a query could correspond to a code optimizer as mentioned in [DEM+18]. In that case, the code optimizer needs some extra work to process the job and potentially reduce its workload. The upper bound of a job corresponds to the work needed to take place when the code optimizer is not executed. Another possible application for this assumption is file compression. In this model, we minimize the total energy consumption following the speed scaling setting of [YDS95].

Uncertainty with Predictions In the second setting, predicted values are available in the place of the unknown processing times. There is extensive literature for the non-clairvoyant case (processing times are unknown and only the existence of a job is revealed to the algorithm), with works proposing robust algorithms that perform well without any knowledge of the processing times. However this kind of analysis is often too pessimistic. Predictions introduce a new flavor of uncertainty in the scheduling problem as one cannot know their accuracy beforehand [GGK+19; PSK18]. They present a way to bridge the gap between the clairvoyant and the non-clairvoyant setting. We say an online algorithm is consistent, if it performs close to the best offline algorithm, when the predictor is good. Otherwise, when the predictor is bad, the online algorithm should gracefully degrade and should perform close to the online algorithm without predictions. Our goal is to obtain algorithms that are both consistent and robust. We study this model under the objective of minimizing the sum of completion times.

### 1.1 Notation

Throughout this thesis, we consider a set of jobs, $\mathcal{J}$ (jobset), of cardinality $n$ to be scheduled either on a single machine or on a set of machines of cardinality $m$. We call a job malleable ${ }^{1}$, if the scheduler can adapt the resources allocated to this job, either by deciding the number of computing nodes or by speed scaling. Otherwise, if a job has a fixed need in computational resources, we call it rigid. For a job $j$, we denote its finishing (completion) time by $C_{j}$. Some other basic characteristics are the following:

- Workload $\left(w_{j}\right)$ : the amount of work needed for the completion of a job $j$.
- Upper bound $\left(u_{j}\right)$ : the maximum amount of work needed for the completion of a job $j$.

1 Here, we follow the terminology used in [MRT07; TWY92] concerning malleable jobs, where the algorithm decides a fixed number of machines to use throughout the execution of a job. Feitelson and Rudolph in [FR96] use a more general terminology. According to their work, the algorithm can change the number of allocated machines during the execution of a malleable job. On the contrary, jobs that are similar to our case and the algorithm have to decide the number of allocated machines before the start of their execution, are called moldable.

- Query/Test $\left(\boldsymbol{t}_{j}\right)$ : the amount of work needed for a job-dependent test to complete.
- Processing time $\left(\boldsymbol{p}_{j}\right)$ : the processing time needed for the execution of job $j$. The processing time is a function of the workload and defined as needed for each problem. If not specified otherwise, we suppose that the time needed for a job to be executed on a single constant speed machine is equal to the job's workload, i.e. $p_{j}=w_{j}$.
- Predicted processing time $\left(\boldsymbol{y}_{j}\right)$ : the predicted time needed for the execution of a job $j$.
- Release date $\left(r_{j}\right)$ : the time a job $j$ arrives at the system, which is the earliest time at which it can start execution.
- Deadline $\left(d_{j}\right)$ : the latest time a job $j$ must complete its execution.

The three field expression $\alpha|\beta| \gamma$, commonly known as Graham's notation, introduced in [GLL+79], is widely used to describe scheduling problems. We present here some basic notation for the problems studied in this thesis that coincide with the literature. The first field describes the machine environment, $\alpha=$ $\left\{1, P, P^{\mathrm{C}}, P^{I / O}\right\}$. The second one provides details on the problem-specific constraints, $\beta=\left\{p m t n, m g r t, r_{j}\right.$, online $-r_{j}, d_{j}$, non - clair $\}$. The last one contains the objective function to be optimized (minimized), $\gamma=\left\{C_{\max }, \sum_{j} C_{j}, E\right\}$. We may extend this notation, in each chapter individually, with more problem-related constraints.

- 1 : there is only one machine in the system.
- $\boldsymbol{P}:$ there are $m$ parallel and identical machines in the system.
- $P^{\mathrm{C}}$ : there are $m^{\mathrm{C}}$ parallel and identical machines in the system, dedicated to computations.
- $P^{I / O}$ : there are $m^{I / O}$ parallel and identical machines in the system, dedicated to input/output operations.
- pmtn : jobs can be stopped and later resume execution.
- mgrt : jobs can be stopped and (later) resume execution on a different machine.
- $r_{j}$ : the earliest time at which a job can begin execution and in addition, all release times are known in advance (offline case).
- online $-r_{j}$ : the earliest time at which a job can begin execution and in addition, the algorithm finds out about the existence of this job at time $r_{j}$.
- $\boldsymbol{d}_{j}$ : the latest time at which a job must finish execution.
- non-clair : the algorithm finds out the processing time of the job only after executing it for $p_{j}$ units of time.
- cont : a job must be executed by neighbouring machines with respect to the underlying topology (see Definition 3.1 in Chapter 3).
- local : a pre-specified machine must be used in the execution of a job (see Definition 3.2 in Chapter 3).
- $C_{\text {max }}$ : the maximum completion time among all jobs (makespan).
- $\Sigma_{j} C_{j}$ : the total completion time.
- $E$ : the total energy consumption.


### 1.2 Preliminaries

(In)Tractability Some problems, that we call tractable, can be solved optimally by a polynomial time algorithm, while other ones, called intractable, cannot. There is a class of problems, called $\mathcal{N} \mathcal{P}$-complete, for which we don't know if they are tractable or not. The problems in this class have equivalent difficulty in the sense that if one of them is tractable, this would imply tractability for the rest of $\mathcal{N} \mathcal{P}$-complete problems. Similarly, if one of them is intractable, this would imply intractability for the other problems.

Given this property, we can show that an unclassified problem, $\Pi^{\prime}$, belongs in the $\mathcal{N} \mathcal{P}$-complete class using a polynomial time reduction from an already known $\mathcal{N} \mathcal{P}$-complete problem $\Pi$ to $\Pi^{\prime}$. We claim that if there is a solution to $\Pi$, we can transform this solution, in polynomial time, to a solution for $\Pi^{\prime}$ and vice versa. Using this technique we prove that either the problem $\Pi^{\prime}$ is also $\mathcal{N} \mathcal{P}$-complete, or we can provide a solution to any $\mathcal{N}^{\mathcal{P}}$-complete problem. Since it is conjectured that $\mathcal{P} \neq \mathcal{N}^{\mathcal{P}}$, a reduction concludes the first. To fully understand the complexity theory, we guide the reader to the book of Garey and Johnson, "Computers and Intractability" [GJ79].

Approximation Algorithm In the offline setting, where the entirety of the input is available in the beginning, we design approximation algorithms. Formally, consider an optimization problem and an algorithm $A$. For a given instance $I$, denote by $C_{A}(I)$ and $C_{O P T}(I)$ the cost of the algorithm's solution and the cost of the optimal solution, respectively. We call $A$ a $\rho$-approximation algorithm for a minimization problem, if for any instance $I$, we have:

$$
C_{A}(I) \leqslant \rho \cdot C_{O P T}(I)
$$

Competitive Algorithm In the online setting, where the instance is becoming available over time, we design competitive algorithms that need to take irrevocable decisions at each step. Here, for a given instance $I$ and an online algorithm $A$, denote by $C_{A}(I)$ and $C_{O P T}(I)$ the cost of the online algorithm's solution and the cost of the optimal offline solution, respectively. We call $A$ a $\rho$-competitive algorithm for a minimization problem, if for any instance $I$, we have:

$$
C_{A}(I) \leqslant \rho \cdot C_{O P T}(I)
$$

Learning Augmented Algorithm [BMS20; LV18; PSK18] A learning augmented algorithm, $A$, receives as input a prediction $P$, an instance $I$ which is revealed online, a robustness parameter $\lambda$, and outputs a solution of $\operatorname{cost} C_{A}(P, I, \lambda)$. For any $0<\lambda \leqslant 1$, we say that $A$ is $C(\lambda)$-consistent and $R(\lambda)$-robust if the cost of the solution satisfies:

$$
C_{A}(P, I, \lambda) \leqslant \min \{C(\lambda) \cdot S(P, I), R(\lambda) \cdot O P T(I)\}
$$

where $S(P, I)$ is the cost of the output solution on input $I$ if the algorithm follows blindly the prediction. If $P$ is accurate $(S(P, I) \approx O P T(I))$ and we trust the prediction, we would like the performance to be close to the optimal offline. $C(\lambda)$ should approach 1 as $\lambda$ approaches 0 . Similarly, if there is no trust to the prediction, algorithm $A$ should not perform much worse than the best pure online algorithm. $R(1)$ should be close to the best pure online algorithm.

### 1.3 Outline of the Thesis

In this thesis, we attempt to introduce models that are one step closer to real-life systems and propose efficient algorithms for these models.

In Chapter 2, we present related work that lead to the study cases considered in this thesis.

In Chapter 3, we present the first scheduling model on designing algorithms that take into consideration the topology of a machine using malleable jobs, i.e. $P^{\mathrm{C}}, P^{I / O} \mid$ cont, local $\mid C_{\max }$. We first prove that the problem with the new constraints, namely contiguity and locality, is $\mathcal{N} \mathcal{P}$-hard. We then present approximation algorithms to solve different variants of the problem. This chapter is based on the paper with name "Scheduling Malleable Jobs under Topological Constraints" [BDK+20].

In Chapter 4, we explore the concept of uncertainty on values of the input. We introduce a speed scaling model with tests, which, if executed, can reveal a more accurate value of the processing time of a job. In Graham's notation, the problems are $1\left|r_{j}, d_{j}\right| E, 1 \mid$ online $-r_{j}, d_{j} \mid E$ and $P \mid$ online $-r_{j}, d_{j} \mid E$. We present competitive algorithms for all the variants of the problem. This chapter is based on the paper with name "Scheduling with Explorable Uncertainty" [BDK+21].

In Chapter 5, we consider a non-clairvoyant scheduling problem. We introduce a model where the processing times are unknown, yet predicted values are available. We present competitive algorithms for the problems $1 \mid$ online $-r_{j}$, non - clair $\mid \sum_{j} C_{j}$ and $P \mid$ non - clair $\mid \sum_{j} C_{j}$. This chapter is based on the paper with name "Scheduling with Uncertain Predictions" (under submission in IJCAI 2022).

Finally, in Chapter 6 we give the concluding remarks of the thesis as well as perspectives for future work.

## Related Work

In this chapter, we give a not exhaustive description of existing work that is closely related to the models in this thesis. We group the results based on the minimization criterion of each model. To begin with, in Section 2.1 we consider the makespan minimization objective corresponding to the model in Chapter 3. Here, we present part of the literature about topological constraints, such as contiguity and locality, as well as works on malleable jobs. Next, in Section 2.2, we consider the energy minimization objective corresponding to the model in Chapter 4 . We start by briefly describing works from the speed scaling setting, and we also present previous works in the explorable uncertainty setting. Finally, in Section 2.3, we consider the total completion time minimization objective corresponding to the model in Chapter 5. Most related past works on offline, online and non-clairvoyant models for both single and multiple machines settings are presented. In this section, we also discuss existing work on uncertain predictions.

### 2.1 Makespan Minimization and Topological Constraints

In this section, we first talk about scheduling rigid or malleable jobs in parallel machines in order to minimize the makespan. We then describe works that take into account the contiguity and locality constraints.

### 2.1.1 Parallel Machines

## Rigid Jobs

The general problem for parallel machines, $P \| C_{\max }$, without constraints is strongly- $\mathcal{N} \mathcal{P}$ hard. It remains $\mathcal{N} \mathcal{P}$-hard even when there are only 2 available machines. Blazewicz et al. [BDW86] study the problem where some jobs may ask for a specific number of machines (multiprocessor jobs), i.e. $P \mid$ size $_{j} \mid C_{\max }$. When the number of machines is not fixed, they show that the problem is strongly- $\mathcal{N} \mathcal{P}$-hard even for unit time multiprocessor jobs. Du and Leung [DL89] show that the same problem can be solved in pseudopolynomial time for the case of 2 or 3 available machines, and it becomes strongly$\mathcal{N P}$-hard for 5 or more machines. Whether the case with 4 machines is strongly- $\mathcal{N} \mathcal{P}_{-}$ hard or solvable in pseudo-polynomial time is left open. In another work, Bozoki and

Richard consider the problem where a job asks for a set of machines (not necessarily contiguous) that must all be used simultaneously for the completion of this job [BR70], i.e. $P\left|f i x_{j}\right| C_{\text {max }}$. They give a branch and bound type algorithm for the solution of this problem. The problem is proved to be strongly- $\mathcal{N} \mathcal{P}$-hard for the case of 3 available machines by a reduction from 3-Partition [BDD+92; DST97]. If the number of machines is part of the problem, it is $\mathcal{N} \mathcal{P}$-hard for unitary jobs, i.e. $P \mid$ fix $x_{j}, p_{j}=1 \mid C_{\max }$. Hoogeveen et al. [HVV94] show that for this problem, there exists no polynomial time approximation algorithm with performance ratio smaller than $\frac{4}{3}$, unless $\mathcal{P}=\mathcal{N} \mathcal{P}$. When the number of machines is fixed, Amoura et al. [ABK +02 ] propose polynomial time approximation schemes for both $P_{m} \mid$ fix $x_{j} \mid C_{\max }$ and $P_{m} \mid$ size $_{j} \mid C_{\max }$. For the latter problem, an asymptotic fully polynomial time approximation scheme is proposed by Jansen in [Jan02]. In problem $P \mid$ set $_{j} \mid C_{\text {max }}$, for each job $j$, the set set $_{j}$ describes the different subsets of simultaneously required machines that can be used for the execution of $j$. Note that only one choice from this set can be made. If the number of computing nodes is fixed, then a polynomial time approximation scheme for $P_{m} \mid$ set $_{j} \mid C_{\max }$ has been presented in [CM01]. However, if $m$ is part of the instance, there is no polynomial time approximation algorithm with ratio smaller that $n^{\delta}$, for any $\delta>0$, as shown in [MTC02]. A survey for multiprocessor jobs can be found in [Dro96].

## Malleable Jobs ${ }^{2}$

The problem of scheduling malleable jobs is also shown to be strongly- $\mathcal{N P}$-hard by Du and Leung [DL89] in the case of non-monotonic jobs. Allocating more processors to a monotonic job decreases its execution time and increases its work. A 2-factor approximation algorithm for this version has been given by Turek et al. [TWY92]. Jansen and Porkolab [JP02] gave a PTAS for instances with a constant number of machines, while in [JT10], Jansen and Thöle proposed a PTAS when the number of machines is polynomial in the number of jobs. In the case of monotonic jobs, Mounié et al. proposed a $\frac{3}{2}$-approximation algorithm [MRT07]. More recently, Fotakis et al. studied the case of malleable job scheduling, where jobs can be executed simultaneously on multiple non-identical machines with the processing time depending on the number of allocated machines [FMP19].

### 2.1.2 Topological Constraints

The idea of generic topology-oriented algorithms is not new. Bladek et al. introduced the notion of contiguous allocations and they theoretically proved that imposing this kind of allocations does not deteriorate too much the optimal schedule [BDG+15].

2 To avoid any confusion, we remark again that we use the terminology of [MRT07; TWY92] concerning malleable jobs, where the algorithm decides a fixed number of machines to use throughout the execution of a job.

## Contiguity

Scheduling rigid jobs under the contiguity constraint is closely related to the Strip Packing problem [KR96], the Dynamic Storage Allocation [BKK+04], as well as to the problem of scheduling multiprocessor jobs [ABK+02; Dro96].

Strip Packing In the strip packing problem, a set of rectangles needs to be packed in a strip of width 1 and the objective is to minimize the height. The rectangles must not overlap, cannot be rotated and they are always parallel to both $x$ and $y$ axis. The strip packing problem is also $\mathcal{N P}$-hard. For this problem, Steinberg shows an algorithm with absolute performance bound of 2 [Ste97]. An improvement on this result came by Harren et al. in $[\mathrm{HJP}+14]$ achieving a ratio of $\frac{5}{3}+\epsilon$. Different other versions of the strip packing problem have been studied. For example, Bougeret et al. give an approximation guarantee of 2 for the multiple strip packing problem [BDJ+09]. An interesting analysis was given by Han et al. in [HIY+16], where bin packing techniques are used to approximate strip packing. Moreover, pseudo-polynomial algorithms have been proposed, with the most interesting one being the one of Jansen and Rau in [JR19]. Finally, a fully polynomial time approximation scheme was given by Kenyon and Ramila in [KR00] providing a nearly optimal solution.

We relate scheduling to strip packing by considering each job as a rectangle. If related to the $x$-dimension, the number of parallel machines in the system defines the length of the strip. Then, the contiguous machine requirement of a job defines the length on the $x$-dimension of the rectangle while the processing time defines the length of the $y$-dimension. The objective of minimizing the height of the strip is translated into minimizing the makespan of the schedule.

Dynamic Storage Allocation (DSA) Dynamic storage allocation is the problem of packing given axis-aligned rectangles into a horizontal strip of minimum height by sliding the rectangles vertically but not horizontally. The DSA problem is $\mathcal{N} \mathcal{P}$-complete. Kierstead was the first one to provide a constant factor approximation algorithm for this problem [Kie88]. Later, Gergov improved on this by proposing first a 5 and then a 3-approximation algorithm [Ger96; Ger99]. In [BKK+04], Buchsbaum et al. give a $(2+\epsilon)$-approximation for the general case of the same problem, and polynomial time approximation schemes for special cases.

Similarly to the strip packing problem, we relate scheduling to DSA by representing each job as a rectangle. The fixed and contiguous machine requirement of a job defines again the length on the $x$-dimension of the rectangle while the processing time defines the length of the $y$-dimension. The objective of minimizing the height of the strip is translated into minimizing the makespan of the schedule.

## Locality

Extending the work in [BDG+15], Lucarelli et al. studied the impact in backfilling scheduling of topological constraints like contiguity and locality in hierarchical platforms [LMT+15]. They showed that enforcing these constraints can be done at a small cost, and has minimum negative impact on usual metrics such as makespan, flow-time, or stretch. Scheduling under both contiguity and locality constraints can be seen as a special case of the scheduling problem $P \mid$ set $_{j} \mid C_{\text {max }}$ : it suffices to define the set ${ }_{j}$ so that it includes only allocations that satisfy our constraints. Bleuse et al. [BDL+18; BLT18] introduced a more general model for interference-aware scheduling in large scale parallel platforms. In this work, a 6-approximation algorithm with respect to makespan minimization has been presented for scheduling under contiguity and locality constraints. More specifically, in [BDL+18], they study the effect of a second type of nodes, the input/output nodes, in conjunction with standard computing nodes. This is motivated by the fact that in many current systems, network congestion is a major issue, due to the vast amount of data that are either needed for, or produced from the execution of an application. The work in [BDL+18] is the more closely related to the model in Chapter 3.

### 2.2 Energy Minimization and Explorable Uncertainty

In this section, we present previous works focused on energy minimization using the speed scaling technique. Then, we talk about the explorable uncertainty setting and we conclude with works that include this setting in scheduling.

### 2.2.1 Speed Scaling

Offline
Speed scaling is a standard and well-known mechanism to handle energy consumption in computing systems. Since the seminal paper of Yao et al. [YDS95], in 1995, which introduced the speed scaling mechanism to reduce the consumption of CPU energy, a series of papers, e.g. [AAG15; ABK+19; ABL+17; AMS14; BBC+11; BKL+15; BKL+18; BKP07; BLL15; GNS14], and surveys, e.g. [Alb10; Bam16; GHH16], have been published.

Single Machine In [YDS95], each job has to be executed preemptively between its arrival time and deadline by a single variable-speed processor. An offline algorithm (YDS), that is optimal with respect to minimizing the total energy consumption, is proposed. We briefly present algorithm YDS that we use as black box in Chapter 4.

YDS algorithm uses as a key feature the intensity of an interval $\left[t, t^{\prime}\right]$, which is defined as $\frac{\sum_{j} w_{j}}{t^{\prime}-t}$, where $t<t^{\prime}$. It then calculates the interval with the biggest intensity, called the critical interval. The jobs that belong in this interval are then scheduled using the intensity as speed and the earliest deadline first policy. Next, it modifies the instance to reflect the deletion of the critical interval by adapting the jobset and the release times and deadlines of the remaining jobs. The algorithm repeats the two steps until all jobs are scheduled.

Multiple Machines Albers et al. [AAG15] study the same problem of dynamic speed scaling but in multi-processor environments with $m$ parallel variable-speed processors, assuming that job migration is allowed at no cost. They solve optimally the offline version of the problem. Bingham and Greenstreet [BG08] proposed a polynomial-time algorithm for the more general setting where the jobs have arbitrary release dates and deadlines. However, this work needs an algorithm for linear programming as a black box. Angel et al. formulate the same problem as a convex program and propose a combinatorial polynomial-time algorithm which is based on finding maximum flows [ABK+19]. Greiner et al. [GNS14] gave a generic reduction, transforming an optimal schedule for the multiprocessor problem with preemption and migration to a schedule with preemption but without migration. In [AMS14] they allow the preemption of jobs but not their migration and they show that the problem is strongly- $\mathcal{N} \mathcal{P}$-hard even for unit size jobs. The problem is shown to be $\mathcal{N} \mathcal{P}$-hard even for instances where jobs share the same release time and deadline. Approximation algorithms are proposed for both cases. In [ABL+17], Albers et al. study the speed scaling setting on a set of heterogeneous processors, where the energy consumption rate is processor-dependent.

## Online

Single Machine In the initial work of Yao et al [YDS95] two online algorithms are described for the problem of minimizing the total energy consumption. Firstly, the Average Rate heuristic (AVR) is shown to have a constant competitive ratio, i.e., $2^{\alpha-1} \alpha^{\alpha}$, for any power function with $\alpha \geqslant 2$ [YDS95]. A lower bound of $\alpha^{\alpha}$ is stated but not proved in this paper. Bansal et al. [BBC+11] showed that this competitive ratio is essentially tight. They provide a nearly matching lower bound of $\frac{((2-\delta) \alpha)^{\alpha}}{2}$, where $\delta$ is a function of $\alpha$ that approaches zero as $\alpha$ approaches infinity. Secondly, the Optimal Available (OA) heuristic is introduced but not analyzed in the original work [YDS95]. Essentially, OA runs the optimal YDS algorithm every time a new job arrives, keeping in mind to reduce the workload of the scheduled jobs by the amount of work already executed. Bansal et al. [BKP07] gave a tight $\alpha^{\alpha}$ bound on the competitive ratio of OA with respect to energy. Furthermore, they propose a new online algorithm (BKP) that is $e$-competitive with respect to maximum speed, and $2\left(\frac{\alpha}{\alpha-1}\right)^{\alpha} e^{\alpha}$-competitive with respect to energy, which is lower than the ratio of OA for any $\alpha \geqslant 5$. They also show
that no deterministic online algorithm can have a better competitive ratio with respect to maximum speed. We briefly present here algorithms AVR and BKP that we use as black box in chapter 4.

AVR algorithm uses the concept of density. The density is the lowest constant speed the scheduler must use for a job in order to meet its deadline, and defined as $\delta_{j}=\frac{w_{j}}{d_{j}-r_{j}}$. It then sets the speed of the processor to be the sum of the densities of all jobs that are released and not yet finished. Again the earliest deadline first policy is used to choose among available jobs.

BKP algorithm estimates the speed at which YDS would work at any time, based on the knowledge of task that have already arrived. It then schedules the unfinished job with the earliest deadline using $e$ times that speed.

Multiple Machines For the online setting, Albers et al. [AAG15] extend the two algorithms proposed by Yao et al. [YDS95] into $\mathrm{OA}(m)$ and $\operatorname{AVR}(m)$ for multiple machines. They show that $\mathrm{OA}(m)$ is $\alpha^{\alpha}$-competitive and that $\operatorname{AVR}(m)$ achieves a competitive ratio of $2^{\alpha-1} \alpha^{\alpha}+1$. Various constraints for speed scaling in multiple machines have been studied. In [ABL+17], the authors analyze the online AVR algorithm in the setting of heterogeneous machines.

### 2.2.2 Explorable Uncertainty

Kahan [Kah91] was the first to formalize the notion of explorable uncertainty. In his work, there is a set of elements with uncertain values that lie in a closed interval and the operation that allows to obtain the exact value of an element is called a query. He applied this framework in the context of selection problems. Since then, a series of problems have been studied (e.g. see the survey [EH15]). For instance, in [FMP+03; GSS11; Kah91], the problem of finding the $k$-th smallest value in a set of uncertain intervals has been studied. In [OW00], Olston and Widom study caching problems in distributed databases. Other problems that have been studied include, the shortest path problem [FMO+07], the knapsack problem [GGI+15] and the minimum spanning tree problem [HEK+08; MMS15]. The goal in most of these works is the minimization of the number of queries to guarantee an exact optimum solution. In [OW00], the trade-off between the number of queries and the precision of the returned solution has been studied.

Scheduling Contrary to the previous approaches, queries in scheduling are executed directly on the machine running the jobs and so it is important to balance the time spent on queries and the time spent on the actual execution of jobs. In this setting, as long as the query needs computational power to reveal extra knowledge, it is more
appropriate to call it a test. In what follows the words query and test are equivalent. Scheduling under the concept of explorable uncertainty is studied in [ABK+18; AE20; $\mathrm{DEM}+18$ ]. In [DEM+18], the authors consider the problem of scheduling jobs on a single machine when the cost of each query/test is unitary. In their model, the uncertain information concerns the processing time of each job for which an upper bound is known in advance. It is possible to learn the exact processing time by querying at the price of a unit cost. If a job is executed without a query, then its execution time is equal to its upper bound. In [AE20], the authors extend the problem to non-uniform job-dependent testing times and they present new competitive algorithms, both deterministic and randomized, for different objectives of the problem, i.e. minimizing the makespan and minimizing the sum of completion times. In [ABK+18], a single-machine scheduling problem is considered, where given a set of $n$ unit-time jobs, and a set of $k$ unit-time errors, the objective is to reveal $n$ error-free timeslots with the minimum number of queries. The authors present both lower bounds and asymptotically tight upper bounds for different variants of the problem.

### 2.3 Total Completion Time Minimization and Uncertain Predictions

In this section, we briefly discuss related work to the total completion time minimization objective for both the offline and online cases. In case release times are available, we distinguish between the two setting by writing $r_{j}$ and online $-r_{j}$ respectively. In addition, we present past works that take advantage of the uncertain predictions and conclude with those that introduce this framework to scheduling problems.

## Offline

A classic scheduling problem is to minimize the sum of completion times in a single machine, i.e. $1 \| \sum_{j} C_{j}$. This problem can be solved optimally by following the shortest processing time first (SPT) rule. We briefly present here algorithm SPT that we use in Chapter 5.

SPT algorithm assigns the job with the smallest processing time among all unassigned jobs, whenever a machine is free.

Often a weight, $w_{j}$, is related to each job and the objective is to minimize the total weighted completion time, $\sum_{j} w_{j} C_{j}$. This variation can also be solved optimally, by following Smith's rule, i.e. jobs are scheduled in ascending order of the ratios $p_{j} / w_{j}$ [Smi56]. Note that the same problem where jobs are allowed to have some restricted class of precedence constraints (in-tree, out-tree, etc) can also be solved optimally. However, it
becomes strongly- $\mathcal{N P}$-hard for arbitrary precedence constraints. In case all weights are equal to 1 , Smith's rule coincides with the SPT rule.

When release times are introduced, the problem becomes $\mathcal{N} \mathcal{P}$-hard for the non-preemptive case. Phillips, Stein and Wein were the first to explore the weighted completion time objective from the approximation algorithm point of view [PSW98]. Following this work, constant factor approximation algorithms [HSS+97; Sch96], inapproximability results [HSW01] and polynomial time approximation schemes [ABC+99; SW00] for several variants of the problem have appeared. If preemption is allowed, the shortest remaining processing time (SRPT) algorithm creates an optimal schedule. We briefly present here algorithm SRPT that we use in Chapter 5.

SRPT algorithm schedules that ready job with the smallest remaining processing time, at any moment of time. SRPT is the preemptive version of SPT, also known as Baker's rule. Note also that SRPT algorithm works for online instances.

For parallel machines, the SPT rule remains optimal for the objective of minimizing the sum of completion times with or without preemptions and all jobs are available at the same time. However, if weights are related to jobs, the problem $P \| \sum_{j} w_{j} C_{j}$ is strongly- $\mathcal{N} \mathcal{P}$-hard. The problem with preemption and release times, $P \mid$ pmtn, $r_{j} \mid \sum_{j} C_{j}$, is $\mathcal{N} \mathcal{P}$-hard for any number of machines greater or equal to 2 [DL93]. There exist polynomial time approximation schemes for both versions of the problem [ABC+99]. We briefly present here algorithms SPT and SRPT that we use in Chapter 5.

## Online

When jobs become available over time, we can distinguish two cases. In the clairvoyant schedule, the processing time, $p_{j}$, of a job becomes available when the job arrives, while in the non-clairvoyant schedule on the other hand, only the existence of a job is revealed to algorithm which finds out the processing time of the job only after allocating $p_{j}$ units of time to it and hence the job has finished.

Clairvoyant Lu et al. [LSS03] consider the problem of scheduling jobs online on a single machine and on identical machines with the objective to minimize total completion time. They give a general 2 -competitive algorithm for the single machine problem. They also show that the algorithm is $2 \alpha$-competitive for the problem on identical machines where $\alpha$ is the performance ratio of the SRPT rule for the preemptive relaxation of the problem. Hoogeveen and Vestjens [HV96] gave different 2-approximation algorithms for $1 \mid$ online $-r_{j} \mid \sum_{j} C_{j}$. Phillips et al. [PSW98] presented another algorithm for $1\left|r_{j}\right| \sum_{j} C_{j}$, which can be slightly modified to work with online release dates. This algorithm converts a preemptive schedule into a non-preemptive one of objective function value at most twice that of the preemptive schedule. Chekuri et al. [CMN+01]
obtain an optimal randomized online algorithm for the same problem that beats a lower bound for deterministic online algorithms. They also consider extensions to the case of parallel machine scheduling, obtaining a ( $3-\frac{1}{m}$ )-competitive algorithm for $P \mid$ online $-r_{j} \mid \sum_{j} C_{j}$. Vestjens [Ves97] proved a universal lower bound of 1.309 for the competitive ratio of any deterministic online algorithm for $P \mid$ online $-r_{j} \mid \sum_{j} C_{j}$. In the preemptive case, the currently known lower bound is $\frac{22}{21}$, also given by Vestjens.

Non-Clairvoyant Motwani, Phillips and Torng [MPT94] were the first to study the non-clairvoyant scheduling problem to minimize average completion time. In their work, non-clairvoyant algorithms are compared to optimal clairvoyant ones resulting in both single and multiple machines variants. They show that the Round Robin (RR) algorithm has a performance ratio of $\left(2-\frac{2}{n+1}\right)$ which is optimal for deterministic, nonclairvoyant algorithms. Here $n$ represents the number of jobs. When $m$ machines are available and all jobs are available at time 0 , they show that $R R$ is $\left(2-\frac{2 m}{n+m}\right)$-competitive for the non-clairvoyant setting. In addition, the authors give both deterministic and randomized lower bounds when jobs have release dates. Garg et al. give a 10-competitive deterministic online algorithm for minimizing the average weighted completion time on parallel machines with both release dates and precedence constraints, in the online non-clairvoyant setting [GGK+19]. Based on this work, in Chapter 5, we analyze RR and give a 4 -competitive analysis for minimizing the average completion time on a single machine without precedence constraints. In a very recent work [MV22], Moseley and Vardi study round robin's performance for the $\ell_{p}$-norm of the completion times when scheduling $n$ preemptive jobs on a single machine. For the version of the problem without release times on a single machine, they prove RR's approximation ratio to be $\sqrt[p]{p+1}$, while when jobs arrive over time, RR's competitive ratio is shown to be at most 4 for any $p \geqslant 1$.

### 2.3.1 Uncertain Predictions

Medina and Vassilitskii [MV17] and Lykouris and Vassilitskii [LV18] were the first to introduce predictions to improve the performance of online algorithms. The first one use a predictor oracle to improve revenue optimization in auctions by setting a good reserve (or minimum) price while the second develops the novel framework even more by introducing the notions of consistency and robustness. In the second work, the online caching problem with predictions is considered. Following this work, a series of learning augmented results appeared in various fields. Problems such as caching [ACE+20; JPS20; Roh20], ski-rental [AGP20; BMS20; GP19; WL20], clustering [DIR+20] and others [HIK+19; LLM+20; LMH+21; Mit20] have been studied under the new setting.

Scheduling More related to scheduling, Bamas et al. [BMR+20] consider the prob-
lem of speed scaling with predictions and in a different work Bamas et al. [BMS20] show how to incorporate predictions that advice the online algorithm about the next action to take using the primal-dual schema. Moreover, Purohit et al. [PSK18] applied this novel setting to the classic ski rental problem and the non-clairvoyant scheduling on a single machine without release times for the objective of minimizing the sum of completion times. For the same problems, Wei and Zhang [WZ20] provide a set of non-trivial lower bounds for competitive analysis using machine-learned predictions. Focused on the single machine non-clairvoyant scheduling problem, Im et al. $[I K Q+21]$ propose a new error measure for prediction quality and design scheduling algorithms under this measure. The work by Purohit et al. [PSK18] deals with the problem $1 \mid$ non - clair $\mid \sum_{j} C_{j}$. In Chapter 5, we extend their work by studying $P \mid$ non - clair $\mid \sum_{j} C_{j}$ and $1 \mid$ online $-r_{j}$, non - clair $\mid \sum_{j} C_{j}$ which are left open.

## Topological Constraints

In this chapter, we discuss the problem of scheduling malleable jobs under topological constraints. Bleuse et al. [BDL+18] introduced a general model for interference-aware scheduling in platforms where machines form a line. They considered two different types of communications: the flows induced by data exchanges during computations and the flows related to Input/Output operations. Rather than taking into account these communications explicitly, they restrict the possible allocations of a job by external topological constraints, that aim at preventing data movement and thus reducing energy consumption. In their work, jobs are considered to be rigid: a job requires a specific number of machines in order to be executed. Here, we first adopt the same framework for the platform and the aforementioned topological constraints on the line topology. We show that there is no polynomial time approximation algorithm under the rigid setting with ratio smaller than $3 / 2$, unless $\mathcal{P}=\mathcal{N} \mathcal{P}$. Then, we focus on the malleable setting. We show that in the proportional-malleable setting, where the work of every job remains constant independently of the number of machines on which it is executed, the scheduling problem is $\mathcal{N} \mathscr{P}$-hard even in the case where the maximum number of machines is the same for all the jobs. Then, we propose a 2 -approximation algorithm for this case. Furthermore, we present an approximation algorithm solving the more general case where the maximum number of machines is job-dependent.

### 3.1 Formulation of the problem

We model the platform by distinguishing two kinds of nodes: a set $P^{\mathrm{C}}$ of $m^{\mathrm{C}}$ nodes dedicated to computations, and a set $P^{I / O}$ of $m^{I / O}$ nodes that are entry points to a high performance file system. Let $P=P^{\mathrm{C}} \cup P^{I / O}$ and $m=m^{I / O}+m^{\mathrm{C}}$. Usually, $m^{I / O} \ll m^{\mathrm{C}}$. We assume that each node has a specific functionality: it can either be a computing or an I/O node. Furthermore, we suppose that any computing or I/O node is dedicated to one application throughout its execution, meaning that two jobs cannot use the same node simultaneously.

The network topology considered in this work is the line. This is an interesting topology for the two following reasons. First of all, it is a basic case of higher dimensional topologies and as such it provides lower bounds for the more complex ones. In addition, it retains the attributes of real-life systems which use direct topologies and can be projected in a single dimension, like mesh or $3 D$-torus. In a line topology, all nodes (computing and I/O) form a single connected component, each one connected to two other nodes, except the two nodes in the extremities. We assume that the localisation
of every node within the topology is known. In lines, this can be very easily done, by numbering the nodes from left to right.

We see applications as jobs which are queued in a set $\mathcal{J}$. The total number of jobs is $n$. We distinguish two models with respect to the computing need of a job.

1. In the rigid model a job $j \in \mathcal{J}$ requires a fixed number of computing nodes $q_{j} \leqslant m^{\mathrm{C}}$. The processing time is also fixed, denoted by $p_{j}$.
2. In the malleable model a job $j \in \mathcal{J}$ asks for a number of computing nodes $Q_{j}$, and the scheduler can decide the number of computing nodes $q_{j} \leqslant Q_{j}$ to be used for its execution. Each job $j$ has a required execution load, denoted by $w_{j}$. The exact processing time of the job $j$ depends on the number of assigned computing nodes. Let $f: \mathbb{N} \rightarrow \mathbb{R}$ be a speed-up function. The processing time of $j$ is defined as $p_{j}=w_{j} f\left(q_{j}\right)$. A common assumption in parallel computing is that the jobs are monotonic [MRT07], that is their processing time is non-increasing when more computing nodes are used, while their total work (execution load plus communication overhead due to the parallelization) is non-decreasing. This is the case when the speed-up function is non-increasing and convex. In this paper, we consider two cases. In the generalized-malleable model, the function $f$ is an arbitrary convex non-increasing function. In the proportional-malleable model, the total work does not depend on the number of computing nodes assigned to it: $f\left(q_{j}\right)=\frac{1}{q_{j}}$ and hence $p_{j}=\frac{w_{j}}{q_{j}}$.

In any of the above cases, let $P^{\mathrm{C}}(j)$ be the set of computing nodes assigned to the job $j \in \mathcal{J}$ by the scheduler.

In addition, jobs have a demand for a specific I/O node, denoted as $P^{I / O}(j)$. As mentioned before, applications need to read/write data to the disk. Usually, I/O nodes are the entry points to a high performance file system. Lustre, implemented in the BlueWaters platform, is an example of such a distributed file system. The total address range of the file system is divided in stripes and each I/O node is responsible for a stripe. As a result, applications which know where their data is stored, can ask for the specific I/O node.

Due to the parallelization of the HPC jobs, all the parts of a job need to communicate with each other to complete the execution. We refer to this kind of data flows in the network as computational communications. Furthermore, in general, jobs that need to run on HPC platforms are computationally demanding and one reason is the great volume of data they need to process. Specifically, each job needs to read the data from the disk when it starts its execution and write data to the disk once it finishes. We refer to this kind of data flows as I/O communications. Given the direct topology of the line, each machine is occupied when traffic needs to pass "through" itself in order to arrive at the destination. If this machine is allocated to a different job, then we have the undesirable effect of delaying the completion time of one job in order to handle the traffic from a different job. In order to avoid both the aforementioned data flows, we
use the following definitions introduced in [BDL+18; BLT18] to restrict the number of possible allocations of a job.

- Definition 3.1. An allocation for a job $j$ is said to be contiguous if and only if the nodes of the allocation form a contiguous range with respect to the nodes' ordering.
- Definition 3.2. An allocation for a job $j$ is said to be local if and only if the node $P^{I / O}(j)$ is adjacent to the computing nodes in $P^{\mathrm{C}}(j)$, with respect to the underlying topology.

Note that, Bleuse et al. [BDL+18] presented a 6-approximation algorithm for the problem of minimizing the makespan with rigid jobs under the contiguity and locality constraints. However, these constraints have not been studied in the context of scheduling malleable jobs, which is the main subject of this chapter.

Given the overhead of distant communications, we may add a new kind of locality by introducing a limit on the number of machines that may be used for the execution of the jobs. This limitation is parameterized by a common resource requirement $Q=Q_{j}$ for all jobs in $\mathcal{J}$ in the malleable model. The value of $Q$ is chosen based on the size and the structure of the platform. We call instances satisfying this kind of locality as uniform instances. Note that if $Q=m^{\mathrm{C}}$, then the scheduling problem is trivial in the proportional-malleable model, since the total work is constant and thus all jobs will be assigned the maximum number of computing resources. However, for smaller values of $Q$, the problem becomes $\mathcal{N} \mathcal{P}$-hard (Section 3.2).

Our objective is to minimize the maximum completion time among all jobs (i.e., the makespan of the schedule) while enforcing the contiguity and the locality constraints.

## Our Contribution

In this chapter, we consider the problem of scheduling malleable jobs with respect to contiguity and locality constraints in a line topology, and we give the first complexity and approximability results for it.

In Section 3.2, we present complexity results for both the rigid and the proportionalmalleable models, implying also the complexity of the generalized-malleable model. We show that the problems are $\mathcal{N} \mathcal{P}$-hard even in very restricted cases. We also show that, for any $\epsilon>0$, there is no approximation algorithm with ratio $\frac{3}{2}-\epsilon$ for the problem of scheduling rigid jobs with respect to contiguity and locality constraints, unless $\mathcal{P}=\mathcal{N} \mathcal{P}$. This result reduces the approximability gap for the rigid model for which a 6-approximation algorithm is known [BDL+18].

In Section 3.3, we first deal with the proportional-malleable model in uniform instances and we propose a novel polynomial-time 2-approximation algorithm. Then, in Section 3.4 we present an approximation algorithm for the generalized-malleable problem. This algorithm is analyzed in a computational way and it achieves an approximation ratio that depends on the function $f$.

### 3.2 Complexity

In this section, we propose reductions to classify special restrictive versions of our problem in complexity classes. In the following theorems, we will use the Partition problem which is defined as follows: given a finite set $S=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ of $k$ positive integers, the objective is to decide whether there is a subset $S^{\prime} \subset S$ such that $\sum_{i \in S^{\prime}} a_{i}=$ $\sum_{i \in S \backslash S^{\prime}} a_{i}$.

The problem of scheduling rigid jobs under contiguity and locality constraints is shown to be strongly- $\mathcal{N} \mathcal{P}$-hard by Bleuse et al. in [BDL+18]. In the following theorem we provide an inapproximability result for this problem.

- Theorem 3.3. Unless $\mathcal{P}=\mathcal{N} \mathcal{P}$, there is no polynomial time approximation algorithm having a guarantee of $3 / 2-\epsilon$ for the problem of scheduling rigid jobs with $p_{j}=1$ under contiguity and locality constraints, for any $\epsilon>0$.

Proof. We will prove the inapproximability result by a reduction from a special case of the Partition problem. In the Partition-Pairs problem, we are given two sets $A=$ $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right\}$ and $A^{\prime}=\left\{\alpha_{1}^{\prime}, \alpha_{2}^{\prime}, \ldots, \alpha_{k}^{\prime}\right\}$, each one containing $k$ elements. Let $S=$ $A \cup A^{\prime}$. Each element $\alpha_{i} \in A$ (resp. $\alpha_{i}^{\prime} \in A^{\prime}$ ) has weight $a_{i} \in \mathbb{Z}^{+}$(resp. $a_{i}^{\prime} \in \mathbb{Z}^{+}$). Let $B=\sum_{\alpha_{i} \in A} a_{i}+\sum_{\alpha_{i}^{\prime} \in A^{\prime}} a_{i}^{\prime}$. The goal is to decide if there is a partition of $S$ into two subsets $S^{\prime}$ and $S \backslash S^{\prime}$ such that

- $\sum_{\alpha_{i} \in S^{\prime}} a_{i}+\sum_{\alpha_{i}^{\prime} \in S^{\prime}} a_{i}^{\prime}=\sum_{\alpha_{i} \in\left(S \backslash S^{\prime}\right)} a_{i}+\sum_{\alpha_{i}^{\prime} \in\left(S \backslash S^{\prime}\right)} a_{i}^{\prime}=\frac{B}{2}$, and
- for each $i \in\{1, \ldots, k\}$, the elements $\alpha_{i} \in A$ and $\alpha_{i}^{\prime} \in A^{\prime}$ are not assigned to the same set, i.e., if $\alpha_{i} \in S^{\prime}$ then $\alpha_{i}^{\prime} \in S \backslash S^{\prime}$ and vice-versa.
Note that, if all the weights in $A^{\prime}$ are set to zero, we still need to find a solution for the Partition problem in the set $A$. Thus, the problem Partition-Pairs is $\mathcal{N P}$-complete.

We propose now a transformation from Partition-Pairs to our problem as follows:

- $m^{C}=k \cdot B+\frac{B}{2}, m^{I / O}=k$
- the topology is a line starting with $B$ computing nodes followed by one I/O node. This pattern repeats for $k$ times and after the $k^{t h}$ I/O node we have the last $\frac{B}{2}$ computing nodes. With respect to this ordering, we refer to the computing nodes as $1,2, \ldots, m^{C}$ and to the I/O nodes as $1,2, \ldots, m^{I / O}$.
- for each $\alpha_{i} \in A$ (resp. $\left.\alpha_{i}^{\prime} \in A^{\prime}\right)$ ), we create a job $j_{i}$ (resp. $j_{i}^{\prime}$ ) with $q_{j_{i}}=B+a_{i}$ (resp. $q_{j_{i}^{\prime}}=B+a_{i}^{\prime}$ ). Both jobs $j_{i}$ and $j_{i}^{\prime}$ require the $i^{t h} \mathrm{I} / \mathrm{O}$ node. All jobs of the created instance have unit processing time. Note that $n=2 k$.

Note that this transformation can be done in polynomial time: it is sufficient to give the number of machines $m=k B+\frac{B}{2}+k$, to assume that the machines are numbered from left to right from 1 to $m$, and to indicate the $k$ numbers which correspond to the

I/O nodes. We will prove that a solution to Partition-Pairs exists if and only if there is a schedule that satisfies all constraints and has a makespan at most 2.

Assume that there is a solution $\left(S^{\prime}, S \backslash S^{\prime}\right)$ for Partition-Pairs. For each $i \in\{1,2, \ldots, k\}$, let us denote by $y_{i}$ (resp. $z_{i}$ ) the job corresponding to the element in $\left\{\alpha_{i}, \alpha_{i}^{\prime}\right\}$ which belongs to $S^{\prime}$ (resp. $S \backslash S^{\prime}$ ). Then, we create a schedule for our problem as follows: we schedule the jobs corresponding to elements in $S^{\prime}$ at time interval $(0,1]$ and the jobs corresponding to elements in $S \backslash S^{\prime}$ at time interval (1,2]. Specifically, in the time interval $(0,1]$, the job $y_{1}$ will use the computing nodes $1,2, \ldots, B+q_{y_{1}}$, the job $y_{2}$ will use $B+q_{y_{1}}+1, B+q_{y_{1}}+2, \ldots, 2 B+q_{y_{1}}+q_{y_{2}}$, and so on. In general, the job $y_{i}, 1 \leqslant i \leqslant k$, will use the computing nodes $\sum_{\ell=1}^{i-1}\left(B+q_{y_{\ell}}\right)+1, \ldots, \sum_{\ell=1}^{i}\left(B+q_{y_{\ell}}\right)$. In a similar way, in the time interval $(1,2]$, the job $z_{i}, 1 \leqslant i \leqslant k$, will use the computing nodes $\sum_{\ell=1}^{i-1}\left(B+q_{z_{\ell}}\right)+1, \ldots, \sum_{\ell=1}^{i}\left(B+q_{z_{\ell}}\right)$.

The created schedule satisfies the contiguity constraint. By the construction of the solution ( $S^{\prime}, S \backslash S^{\prime}$ ), the jobs scheduled in the time interval ( 0,1 ] require in total $\sum_{\ell=1}^{k}\left(B+q_{y_{\ell}}\right)=B k+\frac{B}{2}$ computing nodes. Similarly, for the jobs scheduled in the time interval (1,2]. Hence, there are enough computing nodes in each time interval. Moreover, by the construction of the scheduling instance, the $i^{t h} \mathrm{I} / \mathrm{O}$ node is between the computing nodes $i B$ and $i B+1$, for each $1 \leqslant i \leqslant k$. Since for each job $y_{i}, 1 \leqslant i \leqslant k$, it holds that $\sum_{\ell=1}^{i} q_{y_{\ell}} \leqslant \frac{B}{2}$, then for the leftmost and the rightmost computing nodes assigned to $y_{i}$ we have $\sum_{\ell=1}^{i-1}\left(B+q_{y_{\ell}}\right)+1=(i-1) B+\sum_{\ell=1}^{i-1} q_{y_{\ell}}+1 \leqslant(i-1) B+\frac{B}{2}+1<i B$ and $\sum_{\ell=1}^{i}\left(B+q_{y_{\ell}}\right)=i B+\sum_{\ell=1}^{i} q_{y_{\ell}} \geqslant i B+1$. Thus, the allocation for $y_{i}$ is local since it always contains the computing nodes $i B$ and $i B+1$. The same holds for each job $z_{i}$, $1 \leqslant i \leqslant k$. Finally, the length of the created schedule is equal to two.

Conversely, assume now that there is a schedule respecting contiguity and locality constraints of makespan at most 2. Due to the unit processing time of each job, each computing node has to execute exactly two jobs. Hence, the partition is directly derived by assigning jobs that are scheduled in the time interval $(0,1]$ in the set $S^{\prime}$ and those scheduled in the time interval (1,2] in the set $S \backslash S^{\prime}$. Since the scheduling solution respects the locality constraint, the two jobs $j_{i}$ and $j_{i}^{\prime}$ asking for the $i^{t h} \mathrm{I} / \mathrm{O}$ node are scheduled in a different time interval. Therefore, the elements $\alpha_{i}$ and $\alpha_{i}^{\prime}$ are not in the same subset of the solution of the Partition-Pairs problem, and hence this solution is feasible for it.

Note that, the above proof directly implies that there is no $3 / 2-\epsilon$-approximation algorithm for our scheduling problem, assuming that $\mathcal{P} \neq \mathcal{N} \mathcal{P}$.

We now focus on the malleable model and we show that the problem is $\mathcal{N} \mathcal{P}$-hard even for the proportional-malleable model and uniform instances.

- Theorem 3.4. The problem of scheduling malleable jobs with respect to contiguity and locality constraints is $\mathcal{N} \mathcal{P}$-hard even in the proportional-malleable model and uniform instances.

Proof. We reduce Partition to our scheduling problem. We choose $Q \in \mathbb{Z}^{+}$and $B>0$ such that $2 B Q=\sum_{i \in S} a_{i}$. We create a line which consists of $m^{C}=2 Q$ computing nodes and $m^{I / O}=3 \mathrm{I} / \mathrm{O}$ nodes. The topology starts with an I/O node, followed by $Q$ computing nodes, the second I/O node, the remaining $Q$ computing nodes and the last I/O node.

For each $i \in S$, we create a "small" job $i$ with $\alpha_{i}=a_{i}$, all of them asking for the middle I/O node. Moreover, we create two "big" jobs with $\alpha_{j}=B Q^{2}$, each one asking for a different extreme I/O node. All jobs require exactly $Q$ computing nodes, i.e., $Q_{j}=Q$ for each $j \in \mathcal{J}$.

We will prove that a solution to Partition exists if and only if there is a schedule that satisfies all the constraints and has a makespan at most $B(Q+1)$.

Assume that there is a solution ( $S^{\prime}, S \backslash S^{\prime}$ ) for Partition, i.e., $\sum_{i \in S^{\prime}} a_{i}=\sum_{i \in S \backslash S^{\prime}} a_{i}=B Q$. We create a schedule as follows:

- on the leftmost $Q$ computing nodes, we schedule: (i) the "big" job targeting the left I/O node in the time interval $(0, B Q]$ using $q_{j}=Q$ and hence a processing time $p_{j}=\frac{B Q^{2}}{Q}=B Q$, and (ii) the "small" jobs corresponding to the elements of the set $S^{\prime}$ (and targeting the middle I/O node) in the time interval $(B Q, B Q+B]$ using for each of them $q_{j}=Q$ and hence a processing time $p_{j}=\frac{a_{j}}{Q}$.
- on the rightmost $Q$ computing nodes, we schedule: (i) the "small" jobs corresponding to the elements of the set $S \backslash S^{\prime}$ (and targeting the middle I/O node) in the time interval $(0, B]$ using for each of them $q_{j}=Q$ and hence a processing time $p_{j}=\frac{a_{j}}{Q}$, and (ii) the "big" job targeting the right I/O node in the time interval $(B, B Q+B]$ using $q_{j}=Q$ and hence a processing time $p_{j}=\frac{B Q^{2}}{Q}=B Q$.

By construction, the contiguity and the locality constraints are satisfied, while the makespan of the schedule is exactly $B(Q+1)$. Due to the solution of Partition, we have that $\sum_{i \in S^{\prime}} a_{i}=B Q$, and hence the total processing time of all jobs corresponding to the elements of $S^{\prime}$ is $\frac{B Q}{Q}=B$, fitting in the assigned time interval. The same argument holds for the jobs corresponding to the elements of $S \backslash S^{\prime}$. Thus, the created schedule is feasible.

Conversely, given a feasible optimal schedule of makespan $B(Q+1)$, we first need to show that both "big" jobs are necessarily executed using $q_{j}=Q$ computing nodes. Suppose that a "big" job is executed using $q_{j}<Q$ computing nodes. Therefore, the load on each of these nodes is at least

$$
\frac{B Q^{2}}{q_{j}} \geqslant \frac{B Q^{2}}{Q-1}=\frac{B\left(Q^{2}-1\right)+B}{Q-1}=\frac{B(Q-1)(Q+1)+B}{Q-1}=B(Q+1)+\frac{B}{Q-1}
$$

which is strictly greater than $B(Q+1)$, and hence we have a contradiction to the feasibility of the schedule. Moreover, the total processing time of "small" jobs that are executed on the computing node just on the left of the middle $\mathrm{I} / \mathrm{O}$ node is at most $B(Q+1)-B Q=B$;
similarly, for the computing node which is just on the right of the middle I/O node. Furthermore, the "small" jobs have a total processing time at least $2 B$; this happens if all of them use $Q$ computing nodes. We conclude that the set of "small" jobs has been partitioned into two subsets of the same total processing time, and therefore we can construct a solution for the Partition problem.

In the proof of the previous theorem, if $Q=1$ then the constructed instance coincides with a special case of the rigid model where each job is executed on exactly one machine (i.e. tasks are sequential). We get the following corollary.

- Corollary 3.5. The problem of scheduling rigid jobs with respect to contiguity and locality constraints is $\mathcal{N} \mathcal{P}$-hard even if $m^{C}=2, m^{I / O}=3$ and $q_{j}=1$ for each job $j \in \mathcal{J}$.

Finally, we can extend the proof given in [BDL+18] for the rigid model, and get the following theorem. The proof is very similar to the one provided in [BDL+18] and therefore not presented here.

- Theorem 3.6. The problem of scheduling malleable jobs with respect to contiguity and locality constraints is strongly- $\mathcal{N} \mathcal{P}$-hard even in the proportional-malleable model with $m^{I / O}=3$ and $w_{j}=Q_{j}$, for each $j \in \mathcal{J}$.


### 3.3 Proportional Malleable Model

In this section, we propose approximation algorithms for the problem of scheduling malleable jobs with respect to contiguity and locality constraints. In a uniform instance of the Proportional-Malleable Model, each job can be executed by at most $Q$ computing nodes. We denote by $\mathcal{M}_{j}$ the set of computing nodes (machines) that can participate in the execution of a job $j$. Let $\mathcal{M}$ be an arbitrary set of machines. Then the average time $\mathcal{L} \mathcal{B}_{1}$ for which a machine from $\mathcal{M}$ has to run is a lower bound on the length of an optimal schedule. That is:

$$
\begin{equation*}
\mathcal{L} \mathcal{B}_{1}=\max _{M \subseteq P^{\mathrm{C}}}\left\{\frac{\sum_{j \mid \mathcal{M}_{j} \subseteq \mathcal{M}} w_{j}}{|\mathcal{M}|}\right\} \tag{3.1}
\end{equation*}
$$

For each node $i \in P^{I / O}$ we denote by $\mathcal{J}_{i}$ the set of jobs with $P^{I / O}(j)=i$. Given that each job cannot be allocated on more than $Q$ machines, we obtain a second lower bound.

$$
\begin{equation*}
\mathcal{L} \mathcal{B}_{2}=\max _{i \in P^{I O}}\left\{\sum_{j \in \mathcal{J}_{i}} \frac{w_{j}}{Q}\right\} \tag{3.2}
\end{equation*}
$$

In total, the lower bound is given by the largest of these quantities, $\mathcal{L B}=$ $\max \left\{\mathcal{L} \mathcal{B}_{1}, \mathcal{L} \mathcal{B}_{2}\right\}$.

In this section, we present an algorithm that computes a schedule whose makespan does not exceed $2 \mathcal{L} \mathcal{B}$. Firstly, we transform the instance in order to create a simplified jobset $\mathcal{J}^{\prime}$. For each node $i \in P^{I / O}$ we replace each set of jobs $\mathcal{J}_{i}$ with a single job $j^{\prime}$, the execution load of which is equal to $A_{j^{\prime}}=\sum_{j \in \mathcal{J}_{i}} w_{j}$. After determining the allocation for a job $j^{\prime}$ in $\mathcal{J}^{\prime}$, we will assign all jobs $j$ in $\mathcal{J}$ corresponding to the same I/O node to the same set of computing nodes.

- Proposition 3.7. $\mathcal{J}$ and $\mathcal{J}^{\prime}$ have the same lower bound $\mathcal{L B}$.

We introduce at this point an auxiliary problem which will help us find a feasible schedule to our initial problem.

## Auxiliary problem

The instance consists of a set of malleable rectangles $\mathcal{U}=\left\{U_{1}, U_{2}, \ldots, U_{m}\right\}$ and a strip of width $W$. We designate the bottom left corner of the strip as the origin of the $x y$ plane, letting the $x$-axis be the direction of the width of the strip, and the $y$-axis be the direction of the height. Each rectangle $U_{i}$ has a fixed area $A_{i}$ and a given access point (which corresponds to the input/output nodes of our original problem) $\tau_{i}$, such that $0 \leqslant \tau_{1} \leqslant \tau_{2} \leqslant \cdots \leqslant \tau_{m} \leqslant W$. We represent the location of each rectangle $U_{i}$ in the strip by the coordinate $\left(s_{i}, y_{i}\right)$ of its bottom left corner and the coordinate $\left(f_{i}, y_{i}\right)$ of its bottom right corner. We denote the width of a rectangle as $\lambda_{i}=f_{i}-s_{i}$. In this case, the height of the rectangle $U_{i}$ is equal to $h_{i}=\frac{A_{i}}{\lambda_{i}}$.

We say that the location of the rectangles is valid if the following conditions hold:

1. $s_{i}, f_{i} \in \mathbb{N}, i=1, \ldots, m$
2. $1 \leqslant \lambda_{i} \leqslant Q, i=1, \ldots, m$
3. $s_{i} \leqslant \tau_{i} \leqslant f_{i}, i=1, \ldots, m$
4. $s_{i} \leqslant s_{j}, \forall i<j$
5. $f_{i} \leqslant f_{j}, \forall i<j$

In correspondence with the initial scheduling problem, condition 1 means that the computing need of a job is integral, while in condition 2 , a job must ask for at least one node with the upper limit being $Q$. Condition 3 guarantees locality for a job. Finally, conditions 4 and 5 ensures jobs are scheduled following the ordering of the I/O nodes.

The objective of the auxiliary problem is to place $m$ rectangles into the strip without intersections, so as to minimize the height $H$ of the strip.

Consider an arbitrary rectangle $U_{i}$. In order to satisfy conditions 2, 3, we define the interval $\left[r_{i}, d_{i}\right]$. Let $r_{i}=\max \left\{0, \tau_{i}-Q\right\}$ and $d_{i}=\min \left\{W, \tau_{i}+Q\right\}$. We can see this


Figure 3.1: Intervals $\left[r_{i}, d_{i}\right]$ for jobs with for $Q=3$
interval as the set of computing nodes, where a job $i$ can be scheduled both locally and contiguously. An example of these intervals is shown in Figure 3.1. Conditions 2 and 3 also imply that in any feasible solution of the auxiliary problem we have $r_{j} \leqslant s_{j}<f_{j} \leqslant d_{j}$.

In terms of the auxiliary problem, we can re-write lower bounds (3.1) and (3.2) as follows.

$$
\begin{align*}
\mathcal{L} \mathcal{B}_{1}=\max _{i, j \mid i<j}\left\{\frac{\left.\sum_{k \mid r_{i} \leqslant r_{k} \leqslant d_{k} \leqslant d_{j} A_{k}}^{d_{j}-r_{i}}\right\}}{\mathcal{L} \mathcal{B}_{2}}=\max _{i}\left\{\frac{A_{i}}{Q}\right\}\right. \tag{3.3}
\end{align*}
$$

Finally, we have that, $\mathcal{L B}=\max \left\{\mathcal{L} \mathcal{B}_{1}, \mathcal{L} \mathcal{B}_{2}\right\}$

- Proposition 3.8. If we do not impose integrality and locality (conditions 1 and 3), the auxiliary problem under conditions $2,4,5$ has a solution of $H=\mathcal{L} \mathcal{B}$.

To create such a solution, we set $\lambda_{i}=\frac{A_{i}}{\mathcal{L} \mathcal{B}}$ for all $U_{i} \in \mathcal{U}$. From (3.4) we have $\lambda_{i} \leqslant Q$. We then place each rectangle on the bottom line, so $y_{i}=0$ for all $U_{i} \in \mathcal{U}$. We determine the $x$-coordinates of each rectangle according to the following rule. For the first rectangle we set $s_{1}=0$ and $f_{1}=\lambda_{1}$. For the rest of the jobs we set $s_{i}=\max \left\{r_{i}, f_{i-1}\right\}$ and $f_{i}=s_{i}+\lambda_{i}$.

In the next proof we show that the solution described above and summarized in Algorithm 1, provides a feasible solution to the auxiliary problem with respect to condition 2, 4, 5 .

Proof. We will prove by contradiction that $f_{i} \leqslant d_{i}$ for all $i$. Suppose there exists a rectangle $U_{i}$ such that $f_{i}>d_{i}$. Let $j<i$ be the maximal index of a rectangle such that $s_{j}=r_{j}$. Then we have $s_{k}=f_{k-1}$ for all $k=j+1, \ldots, i$. Thus, we have that

$$
\begin{equation*}
\sum_{k=j}^{i} \lambda_{k}>d_{i}-r_{j} \tag{3.5}
\end{equation*}
$$

Moreover, for each rectangle $U_{k}$, where $k=j+1$, ldots, $i$ we have $r_{j} \leqslant r_{k}$ and $d_{k} \leqslant d_{i}$. From lower bound (3.3) we obtain

$$
\mathcal{L B} \geqslant \frac{\sum_{k=j}^{i} A_{k}}{d_{i}-r_{j}}=\frac{\mathcal{L} \mathcal{B} \sum_{k=j}^{i} A_{k}}{\mathcal{L} \mathcal{B}\left(d_{i}-r_{j}\right)}=\frac{\mathcal{L} \mathcal{B} \sum_{k=j}^{i} \lambda_{k}}{d_{i}-r_{j}}>\mathcal{L} \mathcal{B}
$$

where the last inequality follows from (3.5); contradiction.
Algorithm 1 places all the rectangles as close as possible to the left edge of the strip. We shift to the right those rectangles for which $f_{i}<\tau_{i}$, without changing the order or the location of the other rectangles. Thus, a rectangle can be moved either until it becomes local, or until it meets the starting node of the next job. This procedure, which returns a strip $S^{\prime}$, is described in Algorithm 2.

The solution created by Algorithm 2 may consist of several blocks of jobs. A block is a maximal set of rectangles that form a continuous strip of size $\mathcal{L B}$ and consists of:

- a set of local rectangles for which $\tau_{i} \in\left[s_{i}, f_{i}\right]$,
- a set of rectangles, $\mathcal{L}$ (left), for which $\tau_{i}>f_{i}$,
- a set of rectangles, $\mathcal{R}$ (right), for which $\tau_{i}<s_{i}$.

Moreover, all left rectangles precede local rectangles, and all right rectangles succeed local rectangles. Notice that sets $\mathcal{L}$ and $\mathcal{R}$ may be empty, while the set of local rectangles must have at least one rectangle. After applying Algorithm 2, it is the local rectangles which prevent other jobs from being local. Therefore, there is always a local rectangle in a block. The structure of a block can be seen in Figure 3.3 (a).

Our main idea is to split the set of rectangles in $\mathcal{U}$ into two subsets, $\mathcal{U}_{1}$ and $\mathcal{U}_{2}$, and then pack each of them into a strip of height $\mathcal{L B}$. We start with local rectangles. We number the rectangles in the order as they are carried out in the strip $S^{\prime}$, resulted by Algorithm 2. Then, we re-allocate each local rectangle $i$ to the interval [ $\left.\left\lfloor s_{i}\right\rfloor,\left\lceil f_{i}\right\rceil\right]$. Subsequently, we set all odd local rectangles in the first subset $\mathcal{U}_{1}$ and all even rectangles on the second subset $\mathcal{U}_{2}$. Each rectangle $i$ has a positive width, and therefore we get that $s_{i+2} \geqslant f_{i+1}>s_{i+1}=f_{i}$. Since each $\tau_{i}$ is integral, and for each local rectangle we

```
Algorithm 1: Auxiliary solution
    \(\lambda_{1}=\frac{A_{1}}{\mathcal{L B}} ; y_{1}=0 ; s_{1}=0 ; f_{1}=\lambda_{1} ;\)
    for \(i>1 \mid U_{i} \in \mathcal{U}\) do
        \(\lambda_{i}=\frac{A_{i}}{\mathcal{L B}} ; y_{i}=0 ;\)
        \(s_{i}=\max \left\{r_{i}, f_{i-1}\right\} ; f_{i}=s_{i}+\lambda_{i} ;\)
```



Figure 3.2: Example of creating the first aggregated job of a block in $\mathcal{R}$. The renumbering of nodes and jobs of this step is also depicted. Jobs correspond to the jobs $5-10$ shown in Figure 3.3 (a).
have $\tau_{i} \in\left[s_{i}, f_{i}\right]$, we get that $\left\lfloor s_{i+2}\right\rfloor \geqslant\left\lceil f_{i}\right\rceil$, and as a result local rectangles from the same subset do not overlap.

For rectangles which are not local, we focus on each block separately. We make rectangles of a block to be local, starting by jobs in set $\mathcal{R}$. Rectangles in set $\mathcal{L}$ are handled similarly and therefore the procedure is not explicitly mentioned here.

We call the last local rectangle in the block as $R_{0}$. Consider the rectangles in $\mathcal{R} \cup\left\{R_{0}\right\}$. We refer to the access point of the rectangle $R_{0}$ as $\tau_{0}$ and respecting the ordering from left to right we re-number the access points of the rectangles in $\mathcal{R}$. Rectangles' indices follow the same numbering. Figure 3.2 illustrates this notation.

Let $r=|\mathcal{R}|$. We partition the set of rectangles $\mathcal{R}$ into disjoint subsets using the following procedure (see Algorithm 3).

We consider each subset $\mathcal{R}_{h}$ as an aggregated rectangle $R_{h}$. For each aggregated rectangle $R_{h}$, we define two quantities. The first one is

$$
\begin{equation*}
d i s t^{C}=\sum_{U_{j} \in \mathcal{R}_{h}} \lambda_{j} \tag{3.6}
\end{equation*}
$$

```
Algorithm 2: Create Initial Blocks
    Start with the solution \(S\) returned by Algorithm 1;
    for ( \(i=\left|\mathcal{J}^{\prime}\right| ; i==1 ; i--\) ) do
        if \(\tau_{i}>f_{i}\) then
            \(t=\min \left\{\left(s_{i+1}-f_{i}\right),\left(\tau_{i}-f_{i}\right)\right\} ;\)
            \(f_{i}+=t ; s_{i}+=t ;\)
```

which corresponds to the total width of all the rectangles in $\mathcal{R}_{h}$. Let $\tau_{h}^{\min }=\min _{U_{j} \in \mathcal{R}_{h}}\left\{\tau_{j}\right\}$ and $\tau_{h}^{\text {max }}=\max _{U_{j} \in \mathcal{R}_{h}}\left\{\tau_{j}\right\}$. The second one is

$$
\begin{equation*}
d i s t^{I / O}=\tau_{h}^{\max }-\tau_{h}^{\min } \tag{3.7}
\end{equation*}
$$

and is related to the distance between the leftmost and the rightmost access points in $\mathcal{R}_{h}$. We then define the width of the aggregated rectangle $R_{h}$ as

$$
\begin{equation*}
\ell_{h}=\max \left\{\left\lceil\text { dist }^{C}\right\rceil, \text { dist }^{I / O}\right\} \tag{3.8}
\end{equation*}
$$

More precisely, we replace each rectangle $U_{j} \in \mathcal{R}_{h}$ of width $\lambda_{j}$ and height $\mathcal{L B}$ with a rectangle of width $\ell_{h}$ and height $\lambda_{j} \mathcal{L} \mathcal{B} / \ell_{h}$, and put them on top of each other. As a result, we get a rectangle of width $\ell_{h}$ and of height $\operatorname{dist}^{C} \mathcal{L B} / \ell_{h}$, which is no more than $Q$.

At this point, we are ready to make rectangles in $\mathcal{R}$ both local and integral. We place each aggregated rectangle $R_{h}$ in the interval [ $\left.\tau_{h}^{\min }, \tau_{h}^{\min }+\ell_{h}\right]$. For each rectangle, we also need to choose one of the subsets $\mathcal{U}_{1}$ or $\mathcal{U}_{2}$.

This choice is based on the placement of the previous rectangle. Rectangles $R_{0}$ and $R_{1}$ are always assigned to different sets based on the choice for $R_{0}$. If the maximum in $\ell_{i-1}$ is given by $\left\lceil\right.$ dist $\left.^{C}\right\rceil$ and $R_{i-1} \in \mathcal{U}_{1}$, assign $R_{i}$ to $\mathcal{U}_{2}$ (resp. if $R_{i-1} \in \mathcal{U}_{2}$, assign $R_{i}$ to $\mathcal{U}_{1}$ ). If the maximum in $\ell_{i-1}$ is given by $\operatorname{dist}^{I / O}$ and $R_{i-1} \in \mathcal{U}_{1}$ (resp. $\mathcal{U}_{2}$ ), assign $R_{i}$ to $\mathcal{U}_{1}$ (resp. $\mathcal{U}_{2}$ ). Similarly, we impose locality in $\mathcal{L}$.

- Lemma 3.9. The aggregated rectangles do not overlap.

Proof. Since all rectangles in $\mathcal{R}$ are shifted to the left and all rectangles in $\mathcal{L}$ are shifted to the right, the shifted rectangles from different blocks do not overlap. Let $U_{l}$ be any left aggregated rectangle and $U_{r}$ to be any right aggregated rectangle. We have $f_{l}=\tau_{l}^{\text {max }} \leqslant \tau_{0} \leqslant \tau_{r}^{\text {min }}=s_{r}$. It follows that two rectangles $U_{l}, U_{r}$ with $U_{l} \in \mathcal{L}$ and $U_{r} \in \mathcal{R}$ from the same block do not overlap.

Now we show that rectangles in $\mathcal{R}$ from one block do not overlap. Let $\ell_{h-1}=$

```
Algorithm 3: Create Aggregated Rectangles
    Put \(h=0 ; k=1\);
    while \(k \leqslant r\) do
        set \(i=k, h=h+1, R_{h}:=\emptyset\);
        while \(\sum_{j=i}^{k} \lambda_{j} \leqslant Q\) and \(\tau_{k}-\tau_{i} \leqslant Q\) do
            set \(R_{h}=R_{h} \cup\left\{U_{k}\right\} ; k=k+1\);
```



Figure 3.3: Example of the transformation from a partial solution return by Algorithm 2 to a contiguous, local, integral feasible schedule of our algorithm. Input/Output nodes are depicted by a black square. Computing nodes are not shown. Jobs and Input/Output nodes follow the same numbering. Jobs in gray are local while jobs in white need to be reallocated.
$\tau_{h-1}^{\max }-\tau_{h-1}^{\min }$. Since $\tau_{h-1}^{\max }<\tau_{h}^{\text {min }}$ the rectangles $J_{h-1}$ and $J_{h}$ do not overlap. Now, let $\ell_{h-1}=\sum_{j \in R_{h-1}} \lambda_{j}$. In this case, rectangles $J_{h}$ and $J_{h-1}$ belong to different sets and do not overlap. It remains to show that the rectangle $J_{h}$ does not overlap with previous rectangles. Let $U_{j}$ be the first rectangle in $R_{h}$. From the execution of Algorithm 3, we have $\ell_{h-1}+\lambda_{j}>Q$. Hence, $f_{j}-\min _{i \in R_{h-1}} s_{i}>Q$. Taking into account that $\tau_{j}=d_{j}-Q \geqslant f_{j}-Q$, we obtain

$$
\tau_{h}^{\min }=\tau_{j} \geqslant f_{j}-Q>\min _{i \in R_{h-1}} s_{i}=s_{h-1} \geqslant \tau_{h-1}^{\min }>\tau_{h-2}^{\max }
$$

Similarly, rectangles in $\mathcal{L}$ from one block do not overlap.

- Lemma 3.10. The aggregated rectangles and the local rectangles do not overlap.

Proof. We prove this result for jobs in $\mathcal{R}$. Let $R_{i}$ be the first aggregated rectangle that belongs to the same set as $R_{0}$. It follows that $\ell_{i-1}=\sum_{j \in R_{i-1}} \lambda_{j}$. As shown in Lemma 3.9 we have $\tau_{i}^{\text {min }} \geqslant s_{i-1} \geqslant f_{0}$. Since $\tau_{i}^{\text {min }}$ is integer, we have $\tau_{i}^{\text {min }} \geqslant\left\lceil f_{0}\right\rceil$ and rectangles $R_{0}$ and $R_{i}$ do not overlap. Similarly, we can prove this result for jobs in $\mathcal{L}$.

Following the procedure above, we can find a solution of height $2 \mathcal{L B}$ to the auxiliary problem which partitions the rectangles into two subsets, and packs them in two strips of height $\mathcal{L B}$ without intersections.

Now, consider the topology of an instance of the scheduling problem. We number the computing nodes in $P^{\mathrm{C}}$ independently from the I/O nodes, respecting their ordering on the line. Furthermore, we set $W=m^{\mathrm{C}}$ and we associate the unit interval [ $\left.i-1, i\right]$ with the computing node $i$. For each I/O node $j \in P^{I / O}$ we set $\tau_{j}=0$ if the I/O node precedes all computing nodes, $\tau_{j}=m^{\mathrm{C}}$ if the I/O node follows all computing nodes and $\tau_{j}=k$ if the I/O node is located between the computing nodes $k$ and $k+1$. For the $j$-th I/O node we create a rectangle $R_{j}$ such that its area is $A_{j}$.

- Lemma 3.11. Let $S$ be a feasible solution of the auxiliary problem with height $H$. Then there exists a feasible solution of the scheduling problem with makespan $H$.

Proof. Let the rectangle $U_{j}$ has coordinates $\left(s_{j}, y_{j}\right)$ and $\left(f_{j}, y_{i}\right)$ for its bottom left corner and its bottom right corner, respectively. We assign the job $j$ corresponding to the $j$-th I/O node on computing nodes $\left\{s_{j}+1, \ldots, f_{j}\right\}$ in the time interval $\left(y_{j}, y_{j}+h_{j}\right]$, where $h_{j}=\frac{A_{j}}{\lambda_{j}}$. Let $P_{t}^{I / O}=\left\{j \in P^{I / O} \mid \tau_{j}=t\right\}$. If $s_{j}<t<f_{j}$ then job $j$ occupies all I/O nodes from $P_{t}^{I / O}$. If $s_{j}=t$, job $j$ occupies the node $P^{I / O}(j)$ and all I/O nodes from $P_{t}^{I / O}$ to the right of the node $P^{I / O}(j)$. If $f_{j}=t$, job $j$ occupies the node $P^{I / O}(j)$ and all I/O nodes from $P_{t}^{I / O}$ to the left of the node $P^{I / O}(j)$. Thus, the job is also local due to condition 3 of the auxiliary problem. Suppose that a job $i$ and a job $j$ overlap on some I/O node. Let $i<j$. Since the rectangles $R_{i}$ and $R_{j}$ do not overlap we have $\tau_{i}=f_{i}=s_{j}=\tau_{j}$ due to conditions 4 and 5. But in this case, the job $i$ does not occupy the I/O nodes to the right of the $i$-th I/O node and the job $j$ does not occupy the I/O nodes to the left of the $j$-th I/O node. Hence these jobs do not overlap.

This directly yields the following result.

- Theorem 3.12. There exists a polynomial time 2-approximation algorithm for the problem of scheduling malleable jobs with respect to contiguity and locality constraints on the line in the uniform proportional-malleable model.


### 3.4 Generalized Malleable ModeI

Bleuse et al. [BDL+18] introduced an integer linear program for the rigid model with respect to contiguity and locality constraints in order to minimize the total load of each node; note that the maximum load over all nodes is a lower bound to the makespan of the schedule. By solving the relaxed version and rounding this solution, they obtain one allocation whose makespan is at most twice the maximum load in the solution returned by the linear program (LP). Having fixed a valid allocation for each job, the problem coincides with the already known Dynamic Storage Allocation problem for which they use an already known 3-approximation algorithm [Ger99] to create a feasible schedule, getting a 6-approximation algorithm for the rigid model.


Figure 3.4: Possible valid allocations for a job $j$ asking for 3 computing nodes ( $Q_{j}=3$ ) and the $4^{t h}$ node as input/output.

We extend the integer linear program of $[\mathrm{BDL}+18]$ as follows. Let $\mathcal{A}_{j}$ be the set of all potential allocations for each job $j \in \mathcal{J}$. In the malleable model, the set $\mathcal{A}_{j}$ contains more allocations than the rigid model, as in the former one we have also to decide the number of computing nodes to be used for the execution. Due to the contiguity and the locality constraints, there are $Q_{j}+1$ allocations using $Q_{j}$ computing nodes, $Q_{j}$ allocations using $Q_{j}-1$ computing nodes, and so on. Hence, the number of potential allocations for each job $j,\left|\mathcal{A}_{j}\right| \leqslant \sum_{i=1}^{Q_{j}}(i+1)$, remains polynomial. Figure 3.4 shows the valid allocations for a job $j$ with $Q_{j}=3$.

Each allocation $\ell \in \mathcal{A}_{j}$ contains a number of computing nodes as well as the required I/O node. Note that, an allocation may include more I/O nodes that will not be used during the execution of $j$, neither by $j$ nor by any other job due to the locality constraint. By slightly abusing the notation, given an allocation $\ell$, we write $i \in \ell$ if the node $i$ is included in $\ell$, and we denote by $|\ell|$, the number of computing nodes included in $\ell$. Moreover, given an allocation $\ell \in \mathcal{A}_{j}$ for a job $j \in \mathcal{J}$, we denote by $p_{j \ell}=w_{j} f(|\ell|)$ the processing time of $j$ if it is executed according to $\ell$. Note that the number of different $p_{j \ell}$ is also polynomial. An example of all possible allocations can be seen in Figure 3.4.

For each job $j \in \mathcal{J}$ and allocation $\ell \in \mathcal{A}_{j}$, we introduce a binary indicator variable $x_{j, \ell}$ which is equal to one if $j$ is executed according to the allocation $\ell$, and zero otherwise. Moreover, for each node $i \in P$ (computing and I/O) we introduce a non-negative variable $\Lambda_{i}$ which corresponds to the total load of jobs whose assigned allocation includes the node $i$. Let also $\Lambda$ be a variable corresponding to the maximum load among all nodes. Then, we consider the following integer linear program which minimizes the maximum load.

$$
\begin{equation*}
\min \Lambda \tag{ILP}
\end{equation*}
$$

$$
\begin{array}{ll}
\text { s.t. } & \Lambda \geqslant \Lambda_{i} \\
& \Lambda_{i} \geqslant \sum_{j \in \mathcal{J}} \sum_{\ell \in \mathcal{A}_{j}} \sum_{i \in \ell} x_{j \ell} p_{j \ell} \\
& \forall i \in \mathcal{V} \tag{2}
\end{array}
$$

$$
\begin{array}{lr}
\sum_{\ell \in \mathcal{A}_{j}} x_{j \ell}=1 & \forall j \in \mathcal{J} \\
x_{j \ell} \in\{0,1\} & j \in \mathcal{J}, \ell \in \mathcal{A}_{j} \tag{4}
\end{array}
$$

Constraints $\left(C_{1}\right)$ take the maximum load over all nodes. Constraints $\left(C_{2}\right)$ compute the total load for each node, while Constraints $\left(C_{3}\right)$ ensure that each job is assigned to an allocation. By relaxing the integrity Constraints $\left(C_{4}\right)$ to $x_{j \ell} \in[0,1]$ for each $j \in \mathcal{J}$ and $\ell \in \mathcal{A}_{j}$, we can solve the corresponding LP in polynomial time. An optimal solution to the relaxed linear program is a lower bound to the makespan of an optimal solution for our problem.

The main differences of the above integer linear program with respect to the one for rigid jobs is that: (i) there is a quadratic number to $Q_{j}$ of potential allocations for each job $j$ (instead of linear) and (ii) the processing time of $j$ depends on the allocation and the number of computing nodes used by it (instead of a single $p_{j}$ for all potential allocations).

Consider now an optimal solution of the relaxed linear program. In this solution, let $\tilde{x}_{j \ell}$ be the value of the indicator variable for each job $j \in \mathcal{J}$ and allocation $\ell \in \mathcal{A}_{j}$, and $\tilde{\Lambda}_{i}$ be the value of the variable corresponding to the load of node $i$. In the following, we explain how to round these indicator variables and get an integral allocation for each job $j \in \mathcal{J}$. Let $\bar{x}_{j \ell}$ be the integral value of the indicator variable for each job $j \in \mathcal{J}$ and allocation $\ell \in \mathcal{A}_{j}$ after the rounding and $\bar{\Lambda}_{i}$ the corresponding load of node $i$. We denote by $L_{i}(j)$ the contribution of job $j$ to the load of node $i \in P$ in solution $\tilde{\Lambda}_{i}: L_{i}(j)=\sum_{\ell: i \in \ell} \tilde{x}_{j \ell} p_{j \ell}$. Let $\tilde{P}_{j}=\left\{i: L_{i}(j)>0\right\}$ be the set of nodes having a positive fractional load for the job $j$.

Given an allocation $\ell \in \mathcal{A}_{j}$, we consider the worst case increase of the load of a machine if we decide to schedule $j$ according to $\ell$. Specifically, for each node $i \in \tilde{P}_{j}$ in this allocation $\ell$ we compute the ratio $\frac{p_{j \ell}}{L_{i}(j)}$, while the worst case corresponds to the node for which this ratio is maximized. Finally, we decide to schedule $j$ according to the allocation $\ell^{*}$ that minimizes this worst case ratio and we set $\bar{x}_{j \ell^{*}}=1$. All the other variables for the job $j$ are set to zero, i.e., $\bar{x}_{j \ell}=0$ for each $\ell \neq \ell^{*}$. Intuitively, the above procedure aims to choose the allocation for each job $j \in \mathcal{J}$ that increases as little as possible the impact of $j$ on the load of the nodes, without regarding the load of the other jobs.

When a single allocation has been selected for each job, our problem coincides with the Dynamic Storage Allocation problem and we can apply the 3-approximation algorithm proposed in [Ger99]. Algorithm 4 summarizes this procedure.

In what follows, we bound the approximation ratio of Algorithm 4. We initially focus on the rounding procedure (Lines $2-7$ of the algorithm). Our analysis is performed for each job $j \in \mathcal{J}$ separately and the approximation ratio of our algorithm depends on the function $f$ and $Q_{\max }=\max \left\{Q_{j}, j \in \mathcal{J}\right\}$. However, the algorithm works for instances with different values of $Q_{j}$.

```
Algorithm 4:
    Solve the relaxed version of (ILP)
    for each job \(j \in \mathcal{J}\) do
        for each node \(i \in\{1, \ldots, m\}\) do
            \(L_{i}(j)=\sum_{\ell: i \in \ell} \tilde{x}_{j \ell} p_{j \ell}\)
        for each allocation \(\ell \in \mathcal{A}_{j}\) do
            ratio \(_{j}^{\ell}=\max _{i \in \ell, i \in \tilde{P}_{j}}\left\{\frac{p_{j \ell}}{L_{i}(j)}\right\}\)
        Choose the allocation \(\ell^{*}=\operatorname{argmin}_{\ell \in \mathcal{A}_{j}}\left\{\right.\) ratio \(\left._{j}^{\ell}\right\}\)
    \& Create a feasible schedule by applying the algorithm proposed in [Ger99]
        for the Dynamic Storage Allocation problem using the allocations
        determined by \(\ell^{*}\).
```

The key idea of our analysis is, given a job $j \in \mathcal{J}$, to find a worst-case assignment for the variables $x_{j \ell}, \ell \in \mathcal{A}_{j}$, that maximizes the quantity $\min _{\ell \in \mathcal{A}_{j}}\left\{\right.$ ratio $\left.{ }_{j}^{\ell}\right\}$ : it will maximize the minimal increase of the contribution of task $j$ to the load of a machine between $\tilde{\Lambda}_{i}$ and $\bar{\Lambda}_{i}$. Then, any other assignment for the variables $x_{j \ell}$, including the one obtained by solving the relaxed (ILP), will lead to a smaller increase. In order to do this, we create the following feasibility linear program for the job $j \in \mathcal{J}$, where $\alpha$ is a constant which corresponds to the value of $\min _{\ell \in \mathcal{A}_{j}}\left\{\right.$ ratio $\left.{ }_{j}^{\ell}\right\}$ we are searching for.

$$
\begin{array}{ll}
p_{j \ell} \geqslant \alpha \sum_{\ell^{\prime}: i \in \ell^{\prime}} x_{j \ell^{\prime}} p_{j \ell^{\prime}} \quad \forall \ell \in \mathcal{A}_{j}, i \in \ell \\
\sum_{\ell \in \mathcal{A}_{j}} x_{j \ell}=1 & \\
x_{j \ell} \geqslant 0 & \forall j \in \mathcal{J}, \ell \in \mathcal{A}_{j} \tag{3}
\end{array}
$$

Constraints $\left(R_{1}\right)$ express the ratio between the integral load if allocation $\ell$ is selected to execute $j$ and the fractional load based on the obtained assignment for a node $i$, i.e., correspond to the quantity $\frac{p_{j \ell}}{L_{i}(j)}$. Constraints $\left(R_{2}\right)$ ensure that job $j$ is assigned and guarantees the constraints $\left(C_{3}\right)$ of ILP.

Observe that, the values of $p_{j \ell}=w_{j} f(|\ell|)$ and $p_{j \ell^{\prime}}=w_{j} f\left(\left|\ell^{\prime}\right|\right)$ in Constraint $\left(R_{1}\right)$ depend on the same job $j$. Thus, $w_{j}$ can be eliminated and the constraint depends only on the number of computing nodes of allocations $\ell$ and $\ell^{\prime}$ (which take value in $\left.\left\{1,2, \ldots, Q_{j}\right\}\right)$ and the function $f$. In other words, we obtain the same feasibility linear program for all jobs requiring the same number of computing nodes $Q_{j}$, and thus the value of $\alpha$ is not job specific and it depends only on the speed-up function $f$ and the $Q_{j}$.


Figure 3.5: Value of $\alpha$ with respect to different $Q_{j}$ 's for the proportional-malleable model.

In order to determine the value of $\alpha$, we perform a binary search. An infeasible solution to the above linear program implies that it is not possible to have a gap of $\alpha$ and hence we need to choose a smaller value of $\alpha$. At the end of the binary search procedure, we get the maximum value of $\alpha$ that makes the linear program $\left(R_{1}\right)-\left(R_{3}\right)$ feasible. Then, the following lemma holds.

- Lemma 3.13. For a job $j \in \mathcal{J}$ and a node $i \in P$, it holds that $p_{j \ell^{*}} \leqslant \alpha L_{i}(j)$, where $\alpha$ is the maximum value which makes the linear program $\left(R_{1}\right)-\left(R_{3}\right)$ feasible.

As an example, we calculated the value of $\alpha$ for different values of $Q_{j}$ in the proportional-malleable model. Figure 3.5 illustrates some of these values.

- Theorem 3.14. Let $\alpha_{\max }$ be the maximum value over all jobs which makes the linear program $\left(R_{1}\right)-\left(R_{3}\right)$ feasible. Algorithm 4 achieves an approximation ratio of $3 \alpha_{\max }$.

Proof. For each job $j \in \mathcal{J}$, let $\ell_{j}^{*}$ be the allocation selected by Algorithm 4 to execute $j$. Then, for the integral load of the node $i \in P$ we have

$$
\begin{aligned}
\bar{\Lambda}_{i} & =\sum_{j \in \mathcal{J}: i \in \ell_{j}^{*}} p_{j \ell_{j}^{*}} \leqslant \sum_{j \in \mathcal{J}: i \in \ell_{j}^{*}} \alpha_{\max } L_{i}(j) \\
& =\alpha_{\max } \sum_{j \in \mathcal{J}: i \in \ell_{j}^{*}} \sum_{\ell: i \in \ell} \tilde{x}_{j \ell} p_{j \ell} \\
& =\alpha_{\max } \sum_{j \in \mathcal{J}: i \in \ell_{j}^{*}} \sum_{\ell \in \mathcal{A}_{j}} \sum_{i \in \ell} \tilde{x}_{j \ell} p_{j \ell}=\alpha_{\max } \tilde{\Lambda}_{i}
\end{aligned}
$$

By construction, $\tilde{\Lambda}=\max _{i \in P}\left\{\tilde{\Lambda}_{i}\right\}$ is a lower bound the makespan of an optimal schedule for our problem. Then, the theorem follows, since in Line 8 of Algorithm 4 the 3approximation algorithm for the Dynamic Storage Allocation is used in order to create the final schedule.

### 3.5 Conclusion

In this chapter we studied the makespan minimization problem on the malleable and the rigid models under contiguity and locality constraints. We gave inapproximability results for the rigid model and complexity results for the malleable one. Focusing on the malleable model, we gave approximation algorithms for the proportional uniform setting as well as the generalized one.

## Explorable Uncertainty

In this chapter, we introduce a model for the speed scaling setting in the framework of explorable uncertainty. In this model, each job has a release time, a deadline and an unknown workload that can be revealed to the algorithm only after executing a query that induces a given additional job-dependent load. Alternatively, the job may be executed without any query, but in that case, its workload is equal to a given upper bound We study the problem of minimizing the overall energy consumption for executing all the jobs in their time windows. We also consider the related problem of minimizing the maximum speed used by the algorithm. We present lower and upper bounds for both the offline case, where all the jobs are known in advance, and the online case, where the jobs arrive over time. We start with the single machine setting and we finally deal with the more general case where multiple identical parallel machines are available.

### 4.1 Formulation of the problem

In the classical speed scaling setting, each job $j$ is characterized by a triple ( $r_{j}, d_{j}, w_{j}$ ), which represents the release time, the deadline and the workload of the job respectively. The workload of $j$ should be entirely executed in the interval $\left(r_{j}, d_{j}\right]$ which is called its active interval. In this chapter, we augment this framework by introducing an uncertainty on the workload of the jobs. Here, the work, $u_{j}$, is an upper bound rather than an exact value on the actual work needed for the completion of a job. The exact workload, $w_{j} \leqslant u_{j}$, can be revealed to the algorithm only after executing a query (or test) of additional load $t_{j} \in\left(0, u_{j}\right]$. Hence, in our setting, each job is characterized by a quintuple $\left(r_{j}, d_{j}, t_{j}, u_{j}, w_{j}\right)$, where $w_{j}$ is not known before the end of the potential execution of the query. Note that, in the case where the query is not executed, the scheduler is obliged to execute the upper bound of the workload $u_{j}$.

We call the above enhanced model as Query Based Speed Scaling model (QBSS). The QBSS model is online by nature, since the value of $w_{j}$ for each job $j$ is revealed only after the potential execution of the query $t_{j}$. However, we distinguish between the offline and the online versions with respect to the classical scheduling setting. In the offline version, the entire input is known in advance, i.e., the total number of jobs to be scheduled, as well as their characteristics, except for the exact loads $w_{j}$. In the online version, the input becomes available to the algorithm over time: at time $t=r_{j}$, a new job $j$ and its characteristics are revealed, except again for its exact load $w_{j}$. In other words, the algorithm does not know in advance how many jobs it has to schedule, at which time they will arrive, or what are their characteristics. In both cases, if the exact load of a
job $j$ becomes known at the same time as its other characteristics, then the QBSS model reduces to the classical speed scaling setting, since the scheduler can simply decide whether to make the query for $j$ or not based on the value of $\min \left\{u_{j}, t_{j}+w_{j}\right\}$.

This model is inspired by code optimizers which can (potentially) reduce the execution time of program. However, the result cannot be known before the execution of the optimizer. Another application is file transferring over a network, where choosing to compress a file can either reduce its size or not (if the file is already compressed). Other scenarios, such as emergency rooms where an initial check is performed to evaluate the severity of a patient, could be modeled in the same way.

## Our contribution

In this chapter, we study an enhanced speed scaling setting (called QBSS), where queries can be optionally executed in the system in order to reveal a more accurate value of the workload of jobs. The main objective is the minimization of the overall energy consumption for executing all the jobs in their time windows (between their release dates and deadlines). We also consider the related problem of minimizing the maximum speed used by the algorithm.

There are two additional questions to answer for each job $j$ in the QBSS model: whether the query will be done or not, and, if yes, how to partition the active interval of the job among the execution of its query and its exact load. Both decisions have a crucial impact on the speed and thus on the consumed energy. For the first question, doing always the query leads to constant approximation algorithms, whereas never doing it leads to unbounded ratios (Section 4.3.1). However, in most cases a better decision can be made by comparing the values of $t_{j}$ and $\frac{u_{j}}{\phi}$, where $\phi \approx 1,6180$ is the golden ratio. Note that the optimal offline algorithm has complete knowledge of the instance, including the exact loads. Hence, it can take this decision by comparing $u_{j}$ and $t_{j}+w_{j}$ : if $u_{j}<t_{j}+w_{j}$ then the query is not done, otherwise we make the query. For the second question, the algorithm has to determine a splitting point $\tau_{j}=r_{j}+x\left(d_{j}-r_{j}\right)$, with $0<x<1$ so as $\tau_{j} \in\left(r_{j}, d_{j}\right)$, indicating the latest time at which the query has to finish execution and the earliest time at which the exact work of $j$ may start its execution. We introduce the notion of equal window algorithms according to which the active interval of a job is split in two equal sub-intervals: the query is executed in the first half, and the exact work in the second half. This is motivated by an instance consisting of a single job, where a different splitting leads to stronger lower bounds (see Lemma 4.4).

In Section 4.3 we study the QBSS model on a single machine. A further discussion, as well as several lower bounds for the offline version of our models are given in Section 4.3.1, where the use of randomization or oracles that answers optimally to one of the questions above are explored. Subsequently in Section 4.3.2, we consider the offline case where all jobs have a common release date and we present a series of results based on different assumptions on the deadlines. Specifically, if all jobs have a common
deadline, we propose the algorithm CRCD which achieves a 2-approximation ratio with respect to maximum speed and a $\min \left\{2^{\alpha-1} \phi^{\alpha}, 2^{\alpha}\right\}$-approximation ratio with respect to energy. A better analysis is also given for special values of $\alpha$. Furthermore, in the same section, we consider the case where all deadlines are powers of two and we propose a $(4 \phi)^{\alpha}$-approximation algorithm (CRP2D) with respect to energy. Finally, we extend the previous result to arbitrary deadlines and we obtain an approximation ratio of $(8 \phi)^{\alpha}$ (algorithm CRAD) by rounding down the deadlines of the instance to the closest power of two. In Section 4.3.3, we consider the online case, and we adapt the well-known AVR and BKP online algorithms for the classical speed scaling setting to the QBSS model. The competitive ratio of our algorithms (AVRQ and BKPQ) has an additional multiplicative factor with respect to their version in the classical setting: a factor of $2^{\alpha}$ for AVRQ in which the query is made for all jobs, and a factor of $(2+\phi)^{\alpha}$ for BKPQ in which the execution of the query is decided based on the golden ratio. Note that, BKPQ is also $(2+\phi) e$-competitive with respect to maximum speed.

In Section 4.4 we study the QBSS model on parallel identical machines and we propose a modification of the algorithm $\operatorname{AVR}(m)$, which turns out to be $2^{\alpha}\left(2^{\alpha-1} \alpha^{\alpha}+1\right)$ competitive with respect to energy. Table 4.1 summarizes our results.

Table 4.1: Summary of Our Results

|  |  | Energy |  |
| :---: | :---: | :---: | :---: |
|  |  | Lower Bound | Upper Bound |
| 总 | Oracle | $\phi^{\alpha}$ | - |
|  | CRCD | $\max \left\{\phi^{\alpha}, 2^{\alpha-1}\right\}$ | $\min \left\{2^{\alpha-1} \phi^{\alpha}, 2^{\alpha}\right\}$ |
|  | CRP2D |  | $(4 \phi)^{\alpha}$ |
|  | CRAD |  | $(8 \phi)^{\alpha}$ |
|  | AVRQ | $(2 \alpha)^{\alpha}$ | $2^{\alpha} 2^{\alpha-1} \alpha^{\alpha}$ |
|  | BKPQ | $3^{\alpha-1}$ | $(2+\phi)^{\alpha} 2\left(\frac{\alpha}{\alpha-1}\right)^{\alpha} e^{\alpha}$ |
|  | AVRQ(m) | $(2 \alpha)^{\alpha}$ | $2^{\alpha}\left(2^{\alpha-1} \alpha^{\alpha}+1\right)$ |

### 4.2 Notations and Preliminaries

We consider a set of $n$ jobs $\mathcal{J}$ which should be executed on a single machine or on a set of $m$ parallel machines $\mathcal{M}$. Each job $j \in \mathcal{J}$ is characterized by a quintuple ( $r_{j}, d_{j}, t_{j}, u_{j}, w_{j}$ ). The scheduler should decide if the initial workload $u_{j}$ will be executed, or if a query of load $t_{j} \in\left(0, u_{j}\right]$ will first run in order to reveal the exact (compressed) workload $w_{j} \leqslant u_{j}$, which will be executed afterwards. In any case, the whole execution of the job $j$ should be done during its active interval $\left(r_{j}, d_{j}\right]$. We assume that the preemption of the execution of jobs is permitted, while each machine can execute at most one job at
each time. We consider two objectives: the minimization of the maximum speed used, and the minimization of the total energy consumption with respect to the speed scaling mechanism. Then, our goal is to find a feasible preemptive schedule that optimizes one of these objectives.

For a job $j \in \mathcal{J}$, we denote by $\omega_{j}$ the amount of work an algorithm chooses to execute, i.e., $\omega_{j}=t_{j}+w_{j}$ if the query is executed, otherwise $\omega_{j}=u_{j}$. Let $\omega_{j}^{*}=\min \left\{u_{j}, t_{j}+w_{j}\right\}$ be the load executed by the optimal offline algorithm for $j$. The following lemma describes the relation between the load $\omega_{j}^{*}$ executed by the optimal solution and the load $\omega_{j}$ executed by an algorithm which decides the execution of the query based on the relation of the quantities $t_{j}$ and $\frac{u_{j}}{\phi}$, where $\phi$ is the golden ratio, i.e., $\phi \approx 1,6180$.

Lemma 4.1. Consider an algorithm which decides to make the query for a job $j \in \mathcal{J}$ only if $t_{j} \leqslant \frac{u_{j}}{\phi}$. Then, we have $\omega_{j} \leqslant \phi \omega_{j}^{*}$.

Proof. Consider first the case where the algorithm does not perform the query for $j$, i.e., $t_{j}>\frac{u_{j}}{\phi}$ and $\omega_{j}=u_{j}$. If $\omega_{j}^{*}=u_{j}$ then $\omega_{j}=\omega_{j}^{*}<\phi \omega_{j}^{*}$. If $\omega_{j}^{*}=t_{j}+w_{j}$ then $\omega_{j}=u_{j} \leqslant u_{j}+\phi w_{j}=\phi\left(\frac{u_{j}}{\phi}+w_{j}\right) \leqslant \phi\left(t_{j}+w_{j}\right)=\phi \omega_{j}^{*}$.

Consider now that the algorithm performs the query for $j$, i.e., $t_{j} \leqslant \frac{u_{j}}{\phi}$ and $\omega_{j}=t_{j}+w_{j}$. If $\omega_{j}^{*}=u_{j}$ then $\omega_{j}=t_{j}+w_{j} \leqslant \frac{u_{j}}{\phi}+u_{j}=\left(\frac{1+\phi}{\phi}\right) u_{j}=\phi u_{j}=\phi \omega_{j}^{*}$. If $\omega_{j}^{*}=t_{j}+w_{j}$ then $\omega_{j}=\omega_{j}^{*} \leqslant \phi \omega_{j}^{*}$.

In the classical speed scaling setting without uncertainty, the instance can be described as a set of jobs, each one characterized by the triple $\left(r_{j}, d_{j}, w_{j}\right)$. Let $\delta_{j}=\frac{w_{j}}{d_{j}-r_{j}}$ be the density of the job $j$. The density is an important ingredient in most of the algorithms proposed for this setting as it is related with the speed. Note that the optimal offline solution for the QBSS model coincides with the optimal offline solution in the classical speed scaling setting by using a job $\left(r_{j}, d_{j}, \omega_{j}^{*}\right)$ for each job $j \in \mathcal{J}$.

### 4.3 Single Machine

### 4.3.1 Lower Bounds

In this section, we will compare the performance of an algorithm in the QBSS offline model, i.e an algorithm which does not know the values $w_{j}$, to an optimal algorithm, which knows these values. Our aim is to give lower bounds on the approximation ratio of any algorithm in our setting, for the two objectives that we consider, the minimization of the maximum speed, and the minimization of the total energy. All our results hold for both the single machine case and the multiple machines case, since they will only need to consider a single task. Before introducing our results, let us define a new setting, specifically for instances with one job, which we call the oracle model.

Recall that $x, 0<x<1$, is the fraction of the window $\left(r_{j}, d_{j}\right.$ ] in which the query is executed. In other words, in the case where we decide to make the query, then it will be executed in $\left(r_{j}, r_{j}+x\left(d_{j}-r_{j}\right)\right]$, while the exact work $w_{j}$ will be executed in $\left(r_{j}+x\left(d_{j}-r_{j}\right), d_{j}\right]$. In the oracle model, we suppose the existence of an oracle that can give us the best value of $x$ for the single job of the instance. Therefore, in this model the algorithm needs to take only one decision, i.e. to make or not the query for the job (if the decision is to make the query, the oracle will dictate where to split the window).

Note that the existence of such an oracle is highly improbable, because it translates to knowing the exact load $w_{j}$ of the job upon its arrival, which conflicts with the setup of our model. The oracle model is however interesting to give lower bounds on the approximation ratio of an algorithm in our setting for two reasons. Firstly, a lower bound on the approximation ratio with the oracle model helps us to better understand the difficulty of our problem. It allows us to see whether the difficulty of a problem is due to the fact that we don't know if it is worthy to do the query or not, or due to the fact that, once we have chosen to do a query, we don't know the exact load $w_{j}$ before the query has been completed. Of course, a lower bound in the oracle model is also valid in the general model. Secondly, in the following lemmas we mainly create instances of a single task. In the oracle model, once it has been decided that the query will be done, the speed to execute this task will be constant during its whole interval, since this choice minimizes both the maximal speed and the energy due to the convexity of the power function.

- Lemma 4.2. Any algorithm which never makes the query, can be arbitrarily bad with respect to maximum speed and to energy.

Proof. We consider an instance consisting of a single job $j$ for which $r_{j}=0, d_{j}=1$, $t_{j}=\varepsilon u_{j}$, and $w_{j}=\varepsilon u_{j}$, with $\varepsilon<1$ a small positive constant. If the algorithm does not execute the query, then it uses speed $s=\frac{u_{j}}{d_{j}-r_{j}}$, whereas the speed used by an optimal algorithm is $s^{*}=\frac{\omega_{j}^{*}}{d_{j}-r_{j}}=\frac{t_{j}+w_{j}}{d_{j}-r_{j}}$. Concerning the maximum speed, the ratio of such an algorithm is $\frac{s}{s^{*}}=\frac{u_{j}}{t_{j}+w_{j}}=\frac{1}{2 \varepsilon}$, which can be arbitrarily large. Since the speed is constant during the whole interval of size 1 , we get that the energy used by the algorithm is $E=s^{\alpha}$, while the optimal energy is $E^{*}=\left(s^{*}\right)^{\alpha}$. The approximation ratio of the algorithm, concerning energy, is thus at least $\frac{E}{E^{*}}=\left(\frac{s}{s^{*}}\right)^{\alpha}=\left(\frac{1}{2 \varepsilon}\right)^{\alpha}$, which can be arbitrarily large.

Lemma 4.3. For any $\epsilon>0$, there is no deterministic $(\phi-\epsilon)$-approximate algorithm with respect to maximum speed, even in the oracle model. Likewise, there is no $\left(\phi^{\alpha}-\varepsilon\right)$ approximate algorithm with respect to the energy, even in the oracle model.

Proof. We consider an instance consisting of a single job $j$ active in the interval ( $r_{j}, d_{j}$ ], for which $t_{j}=1$ and $u_{j}=\phi$. Let us consider a deterministic algorithm $\mathcal{A}$ which will use
a single speed $s$ during the whole interval, due to the oracle model. In case where $\mathcal{A}$ does not make the query, then $s \geqslant \frac{u_{j}}{d_{j}-r_{j}}=\frac{\phi}{d_{j}-r_{j}}$. We consider in this case that $w_{j}=0$. Therefore, the speed of an optimal algorithm is $s^{*}=\frac{t_{j}+w_{j}}{d_{j}-r_{j}}=\frac{1}{d_{j}-r_{j}}$. The approximation ratio (concerning the maximum speed) of $\mathcal{A}$ is in this case at least $\phi$. In case where $\mathcal{A}$ makes the query, then $s \geqslant \frac{t_{j}+w_{j}}{d_{j}-r_{j}}=\frac{1+\phi}{d_{j}-r_{j}}$ and we consider that $w_{j}=u_{j}$. We have thus $s^{*}=\frac{u_{j}}{d_{j}-r_{j}}=\frac{\phi}{d_{j}-r_{j}}$. The approximation ratio (concerning the maximum speed) of $\mathcal{A}$ is in this case at least $\frac{1+\phi}{\phi}=\phi$. Therefore, in both cases, the approximation ratio of $\mathcal{A}$, concerning the maximum speed, is at least $\phi$.

Note that the speed of both our algorithm and the optimal algorithm is constant during the whole window. Let us consider that $r_{j}=0$ and $d_{j}=1$. The expected energy of our algorithm will thus be $s^{\alpha}$, whereas the energy of the optimal algorithm will be $\left(s^{*}\right)^{\alpha}$. Concerning the minimization of the energy, the approximation ratio of our algorithm will thus be at least $\frac{E}{E^{*}}=\frac{s^{\alpha}}{\left(s^{*}\right)^{\alpha}}=\left(\frac{s}{s^{*}}\right)^{\alpha}=\phi^{\alpha}$.
$\rightarrow$ Lemma 4.4. For any $\epsilon>0$, there is no deterministic $(2-\epsilon)$-approximation algorithm with respect to maximum speed. Moreover, there is no deterministic $\left(2^{\alpha-1}-\epsilon\right)$ approximation algorithm with respect to energy.

Proof. We consider an instance consisting of a single job active in the interval ( $r_{j}, d_{j}$ ], for which $t_{j}=1$ and $u_{j}=2$. Let $\mathcal{A}$ be a deterministic algorithm. In the case where $\mathcal{A}$ does not make the query, then its speed will be constant during the whole interval and we have that $s=\frac{u_{j}}{d_{j}-r_{j}}=\frac{2}{d_{j}-r_{j}}$. In this case the adversary will set $w_{j}=0$. Therefore, for the speed of an optimal algorithm we have $s^{*}=\frac{t_{j}}{d_{j}-r_{j}}=\frac{1}{d_{j}-r_{j}}$. The approximation ratio of $\mathcal{A}$ with respect to maximum speed is at least 2 , while with respect to energy is at least $2^{\alpha}$.

Let us now consider the case where $\mathcal{A}$ makes the query. Recall that the query is executed in $\left(r_{j}, r_{j}+x\left(d_{j}-r_{j}\right)\right]$ and the exact work in $\left(r_{j}+x\left(d_{j}-r_{j}\right), d_{j}\right]$. Thus, the speed of $\mathcal{A}$ during the whole first interval is $s_{1}=\frac{t_{j}}{x\left(d_{j}-r_{j}\right)}$, while during the whole second interval is $s_{2}=\frac{w_{j}}{(1-x)\left(d_{j}-r_{j}\right)}$. We have two sub-cases with respect to $x$. If $x \in\left(0, \frac{1}{2}\right]$, then the adversary will set $w_{j}=0$, and hence the speed of an optimal algorithm $s^{*}=\frac{t_{j}}{d_{j}-r_{j}}$ will be constant for the whole interval, while $s_{1} \geqslant \frac{2 t_{j}}{\left(d_{j}-r_{j}\right)}$. In this case, the approximation ratio of $\mathcal{A}$ with respect to maximum speed is at least $\frac{s_{1}}{s^{*}} \geqslant 2$, while with respect to energy is at least $\frac{E}{E^{*}}=\frac{x\left(d_{j}-r_{j}\right) s_{1}^{\alpha}}{\left(d_{j}-r_{j}\right)\left(s^{*}\right)^{\alpha}}=\frac{x\left(\frac{t_{j}}{x\left(d_{j}-r_{j}\right)}\right)^{\alpha}}{\left(\frac{t_{j}}{d_{j}-r_{j}}\right)^{\alpha}}=x^{1-\alpha} \geqslant 2^{\alpha-1}$. If $x \in\left[\frac{1}{2}, 1\right)$, then the adversary will set $w_{j}=u_{j}$ having $s^{*}=\frac{u_{j}}{d_{j}-r_{j}}$. Then the maximum speed used by $\mathcal{A}$ is $s \geqslant \max \left\{s_{1}, s_{2}\right\} \geqslant s_{2} \geqslant \frac{u_{j}}{(1-x)\left(d_{j}-r_{j}\right)} \geqslant \frac{u_{j}}{\frac{d_{j}-r_{j}}{2}}=\frac{2 u_{j}}{d_{j}-r_{j}}$. In this case, the approximation
ratio of $\mathcal{A}$ with respect to maximum speed is at least $\frac{s_{2}}{s^{*}}=\frac{1}{1-x} \geqslant 2$, while with respect to energy is at least $\frac{E}{E^{*}}=\frac{(1-x)\left(d_{j}-r_{j}\right) s_{2}^{\alpha}}{\left(d_{j}-r_{j}\right)\left(s^{*}\right)^{\alpha}}=\frac{(1-x)\left(\frac{u_{j}}{(1-x)\left(d_{j}-r_{j}\right)}\right)^{\alpha}}{\left(\frac{u_{j}}{d_{j}-r_{j}}\right)^{\alpha}}=(1-x)^{1-\alpha} \geqslant 2^{\alpha-1}$.

The next lemma deals with randomized algorithms. We consider that for a given instance $I$, a randomized algorithm makes the query with a probability $\rho_{I}$, and thus does not make it with probability $1-\rho_{I}$. The approximation ratio of a randomized algorithm is the maximum value, over all instances, of the expected value of the objective function (energy or maximum speed) of the algorithm over the value of an optimal solution. We focus in this chapter on deterministic algorithms, but it is worth noticing that the problem is also difficult, even with a randomized algorithm, and even in the oracle model. As previously, we will use a proof with a single task: the algorithm will only have to choose with which probability it will do the query (if the query is done then the window is divided into two parts optimally, so that the speed is constant during the whole interval).

- Lemma 4.5. For any $\epsilon>0$, there is no $(4 / 3-\epsilon)$-approximate randomized algorithm with respect to maximum speed, even in the oracle model. Likewise, there is no $\left(\frac{1}{2}\left(1+\phi^{\alpha}\right)-\varepsilon\right)$-approximate randomized algorithm with respect to energy, even in the oracle model.

Proof. We consider an instance consisting of a single job for which $t_{j}=1$ and $u_{j}=w$. Let us consider that the randomized algorithm does the query with a probability $\rho$. We consider two cases. If $w_{j}=0$, then $s^{*}=\frac{1}{d_{j}-r_{j}}$ and $E^{*}=\left(d_{j}-r_{j}\right)^{1-\alpha}$. The expected maximum speed of the randomized algorithm is at least $\mathbb{E}[s]=\frac{\rho+(1-\rho) w}{d_{j}-r_{j}}$ and the expected energy consumption is at least $\left(\rho+(1-\rho) w^{\alpha}\right)\left(d_{j}-r_{j}\right)^{1-\alpha}$. Thus, we get an approximation ratio (concerning the maximum speed) of at least $r_{1}^{S}(\rho, w)=\rho+(1-\rho) w$ and approximation ratio (concerning the energy consumption) of at least $r_{1}^{E}(\rho, w)=$ $\rho+(1-\rho) w^{\alpha}$. If $w_{j}=u_{j}=w$, then $s^{*}=\frac{w}{d_{j}-r_{j}}$ and $E^{*}=w^{\alpha}\left(d_{j}-r_{j}\right)^{1-\alpha}$. The expected maximum speed of the randomized algorithm is at least $\mathbb{E}[s]=\frac{\rho(1+w)+(1-\rho) w}{d_{j}-r_{j}}$ and the expected energy consumption is at least $\left(\rho(1+w)^{\alpha}+(1-\rho) w^{\alpha}\right)\left(d_{j}-r_{j}\right)^{1-\alpha}$. In this case we have an approximation ratio (concerning the maximum speed) of at least $r_{2}^{S}(\rho, w)=\left(\frac{\rho(1+w)}{w}+(1-\rho)\right)$ and approximation ratio (concerning the energy consumption) of at least $r_{2}^{E}(\rho, w)=\left(\frac{\rho(1+w)^{\alpha}}{w^{\alpha}}+(1-\rho)\right)$. For arbitrary choice of $\rho$ an approximation ratio is at least $\lambda_{S}=\max _{w \geqslant 1} \min _{0 \leqslant \rho \leqslant 1} \max \left\{r_{1}^{S}(\rho, w), r_{2}^{S}(\rho, w)\right\}$ and $\lambda_{E}=\max _{w \geqslant 1} \min _{0 \leqslant \rho \leqslant 1} \max \left\{r_{1}^{E}(\rho, w), r_{2}^{E}(\rho, w)\right\}$ for the maximum speed and the energy consumption, respectively. It is easy to see that $\lambda_{S}=\frac{4}{3}$ when $w=2$ and $\rho=\frac{2}{3}$. To
estimate $\lambda_{E}$ we set $w=\phi$. We have:

$$
\begin{aligned}
\lambda_{E} & \geqslant \min _{\rho} \max \left\{\rho+(1-\rho) \phi^{\alpha}, \frac{\rho(1+\phi)^{\alpha}}{\phi^{\alpha}}+(1-\rho)\right\} \\
& =\min _{\rho} \max \left\{\rho+(1-\rho) \phi^{\alpha}, \rho \phi^{\alpha}+(1-\rho)\right\}
\end{aligned}
$$

The last expression reaches a minimum at $\rho=\frac{1}{2}$ and we get $\lambda_{E} \geqslant \frac{1+\phi^{\alpha}}{2}$.
We note that the lower bound for $\lambda_{E}$ can be slightly improved. Indeed, for fixed $w$ we have that $\lambda_{E}$ takes its minimum value for $\rho=\frac{w^{2 \alpha}-w^{\alpha}}{(1+w)^{\alpha}+w^{2 \alpha}-2 w^{\alpha}}$ and $\lambda_{E}(w)=$ $\frac{w^{\alpha}\left((1+w)^{\alpha}-1\right)}{(1+w)^{\alpha}+w^{2 \alpha}-2 w^{\alpha}}$. Thus, the optimal choice of $w$ depends on $\alpha$ and lies in the range from 1.9 to 2 for $\alpha \leqslant 3$.

- Lemma 4.6. The competitive ratio of an equal window algorithm is at least 3 with respect to the maximum speed, and at least $3^{\alpha-1}$ with respect to energy.

Proof. We consider an instance consisting of three jobs. We use the quintuple $\left(r_{j}, d_{j}, t_{j}, u_{j}, w_{j}\right)$ to describe a job. $\mathcal{J}=\left\{j_{1}=(0,2,0,10,1), j_{2}=(1,3,1,10,0), j_{3}=\right.$ ( $\left.\left.1,2, \frac{1}{2}, 10, \frac{1}{2}\right)\right\}$.

The optimal solution will execute the query and the exact load for all jobs as $t_{j}+w_{j}<$ $u_{j}$ for all $j$. We obtain the offline optimal schedule for this instance using YDS algorithm. The schedule uses speed 1 for the whole time interval ( 0,3 ]. The energy consumed by this optimal schedule is $E^{*}=(3-0) \cdot 1^{\alpha}=3$.

An equal window algorithm will create the following tasks: $\mathcal{J}^{\prime}=\left\{j_{1}^{t}=(0,1,0), j_{1}^{w}=\right.$ $\left.(1,2,1), j_{2}^{t}=(1,2,1), j_{2}^{w}=(2,3,0), j_{3}^{t}=\left(1, \frac{1}{2}, \frac{1}{2}\right), j_{3}^{w}=\left(\frac{1}{2}, 2, \frac{1}{2}\right)\right\}$. The final schedule for $\mathcal{J}$ uses speed 0 in the interval $(0,1]$, speed 3 in the interval $(1,2]$ and speed 0 in the interval $(2,3]$. The energy consumed by this schedule is $E=(2-1) \cdot 3^{\alpha}=3^{\alpha}$ and the lemma follows.

Note that this last result holds even if we restrict to instances where the optimal algorithm always does the query (since in the example of the proof above both the equal window algorithm and the optimal algorithm always do the query). This shows that, even if an oracle would tell us whether the query should be done or not, the difficulty of splitting the window for each job (query, real workload) is significant.

### 4.3.2 Offline Model

## Common Release, Common Deadline

In this section, we consider that all jobs are released at time 0 , and that they have to finish execution at time $D$. We present CRCD (Algorithm 5), an approximation algorithm with respect to both maximum speed and energy. For each job of our instance, the

```
Algorithm 5: Common Release, Common Deadline (CRCD)
    for each job \(j \in \mathcal{J}\) do
        if \(j \in B\), i.e., \(t_{j} \leqslant \frac{u_{j}}{\phi}\) then
            Add ( \(0, \frac{D}{2}, t_{j}\) ) in set \(Q\);
        if \(j \in A\), i.e., \(t_{j}>\frac{u_{j}}{\phi}\) then
            Add \(\left(0, \frac{D}{2}, \frac{u_{j}}{2}\right)\) in set \(\mathcal{W}_{1}\);
    Schedule the jobs in \(Q \cup \mathcal{W}_{1}\) in an arbitrary order during the interval
    \(\left(0, \frac{D}{2}\right]\) using speed \(s(t)=\sum_{j \in Q \cup \mathcal{W}_{1}} \delta_{j} ;\)
    // At time \(\frac{D}{2}\) all queries are done;
    for each \(\operatorname{job} j \in \mathcal{J}\) do
        if \(j \in B\) then
            \(\operatorname{Add}\left(\frac{D}{2}, D, w_{j}\right)\) in \(\operatorname{set} \mathcal{W}^{*}\);
        if \(j \in A\) then
            Add \(\left(\frac{D}{2}, D, \frac{u_{j}}{2}\right)\) in set \(\mathcal{W}_{2}\);
    Schedule the jobs in \(\mathcal{W}^{*} \cup \mathcal{W}_{2}\) in an arbitrary order during the interval
    \(\left(\frac{D}{2}, D\right]\) using speed \(s(t)=\sum_{j \in \mathcal{W}^{*} \cup \mathcal{W}_{2}} \delta_{j} ;\)
```

algorithm creates two jobs of the classical speed scaling setting. In order to do this, it first partitions the jobs into two subsets $A$ and $B$, where $A$ and $B$ are defined as follows: $A=\left\{j \in \mathcal{J}: t_{j}>\frac{u_{j}}{\phi}\right\}$ and $B=\left\{j \in \mathcal{J}: t_{j} \leqslant \frac{u_{j}}{\phi}\right\}$. By construction, we have that $A \cup B=\mathcal{J}$ and $A \cap B=\emptyset$.

For the jobs in $A$ the algorithm chooses to execute their initial workload without doing a query. Specifically, for each job $j \in A$, it creates two jobs $j_{1}$ and $j_{2}$ with half the initial workload to be scheduled in the first half and the second half of the initial interval respectively: $\left(r_{j_{1}}, d_{j_{1}}, w_{j_{1}}\right)=\left(0, \frac{D}{2}, \frac{u_{j}}{2}\right)$ and $\left(r_{j_{2}}, d_{j_{2}}, w_{j_{2}}\right)=\left(\frac{D}{2}, D, \frac{u_{j}}{2}\right)$. On the other hand, for the jobs in $B$ the algorithm chooses to make the query and hence the exact load of these jobs is revealed once the execution of their query is finished. Specifically, for each job $j \in B$, it creates at time 0 the job $\left(0, \frac{D}{2}, t_{j}\right)$ to be scheduled in the first half of the initial interval. At the end of this first half-interval, the exact workload $w_{j}$ of $j$ is known, and hence the algorithm creates the job $\left(\frac{D}{2}, D, w_{j}\right)$ to be scheduled in the second half-interval.

- Theorem 4.7. CRCD (Algorithm 5) achieves an approximation ratio of 2 with respect to maximum speed and of $\min \left\{2^{\alpha-1} \phi^{\alpha}, 2^{\alpha}\right\}$ with respect to energy.

Proof. The optimal solution for this problem is computed by using the offline optimal

YDS algorithm [YDS95]. Since all jobs are active during the same interval ( $0, D$ ], the speed during the whole interval is constant and equal to the sum of densities of all jobs. In an optimal solution, the load for each job $j \in \mathcal{J}$ is $\omega_{j}^{*}=\min \left\{u_{j}, t_{j}+w_{j}\right\}$, and hence its density is $\delta_{j}^{*}=\frac{\min \left\{u_{j}, t_{j}+w_{j}\right\}}{D}=\frac{\omega_{j}^{*}}{D}$. Then, the speed at each time $t$ is $s^{*}=s^{*}(t)=\sum_{j \in \mathcal{J}} \frac{\omega_{j}^{*}}{D}$ and the total energy consumed by the optimal solution is

$$
E^{*}=\int_{0}^{D}\left(s^{*}(t)\right)^{\alpha} d t=D\left(\sum_{j} \frac{\omega_{j}^{*}}{D}\right)^{\alpha}
$$

Algorithm 5 produces a schedule which uses two distinct speeds $s_{1}$ and $s_{2}$ in the time intervals $\left(0, \frac{D}{2}\right]$ and $\left(\frac{D}{2}, D\right]$ respectively. For these speeds we have:

$$
\begin{aligned}
s_{1} & =\sum_{j \in Q \cup \mathcal{W}_{1}} \delta_{j}=\sum_{j \in \mathcal{W}_{1}} \frac{\frac{u_{j}}{2}}{\frac{D}{2}-0}+\sum_{j \in Q} \frac{t_{j}}{\frac{D}{2}-0}=\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 t_{j}}{D} \\
& \leqslant \sum_{j \in A} \frac{\phi \omega_{j}^{*}}{D}+\sum_{j \in B} \frac{2 \omega_{j}^{*}}{D} \leqslant 2 \sum_{j \in \mathcal{J}} \frac{\omega_{j}^{*}}{D}=2 s^{*}
\end{aligned}
$$

and

$$
\begin{aligned}
s_{2} & =\sum_{j \in \mathcal{W}^{*} \cup \mathcal{W}_{2}} \delta_{j}=\sum_{j \in \mathcal{W}_{2}} \frac{\frac{u_{j}}{2}}{D-\frac{D}{2}}+\sum_{j \in \mathcal{W}^{*}} \frac{w_{j}}{D-\frac{D}{2}}=\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 w_{j}}{D} \\
& \leqslant \sum_{j \in A} \frac{\phi \omega_{j}^{*}}{D}+\sum_{j \in B} \frac{2 \omega_{j}^{*}}{D} \leqslant 2 \sum_{j \in \mathcal{J}} \frac{\omega_{j}^{*}}{D}=2 s^{*}
\end{aligned}
$$

where the first inequality in both cases holds by Lemma 4.1, $t_{j} \leqslant \min \left\{t_{j}+w_{j}, u_{j}\right\}=\omega_{j}^{*}$ and $w_{j} \leqslant \min \left\{t_{j}+w_{j}, u_{j}\right\}=\omega_{j}^{*}$. Hence, Algorithm 5 is 2-approximate with respect to maximum speed.

For the energy consumption of our algorithm we have:

$$
E_{I}=\int_{0}^{\frac{D}{2}} s_{1}^{\alpha} d t+\int_{\frac{D}{2}}^{D} s_{2}^{\alpha} d t=\frac{D}{2}\left(\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 t_{j}}{D}\right)^{\alpha}+\frac{D}{2}\left(\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 w_{j}}{D}\right)^{\alpha}
$$

We can now bound the total energy consumption of Algorithm 5. We use two different approaches. In the first approach, we apply the property $x^{\alpha}+y^{\alpha} \leqslant(x+y)^{\alpha}$. Specifically, we have

$$
\begin{aligned}
E & \leqslant \frac{D}{2}\left(\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 t_{j}}{D}+\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 w_{j}}{D}\right)^{\alpha} \\
& =\frac{D}{2}\left(\sum_{j \in A} \frac{2 u_{j}}{D}+\sum_{j \in B} \frac{2 t_{j}+2 w_{j}}{D}\right)^{\alpha}=2^{\alpha-1} D\left(\sum_{j \in A} \frac{\omega_{j}}{D}+\sum_{j \in B} \frac{\omega_{j}}{D}\right)^{\alpha}
\end{aligned}
$$

$$
\leqslant 2^{\alpha-1} D\left(\sum_{j \in A} \frac{\phi \omega_{j}^{*}}{D}+\sum_{j \in B} \frac{\phi \omega_{j}^{*}}{D}\right)^{\alpha}=2^{\alpha-1} \phi^{\alpha} D\left(\sum_{j} \frac{\omega_{j}^{*}}{D}\right)^{\alpha}=2^{\alpha-1} \phi^{\alpha} E^{*}
$$

where the second inequality holds by Lemma 4.1.
In the second approach, we bound the energy of the entire interval by twice the maximum energy consumed in one of the two half-intervals. Hence, we have:

$$
\begin{aligned}
E & \leqslant 2 \cdot \max \left\{\frac{D}{2}\left(\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 t_{j}}{D}\right)^{\alpha}, \frac{D}{2}\left(\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 w_{j}}{D}\right)^{\alpha}\right\} \\
& =D \max \left\{\left(\sum_{j \in A} \frac{\omega_{j}}{D}+\sum_{j \in B} \frac{2 t_{j}}{D}\right)^{\alpha},\left(\sum_{j \in A} \frac{\omega_{j}}{D}+\sum_{j \in B} \frac{2 w_{j}}{D}\right)^{\alpha}\right\} \\
& \leqslant D \max \left\{\left(\sum_{j \in A} \frac{\phi \omega_{j}^{*}}{D}+\sum_{j \in B} \frac{2 \omega_{j}^{*}}{D}\right)^{\alpha},\left(\sum_{j \in A} \frac{\phi \omega_{j}^{*}}{D}+\sum_{j \in B} \frac{2 \omega_{j}^{*}}{D}\right)^{\alpha}\right\} \\
& =D\left(\sum_{j \in A} \frac{\phi \omega_{j}^{*}}{D}+\sum_{j \in B} \frac{2 \omega_{j}^{*}}{D}\right)^{\alpha} \leqslant 2^{\alpha} D\left(\sum_{j} \frac{\omega_{j}^{*}}{D}\right)^{\alpha}=2^{\alpha} E^{*}
\end{aligned}
$$

where the second inequality holds using Lemma 4.1 and the facts that $t_{j} \leqslant \min \left\{u_{j}, t_{j}+\right.$ $\left.w_{j}\right\}=\omega_{j}^{*}$ and $w_{j} \leqslant \min \left\{u_{j}, t_{j}+w_{j}\right\}=\omega_{j}^{*}$. The third inequality holds since $\phi<2$.

In what follows in this section, we give a more tight analysis of Algorithm 5 for special values of $\alpha$ based on the following lemma.

Lemma 4.8. Let $\alpha \geqslant 2$ and $x \geqslant y$. Then $(x+y)^{\alpha} \geqslant x^{\alpha}+y^{\alpha}+\alpha x^{\alpha-1} y$.
Proof. Set $r=\frac{y}{x} \leqslant 1$. From the binomial series, we have:

$$
\begin{aligned}
(x+y)^{\alpha} & =x^{\alpha}(1+r)^{\alpha} \geqslant x^{\alpha}\left(1+\alpha r+\frac{\alpha(\alpha-1)}{2} r^{2}\right) \\
& =x^{\alpha}+\alpha x^{\alpha-1} y+\frac{\alpha(\alpha-1)}{2} x^{\alpha-2} y^{2} \\
& \geqslant x^{\alpha}+y^{\alpha}+\alpha x^{\alpha-1} y
\end{aligned}
$$

The last inequality holds since $\frac{\alpha(\alpha-1)}{2} \geqslant 1$ and $r \leqslant 1$.

- Theorem 4.9. If $\alpha \geqslant 2$, then Algorithm 5 achieves a competitive ratio of $\max _{r \geqslant 1}\left\{\min \left\{f_{1}(r), f_{2}(r)\right\}\right\}$ with respect to energy, where $f_{1}(r)=2^{\alpha-1}\left(1+\frac{1}{r^{\alpha}}\right)$, $f_{2}(r)=2^{\alpha-1} \phi^{\alpha}\left[1-\frac{\alpha r^{\alpha-1}}{(r+1)^{\alpha}}\right]$ and $r=\frac{x}{y}$, where $x=\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 t_{j}}{D}$ and $y=$ $\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 w_{j}}{D}$.

Proof. As before, for the energy of the algorithm, we have:

$$
E=\frac{D}{2}\left(\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 t_{j}}{D}\right)^{\alpha}+\frac{D}{2}\left(\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 w_{j}}{D}\right)^{\alpha}
$$

Define $x=\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 t_{j}}{D}$ and $y=\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 w_{j}}{D}$. For $r \geqslant 1$, let $x=r y$, if $x \geqslant y$, otherwise let $y=r x$. In order to bound this energy consumption, we use two different analyses. For the first analysis, we have:

$$
\begin{aligned}
E & =\frac{D}{2} x^{\alpha}+\frac{D}{2} y^{\alpha}=\frac{D}{2} x^{\alpha}\left(1+\frac{1}{r^{\alpha}}\right)=\frac{D}{2}\left(\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 t_{j}}{D}\right)^{\alpha}\left(1+\frac{1}{r^{\alpha}}\right) \\
& \leqslant \frac{D}{2}\left(\sum_{j \in A} \frac{\phi \omega_{j}^{*}}{D}+\sum_{j \in B} \frac{2 \omega_{j}^{*}}{D}\right)^{\alpha}\left(1+\frac{1}{r^{\alpha}}\right) \leqslant 2^{\alpha-1}\left(1+\frac{1}{r^{\alpha}}\right) E^{*}=f_{1}(r) \cdot E^{*}
\end{aligned}
$$

where the inequalities follow by using the same arguments as in the second part of Theorem 4.7.

For the second analysis, by using Lemma 4.8, we have

$$
\begin{aligned}
E & =\frac{D}{2} x^{\alpha}+\frac{D}{2} y^{\alpha} \leqslant \frac{D}{2}\left[(x+y)^{\alpha}-\alpha x^{\alpha-1} y\right] \\
& =\frac{D}{2}\left[(x+y)^{\alpha}-\alpha \frac{r^{\alpha-1}}{(r+1)^{\alpha}}(x+y)^{\alpha}\right]=\frac{D}{2}\left(1-\alpha \frac{r^{\alpha-1}}{(r+1)^{\alpha}}\right)(x+y)^{\alpha} \\
& =\frac{D}{2}\left(1-\alpha \frac{r^{\alpha-1}}{(r+1)^{\alpha}}\right)\left(\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 t_{j}}{D}+\sum_{j \in A} \frac{u_{j}}{D}+\sum_{j \in B} \frac{2 w_{j}}{D}\right)^{\alpha} \\
& \leqslant\left(1-\alpha \frac{r^{\alpha-1}}{(r+1)^{\alpha}}\right) 2^{\alpha-1} \phi^{\alpha} E^{*}=f_{2}(r) \cdot E^{*}
\end{aligned}
$$

where the second line holds because

$$
x^{\alpha-1} y=r^{\alpha-1} y^{\alpha}=\frac{r^{\alpha-1}}{(r+1)^{\alpha}}[(r+1) y]^{\alpha}=\frac{r^{\alpha-1}}{(r+1)^{\alpha}}(x+y)^{\alpha}
$$

while the last inequality follows by using the same arguments as in the first part of Theorem 4.7.

In total, the energy consumption of the algorithm is given by the following relation.

$$
E \leqslant \max _{r \geqslant 1}\left\{\min \left\{2^{\alpha-1}\left(1+\frac{1}{r^{\alpha}}\right), 2^{\alpha-1} \phi^{\alpha}\left[1-\frac{\alpha r^{\alpha-1}}{(r+1)^{\alpha}}\right]\right\}\right\}
$$

In general, comparing the three ratios $\rho_{1}=2^{\alpha-1} \phi^{\alpha}, \rho_{2}=2^{\alpha}$ and $\rho_{3}=$
$\max _{r \geqslant 1}\left\{\min \left\{2^{\alpha-1}\left(1+\frac{1}{r^{\alpha}}\right), 2^{\alpha-1} \phi^{\alpha}\left[1-\frac{\alpha r^{\alpha-1}}{(r+1)^{\alpha}}\right]\right\}\right\}$ for different values of $\alpha$, we get that $\rho_{1}$ is better for $1<\alpha \leqslant 1.44, \rho_{2}$ is better for $1.44<\alpha<2$ and $\rho_{3}$ is better for $\alpha \geqslant 2$. For different values of $\alpha$, you can see the resulted ratios in Table 4.2.

Table 4.2: The values of the ratios given by the three analyses in relation with the value of $\alpha$. In bold you can see the minimum value for each case.

| $\alpha$ | 1.25 | 1.5 | 1.75 | 2 | 2.25 | 2.5 | 2.75 | 3 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{1}$ | $\mathbf{2 . 1 7}$ | 2.91 | 3.90 | 5.23 | 7.02 | 9.41 | 12.63 | 16.94 |
| $\rho_{2}$ | 2.37 | $\mathbf{2 . 8 2}$ | $\mathbf{3 . 3 6}$ | 4 | 4.75 | 5.65 | $\mathbf{6 . 7 2}$ | $\mathbf{8}$ |
| $\rho_{3}$ | 0 | 0 | 0 | $\mathbf{2 . 7 6}$ | $\mathbf{3 . 7 0}$ | $\mathbf{5 . 2 5}$ | $\mathbf{6 . 7 2}$ | $\mathbf{8}$ |

## Common Release, Power of 2 Deadlines

In this section, we consider that all jobs are released at time zero, but they have a different deadline. We assume that the deadlines are powers of 2 and that $2^{k}$ is the biggest deadline of our instance.

We present here CRP2D (Algorithm 6), an approximation algorithm with respect to energy. We split again the set of jobs $\mathcal{J}$ into two subsets: $A=\left\{j \in \mathcal{J}: t_{j}>\frac{u_{j}}{\phi}\right\}$ and $B=\left\{j \in \mathcal{J}: t_{j} \leqslant \frac{u_{j}}{\phi}\right\}$. We further split $B$ into the subsets $B_{\ell}=\left\{j \in B: d_{j}=2^{\ell}\right\}$, $0 \leqslant \ell \leqslant k$, with respect to the deadline of the jobs. As in the previous section, for each job in our instance, Algorithm 6 creates one or two jobs of an instance of the classical speed scaling setting. In order to analyze our algorithm, we define the three following instances of the classical speed scaling setting:

- $I^{*}:\left(0, d_{j}, \omega_{j}^{*}\right) \forall j \in \mathcal{J}=A \cup B$
- $I^{\prime}:\left(0, d_{j}, t_{j}\right)$ and $\left(0, d_{j}, w_{j}\right) \forall j \in B$ and $\left(0, d_{j}, u_{j}\right) \forall j \in A$
- $I_{1 / 2}^{\prime}:\left(0, \frac{d_{j}}{2}, t_{j}\right)$ and $\left(\frac{d_{j}}{2}, d_{j}, w_{j}\right) \forall j \in B$ and $\left(0, d_{j}, u_{j}\right) \forall j \in A$

Lemma 4.10. Let $E^{*}$ and $E^{\prime}$ be the energy consumption in an optimal schedule for the instance $I^{*}$ and $I^{\prime}$ respectively. Then, $E^{\prime} \leqslant \phi^{\alpha} E^{*}$.

Proof. Given an optimal solution for the instance $I^{*}$, we create a feasible schedule, $\mathcal{S}$, for the instance $I^{\prime}$.

Consider an arbitrary job $j \in \mathcal{J}$ and its corresponding job $\left(0, d_{j}, \omega_{j}^{*}\right)$ of the instance $I^{*}$ which is executed in $q$ intervals in the optimal schedule for this instance: $\left(t_{1}, t_{1}^{\prime}\right]$, $\left(t_{2}, t_{2}^{\prime}\right], \ldots,\left(t_{q}, t_{q}^{\prime}\right]$. Let $s_{p}, 1 \leqslant p \leqslant q$, be the speed used in the interval $\left(t_{p}, t_{p}^{\prime}\right]$. By

```
Algorithm 6: Common Release, Power of 2 Deadlines (CRP2D)
    for each job \(j \in \mathcal{J}\) do
        if \(j \in B\), i.e., \(t_{j} \leqslant \frac{u_{j}}{\phi}\) then
            Add ( \(0, \frac{d_{j}}{2}, t_{j}\) ) in set \(Q\);
        if \(j \in A\), i.e., \(t_{j}>\frac{u_{j}}{\phi}\) then
            Add \(\left(0, d_{j}, u_{j}\right)\) in set \(\mathcal{W}\);
    6 Run YDS algorithm to determine the speed \(Y D S^{S}(t)\) for each time
        \(t \in\left(0,2^{k}\right]\) for the jobs in \(Q \cup \mathcal{W}\);
    7 In the interval ( \(0, \frac{1}{2}\) ], execute the (parts of) jobs in \(Q \cup \mathcal{W}\) scheduled by
        YDS during this interval, using speed \(s(t)=s^{Y D S}(t)\);
    for each discrete time \(\frac{2^{\ell}}{2}, \ell=0,1, \ldots, k\) do
        // the queries for the jobs in \(B_{\ell}\) are finished;
        for \(j \in B_{\ell}\) do
            Add \(\left(\frac{d_{j}}{2}, d_{j}, w_{j}\right)\) in set \(\mathcal{W}_{\ell}^{*}\);
        In the interval \(\left(\frac{2^{\ell}}{2}, 2^{\ell}\right]\), execute the (parts of ) jobs in \(Q \cup \mathscr{W}\)
            scheduled by YDS during this interval as well as the jobs in \(\mathcal{W}_{\ell}^{*}\),
        using speed \(s(t)=s^{Y D S}(t)+\sum_{j \in \mathcal{W}_{\ell}^{*}} \delta_{j}\);
```

definition, we have that

$$
\omega_{j}^{*}=\sum_{p=1}^{q} \int_{t_{p}}^{t_{p}^{\prime}} s_{p} d t=\sum_{p=1}^{q}\left(t_{p}^{\prime}-t_{p}\right) s_{p}
$$

In the schedule $\mathcal{S}$, we use in the interval $\left(t_{p}, t_{p}^{\prime}\right], 1 \leqslant p \leqslant q$, the speed $\phi s_{p}$. Hence the work that can be executed in this interval is

$$
\sum_{p=1}^{q}\left(t_{p}^{\prime}-t_{p}\right) \phi s_{p}=\phi \sum_{p=1}^{q}\left(t_{p}^{\prime}-t_{p}\right) s_{p}=\phi \omega_{j}^{*} \geqslant \omega_{j}
$$

where the inequality follows from Lemma 4.1. Thus, in these intervals we can execute the jobs $\left(0, d_{j}, t_{j}\right)$ and $\left(0, d_{j}, w_{j}\right)$ or the job $\left(0, d_{j}, u_{j}\right)$ of the instance $I^{\prime}$. By doing this for each job, we get a feasible schedule for the instance $I^{\prime}$ which at each time $t$ uses speed $\phi$ times bigger than the speed of the optimal schedule for the instance $I^{*}$, and hence the energy consumption $E(\mathcal{S})$ in the schedule $\mathcal{S}$ is at most $\phi E^{*}$. Therefore, an optimal


Figure 4.1: Intervals of the three different instances, $I^{*}, I^{\prime}$ and $I_{1 / 2}^{\prime}$. On the top, there are the intervals of instance $I^{*}$, in the middle, the intervals of instance $I^{\prime}$ and on the bottom, the intervals of the instance $I_{1 / 2}^{\prime}$. Note that the figure shows all possible intervals that can exist.
schedule for $I^{\prime}$ will use even smaller energy, i.e., $E^{\prime} \leqslant E(\mathcal{S}) \leqslant \phi^{\alpha} E^{*}$, and the lemma follows.

Lemma 4.11. Let $E^{\prime}$ and $E_{1 / 2}^{\prime}$ be the energy consumption in an optimal schedule for the instance $I^{\prime}$ and $I_{1 / 2}^{\prime}$ respectively. Then $E_{1 / 2}^{\prime} \leqslant 2^{\alpha} E^{\prime}$.

Proof. We consider that both optimal solutions for the instances $I^{\prime}$ and $I_{1 / 2}^{\prime}$ are created using the YDS algorithm. Let $s_{I^{\prime}}^{*}(t)$ be the speed at each time $t$ in an optimal schedule for the instance $I^{\prime}$. Due to the YDS algorithm and the fact that the jobs have a common release date, this speed is non-increasing with respect to the time, i.e., $s_{I^{\prime}}^{*}\left(t_{1}\right) \geqslant s_{I^{\prime}}^{*}\left(t_{2}\right)$ for each $t_{1}<t_{2}$. Moreover, the speed can change only at a deadline.

Note that the optimal schedule for $I^{\prime}$ is not feasible for $I_{1 / 2}^{\prime}$. In order to make it feasible, we first transform the optimal schedule for $I^{\prime}$ into an intermediate schedule $\mathcal{S}$ which at each time $t$ uses speed $s(t)=2 s_{I^{\prime}}^{*}(t)$. Specifically, for any $\ell, 0 \leqslant \ell \leqslant k$, consider the work executed during the time interval $\left(2^{\ell-1}, 2^{\ell}\right]$. By doubling the speed during this interval, we can execute all this work during the first half, i.e., $\left(2^{\ell-1}, 2^{\ell}-2^{\ell-2}\right]$, while the second half, i.e., $\left(2^{\ell}-2^{\ell-2}, 2^{\ell}\right]$, remains idle. In a similar way we double the speed during ( $0, \frac{1}{2}$ ], and we are able to execute all of its work during ( $0, \frac{1}{4}$ ] while ( $\frac{1}{4}, \frac{1}{2}$ ] remains idle. By slightly abusing the definitions, we assume that the speed of the machine for any time $t$ satisfies $s(t)=2 s_{I^{\prime}}^{*}(t)$, even during the idle intervals of $\mathcal{S}$ where no work is executed. Note that, for each time interval $\left(0,2^{\ell}\right],-1 \leqslant \ell \leqslant k$, the half of it is idle in the constructed schedule $\mathcal{S}$. However, $\mathcal{S}$ is still not feasible for the instance $I_{1 / 2}^{\prime}$. In what follows, we make $\mathcal{S}$ feasible by shifting some jobs in time.

For each job $j \in A$, there is a job $\left(0, d_{j}, u_{j}\right)$ which is added both in $I_{1 / 2}^{\prime}$ and in $I^{\prime}$. For these jobs, their allocation in $\mathcal{S}$ is already feasible since they have the same active interval in $I^{\prime}$ and $I_{1 / 2}^{\prime}$.

For each job $j \in B_{\ell}, 0 \leqslant \ell \leqslant k$, instance $I^{\prime}$ contains two jobs $\left(0, d_{j}, t_{j}\right)$ and $\left(0, d_{j}, w_{j}\right)$, while the instance $I_{1 / 2}^{\prime}$ contains the jobs $\left(0, \frac{d_{j}}{2}, t_{j}\right)$ and $\left(\frac{d_{j}}{2}, d_{j}, w_{j}\right)$. Hence, in order to guarantee the feasibility of $\mathcal{S}$, we shift in $\left(\frac{d_{j}}{2}, d_{j}\right]$ the (parts of) jobs $\left(\frac{d_{j}}{2}, d_{j}, w_{j}\right)$ of $I_{1 / 2}^{\prime}$ allocated in $\left(0, \frac{d_{j}}{2}\right]$. Similarly, we shift in ( $0, \frac{d_{j}}{2}$ ] the (parts of) jobs $\left(0, \frac{d_{j}}{2}, t_{j}\right)$ of $I_{1 / 2}^{\prime}$ allocated in $\left(\frac{d_{j}}{2}, d_{j}\right]$. We make these shifts starting with the jobs having deadline $2^{0}$, we continue with those having deadline $2^{1}$, and so on.

We will prove by induction the following statement: "For each $\ell, 0 \leqslant \ell \leqslant k$, in the $\ell$-th iteration of our shifting procedure, there is enough idle space in order to allocate all jobs $\left(0,2^{\ell-1}, t_{j}\right)$ of $I_{1 / 2}^{\prime}$ to the interval $\left(0,2^{\ell-1}\right]$ and all jobs $\left(2^{\ell-1}, 2^{\ell}, w_{j}\right)$ of $I_{1 / 2}^{\prime}$ to the interval ( $\left.2^{\ell-1}, 2^{\ell}\right]$ ".

- Basis: As explained before, the intervals $\left(\frac{1}{4}, \frac{1}{2}\right]$ and $\left(\frac{3}{4}, 1\right]$ in the schedule $\mathcal{S}$ are idle before any shifting due to the doubling of the speed. At the same time, the (parts of the) jobs ( $0, \frac{1}{2}, t_{j}$ ) which were infeasibly allocated after the doubling in $\mathcal{S}$ appear only in the interval $\left(\frac{1}{2}, \frac{3}{4}\right]$. Similarly, the (parts of the) jobs $\left(\frac{1}{2}, 1, w_{j}\right)$ which were infeasibly allocated after the doubling appear only in the interval ( $0, \frac{1}{4}$ ]. Moreover, the speed during the whole interval $(0,1]$ is constant, due to the YDS algorithm. Hence we can shift all the infeasible (parts of) jobs $\left(0, \frac{1}{2}, t_{j}\right)$ to the interval $\left(\frac{1}{4}, \frac{1}{2}\right]$ and all the infeasible (parts of) jobs ( $\frac{1}{2}, 1, w_{j}$ ) to the interval ( $\left.\frac{3}{4}, 1\right]$.
- Induction: Assume now that the statement is true for $\ell-1$.

Consider first the jobs $\left(0,2^{\ell-1}, t_{j}\right)$ of $I_{1 / 2}^{\prime}$. Some parts of these jobs may have been allocated in the interval $\left(2^{\ell-1}, 2^{\ell}-2^{\ell-2}\right]$, making their execution infeasible. However, these parts are executed for at most $2^{\ell-2}$ time which corresponds exactly to the idle time during the interval $\left(0,2^{\ell-1}\right]$. Thus, we can safely shift their execution to the left,
since the speed used in $\left(0,2^{\ell-1}\right]$ is at least the speed used in $\left(2^{\ell-1}, 2^{\ell}-2^{\ell-2}\right]$, by the definition of the YDS algorithm, getting a feasible schedule for these jobs.
Consider now the the jobs $\left(2^{\ell-1}, 2^{\ell}, w_{j}\right)$ of $I_{1 / 2}^{\prime}$. Some parts of these jobs may have been allocated in the interval $\left(0,2^{\ell-1}\right.$ ], making their execution infeasible. However, these parts are executed for at most $\frac{1}{4}+2^{-2}+2^{-1}+\cdots+2^{\ell-3}=2^{\ell-2}$ time which corresponds exactly to the idle time during the interval $\left(2^{\ell}-2^{\ell-2}, 2^{\ell}\right]$. If the speed used in $\left(0,2^{\ell-1}\right]$ is equal to the speed used in $\left(2^{\ell-1}, 2^{\ell}\right]$, then we can safely shift their execution to the right, getting a feasible schedule for these jobs. If the speed used in $\left(0,2^{\ell-1}\right]$ is bigger than the speed used in $\left(2^{\ell-1}, 2^{\ell}\right]$, then the jobs $\left(0,2^{\ell}, w_{j}\right)$ of $I^{\prime}$ are not executed at all during $\left(2^{\ell-1}, 2^{\ell}\right.$ ] in the optimal schedule for the instance $I^{\prime}$ obtained by the YDS algorithm, since they belong on a different critical interval. Hence, the jobs $\left(2^{\ell-1}, 2^{\ell}, w_{j}\right)$ of $I_{1 / 2}^{\prime}$ are also not executed in $\left(2^{\ell-1}, 2^{\ell}\right]$. They are already feasible.

As a result, the schedule $\mathcal{S}$ is feasible for $I_{1 / 2}^{\prime}$ after all the shifts, and it uses speed $s(t)=2 s_{I^{\prime}}^{*}(t)$, for any time $t$. Then, the energy consumption $E(\mathcal{S})$ of $\mathcal{S}$ is at most two time the energy consumption of the optimal solution for $I^{\prime}$. Therefore, an optimal schedule for $I_{1 / 2}^{\prime}$ will use even smaller energy, i.e., $E_{1 / 2}^{\prime} \leqslant E(\mathcal{S}) \leqslant 2^{\alpha} E^{\prime}$, and the lemma follows.

- Lemma 4.12. Given an optimal schedule for the instance $I_{1 / 2}^{\prime}$ and a schedule given by Algorithm 6, we have that $s(t) \leqslant 2 s_{I_{1 / 2}}^{*}(t)$ for each time instant $t$.

Proof. By the construction of $I_{1 / 2}^{\prime}$ and the definition of $Q$ and $\mathcal{W}$ in Lines $1-5$ of the algorithm, we have that $Q \cup \mathcal{W} \subseteq I_{1 / 2}^{\prime}$. In Line 6, an optimal schedule is created for the jobs in $Q \cup \mathcal{W}$. Since both optimal solutions for $I_{1 / 2}^{\prime}$ and for the jobs in $Q \cup \mathcal{W}$ are computed by the YDS algorithm, and due to the properties of this algorithm, we have that $s^{Y D S}(t) \leqslant s_{I_{1 / 2}^{\prime}}^{*}(t)$, for each $t \in\left(0,2^{k}\right]$.

Similarly, by the construction of $I_{1 / 2}^{\prime}$ and the definition of $\mathcal{W}_{\ell}^{* \prime}$ 's in Lines 8-11 of the algorithm, we have that $\bigcup_{\ell=0}^{k} \mathcal{W}_{\ell}^{*} \subseteq I_{1 / 2}^{\prime}$. Moreover, the jobs in $\mathcal{W}_{\ell}^{*}, 0 \leqslant \ell \leqslant k$, are of the form $\left(\frac{2^{\ell}}{2}, 2^{\ell}, w_{j}\right)$, and hence the active intervals of any two jobs belonging to two different sets $\mathcal{W}_{\ell}^{*}$ and $\mathcal{W}_{\ell^{\prime}}^{*}$ are time-disjoint. Thus, in an optimal solution for the jobs in $\bigcup_{\ell=0}^{k} \mathcal{W}_{\ell}^{*}$, the speed used during the interval $\left(\frac{2^{\ell}}{2}, 2^{\ell}\right]$ is $\sum_{j \in \mathcal{W}_{\ell}^{*}} \delta_{j}$. Therefore, using the same arguments as before, for each $t \in\left(\frac{2^{\ell}}{2}, 2^{\ell}\right]$, we have that $\sum_{j \in \mathcal{W}_{\ell}^{*}} \delta_{j} \leqslant s_{I_{1 / 2}^{\prime}}^{*}(t)$.

For the speed of the algorithm, for any time $t \in\left(0, \frac{1}{2}\right]$, we have that $s(t)=s^{Y D S}(t) \leqslant$ $s_{I_{1 / 2}^{\prime}}^{*}$ (see Line 7). Moreover, for any $\ell, 0 \leqslant \ell \leqslant k$, and any time $t \in\left(\frac{2^{\ell}}{2}, 2^{\ell}\right]$, we have that $s(t)=s^{Y D S}(t)+\sum_{j \in \mathcal{W}_{\ell}^{*}} \delta_{j} \leqslant s_{I_{1 / 2}^{\prime}}^{*}(t)+s_{I_{1 / 2}^{\prime}}^{*}(t) \leqslant 2 s_{I_{1 / 2}^{\prime}}^{*}(t)$ (see Line 12), and the lemma follows.

```
Algorithm 7: Common Release, Arbitrary Deadlines (CRAD)
    for each job \(j \in \mathcal{J}\) do
        \(d_{j}^{\prime}=\max _{i}\left\{2^{i} \mid 2^{i} \leqslant d_{j}\right\} ;\)
        Add job ( \(r_{j}, d_{j}^{\prime}, t_{j}, u_{j}, w_{j}\) ) in instance \(\check{I}\);
    Run Algorithm 6 with the updated instance \(\check{I}\);
```

Corollary 4.13. Let $E$ and $E_{1 / 2}^{\prime}$ be the energy consumption of the schedule created by Algorithm 6 and of an optimal schedule for the instance $I_{1 / 2}^{\prime}$ respectively. Then, $E \leqslant 2^{\alpha} E_{1 / 2}^{\prime}$.

- Theorem 4.14. CRP2D (Algorithm 6) achieves a competitive ratio of $(4 \phi)^{\alpha}$ with respect to energy.

Proof. Note that the energy consumption of an optimal schedule for our original instance and of an optimal schedule for the instance $I^{*}$ is exactly the same, as they contain exactly the same set of jobs with the same characteristics. Then, the proof of the theorem is an immediate consequence of Lemmas 4.10 and 4.11, and Corollary 4.13. Specifically, we have: $E \leqslant 2^{\alpha} E_{1 / 2}^{\prime} \leqslant 4^{\alpha} E^{\prime} \leqslant(4 \phi)^{\alpha} E^{*}$.

## Common Release, Arbitrary Deadlines

In this section we adapt the previous result to jobs with arbitrary deadlines. Given an instance $I$ of our original problem, we create an instance $I$ by rounding down the deadline of all jobs to a power of two: for each job $\left(r_{j}, d_{j}, t_{j}, u_{j}, w_{j}\right) \in \mathcal{J}$, add a job $\left(r_{j}, d_{j}^{\prime}, t_{j}, u_{j}, w_{j}\right)$ in $\check{I}$, where $d_{j}^{\prime}=\max \left\{2^{i} \mid 2^{i} \leqslant d_{j}\right\}$. Then, run Algorithm 6 using instance $\check{I}$ as input. We call this algorithm CRAD (Algorithm 7).

- Lemma 4.15. Let $E$ and $\check{E}$ be the energy consumption of an optimal schedule for the instance $I$ and $\check{I}$ respectively. Then, $\check{E} \leqslant 2^{\alpha} E$.

Proof. Let $\mathcal{S}$ be the optimal schedule for $I$. We create a schedule $\mathcal{S}^{\prime}$ by doubling the speed of $\mathcal{S}$ at each time $t$. Then we shift the work of all jobs as early in time as possible such that to use this bigger speed. Note that the order of execution of the (parts of) jobs does change. This schedule uses twice the speed of $\mathcal{S}$ so for its energy consumption $E\left(\mathcal{S}^{\prime}\right)$ we have $E\left(\mathcal{S}^{\prime}\right) \leqslant 2^{\alpha} E$. We will next show that the schedule $\mathcal{S}^{\prime}$ is feasible for the instance $\check{I}$.

Let $s(t)$ be the speed at time $t$ in the schedule $\mathcal{S}$. Note that the schedule $\mathcal{S}$ is an optimal schedule using the values $\omega_{j}^{*}$, and it can be constructed by the YDS algorithm. Since, all jobs have a common release time, we know that $s(t)$ is non-increasing with
respect to $t$, as mentioned before (see proof of Lemma 4.11). Consider now any time $t$ and let $W_{t}$ be the total work executed in the interval $(0, t]$ in $\mathcal{S}$, that is $W_{t}=\int_{0}^{t} s(t) d t$. Since the speeds in $\mathcal{S}$ are non-increasing, the execution of the work $W_{t}$ finishes the latest at time $\frac{t}{2}$ in $\mathcal{S}^{\prime}$. Hence, for the completion time $C_{j}^{\prime}$ of each job $j$ in $\mathcal{S}^{\prime}$ we have that $C_{j}^{\prime} \leqslant \frac{C_{j}}{2}$, where $C_{j}$ is the completion time of $j$ in $\mathcal{S}$. By definition, $d_{j}^{\prime} \geqslant \frac{d_{j}}{2}$. Then, $C_{j}^{\prime} \leqslant \frac{C_{j}}{2} \leqslant \frac{d_{j}}{2} \leqslant d_{j}^{\prime}$. Therefore, the job $j$ is feasibly executed in $\mathcal{S}^{\prime}$ and $\mathcal{S}^{\prime}$ is feasible for the instance $\check{I}$.

Since the energy $\check{E}$ of an optimal schedule for the instance $\check{I}$ is smaller that the energy of any feasible schedule, we have that $\check{E} \leqslant E\left(\mathcal{S}^{\prime}\right)$ and the lemma follows.

- Corollary 4.16. CRAD (Algorithm 7) achieves a competitive ratio of $(8 \phi)^{\alpha}$ with respect to energy.


### 4.3.3 Online Model

In this section, we consider the QBSS model when the jobs arrive online and they should be executed on a single machine.

## AVR with Queries

The online AVR algorithm for the classical speed scaling setting works as follows: at each time $t$, the machine runs at speed $s^{A V R}(t)=\sum_{j: t \in\left(r_{j}, d_{j}\right]} \delta_{j}$ and it executes the unfinished job with the smaller deadline which is released before $t$. Yao et al. [YDS95] proved that AVR is $2^{\alpha-1} \alpha^{\alpha}$-competitive with respect to energy.

In this section we propose the online algorithm AVRQ (Algorithm 8), an adaptation of AVR to the QBSS model. AVRQ does the query for all the jobs by selecting as a splitting point the half of their interval. Specifically, for each job $\left(r_{j}, d_{j}, t_{j}, u_{j}, w_{j}\right)$ in $\mathcal{J}$, two jobs of the classical speed scaling setting are created and added to the set $\mathcal{J}^{\prime}$ (in an online manner): the job $\left(r_{j}, \frac{r_{j}+d_{j}}{2}, t_{j}\right)$ at time $r_{j}$, and the job $\left(\frac{r_{j}+d_{j}}{2}, d_{j}, w_{j}\right)$ at time $\frac{r_{j}+d_{j}}{2}$. The AVR algorithm runs using as input the set of jobs $\mathcal{J}^{\prime}$ which is created online. The following lemma extends the lower bound for AVR proposed in [BKP07] and gives a lower bound to the competitive ratio of AVRQ with respect to energy.
$\rightarrow$ Lemma 4.17. The competitive ratio of algorithm AVRQ is at least $(2 \alpha)^{\alpha}$ with respect to energy.

Proof. Consider an instance where all the jobs have the same deadline $n$. A job, $j_{i}$, arrives at time $i=0,1, \ldots, n-1$, having $\left(r_{j}, d_{j}, t_{j}, u_{j}, w_{j}\right)=\left(i, n, h_{i}^{1 / \alpha},\left(h_{i}+\epsilon\right)^{1 / \alpha},\left(h_{i}+\epsilon\right)^{1 / \alpha}\right)$, where $h_{i}=\frac{1}{n-i}$.

If $\epsilon$ is small enough, the optimal energy algorithm does not make the query and completes the job that arrives at time $i$ by time $i+1$ running at speed $\left(\frac{1}{n-i}+\epsilon\right)^{1 / \alpha}$.

```
Algorithm 8: AVRQ
    for each time instant \(t\) do
        for each job \(j \in \mathcal{J}\) do
                if \(t==r_{j}\) then
                    Add job \(\left(r_{j}, \frac{r_{j}+d_{j}}{2}, t_{j}\right)\) in instance \(I^{\prime}\);
            else if \(t==\frac{r_{j}+d_{j}}{2}\) then
                    Add job \(\left(\frac{r_{j}+d_{j}}{2}, d_{j}, w_{j}\right)\) in instance \(I^{\prime} ;\)
        Run AVR with the updated instance \(I^{\prime}\);
```

Following the same calculations as in Bansal et al. paper [BKP07], the resulting energy is $H_{n}+O(1)$.

Now, let us try to analyze the energy usage of AVRQ. In the interval [ $0, n / 2$ ] only queries are executed and the energy consumption is about $\ln 2$. Since these values don't make a significant contribution to the total energy consumption, we discard it. Let us estimate the energy consumption in the interval $[n / 2, n]$. Suppose that $n$ is even.

Let $I_{i}=\left[\frac{n+i}{2}, \frac{n+i+1}{2}\right]$ for $i=0, \ldots, n-1$. If $i$ is even, the queries which correspond to jobs $j_{i+1}, \ldots, j_{\frac{n+1}{2}}$ are executed in the interval $I_{i}$. If $i$ is odd, the queries which correspond to jobs $j_{i+1}, \ldots, j_{\frac{n+1-1}{2}}$ are executed in the interval $I_{i}$. For every $i$, the jobs $j_{0}, \ldots, j_{i}$ are executed in the interval $I_{i}$. Calculating the speed for each interval, we get

$$
\begin{aligned}
& s(i)=2 \sum_{j=0}^{i} \frac{\left(h_{j}+\epsilon\right)^{1 / \alpha}}{n-j}+2 \sum_{j=i+1}^{\frac{n+i}{2}} \frac{h_{j}^{1 / \alpha}}{n-j}, \text { when } \mathrm{i} \text { is even } \\
& s(i)=2 \sum_{j=0}^{i} \frac{\left(h_{j}+\epsilon\right)^{1 / \alpha}}{n-j}+2 \sum_{j=i+1}^{\frac{n+i-1}{2}} \frac{h_{j}^{1 / \alpha}}{n-j}, \text { when } \mathrm{i} \text { is odd }
\end{aligned}
$$

In total, for any $i$, we have

$$
\begin{aligned}
s(i) & \geqslant 2 \sum_{j=0}^{\frac{n+i-1}{2}} \frac{h_{j}^{1 / \alpha}}{n-j} \geqslant 2 \sum_{j=0}^{\frac{n+i-1}{2}} \frac{1}{(n-j)^{1+\frac{1}{\alpha}}} \geqslant 2 \int_{0}^{\frac{n+i-3}{2}} \frac{1}{(n-j)^{1+\frac{1}{\alpha}}} d j \\
& =\left[2 \alpha(n-j)^{-1 / \alpha}\right]_{0}^{\frac{n+i-3}{2}}=2 \alpha\left(\frac{2 n-n-i+3}{2}\right)^{-1 / \alpha}-2 \alpha n^{-1 / \alpha}
\end{aligned}
$$

$$
\begin{equation*}
=2 \alpha 2^{1 / \alpha}\left[(n-i+3)^{-1 / \alpha}-(2 n)^{-1 / \alpha}\right] \tag{4.1}
\end{equation*}
$$

The total energy consumption of AVRQ is

$$
\begin{aligned}
E & =\frac{1}{2} \sum_{i=0}^{n-1} s(i)^{\alpha} \geqslant \frac{1}{2}(2 \alpha)^{\alpha} 2 \sum_{i=0}^{n-1}\left((n-i+3)^{-1 / \alpha}-(2 n)^{-1 / \alpha}\right)^{\alpha} \\
& \geqslant(2 \alpha)^{\alpha}\left(\sum_{i=0}^{n-1} \frac{1}{n-i+3}-\alpha \sum_{i=0}^{n-1}\left(\frac{1}{n-i+3}\right)^{\frac{\alpha-1}{\alpha}}(2 n)^{-1 / \alpha}\right) \\
& \geqslant(2 \alpha)^{\alpha}\left(H_{n}-2-\alpha^{2}(2 n)^{-1 / \alpha} \Theta\left(n^{1 / \alpha}\right)\right) \\
& =(2 \alpha)^{\alpha}\left(H_{n}-\Theta(1)\right)
\end{aligned}
$$

The first inequality is given by 4.1. For the second inequality we use the property $(x-y)^{\alpha} \geqslant x^{\alpha}-a x^{\alpha-1} y$ with $x=(n-i+3)^{-1 / \alpha}$ and $y=(2 n)^{-1 / \alpha}$, which is proved in [BKP07] for $\alpha>1$. So, if $n$ is large enough, the competitive ratio can be made arbitrarily close to $(2 \alpha)^{\alpha}$.

Let $\mathrm{AVR}^{*}$ be the original AVR algorithm when executed using the set of jobs $\mathcal{J}^{*}$ created as follows: for each $j \in \mathcal{J}$, add the job $\left(r_{j}, d_{j}, \omega_{j}^{*}\right)$ to $\mathcal{J}^{*}$. The following theorem compares, for each time $t$, the speed used by the algorithm AVRQ with the speed of AVR*.

Theorem 4.18. For any time instant $t$, we have $s^{A V R Q}(t) \leqslant 2 s^{\operatorname{AVR}^{*}}(t)$.
Proof. At any time $t$, the speed of AVRQ is

$$
\begin{aligned}
s^{A V R Q}(t) & \leqslant \sum_{j \in \mathcal{J}: t \in\left(r_{j}, d_{j}\right]} \max \left\{\frac{t_{j}}{\left(d_{j}-r_{j}\right) / 2}, \frac{w_{j}}{\left(d_{j}-r_{j}\right) / 2}\right\}=2 \sum_{j \in \mathcal{J}: t \in\left(r_{j}, d_{j}\right]} \frac{\max \left\{t_{j}, w_{j}\right\}}{d_{j}-r_{j}} \\
& \leqslant 2 \sum_{j \in \mathcal{J}: t \in\left(r_{j}, d_{j}\right]} \frac{\min \left\{u_{j}, t_{j}+w_{j}\right\}}{d_{j}-r_{j}}=2 \sum_{j \in \mathcal{J}^{*}: t \in\left(r_{j}, d_{j}\right]} \frac{\omega_{j}^{*}}{d_{j}-r_{j}} \\
& =2 s^{\operatorname{AVR}^{*}}(t)
\end{aligned}
$$

- Corollary 4.19. AVRQ (Algorithm 8 ) is $2^{2 \alpha-1} \alpha^{\alpha}$-competitive with respect to energy.


## BKP with Queries

The online BKP algorithm for the classical speed scaling setting works as follows: for the time instants $t, t_{1}$ and $t_{2}$ with $t_{1}<t \leqslant t_{2}$, let $w\left(t, t_{1}, t_{2}\right)$ be the total work of jobs that have arrived by time $t$, have a release time of at least $t_{1}$ and a deadline of at most $t_{2}$. At any time $t$, the machine runs at speed $s^{B K P}(t)=e \max _{t_{1}, t_{2}} \frac{\omega\left(t, t_{1}, t_{2}\right)}{\left(t_{2}-t_{1}\right)}$ and it executes the

```
Algorithm 9: BKPQ
    for each time instant \(t\) do
        for each job \(j \in \mathcal{J}\) do
            if \(t==r_{j}\) then
                if \(t_{j} \leqslant \frac{u_{j}}{\phi}\) then
                    Add job \(\left(r_{j}, \frac{r_{j}+d_{j}}{2}, t_{j}\right)\) in instance \(I^{\prime}\);
                else if \(t_{j}>\frac{u_{j}}{\phi}\) then
                    Add job ( \(r_{j}, d_{j}, u_{j}\) ) in instance \(I^{\prime}\);
            else if \(t==\frac{r_{j}+d_{j}}{2}\) then
                if \(t_{j} \leqslant \frac{u_{j}}{\phi}\) then
                    Add job \(\left(\frac{r_{j}+d_{j}}{2}, d_{j}, w_{j}\right)\) in instance \(I^{\prime}\);
        Run BKP with the updated instance \(I^{\prime}\);
```

unfinished job with the smallest deadline which is released before $t$. Bansal et al. proved that BKP achieves a competitive ratio of $2\left(\frac{\alpha}{\alpha-1}\right)^{\alpha} e^{\alpha}$ with respect to energy, while it is $e$-competitive with respect to maximum speed.

In this section, we propose the online algorithm BKPQ (Algorithm 9), an adaptation of BKP to the QBSS model. For each job $\left(r_{j}, d_{j}, t_{j}, u_{j}, w_{j}\right)$ in $\mathcal{J}$, BKPQ decides to make the query only if $t_{j} \leqslant \frac{u_{j}}{\phi}$ using as splitting point $\tau_{j}=\frac{r_{j}+d_{j}}{2}$. Hence, in the case of a query, two jobs of the classical speed scaling setting, corresponding to ( $r_{j}, d_{j}, t_{j}, u_{j}, w_{j}$ ), are created and added to the set of jobs $\mathcal{J}^{\prime}$ (in an online manner): the job $\left(r_{j}, \frac{r_{j}+d_{j}}{2}, t_{j}\right)$ at time $r_{j}$, and the job $\left(\frac{r_{j}+d_{j}}{2}, d_{j}, w_{j}\right)$ at time $\frac{r_{j}+d_{j}}{2}$. In the case where no query is made, then a single job, corresponding to $\left(r_{j}, d_{j}, t_{j}, u_{j}, w_{j}\right)$, is added to the set $\mathcal{J}^{\prime}$ : the job ( $r_{j}, d_{j}, u_{j}$ ) at time $r_{j}$. The BKP algorithm runs using as input the set of jobs $\mathcal{J}^{\prime}$ which is created online.

Let $\mathrm{BKP}^{*}$ be the original BKP algorithm when executed using the set of jobs $\mathcal{J}^{*}$ created as follows: for each $j \in \mathcal{J}$, add the $\operatorname{job}\left(r_{j}, d_{j}, \omega_{j}^{*}\right)$ to $\mathcal{J}^{*}$. The following theorem compares, for each time $t$, the speed used by the algorithm BKPQ with the speed of BKP*.

Theorem 4.20. For any time instant $t$, we have $s^{B K P Q}(t) \leqslant(2+\phi) s^{B K P^{*}}(t)$.

Proof. Let $t_{1}$ and $t_{2}$ be time instants such that

$$
\frac{w\left(t, t_{1}, t_{2}\right)}{\left(t_{2}-t_{1}\right)}=\max _{t_{1}^{\prime}, t_{2}^{\prime}} \frac{w\left(t, t_{1}^{\prime}, t_{2}^{\prime}\right)}{\left(t_{2}^{\prime}-t_{1}^{\prime}\right)}
$$

for the jobs in $\mathcal{J}^{\prime}$. We define three disjoint subsets of $\mathcal{J}$ and we explain how the corresponding jobs in $\mathcal{J}^{\prime}$ contribute to $w\left(t, t_{1}, t_{2}\right)$ :

- Let $\mathcal{L}$ be the set of queried jobs whose queries are entirely processed in the interval ( $t_{1}, t_{2}$ ], but not its exact loads themselves, and start before time $t$.
- Let $\mathcal{R}$ be the set of queried jobs whose exact load is entirely processed in the interval ( $t_{1}, t_{2}$ ], but not its queries themselves, and start before time $t$.
- Let $C$ be the set of jobs (corresponding to queries, exact loads or initial workloads) that are entirely processed in the interval $\left(t_{1}, t_{2}\right]$ and start before time $t$.
Let $W(\mathcal{L})=\sum_{j \in \mathcal{L}} t_{j}, W(\mathcal{R})=\sum_{j \in \mathcal{R}} w_{j}$ and $W(\mathcal{C})=\sum_{j \in \mathcal{C}} \omega_{j}$ be the total work of jobs in $\mathcal{J}^{\prime}$ which belong to $\mathcal{L}, \mathcal{R}$ and $\mathcal{C}$, respectively. By definition, $W(\mathcal{L})+W(\mathcal{R})+W(C)$ describes the total work that is executed in $\left(t_{1}, t_{2}\right]$ by BKPQ. So, for any time $t \in\left(t_{1}, t_{2}\right]$, we have that $s^{B K P Q}(t)=\frac{W(\mathcal{L})+W(\mathcal{R})+W(\mathcal{C})}{\left(t_{2}-t_{1}\right)}$.

In a similar way, let $W^{*}(\mathcal{L}) \stackrel{\left(t_{2}-t_{1}\right)}{=} \sum_{j \in \mathcal{L}} \omega_{j}^{*}, W^{*}(\mathcal{R})=\sum_{j \in \mathcal{R}} \omega_{j}^{*}$ and $W(C)=\sum_{j \in C} \omega_{j}^{*}$. We consider the following three bounds:

1. Consider a job $j \in \mathcal{L}$. If $\omega_{j}^{*}=u_{j}$ then $t_{j} \leqslant \frac{u_{j}}{\phi} \leqslant u_{j}=\omega_{j}^{*}$. If $\omega_{j}^{*}=t_{j}+w_{j}$ then $t_{j} \leqslant t_{j}+w_{j}=\omega_{j}^{*}$. Thus, for each $j \in \mathcal{L}$ we have $t_{j} \leqslant \omega_{j}^{*}$ and $W(\mathcal{L}) \leqslant W^{*}(\mathcal{L})$.
2. Consider a job $j \in \mathcal{R}$. If $\omega_{j}^{*}=u_{j}$ then $w_{j} \leqslant u_{j}=\omega_{j}^{*}$. If $\omega_{j}^{*}=t_{j}+w_{j}$ then $w_{j} \leqslant t_{j}+w_{j}=\omega_{j}^{*}$. Thus, for each $j \in \mathcal{R}$ we have $w_{j} \leqslant \omega_{j}^{*}$ and $W(\mathcal{R}) \leqslant W^{*}(\mathcal{R})$.
3. For each $j \in C$ we have $\omega_{j} \leqslant \phi \omega_{j}^{*}$ by using Lemma 4.1. Thus, $W(C) \leqslant \phi W^{*}(C)$.

Consider now the time interval $\left(t_{0}, t_{3}\right)$ such as $t_{0}=\max \left\{0,2 t_{1}-t_{2}\right\}$ and $t_{3}=2 t_{2}-t_{1}$. For each $j \in \mathcal{L}$ we have $t_{1} \leqslant r_{j} \leqslant t<\tau_{j} \leqslant t_{2}$, and hence $d_{j}=2 \tau_{j}-r_{j} \leqslant 2 t_{2}-t_{1}=t_{3}$. For each $j \in \mathcal{R}$ we have $t_{1} \leqslant \tau_{j}$ and $d_{j} \leqslant t_{2}$, and hence $r_{j}=2 \tau_{j}-d_{j} \geqslant \max \left\{0,2 t_{1}-t_{2}\right\}=t_{0}$. Therefore, each job $j \in \mathcal{L} \cup \mathcal{R} \cup \mathcal{C}$ should be executed in the interval $\left[t_{0}, t_{3}\right]$ by any algorithm and also by BKP*. As a result, we have:

$$
\begin{equation*}
s^{\mathrm{BKP}^{*}}(t) \geqslant \frac{W^{*}(\mathcal{L})+W^{*}(\mathcal{R})+W^{*}(C)}{\left(t_{3}-t_{0}\right)}=\frac{W^{*}(\mathcal{L})+W^{*}(\mathcal{R})+W^{*}(C)}{3\left(t_{2}-t_{1}\right)} \tag{4.2}
\end{equation*}
$$

As explained before, for the speed of BKPQ at any time $t \in\left(t_{1}, t_{2}\right]$ we have

$$
\begin{aligned}
s^{B K P Q}(t) & =\frac{W(\mathcal{L})+W(\mathcal{R})+W(C)}{\left(t_{2}-t_{1}\right)} \leqslant \frac{W^{*}(\mathcal{L})+W^{*}(\mathcal{R})+\phi W^{*}(C)}{\left(t_{2}-t_{1}\right)} \\
& =\frac{W^{*}(\mathcal{L})+W^{*}(\mathcal{R})+W^{*}(C)+(\phi-1) W^{*}(C)}{\left(t_{2}-t_{1}\right)}
\end{aligned}
$$

$$
\leqslant 3 s^{\mathrm{BKP}^{*}}(t)+(\phi-1) s^{\mathrm{BKP}}(t)=(2+\phi) s^{\mathrm{BKP}}(t)
$$

The first inequality follows by the three bounds presented above. In the next line we just add and subtract $W^{*}(C)$. For the last inequality we use Inequality 4.2, as well as the fact that $s^{\mathrm{BKP}}(t) \geqslant \frac{W^{*}(C)}{\left(t_{2}-t_{1}\right)}$ since all jobs in the set $C$ are entirely executed in the interval ( $t_{1}, t_{2}$ ] by any algorithm and also by BKP*.

- Corollary 4.21. BKPQ (Algorithm 9) is $(2+\phi)^{\alpha} 2\left(\frac{\alpha}{\alpha-1}\right)^{\alpha} e^{\alpha}$-competitive with respect to energy, and $(2+\phi) e$-competitive with respect to maximum speed.


### 4.4 Multiple Machines

In this section we adapt to the QBSS model the online $\operatorname{AVR}(m)$ algorithm proposed by Albers et al. [AAG15] for the classical speed scaling setting on a set of $m$ parallel identical machines $\mathcal{M}$. $\operatorname{AVR}(m)$ is $\left(2^{\alpha-1} \alpha^{\alpha}+1\right)$-competitive with respect to energy consumption.

For completeness, we briefly present $\operatorname{AVR}(m)$. The algorithm works online per each unit time slot $(t, t+1]$ and it schedules $\delta_{j}$ amount of work from each active job during $(t, t+1]$. Let $\mathcal{J}_{t}$ be the set of active jobs in $(t, t+1]$. Moreover, let $U \subseteq \mathcal{J}_{t}$ be the unscheduled jobs of $\mathcal{J}_{t}$ and $R \subseteq \mathcal{M}$ be the remaining unused machines at each step of the algorithm. In the beginning, we set $U=\mathcal{J}_{t}$ and $R=\mathcal{M}$. We denote by $\Delta=\sum_{j \in U} \delta_{j}$ the total work of the jobs in $U$. The jobs in $U$ will be characterized as big or small depending on their densities. Intuitively, each big job will occupy one machine during the whole slot $(t, t+1]$, while small jobs will share the remaining machines in $(t, t+1]$. The algorithm searches in an iterative way the job $\hat{\jmath}=\operatorname{argmax}\left\{\delta_{j}: j \in U\right\}$ with the maximum density in $U$ and if $\delta_{\hat{\jmath}}>\frac{\Delta}{|R|}$ then it is characterized as a big one. In this case, the algorithm schedules $\hat{\jmath}$ with speed $\delta_{\hat{\jmath}}$ in the machine of the lower index in $R$ which is then removed from $R$. Moreover, the algorithm updates $\mathcal{J}_{t}=\mathcal{J}_{t} \backslash\{\hat{j}\}$ and it searches for the next big job. If no big job exists, then all the remaining jobs are small and they are allocated to the remaining machines using speed $\frac{\Delta}{|R|}$. Note that, at each time moment the speed of a machine with lower index is not less than the speed of a machine with larger index.

Here, we propose the online algorithm $\operatorname{AVRQ}(m)$ (Algorithm 10) which makes the query for all jobs by selecting as a splitting point the half of their interval. Specifically, for each job $\left(r_{j}, d_{j}, t_{j}, u_{j}, w_{j}\right)$ in $\mathcal{J}$, two jobs of the classical speed scaling setting are created and added to the set $\mathcal{J}^{\prime}$ (in an online manner): the job $\zeta(j)=\left(r_{j}, \frac{r_{j}+d_{j}}{2}, t_{j}\right)$ at time $r_{j}$, and the job $\zeta^{\prime}(j)=\left(\frac{r_{j}+d_{j}}{2}, d_{j}, w_{j}\right)$ at time $\frac{r_{j}+d_{j}}{2}$. The $\operatorname{AVR}(m)$ algorithm runs using as input the set of jobs $\mathcal{J}^{\prime}$ which is created online.

We start our analysis with two technical lemmas.

```
Algorithm 10: \(A V R Q_{(m)}\)
    for each time instant \(t\) do
        for each job \(j \in \mathcal{J}\) do
            if \(t=r_{j}\) then
                Add job \(\left(r_{j}, \frac{r_{j}+d_{j}}{2}, t_{j}\right)\) in instance \(I^{\prime}\);
                else if \(t==\frac{r_{j}+d_{j}}{2}\) then
                    Add job \(\left(\frac{r_{j}+d_{j}}{2}, d_{j}, w_{j}\right)\) in instance \(I^{\prime}\);
        Run \(A V R_{(m)}\) with the updated instance \(I^{\prime}\);
```

Lemma 4.22. Let two sets of non-negative rational numbers $A=\left\{a_{1}, \ldots, a_{n}\right\}$ and $B=\left\{b_{1}, \ldots, b_{n}\right\}$ be given such that $b_{j} \leqslant 2 a_{j}$ for all $j=1, \ldots, n$. Let $\pi_{A}$ and $\pi_{B}$ be permutations of numbers from $A$ and $B$, respectively, in which the numbers are ordered in non-increasing order. Then $\pi_{B}(i) \leqslant 2 \pi_{A}(i)$ for all $i=1, \ldots, n$.

Proof. Let the elements of the set $A$ and $B$ be numbered as in the permutation $\pi_{A}$. Assume that $\pi_{B}(i)=b_{k}$ and $k \geqslant i$. We have $\pi_{B}(i) \leqslant 2 \pi_{A}(k) \leqslant 2 \pi_{A}(i)$. Let $k<i$. From pigeonhole principle, the exists $\pi_{B}(l)=b_{j}$ such that $l<i$ and $j \geqslant i$. We get $\pi_{B}(i) \leqslant \pi_{B}(l)=b_{j} \leqslant 2 a_{j} \leqslant 2 a_{i}=2 \pi_{A}(i)$.

Lemma 4.23. Let a sequence of non-negative rational numbers $a_{1}, \ldots, a_{n}$ and an integer $m \geqslant 2$ be given. If $a_{1}>\frac{\sum_{i=1}^{n} a_{i}}{m}$, then $\frac{\sum_{i=1}^{n} a_{i}}{m}>\frac{\sum_{i=2}^{n} a_{i}}{m-1}$, otherwise, $\frac{\sum_{i=1}^{n} a_{i}}{m} \leqslant$ $\frac{\sum_{i=2}^{n} a_{i}}{m-1}$.

Proof. We have:

$$
\frac{\sum_{i=1}^{n} a_{i}}{m}=\frac{\left(\sum_{i=2}^{n} a_{i}+a_{1}\right)(m-1)}{m(m-1)}=\frac{\sum_{i=2}^{n} a_{i}}{m-1}+\frac{a_{1} m-\sum_{i=1}^{n} a_{i}}{m(m-1)}
$$

The last term is positive when $a_{1}>\frac{\sum_{i=1}^{n} a_{i}}{m}$, and non-positive otherwise, hence the assertion of the lemma follows.

Let $\operatorname{AVR}^{*}(m)$ be the original $\operatorname{AVR}(m)$ algorithm when executed using the set of jobs $\mathcal{J}^{*}$ created as follows: for each $j \in \mathcal{J}$, add the job $\left(r_{j}, d_{j}, \omega_{j}^{*}\right)$ to $\mathcal{J}^{*}$. The following theorem compares, for each time $t$, the speed used by the algorithm $\operatorname{AVRQ}(m)$ with the speed of $\operatorname{AVR}^{*}(m)$.
$\checkmark$ Theorem 4.24. For any time instant $t$, and any machine $i$, we have $s_{i}^{\operatorname{AVRQ}(m)}(t) \leqslant$ $2 s_{i} \operatorname{AVR}^{*}(m)(t)$.

Proof. We consider the set of jobs $\mathcal{J}^{\prime \prime}$ which is produced from $\mathcal{J}^{*}$ by replacing each job $\left(r_{j}, d_{j}, \omega_{j}^{*}\right)$ with two jobs,
$\psi(t)=\left(r_{j}, \frac{r_{j}+d_{j}}{2}, \frac{\omega_{j}^{*}}{2}\right)$ and $\psi^{\prime}(t)=\left(\frac{r_{j}+d_{j}}{2}, d_{j}, \frac{\omega_{j}^{*}}{2}\right)$. Since the number of jobs and their densities in each unit time slot $(t, t+1$ ] do not change, then the speed of the machines in the schedules obtained by $\operatorname{AVR}(m)$ when applied to the sets of jobs $\mathcal{J}^{*}$ and $\mathcal{J}^{\prime \prime}$ does not change either.

Algorithm $\operatorname{AVRQ}(m)$ also creates two jobs, let $\zeta(j)$ and $\zeta^{\prime}(j)$ for each original job $j \in \mathcal{J}$ using the same intervals as in $\mathcal{J}^{\prime \prime}$. Hence, the number of active jobs in $\mathcal{J}^{\prime}$ and $\mathcal{J}^{\prime \prime}$ is the same at each unit time slot, and by definition we have

$$
\begin{equation*}
\delta_{\zeta(j)} \leqslant 2 \delta_{\psi(j)} \text { and } \delta_{\zeta^{\prime}(j)} \leqslant 2 \delta_{\psi^{\prime}(j)} \text { for all } j \in \mathcal{J} \tag{4.3}
\end{equation*}
$$

since $t_{j} \leqslant \omega_{j}^{*}$ and $w_{j} \leqslant \omega_{j}^{*}$.
Denote by $\mathcal{J}_{t}^{\prime \prime} \subseteq \mathcal{J}^{\prime \prime}$ and $\mathcal{J}_{t}^{\prime} \subseteq \mathcal{J}^{\prime}$ the set of active jobs in the unit slot $(t, t+1]$. We order the jobs in each set in non-increasing densities. Note that $\left|\mathcal{J}_{t}^{\prime \prime}\right|=\left|\mathcal{J}_{t}^{\prime}\right|=r$. Let $a_{j}$ be the density of the j-th job in $\mathcal{J}^{\prime \prime}$ and $b_{j}$ be the density of the j-th job in $\mathcal{J}^{\prime}$. Lemma 4.22 and Inequalities (4.3) imply that $b_{j} \leqslant 2 a_{j}$.

Let $k$ be the number of big jobs in the set $\mathcal{J}_{t}^{\prime \prime}$ and $\ell$ be the number of big jobs in the set $\mathcal{J}_{t}^{\prime}$. We consider three cases.

1. Case $k=\ell$. For each machine $i \leqslant k$ we have:

$$
s_{i}^{\operatorname{AVRQ}(m)}(t)=b_{i} \leqslant 2 a_{i}=2 s_{i}^{\operatorname{AVR}^{*}(m)}(t)
$$

For each machine $i>k$ we have:

$$
s_{i}^{\operatorname{AVRQ}(m)}(t)=\frac{\sum_{j=\ell+1}^{r} b_{j}}{m-\ell} \leqslant 2 \frac{\sum_{j=k+1}^{r} a_{j}}{m-k} \leqslant 2 s_{i}^{\operatorname{AVR}^{*}(m)}(t)
$$

2. Case $k>\ell$. For each machine $i \leqslant \ell$ we have:

$$
s_{i}^{\operatorname{AVRQ}(m)}(t)=b_{i} \leqslant 2 a_{i}=2 s_{i}^{\operatorname{AVR}^{*}(m)}(t)
$$

For each machine $i>\ell$ we have $b_{h} \leqslant \frac{\sum_{j=h}^{r} b_{j}}{m-h+1}$ for $\ell+1 \leqslant h \leqslant k$. Successively applying Lemma 4.23 we get:

$$
\frac{\sum_{j=\ell+1}^{r} b_{j}}{m-\ell} \leqslant \frac{\sum_{j=\ell+2}^{r} b_{j}}{m-\ell-1} \leqslant \cdots \leqslant \frac{\sum_{j=k+1}^{r} b_{j}}{m-k}
$$

Hence, we obtain:

$$
s_{i}^{\operatorname{AVRQ}(m)}(t)=\frac{\sum_{j=\ell+1}^{r} b_{j}}{m-\ell} \leqslant \frac{\sum_{j=k+1}^{r} b_{j}}{m-k} \leqslant 2 \frac{\sum_{j=k+1}^{r} a_{j}}{m-k} \leqslant 2 s_{i}^{\operatorname{AVR}^{*}(m)}(t)
$$

3. Case $k<\ell$. For each machine $i \leqslant k$ we have

$$
s_{i}^{\operatorname{AVRQ}(m)}(t)=b_{i} \leqslant 2 a_{i}=2 s_{i}^{\operatorname{AVR}^{*}(m)}(t)
$$

For each machine $i, k<i \leqslant \ell$, we have

$$
s_{i}^{\operatorname{AVRQ}(m)}(t)=b_{i} \leqslant 2 a_{i} \leqslant 2 \frac{\sum_{j=k+1}^{r} a_{j}}{m-k}=2 s_{i}^{\operatorname{AVR}^{*}(m)}(t)
$$

where the last inequality follows by the definition of $\operatorname{AVR}^{*}(m)$. For each machine $i>\ell$ we have $b_{h}>\frac{\sum_{j=h}^{r} b_{j}}{m-h+1}$ for $k+1 \leqslant h \leqslant \ell$. Successively applying Lemma 4.23 we get:

$$
\frac{\sum_{j=k+1}^{r} b_{j}}{m-k}>\frac{\sum_{j=\ell+2}^{r} b_{j}}{m-k-1}>\cdots>\frac{\sum_{j=\ell+1}^{r} b_{j}}{m-\ell}
$$

Hence, we obtain:

$$
s_{i}^{\operatorname{AVRQ}(m)}(t) \leqslant \frac{\sum_{j=\ell+1}^{r} b_{j}}{m-\ell}<\frac{\sum_{j=k+1}^{r} b_{j}}{m-k} \leqslant 2 \frac{\sum_{j=k+1}^{r} a_{j}}{m-k} \leqslant 2 s_{i}^{\operatorname{AVR}^{*}(m)}(t)
$$

and the theorem follows.
Corollary 4.25. $\operatorname{AVRQ}(m)$ (Algorithm 10$)$ is $2^{\alpha}\left(2^{\alpha-1} \alpha^{\alpha}+1\right)$-competitive with respect to energy.

### 4.5 Conclusion

In this chapter, we studied an enhanced speed scaling setting, where queries can be additionally executed in the system in order to reveal a more accurate value of the workload of jobs. This model in particular makes sense in the context where an operation (query) can decrease the length of a task (as happens in the case of code optimization or file compression). The main objective was the minimization of energy consumption, while the minimization of maximum speed was also studied. We proposed various lower bounds for the offline and the online settings. In particular, we showed how to use known online algorithms (AVR and BKP) of the classical speed scaling context in the speed scaling with explorable uncertainty setting. Notice also that our approach can directly be applied to the preemptive-non-migratory variant of the problem [GNS14].

## Uncertain Predictions

Using machine-learned predictions to create algorithms with better approximation guarantees is a very fresh and active field. In this chapter, we study classic scheduling problems under the learning augmented setting. More specifically, we consider the problem of scheduling jobs with arbitrary release dates on a single machine and the problem of scheduling jobs with a common release date on multiple machines. Our objective is to minimize the sum of completion times. For both problems, we propose algorithms which use predictions for taking their decisions. Our algorithms are consistent - i.e. when the predictions are accurate, the performances of our algorithms are close to those of an optimal offline algorithm-, and robust - i.e. when the predictions are wrong, the performance of our algorithms are close to those of an online algorithm without predictions. In addition, we confirm the above theoretical bounds by conducting experimental evaluation comparing the proposed algorithms to the offline optimal ones for both the single and multiple machines settings.

### 5.1 Formulation of the problem

We are given a set of jobs $\mathcal{J}$ whose actual processing times are not known in advance. However, a predicted value of the processing time is given for each job. Each job is also characterized by a release time (date). In the whole extent of this chapter, preemption and migration are allowed at no extra cost. In other words, jobs can be stopped and continue execution in a later time (preemption) and eventually on a different machine (migration). Each machine can execute at most one job at a time. In the first version, we consider scheduling $\mathcal{J}$ on a single machine. Jobs arrive over time, and the algorithm has no prior knowledge on the existence of a job. In the second version, we consider scheduling $\mathcal{J}$ on $m$ identical machines. In this case, we assume that all release times are zero and that the algorithm has knowledge of the total number of jobs as well as their predicted processing times in the beginning. The objective in both problems is to minimize the sum of completion times of the jobs. Our goal is to design algorithms that are both consistent and robust.

## Our contribution

A common strategy to obtain these two properties is to construct an algorithm that runs simultaneously a consistent and a robust algorithm, getting in this way the best of
the two worlds. We call such an algorithm preferential. In this direction, we provide in Section 5.3 a consistent optimal algorithm, called Shortest Remaining Predicted Processing Time, when the predictions are accurate for the single machine problem. By combining this with the non-clairvoyant Round Robin algorithm, we give a preferential algorithm for the problem $1 \mid r_{j}$, non-clair. $\mid \sum_{j} C_{j}$. In Section 5.4 we give again a consistent optimal algorithm, called Shortest Predicted Processing Time First, when the predictions are accurate for the multiple machines problem. It is also known that Round Robin is 2-competitive for the non-clairvoyant problem in multiple machines [MPT94]. We then give the first preferential algorithm for the problem $P \mid$ non-clair. $\mid \sum_{j} C_{j}$.

### 5.2 Notations and Preliminaries

We consider a set of $n$ jobs $\mathcal{J}$ to be scheduled either on a single machine or on $m$ parallel machines. Each job $j \in \mathcal{J}$ is characterized by a release time $r_{j}$ and an actual (real) processing time $p_{j}$. We assume that $p_{j}>1 \forall j$. For each job, we have also a predicted value of its processing time, denoted by $y_{j}$. At the release time of a job, the algorithm is informed of the existence of this job as well as of the predicted value of its processing time. The algorithm finds out the actual processing time of the job, only after assigning $p_{j}$ units of time to the job and hence knows that the job has been completed. In other words, our model is non-clairvoyant. A job is considered active if it has been released and is not yet completed. Finally, we denote by $\eta_{j}$ the error of the prediction for job $j$, i.e. $\eta_{j}=\left|y_{j}-p_{j}\right|$, and $\eta=\sum_{j} \eta_{j}$ is the total error of the input.

It is known that the optimal strategy for the objective of minimizing the sum of completion times in the clairvoyant case is to follow the Shortest Processing Time First (SPT) rule when all release times are zero. When arbitrary release times are introduced in the model, the Shortest Remaining Processing Time First (SRPT) rule is optimal. In the SRPT algorithm, at each time $t$, the active job with the shortest remaining processing time is chosen to be executed. A job is removed from the active jobs when it has received $p_{j}$ units of processing time.

Our goal in this chapter is to find algorithms that use the predictions and perform as good as the SPT and SRPT algorithms, in other words optimally, when the predictions are accurate and in the same time not too bad when the predictions are wrong.

A Preferential Algorithm In order to get the best out of each world, we will consider two algorithms. Let $\mathcal{A}$ be a consistent algorithm with a competitive ratio $\alpha$, and $\mathcal{B}$ be a robust algorithm with a competitive ratio $\beta$. Purohit et al. in [PSK18], call a non-clairvoyant scheduling algorithm monotonic if it has the following property.

- Definition 5.1 (Monotonicity). Given two instances with identical inputs and actual job processing times $\left(p_{1}, \ldots, p_{n}\right)$ and $\left(p_{1}^{\prime}, \ldots, p_{n}^{\prime}\right)$ such that $p_{j} \leqslant p_{j}^{\prime}$ for all $j$, the
objective function value found by the algorithm for the first instance is no higher than that for the second.

They also give the following lemma on how to combine the two aforementioned monotonic algorithms. For completeness, we provide the proof of the lemma first presented in [PSK18].

- Lemma 5.2. Given two monotonic algorithms, $\mathcal{A}$ and $\mathcal{B}$, with competitive ratios $\alpha$ and $\beta$ respectively for the minimum total completion time problem with preemption, and a parameter $\lambda \in(0,1)$, one can obtain an algorithm with competitive ratio $\min \left\{\frac{\alpha}{\lambda}, \frac{\beta}{1-\lambda}\right\}$.

Proof. The combined algorithm runs the two given algorithms in parallel. The $\alpha$ approximation is run at a rate of $\lambda$, and the $\beta$-approximation at a rate of $1-\lambda$. Compared to running at rate 1 , if algorithm $\mathcal{A}$ runs at slower rate of $\lambda$, all completion times increase by a factor of $\frac{1}{\lambda}$, so it becomes a $\frac{\alpha}{\lambda}$-approximation. Now, the fact that some of the jobs are concurrently being executed by algorithm $\mathcal{B}$ only decreases their processing times from the point of view of $\mathcal{A}$, so by monotonicity, this does not make the objective of $\mathcal{A}$ any worse. Similarly, when algorithm $\mathcal{B}$ runs at a lower rate of $1-\lambda$, it becomes a $\frac{\beta}{1-\lambda}$-approximation, and by monotonicity can only get better from concurrency with $\mathcal{A}$. Thus, both bounds hold simultaneously, and the overall guarantee is their minimum.

In what follows, we focus on designing a consistent algorithm when the predictions are good and a robust algorithm otherwise. We will use Lemma 5.2 to get a preferential algorithm.

### 5.3 Single Machine

In this section, we deal with the scheduling problem with release dates on a single machine. We present the Shortest Remaining Predicted Processing Time First (SRPPT) algorithm, and show that it is a consistent algorithm for the objective of minimizing the sum of completion times. We then use the fact that the robust Round Robin algorithm is shown to be 4-competitive for the same objective in a very recent work by Moseley and Vardi [MV22]. Finally, we combine the two results in Theorem 5.8. At the end of the section, we give a simpler analysis for the objective showing that the Round Robin algorithm is 4-approximate in the setting with release dates. We note that our analysis is based on the dual fitting technique as proposed in [GGK+19], using speed augmentation, in contrast with the more tedious analysis based on potential functions in [MV22].

### 5.3.1 A Consistent Algorithm

We distinguish jobs as overestimated, $O$, and underestimated ones, $\mathcal{U}$, according to their predicted and actual processing times. More formally, a job is said to be overestimated if $y_{j} \geqslant p_{j}$. On the other hand, a job is underestimated if $y_{j}<p_{j}$. Finally, we denote the total error of each subset as $\eta^{O}=\sum_{j \in O} \eta_{j}$ for the overestimated jobs, and $\eta^{\mathcal{U}}=\sum_{j \in \mathcal{U}} \eta_{j}$ for the underestimated ones.

Consider a schedule $\sigma$. Given a time $t$, we denote by $e_{j}^{[0, t)}$ the elapsed time of job $j$, i.e. the amount of processing time units executed from the beginning of the schedule. We remind that a job $j$ is active at time $t$ if it has been released (i.e. $t \geqslant r_{j}$ ), and if its elapsed time is smaller than its actual processing time, $e_{j}^{[0, t)}<p_{j}$. We denote by $p_{j}(t)=p_{j}-e_{j}^{[0, t)}$ the remaining processing time of an active job $j$ at time $t$, and by $y_{j}(t)=y_{j}-e_{j}^{[0, t)}$ its remaining predicted processing time. To distinguish the completion times of a job $j$ in various schedules we write $\left.C_{j}\right|_{t} ^{\sigma}$, where $\sigma$ denotes the schedule and $t$ the time. Note here that the time subscript is not the same as the completion time of job $j$. It will be used to distinguish between multiple schedules that change over time. When not necessary and obvious from the context, the time subscript is omitted. In what follows, we may have multiple schedules for a specific time $t$. In such case, the schedules are created using different instances and hence the distinction between these schedules is clear from the context.

## Algorithm

In the Shortest Remaining Predicted Processing Time First (SRPPT) algorithm, at each time $t$, the active job (or one of the active jobs) with the shortest remaining predicted processing time is chosen to be executed. A job is added to the active jobs at time $r_{j}$ and it is removed from the active jobs after receiving $p_{j}$ units of processing time. In other words, a job can be removed from the active jobs before receiving $y_{j}$ units of processing time if it is overestimated. Similarly, if a job is underestimated, it remains active even if it is has received $y_{j}$ units of time. In this case, at the moment an underestimated job receives $y_{j}$ units of processing time, it will be executed until completion, i.e. until it has received $p_{j}$ units of processing time, as the job with the highest priority, having $y_{j}(t) \leqslant 0$. Only one such job can exist at each time.

To analyze this algorithm, we propose a transformation from an optimal schedule for the sum of completion times to the schedule produced by the SRPPT algorithm. An optimal schedule can be obtain by running the SRPT algorithm using the actual processing times of the jobs. The transformation consists of two steps. The first step (Transformation Step I below) takes place only once in the beginning and its purpose is to bound the cost inflicted by overestimated job in the objective function. The second step (Transformation Step II below), happens iteratively over time starting at time 0 . In
this second step, we bound the cost of the underestimated jobs and in the same time we slightly refine the cost of the overestimated jobs in the objective function.

Transformation Step I To bound how much overestimated jobs can increase the value of the objective function, we create an intermediate schedule, called $\sigma^{O}$. Consider the auxiliary instance, $I^{a u x}$, created as follows from an instance $I$. For the overestimated jobs of $I$, we include the predicted processing time in the auxiliary instance $I^{a u x}$ while for the underestimated jobs of $I$ we include the actual processing time in $I^{a u x}$, i.e. $I^{\text {aux }}=\left\{y_{j}: j \in O\right\} \cup\left\{p_{j}: j \in \mathcal{U}\right\}$. Let $\sigma^{*}$ be an optimal schedule of this instance, and let $j$ be a job $j$ in this schedule. This job may be preempted several times in the schedule. Denote by $\ell_{j}^{1}, \ell_{j}^{2}, \ldots, \ell_{j}^{k}$ the length of the partial execution of job $j$ in $\sigma^{*}$ (with $k \geqslant 1$ and $\sum_{k} \ell_{j}^{k}=p_{j}$ ). Underestimated jobs have the same length in the auxiliary instance as in the optimal schedule while overestimated jobs have bigger length in the auxiliary instance. Therefore, for the underestimated jobs, we keep the same length for each part. On the contrary, for the overestimated jobs, we change the length of only the last part and we increase it by its error, i.e. $\ell^{\prime 1}{ }_{j}=\ell_{j}^{1}, \ell^{\prime 2}{ }_{j}=\ell_{j}^{2}, \ldots, \ell^{\prime k}=\ell_{j}^{k}+\eta_{j}$, such as $\sum_{k} \ell_{j}^{\prime k}=y_{j}$. As a result the total length of the overestimated job is equal to the predicted value of $I^{a u x}$. We now create the intermediate schedule $\sigma^{O}$, by scheduling the jobs in the auxiliary instance in the same order as in the optimal schedule $\sigma^{*}$, using the partial lengths we created above.

The following lemma gives us a relation between the intermediate and the optimal schedule.
Lemma 5.3. We have $\left.\sum_{j} C_{j}\right|^{\sigma^{O}} \leqslant\left.\sum_{j} C_{j}\right|^{\sigma^{*}}+n \eta^{O}$.
Proof. The processing time of each overestimated job $j$ is increased by $\eta_{j}$ and can delay at most $n$ jobs. For a job $j$, we have:

$$
\left.C_{j}\right|^{\sigma^{O}} \leqslant\left. C_{j}\right|^{\sigma^{*}}+n \eta_{j}
$$

Summing over all jobs, the lemma follows.
Example of Step I Consider the following instance. A job is described by a triplet $j=\left(r_{j}, p_{j}, y_{j}\right) . I=\{1=(0,1,3), 2=(0,2,2), 3=(3,5,3), 4=(3,4,4), 5=(4,1,1.5), 6=$ $(7,2,2), 7=(7,3,1)\}$. The overestimated jobs are $O=\{1,2,4,5,6\}$ while the underestimated jobs are $\mathcal{U}=\{3,7\}$. In Figure 5.1, $\sigma^{*}$ is the optimal schedule produced by the SRPT algorithm using the values $p_{j}$. Finally, $\sigma^{O}$ is the intermediate schedule created as described in Step I of the transformation.

Transformation Step II Let $\sigma^{A}$ be the schedule produced by the SRPPT algorithm on instance $I$. We create an initial auxiliary schedule, $\sigma^{a u x}$, by applying the SRPT rule


Figure 5.1: An example of the first step of the transformation.
to the intermediate instance, $I^{a u x}$, created in Step I. Then, in what follows, we will transform this initial auxiliary schedule into the one produced by the SRPPT algorithm ( $\sigma^{A}$ ), in a structured way that allow us to calculate the effect of each miss-predicted job in the objective function. We are presenting an example of this transformation in Figure 5.2 and we explain it in the corresponding paragraph.

Before doing this, let us compare the sum of completion times in $\sigma^{a u x}$ and in $\sigma^{O}$. We denote by $\left.C_{j}\right|_{\text {init }} ^{\sigma^{a u x}}$ the completion time of job $j$ in the initial schedule $\sigma^{\text {aux }}$. Since both schedules ( $\sigma^{O}$ and $\sigma^{a u x}$ ) use the same instance, $I^{a u x}$, and since $\sigma^{a u x}$ uses the optimal SRPT algorithm, we have:

$$
\begin{equation*}
\left.\sum_{j} C_{j}\right|_{i n i t} ^{\sigma^{a u x}} \leqslant\left.\sum_{j} C_{j}\right|^{\sigma^{o}} \tag{5.1}
\end{equation*}
$$

Suppose an auxiliary schedule coincides with $\sigma^{A}$ until time $t$. We denote such a schedule as $\sigma_{t}^{a u x}$. We create subsets of the jobs as follows. Denote by $\mathcal{F}^{O}$ and $\mathcal{F}^{\mathcal{U}}$ the set of overestimated and underestimated jobs, respectively, that finish execution in $[0, t)$. We also create a subset, denoted by $\mathcal{M}^{\mathcal{U}}$, containing the underestimated jobs that were miss-placed in [0,t) (case 3 below). We define the reduced instance at time $t$ as $I_{t}^{\text {aux }}=\left\{y_{j}(t): j \in O\right\} \cup\left\{0: j \in \mathcal{F}^{O}\right\} \cup\left\{p_{j}(t): j \in \mathcal{U}\right\} \cup\left\{0: j \in \mathcal{F}^{\mathcal{U}}\right\} \cup\left\{y_{j}(t): j \in\right.$ $\left.\mathcal{M}^{\mathcal{U}}\right\}$. The auxiliary schedule $\sigma_{t}^{a u x}$ consists of a fixed part which coincides with $\sigma^{A}$ in the interval $[0, t)$ and a part which is produced by executing the SRPT algorithm using the reduced instance $I_{t}^{a u x}$.

Our transformation, starting at time $t=0$, checks whether the schedules $\sigma^{A}$ and $\sigma^{a u x}$ coincide (i.e. schedule the same tasks) until time $t^{\prime}>t$. If so, we augment the time until the time moment where the two schedules have the first difference. This difference may occur for one of the three following reasons.

1. An overestimated job is completed in $\sigma^{A}$
2. An underestimated job has is completed in $\sigma^{a u x}$
3. An underestimated job is misplaced in $\sigma^{a u x}$

The transformation handles each case separately. Before that, we present Lemma 5.4 which has a two-fold meaning. On one hand, it dictates when the second case arises while in the same time, it rules out any other possibility for the two schedules to differ.
$>$ Lemma 5.4. Let $\sigma_{t}^{a u x}$ be a schedule that coincides with $\sigma^{A}$ until time $t$, where $t$ is maximal. Let $i$ be the job that starts or continues at time $t$ in $\sigma^{A}$ and $j$ be the job that starts or continues at time $t$ in $\sigma_{t}^{a u x}$. If $i \neq j$, then $i$ is underestimated.

Proof. Suppose that $i \in O$. For each overestimated job $j \in I_{t}^{a u x}$ its remaining processing time in $\sigma_{t}^{a u x}$ is equal to its predicted remaining processing time in $\sigma^{A}$. Hence, the job $i$ has the smallest predicted remaining processing time among all jobs from $O$ that can be serviced at the time $t$. Next, since job $i$ is the job that starts or continues at time $t$ in $\sigma^{A}$ then the remaining processing time of $i$ is less than the remaining predicted processing time of each available job from $\mathcal{U}$. Since the actual processing time of any job from $\mathcal{U}$ is greater than its predicted processing time, then job $i$ must precede all available jobs in the schedule $\sigma_{t}^{a u x}$ at time $t$. We get a contradiction. Thus, if $i \neq j$ then $i \in \mathcal{U}$.

Given that $\sigma^{a u x}$ and $\sigma^{A}$ coincide in the interval $[0, t)$, the transformation handles the aforementioned reasons for a difference to exist accordingly.

- Case 1. [An overestimated job is completed in $\sigma^{A}$ ] For a job $j \in O$, suppose $l$ is the largest index of a part of a job that is executed in $[0, t)$. If $\sum_{i=1}^{l} \ell_{j}^{i}=p_{j}$, then remove all parts with indexes $l<i \leqslant k$ from the schedule. Remove job $j$ from the overestimated set, $O$, and add it to the finished overestimated set, i.e. $\mathcal{F}^{O}$. Create a new auxiliary schedule by fixing the schedule at time interval [ $0, t$ ) and complete the rest of the schedule using the SRPT rule with the reduced instance. In this case the objective function decreases by at least $\eta_{j}$. Moreover, each overestimated job completed by time $t$ with $\eta_{j}>0$ will create the transformation described in Case 1.
- Case 2. [An underestimated job has is completed in $\sigma^{a u x}$ ] For a job $j \in \mathcal{U}$. Suppose $l$ is the largest index of a part of a job that is executed in [0, t). If $\sum_{i=1}^{l} \ell_{j}^{i}=y_{j}$ and $\sum_{k} \ell_{j}^{k}=y_{j}$, then this is the last part of the job to be executed in $[0, t)$ and has finished execution using its predicted time. Note that if this is the case, then job $j$ belongs to set $\mathcal{M}^{\mathcal{U}}$ according to the definition of $I_{t}^{a u x}$. We can continue the execution of this job until time $t^{\prime}=t+\eta_{j}$. Remove job $j$ from the miss-placed underestimated set, $\mathcal{M}^{\mathcal{U}}$, and add it to the finished underestimated set, i.e. $\mathcal{F}^{\mathcal{U}}$. Create a new auxiliary schedule by fixing the schedule at time interval $\left[0, t^{\prime}\right)$ and complete the rest of the schedule using the SRPT rule with the reduced instance. In this case the objective function increases by at most $n \eta_{j}$. Notice, a job that triggers this case, has already been called by case 3 , resulting in a total difference of the $(n-1) \eta_{j}$ in the objective function.
- Case 3. [An underestimated job is misplaced in $\sigma^{a u x}$ ] The underestimated job $j$ is scheduled in $\sigma^{A}$ but not in $\sigma^{a u x}$. This case arises when another job has shorter remaining processing time than job $j$. On the other hand, SRPPT chose to execute job $j$, because its remaining predicted processing time is shorter than any other job. Remove job $j$ from the underestimated set, $\mathcal{U}$, and add it to the miss-placed underestimated set, $\mathcal{M}^{\mathcal{U}}$. This way, we enforce the SRPT algorithm to execute job $j$ first. Create a new auxiliary schedule by fixing the schedule at time interval [ $0, t$ ) and complete the rest of the schedule using the SRPT rule with the new reduced instance. In this case the objective function decreases by at least $\eta_{j}$. Moreover, if an underestimated job creates this transformation, then in latter time, it creates the transformation described in case 2.

Example of Step II An example of Step II of the transformation is illustrated in Figure 5.2. Starting from the initial auxiliary schedule, we notice that it coincides with $\sigma^{A}$ until time instant 3, when an overestimated job finishes execution in $\sigma_{\text {init }}^{\text {aux }}$ (Case 1). We remove the part of the job corresponding to the error and create a new auxiliary schedule, $\sigma_{3}^{a u x}$, using the remaining instance and the SRPT rule, resulting in the third schedule of the figure. We then observe that an underestimated job, job 3, is misplaced in $\sigma_{3}^{a u x}$ (Case 3). In order to force the SRPT rule to place it correctly, we add job 3 in the $\mathcal{M}^{\mathcal{U}}$, and re-run the SRPT algorithm resulting in the fourth schedule in the figure. We next augment the time until time instant 5, where the schedules $\sigma_{5}^{a u x}$ and $\sigma^{A}$ stop coinciding due to Case 1 again. By removing the error part, $\eta_{5}$, re-running SRPT with the reduced instance and augmenting the time, we come up with schedule $\sigma_{7}^{a u x}$. Here, we come across Case 2 where an underestimated job is finished in $\sigma_{7}^{a u x}$. We then run job 3 until completion, i.e. until it receives $p_{3}$ units of processing time and we augment the time resulting in $\sigma_{9}^{a u x}$. Notice here, another underestimated job is misplaced in $\sigma_{9}^{a u x}$ (Case 2). We add job 7 in $\mathcal{M}^{\mathcal{U}}$ and re-run the SRPT algorithm. Augmenting the time of the common schedule to time instant 10, we observe that job 7 is finished without interruption. We arrive again at Case 2 where we fix the schedules to coincide until time 12. The final two jobs are correctly placed and exactly predicted, resulting in the last schedule of the figure, $\sigma_{\text {final }}^{a u x}$.

- Lemma 5.5. We have $\left.\sum_{j} C_{j}\right|^{\sigma^{A}} \leqslant\left.\sum_{j} C_{j}\right|^{\sigma^{a u x}}-\eta^{O}+(n-1) \eta^{\mathcal{U}}$.

Proof. Summing up the changes in the objective function for all transformations and taking into account the comments on Cases 1-3, we get

$$
\begin{aligned}
\left.\sum_{j} C_{j}\right|^{\sigma^{A}} & \leqslant\left.\sum_{j} C_{j}\right|^{\sigma^{a u x}}-\sum_{j \in O} \eta_{j}+(n-1) \sum_{j \in \mathcal{U}} \eta_{j} \\
& =\left.\sum_{j} C_{j}\right|^{\sigma^{a u x}}-\eta^{O}+(n-1) \eta^{\mathcal{U}}
\end{aligned}
$$



Figure 5.2: An example of the second step of the transformation.

- Theorem 5.6. The SRPPT algorithm has competitive ratio at most $\left(1+\frac{2 \eta}{n}\right)$, where $\eta=\sum_{j} \eta_{j}$.

Proof. The SRPPT algorithm produces the same schedule as the last iteration of the above described transformation. Using Lemma 5.5 we can bound the performance of the transformation. We get:

$$
\begin{aligned}
A l g & =\left.\sum_{j} C_{j}\right|^{\sigma^{A}} \leqslant\left.\sum_{j} C_{j}\right|^{\sigma^{a u x}}-\eta^{O}+(n-1) \eta^{\mathcal{U}} \\
& \leqslant\left.\sum_{j} C_{j}\right|^{\sigma^{O}}-\eta^{O}+(n-1) \eta^{\mathcal{U}} \\
& \leqslant\left.\sum_{j} C_{j}\right|^{\sigma^{*}}+n \eta^{O}-\eta^{O}+(n-1) \eta^{\mathcal{U}} \\
& \leqslant O P T+(n-1) \eta
\end{aligned}
$$

Here, the first inequality is given by Lemma 5.5, the second one by Inequality 5.1 and the third by Lemma 5.3.

Given that all processing values are greater or equal than 1, we have that

$$
\begin{equation*}
O P T \geqslant \frac{n(n+1)}{2} \tag{5.2}
\end{equation*}
$$

In total, we get

$$
\begin{equation*}
\frac{A l g}{O P T} \leqslant 1+\frac{2(n-1) \eta}{n(n+1)} \leqslant 1+\frac{2 \eta}{n} \tag{5.3}
\end{equation*}
$$

as long as $\frac{n-1}{n+1}<1$.

Lemma 5.7. Algorithm SRPPT is monotonic.

Proof. To see that, consider two instances, $I$ and $I^{\prime}$, with $\left(p_{1}, \ldots, p_{n}\right)$ and $\left(p_{1}^{\prime}, \ldots, p_{n}^{\prime}\right)$ respectively and $p_{j} \leqslant p_{j}^{\prime} \forall j$. Both instances have the same predicted values for each job. In other words, the schedules produced by SRPPT are identical. If a job of instance $I$ has a smaller real processing value than the corresponding job of instance $I^{\prime}$, it will finish earlier, resulting in a smaller completion time which can only reduce the total objective.

### 5.3.2 A Preferential Algorithm

- Theorem 5.8. The Preferential Round Robin algorithm with release dates and parameter $\lambda \in(0,1)$ has competitive ratio at most $\min \left\{\frac{1}{\lambda}\left(1+\frac{2 \eta}{n}\right), \frac{4}{1-\lambda}\right\}$. In particular, it is $\frac{4}{1-\lambda}$-robust and $\frac{1}{\lambda}$-consistent.
Proof. This follows from the competitive ratio of SRPPT (Lemma 5.6) and the competitive ratio of 4 of Round Robin [MV22]. We combine these two monotonic algorithms using Lemma 5.2.


## Round Robin - A Simple Analysis

In this subsection, we give a simple analysis showing that the robust Round Robin algorithm is 4-competitive. We remind that this result is included in the more general work of Moseley and Vardi [MV22]. Here, we use a simplified version of the linear program given in [GGK+19] without the precedence constraints. Our analysis is based on the dual fitting technique.

Let $x_{j}(t)$ be a binary variable which is equal to 1 if the job $j$ is executed at time $t$ and 0 otherwise. We consider the following integer linear program.

$$
\begin{align*}
\min \quad & \sum_{j} \int_{0}^{\infty} x_{j}(t) \cdot \frac{\left(t+\frac{1}{2}\right)}{p_{j}} d t \\
& \text { s.t. } \quad \int_{r_{j}}^{\infty} \frac{x_{j}(t)}{p_{j}} d t \geqslant 1 \quad \forall j  \tag{5.4}\\
& \sum_{j} x_{j}(t) \leqslant 1 \quad \forall t \geqslant 0  \tag{5.5}\\
& x_{j}(t) \in\{0,1\} \quad \forall j, t \geqslant 0 \tag{5.6}
\end{align*}
$$

The objective of this program corresponds to the fractional completion time criterion, which is a lower bound to our objective. Hence this program is a relaxation for our problem. Constraint (5.4) implies that each job $j$ is processed at least $p_{j}$ time. Constraint (5.5) implies that at most one job is executed at each time $t$. By relaxing the integrity Constraint (5.6) for $x_{j, t}$ we get the following dual program.

$$
\begin{array}{r}
\max \quad \sum_{j} \alpha_{j}-\int_{0}^{\infty} \beta(t) d t \\
\text { s.t. } \quad \alpha_{j}-\beta(t) \cdot p_{j} \leqslant t+\frac{1}{2} \quad \forall j, t \geqslant r_{j} \\
\alpha_{j} \geqslant 0 \quad \forall j \\
\beta(t) \geqslant 0 \quad \forall t \geqslant 0 \tag{5.9}
\end{array}
$$

In this section we analyze the Round Robin algorithm based on the dual fitting approach using the above primal and dual programs. Our analysis uses speedaugmentation, that is we suppose that in Round Robin the jobs are executed using a bigger speed than in the optimal solution. Specifically, we suppose that the algorithm uses speed 1 , while the optimal a speed $\frac{1}{1+\epsilon}$, for any $\epsilon>0$. In order to simulate this in the primal program, we can focus on Constraint (5.5) and modify it as flowing:

$$
\sum_{j} x_{j}(t) \leqslant \frac{1}{1+\epsilon} \quad \forall t \geqslant 0
$$

implying that the optimal solution cannot execute a whole unit of job at each time $t$ but just a fraction of $\frac{1}{1+\epsilon}$. This modification will also affect the dual objective which becomes:

$$
\begin{equation*}
\sum_{j} \alpha_{j}-\frac{1}{1+\epsilon} \int_{0}^{\infty} \beta(t) d t \tag{5.10}
\end{equation*}
$$

and corresponds to the lower bound to the optimal solution that we will use for the design of our approximation algorithm.

Let now $\bar{C}_{j}$ be the completion time of the job $j$ in the schedule returned by the Round Robin algorithm. Moreover, let $U(t)$ be the set of unfinished jobs at time $t$ in Round Robin. Note that $U(t)$ contains also the jobs that are not yet released at time $t$. We assign the dual variables as follows:

- $\alpha_{j}=\bar{C}_{j}$, for each $j$
- $\beta(t)=|U(t)|$, for each $t \geqslant 0$

Lemma 5.9. For any job $j$ and any time $t \geqslant r_{j}$ the dual constraint is satisfied, i.e., $\alpha_{j}-\beta(t) \cdot p_{j} \leqslant t+\frac{1}{2}$.

Proof. Fix a job $j$ and a time $t \geqslant r_{j}$. We denote by $q_{\ell}(t)$ the remaining processing time of the job $\ell$ at time $t$. The Round Robin algorithm will share the time equally to all unfinished jobs. In the worst case for the completion time of $j$, all unfinished jobs are already released at time $t$, and hence we have that

$$
\begin{aligned}
\bar{C}_{j}-t & \leqslant \sum_{\ell \in U(t): q_{\ell}(t) \leqslant q_{j}(t)} q_{\ell}(t)+\sum_{\ell \in U(t): q_{\ell}(t)>q_{j}(t)} q_{j}(t) \\
& \leqslant \sum_{\ell \in U(t): q_{\ell}(t) \leqslant q_{j}(t)} q_{j}(t)+\sum_{\ell \in U(t): q_{\ell}(t)>q_{j}(t)} q_{j}(t) \\
& =\sum_{\ell \in U(t)} q_{j}(t) \leqslant \sum_{\ell \in U(t)} p_{j}=|U(t)| \cdot p_{j}
\end{aligned}
$$

Therefore,

$$
\alpha_{j}=\bar{C}_{j} \leqslant t+|U(t)| \cdot p_{j}=t+\beta(t) \cdot p_{j} \leqslant t+\frac{1}{2}+\beta(t) \cdot p_{j}
$$

and the lemma follows.
$\checkmark$ Theorem 5.10. The Round Robin algorithm is $(1+\epsilon)$-speed $\frac{1+\epsilon}{\epsilon}$-competitive with respect to the $\sum C_{j}$ objective.

Proof. By using the proposed assignment of dual variable, for the dual objective using speed augmentation (Expression (5.10)) we get:

$$
\sum_{j} \alpha_{j}-\frac{1}{1+\epsilon} \int_{0}^{\infty} \beta(t) d t=\sum_{j} \bar{C}_{j}-\frac{1}{1+\epsilon} \int_{0}^{\infty}|U(t)| d t
$$

Note that, $\sum_{j} \bar{C}_{j}$ is the objective value of the Round Robin algorithm. Since $U(t)$ contains also the jobs that are not released at $t$, the integral in this equation corresponds also to the objective of Round Robin, i.e., $\int_{0}^{\infty}|U(t)| d t=\sum_{j} \bar{C}_{j}$. Thus for the dual objective is equal to

$$
\sum_{j} \bar{C}_{j}-\frac{1}{1+\epsilon} \sum_{j} \bar{C}_{j}=\frac{\epsilon}{1+\epsilon} \sum_{j} \bar{C}_{j}
$$

and hence the competitive ratio of Round Robin is $\frac{1+\epsilon}{\epsilon}$.

- Theorem 5.11. The Round Robin algorithm is 4 -competitive with respect to the $\sum C_{j}$ objective.

Proof. Based on the Theorem 5.10 and the well-known generic transformation of an $s$-speed $\rho$-competitive algorithm to a $s \rho$-competitive algorithm by [BP04], we have that the Round Robin has an approximation ratio of $\frac{(1+\epsilon)^{2}}{\epsilon}$. This is minimized by setting the user defined parameter $\epsilon$ equal to 1 , and hence we get a competitive ratio equal to 4 .

### 5.4 Multiple Machines

In this section we consider the problem of scheduling jobs on a set of $m$ identical multiple machines using predictions. Let $\mathcal{J}$ be an instance of $n$ jobs with the execution time of each job being $p_{j}: 1 \leqslant j \leqslant n$. Each job has also a predicted execution time, $y_{j}: 1 \leqslant j \leqslant n$. Similarly to the previous section, our model is non-clairvoyant, meaning that the actual processing time is revealed to the algorithm only when $p_{j}$ units of processing time are assigned to a specific job. In this section we consider the version of the problem where all jobs have release dates equal to 0 . In what follows, jobs can be preempted
and migrated to a different machine at no cost at any time. Our goal is to design an algorithm taking into account the predictions under the objective of minimizing the total sum of completion times.

We present the consistent algorithm Shortest Predicted Processing Time First for Multiple Machines (SPPT $(m)$ ). We show that SPPT $(\mathrm{m})$ is optimal if the predictions are accurate. For this specific setting, Round Robin is shown to be 2-competitive in [MPT94]. Finally, we combine the two results in Theorem 5.15.

### 5.4.1 A Consistent Algorithm

We start by defining a grouping between the jobs using their predicted processing times.

Definition 5.12. Let $\mathcal{J}$ be any instance of size $n$ with the predicted processing times of the jobs being such that $y_{1} \geqslant y_{2} \geqslant \ldots \geqslant y_{n}$. For $1 \leqslant k \leqslant\left\lceil\frac{n}{m}\right\rceil$, we define the group of jobs $G_{P r}(k)$ as $G_{P r}(k)=\left\{y_{i} \mid(k-1) m<i \leqslant k m\right\}$.

Groups give the execution ordering of the jobs in each machine. A job of group 1 is scheduled on a machine in the last position, a job of group 2 is scheduled second to last, etc. All groups, except possibly the last one, consist of $m$ consecutive jobs.

Optimal To bound the value of an optimal solution, consider a grouping based on the actual processing time of the jobs, arranged so as $p_{1} \geqslant p_{2} \geqslant \ldots \geqslant p_{n}$. For $1 \leqslant k \leqslant\left\lceil\frac{n}{m}\right\rceil$, define $G(k)$ as $G(k)=\left\{p_{i} \mid(k-1) m<i \leqslant k m\right\}$. This grouping was first introduced by Bruno et al. in [BCS74]. A job in group $G(k)$ has exactly $k-1$ jobs scheduled after it on its machine. Thus, it contributes to the completion time of exactly $k$ jobs.

$$
\begin{equation*}
O P T=\sum_{k=1}^{\left\lceil\frac{n}{m}\right\rceil} \sum_{i \in G(k)} k p_{i} \geqslant \frac{\left\lceil\frac{n}{m}\right\rceil\left(\left\lceil\frac{n}{m}\right\rceil+1\right)}{2} \geqslant \frac{n(n+m)}{2 m^{2}} \tag{5.11}
\end{equation*}
$$

The inequality holds due to the assumption $p_{i} \geqslant 1$ for each job $i$.
It is known that the SPT algorithm returns a schedule which minimizes the sum of completion times. We can decompose the impact of a job in this sum in two parts. The first one represents the actual processing time of each job while the second one is the amount this job has been delayed by other jobs executed before in the same machine. Summing the first and second part over all jobs, we get the following:

$$
\begin{equation*}
O P T \geqslant \sum_{i=1}^{n} p_{i}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\ i \in G_{P r}(k), j \in G_{P r}(l), k \neq l}} p_{i} \tag{5.12}
\end{equation*}
$$

Note the second sum. For any pair of jobs $(i, j)$, we count the length of job $i$ only if its real processing time is smaller than the real processing time of job $j$. Furthermore, we make sure that two jobs of the pair do not belong to the same group. Finally, note that the subscript of the second sum counts the length of a job for all jobs that belong in a different group, i.e. $m$ different jobs, as many as the jobs in a group. However, a given job actually delays only the jobs scheduled in the same machine. To correctly measure the delay, we have to normalize the second sum by $m$.

## Algorithm

The $\operatorname{SPPT}(m)$ algorithm first creates $\lceil n / m\rceil$ groups $G_{P r}(k)$ of the tasks, considering the tasks sorted in non increasing order of their predicted values (as seen above, $G_{P r}(1)$ contains the $m$ tasks with the largest predicted values, and so forth). Then, each machine receives (at most) one task of each group. On each machine, the tasks are scheduled in a non decreasing order of their predicted values, and the processing times of each task is its actual processing time.

- Theorem 5.13. The $\operatorname{SPPT}(m)$ algorithm has competitive ratio at most $1+\frac{2 m \eta}{n}$, where $\eta=\sum_{j} \eta_{j}$.

Proof. A job $i$ that belongs in group $G_{P r}(k)$ will delay all the jobs that are scheduled in the same machine as it is. More specifically, it will delay those jobs, $j$, that belong in a different group $G_{P r}(l)$ with $l<k$. For any pair of jobs $i, j$ such that $i \in G_{P r}(k)$ and $j \in G_{P r}(l)$, we define as $d(i, j)$ the amount of job $i$ that has been executed before the completion time of job $j$. We can define now the performance of the algorithm as follows:

$$
\begin{equation*}
A l g=\sum_{j=1}^{n} p_{j}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\ i \in G_{P r}(k), j \in G_{P r}(l)}} d(i, j) \tag{5.13}
\end{equation*}
$$

In the second sum, we count the delay for all the jobs that belong in a different group. However, only one of them is actually delayed, i.e. the one scheduled in the same machine. In order to count the delay correctly, we divide the sum by the number of machines. If job $i$ is correctly predicted, i.e. $y_{i}<y_{j}$ and $p_{i}<p_{j}$, then job $i$ delays job $j$ for $x_{i}$ amount of time. If job $i$ is wrongly predicted, i.e. $y_{i}>y_{j}$ and $p_{i}<p_{j}$, then job $j$ delays job $i$ for $x_{j}$ amount of time. If jobs $i$ and $j$ belong in the same group, they are executed in different machines, therefore no pairwise delay exists. More formally, given the group that each job belongs to, for a pair of jobs $(i, j)$ such that job $i$ belongs to
group $G_{P r}(k)$ and $j$ belongs to group $G_{P r}(l)$ and $p_{i}<p_{j}$, we define the delay as follows:

$$
d(i, j)= \begin{cases}p_{i} & \text { if } k>l  \tag{5.14}\\ 0 & \text { if } k=l \\ p_{j} & \text { if } k<l\end{cases}
$$

We can now split the second sum of the performance of the algorithm according to the correctness of the prediction.

$$
\begin{align*}
& A l g=\sum_{j=1}^{n} p_{j}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\
i \in G_{P r}(k), j \in G_{P r}(l) \\
k>l}} p_{i}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\
i \in G_{P r}(k), j \in G_{P r}(l) \\
k<l}} p_{i} \\
& =\sum_{j=1}^{n} p_{j}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\
i \in G_{P r}^{(k), j \in G_{P r}(l)} \\
k \neq l}} p_{i}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\
i \in G_{P r}(k), j \in G_{P r}(l) \\
k<l}}\left(p_{j}-p_{i}\right) \\
& \leqslant \sum_{j=1}^{n} p_{j}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\
i \in G_{P r}(k), j \in G_{P r}(l) \\
k \neq l}} p_{i}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\
i \in G_{P r}(k), j \in G_{P r}(l) \\
k<l}}\left(p_{j}-y_{j}\right)+\left(y_{i}-p_{i}\right) \\
& \leqslant \sum_{j=1}^{n} p_{j}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\
i \in G_{P r}(k), j \in G_{P r}(l) \\
k \neq l}} p_{i}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\
i \in G_{P r}(k), j \in G_{P r}(l) \\
k<l}}\left|p_{j}-y_{j}\right|+\left|y_{i}-p_{i}\right| \\
& =\sum_{j=1}^{n} p_{j}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\
i \in G_{P r}^{(k), j \in G_{P r}(l)} \\
k \neq l}} p_{i}+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\
i \in G_{P r}(k), j \in G_{P r}(l) \\
k<l}}\left(\eta_{i}+\eta_{j}\right)  \tag{5.15}\\
& \leqslant O P T+\frac{1}{m} \sum_{\substack{(i, j): p_{i}<p_{j} \\
i \in G_{P r}(k), j \in G_{P r}(l) \\
k<l}}\left(\eta_{i}+\eta_{j}\right) \\
& \leqslant O P T+\frac{(n-1)}{m} \eta \tag{5.16}
\end{align*}
$$

In addition, to pass from the exact values to the error, we use the fact that $y_{i}>y_{j}$ in the specific sum and the definition of the error, i.e., $\eta_{j}=\left|p_{j}-y_{j}\right|$. In (5.15) we use inequality
(5.12). From (5.16) and inequality (5.11) we get:

$$
\frac{A l g}{O P T} \leqslant 1+\frac{(n-1) \eta}{m O P T}=1+\frac{2 m(n-1) \eta}{n(n+m)}<1+\frac{2 m \eta}{n}
$$

as long as $\frac{n-1}{n+m}<1$ due to $m \geqslant 1$ and the proof is complete.
Lemma 5.14. Algorithm $\operatorname{SPPT}(\mathrm{m})$ is monotonic.
Proof. (Same as Lemma 5.7) To see that, consider two instances, $I$ and $I^{\prime}$, with ( $p_{1}, \ldots, p_{n}$ ) and $\left(p_{1}^{\prime}, \ldots, p_{n}^{\prime}\right)$ respectively and $p_{j} \leqslant p_{j}^{\prime} \forall j$. Both instances have the same predicted values for each job. In other words, the schedules produced by $\operatorname{SPPT}(\mathrm{m})$ are identical. If a job of instance $I$ has a smaller real processing value than the corresponding job of instance $I^{\prime}$, it will finish earlier, resulting in a smaller completion time which can only reduce the total objective.

### 5.4.2 A Preferential Algorithm

- Theorem 5.15. The Preferential Round Robin for multiple machines algorithm with parameter $\lambda \in(0,1)$ has competitive ratio at most $\min \left\{\frac{1}{\lambda}\left(1+\frac{2 m \eta}{n}\right), \frac{2}{1-\lambda}\right\}$. In particular, it is $\frac{2}{1-\lambda}$-robust and $\frac{1}{\lambda}$-consistent.

Proof. This follows from the competitive ratio of SPPT(m) (Theorem 5.13) and the competitive ratio of 2 of Round Robin [MPT94]. We combine these two monotonic algorithms using Lemma 5.2.

### 5.5 Experimental Evaluation

In this section, we present experimental results which confirm the bounds stated on Theorems 5.8 and 5.15 for the single and multiple machines respectively. The code is publicly available at https://github.com/ildoge/SUP.

We create artificial instances, each one consisting of $n=50$ jobs for the single machine case, following the same approach as in [PSK18]. We draw the actual processing time values, $p_{j}$, independently for each job from a Pareto distribution with a parameter $\alpha=1.1$. An error value, $\eta_{j}$, is drawn from a normal distribution with mean 0 and standard deviation $\sigma$. Finally, we set the predicted processing time of each job to be $y_{j}=p_{j}+\eta_{j}$. For the release times of the jobs, we first set the interval $\left[0, \tau \sum_{j} p_{j}\right]$ using the actual processing times created before, where $\tau \geqslant 0$ is a parameter that allows us to scale the size of the interval. We then draw $n$ values uniformly at random from this interval and assign them to the $n$ jobs. Notice that, when the release dates are dense (jobs become available close to each other), then there is not a lot of idle time in the
schedule. On the contrary, if jobs become available sparsely, then both the algorithm and the optimal are forced to take similar scheduling decisions. For this reason, we set $\tau=0.1$ for the first simulations.


Figure 5.3: Single machine, $\tau=0.1$

We implement the algorithms: Round Robin (RR), Shortest Remaining Predicted Processing Time First (SRPPT) and Preferential Round Robin(PRR). We compare the performance of the algorithms for different values of error by parameterizing the $\sigma$ of the normal distribution. We use values of $\sigma$ that belong in $[0,5000$ ] using a step of 50. The performance of the algorithms is compared to the optimal Shortest Remaining Processing Time First (SRPT) algorithm using the actual processing values. The ratio of an algorithm is taken as the average over 2000 independent runs. As we see in Figure 5.3, the SRPPT algorithm performs really well when the error is small enough, but deteriorates fast otherwise. We observe also the robust behavior of Round Robin independently of the total error. In between, we have our Preferential Round Robin algorithm, with $\lambda=1 / 2$, which performs well for small values of error while remaining competitive to Round Robin when the error is big.

Notice that for $\sigma=1000$, our Preferential Round Robin algorithm out-performs both the SRPPT and RR. By fixing this value of $\sigma$, we compare the performance of PRR for


Figure 5.4: Single machine, $\sigma=1000$
various values of the parameter $\tau$ (Figure 5.4). As expected, the ratio of the algorithm deteriorates as the interval becomes smaller. Interestingly, we observe that we get the worst case ratios when all release times are equal to zero. On the other hand, when the interval is large and the release times sparsely distributed in it, our algorithm is nearly optimal.

For the multiple machines setting, we implement the algorithms: Round Robin (RR(m)), Shortest Predicted Processing Time First (SPPT(m)) and Preferential Round Robin ( $\operatorname{PRR}(m)$ ). We follow the same approach to produce the actual processing values, the error and the predicted processing values. In this case, we have no release times. Here, we follow the same framework of executions as before, however we compare each algorithm to the optimal Shortest Processing Time First (SPT(m)) algorithm for multiple machines. We note that we run these experiments using $m=5$ machines and $n=250$ jobs in order to maintain enough jobs and load in each machine. The results can be seen in Figure 5.5 and can be interpreted in the same way as the results of the single machine setting.


Figure 5.5: Multiple machines

### 5.6 Conclusion

In this chapter, we studied the problem of integrating predictions to improve the performance of online algorithms for the non-clairvoyant scheduling problem on a single machine with release dates and on multiple machines without release dates. Using predictions to improve the performance of algorithms is a very versatile technique and can be applied to various fields. Today, machine learning algorithms can give predictions on the length of the jobs (or other characteristics) that will arrive, justifying the attention to the novel technique. General Conclusions and Outlook

The need for more energy efficient scheduling algorithms is of paramount importance nowadays. In this thesis we studied a plethora of scheduling models under various constraints that are a step closer to more realistic platforms. The proposed algorithms minimize the energy consumption either explicitly as an objective function, or implicitly by imposing constraints to reduce the energy-hungry data movement.

In our first model, studied in Chapter 3, we considered two kind of machines, i.e. computing and input/output nodes, motivated by real-life high performance computers. Applying contiguity and locality constraints, we proposed approximation algorithms for malleable jobs whose processing time is defined by either a proportional or a generic speed-up function. We assumed that the machines are interconnected in a line topology network. Even though the line grasps the basic characteristics of direct architectures, it is too simplistic compared to current implementations. It would be very interesting to see if our approach can be extended to higher dimension topologies. In addition, one can extend the discussion on indirect topologies and spawn new constraints to reduce data movement. Furthermore, in our model, each job needs a specific input/output node for its execution. The model will acquire a different perspective if jobs dictate a set of input/output nodes that they can use, and the schedule may allocate one or more of them. This still allows to minimize data movement but this may help to optimize better the objective function. In the same vein, another possible direction could be to relax the locality and/or contiguity constraints in order to study the trade-off between our objective function (e.g. makespan) and the "degree of locality". This could lead to a bi-objective problem. As HPC users submit jobs in an online manner, it would be interesting to either design purely online algorithms for the same problem or find an efficient way to transform already known offline algorithms to online ones. Finally, one can implement the proposed algorithms and evaluate them in practice.

Next, in Chapter 4, we studied the model of scheduling jobs on a single (or multiple) speed scalable machine(s) under the explorable uncertainty with tests setting. The scheduler here has to take two critical decisions about executing or not the tests and adjusting the speed of the machine(s), which is directly related to the energy consumption. We started by applying restrictions on the deadlines of the jobs when they all arrive at the same time, and we finished with the general online case with arbitrary deadlines. We proposed competitive algorithms for all cases. Adding tests that can reveal information for the input and having a direct impact on the objective function is
a fairly new field. We are curious whether the new framework can work with other existing online algorithms, such as the Optimal Available (OA) proposed in [YDS95]. Determining the impact of testing (if possible) in the case of the OA is an interesting question. Moreover, in our approach, we consider that the complete workload of the upper bound is executed if the test is not made. An interesting alternative would be to assume that the actual workload of a job is fixed with or without the test. In such case, if the test is not made, the job would be finished after its exact workload is executed (and not its upper bound). Here, the test would be used to reveal the exact workload of a task before its execution, and thus allow the scheduler to adjust the speed accordingly, in order to minimize energy consumption.

Finally, in Chapter 5, we studied the problem of scheduling jobs with unknown processing times using uncertain predictions on a single (or multiple) machine(s). The use of (potentially erroneous) predicted values in the place of processing times allows us to design algorithms that are both consistent and robust. There is a trade-off between the accuracy of the predictions and the efficiency of the online algorithm. However, the upper bound in case of inaccurate predictions, is not far from the best non-clairvoyant algorithm. Our approach, essentially, combines a consistent and a robust algorithm in order to achieve the best of both worlds. The methodology of combining algorithms is not well studied and is an interesting point where our approach can gain in performance. The domain of augmenting problems with the use of predictions is very recent and our work is one of the first steps to apply it in scheduling problems. One could study other variants of scheduling under the new framework such as associating weights to jobs and using parallel jobs (either rigid or malleable). Other objective functions could be also considered.
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