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Notation

Quantities concerning configuration:

• Ni: number of incidences
• Nr: number of receivers
• Nf : number of frequencies
• Nx, Ny: number of pixels in x and y directions
• M : number of pixels, M = Nx ×Ny

• D: domain of interest
• S: exterior line (circle) of measurement

Variables related to physical quantities:

• ϵr: complex relative permittivity
• ϵ0: relative permittivity in free space
• σ: conductivity
• µ: permeability
• c: speed of sound
• α: attenuation
• α0: attenuation coefficient at 1 MHz
• k: wavenumber
• kb: wavenumber in background
• f : frequency
• ω: angular frequency
• χ: contrast, discrete form χ, M × 1 vector, can either be dielectric contrast χem or acoustic

contrast χac, X = diag(χ)
• F i: incident field, discrete form Fi, M×Ni×Nf matrix, can either be electric field Ei or pressure

field Pi

• F s: scattered field, discrete form Fs, M × Nr × Nf matrix, can either be electric field Es or
pressure field Ps

• F t: total field, discrete form Ft, M ×Ni ×Nf matrix, can either be electric field Et or pressure
field Pt

• J : contrast source, discrete form J, M ×Ni ×Nf matrix

Operators and functions

• g(·, ·): two-dimensional scalar Green’s function
• g3D(·, ·): three-dimensional scalar Green’s function
• J1(·): 1st-kind Bessel function

• H
(1)
n (·): 1st-kind nth-order Hankel function

• Gd(·): Mapping from D to D
• Gs(·): Mapping from D to S
• Q(·): optimization criterion

xi



Notations

• < ·, · > inner product
• XT : transpose of X
• X†: conjugate transpose of X
• x: conjugate of x
• .×: pointwise product
• ∇: gradient
• ∇×: curl
• ∇·: divergence
• ∇2: Laplace operator

Others:

• Gd: Discretization of Gd, M ×M matrix
• Gs: Discretization of Gs, Ns ×M matrix
• D1, D2, D3, D4: M×M matrices to calculate difference in horizontal, vertical and two diagonal

directions
• I(M): (M ×M) identity matrix
• b1, b2, b3, b4: edge variables in different directions

• g
(n)
x : gradient with respect to variable x at nth iteration

• vx: search direction for updating the variable x
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Chapter 1

Introduction et résumé en français

Le cancer du sein est des plus fréquents chez les femmes. La détection précoce d’une petite tumeur
peut cependant améliorer le traitement et aider au pronostic. Chaque modalité d’imagerie dédiée au
cancer du sein possède ses avantages et ses limites. En pratique, deux ou plusieurs modalités sont
souvent utilisées pour un diagnostic plus précis.

Dans cette thèse, nous étudions la combinaison de deux modalités à faible coût et non ionisantes,
un système basé sur les micro-ondes et un système basé sur les ultrasons. Ce choix se justifie car ces
systèmes sont complémentaires en terme d’information : les ultrasons fournissent des détails structurels
avec une relative haute résolution, mais offrent un faible contraste, et les micro-ondes délivrent un
contraste élevé entre un tissu sain et un tissu tumoral, mais le font au prix d’une résolution faible.
Le but est donc de tirer le maximum de ces deux modalités afin d’obtenir des images possédant à
la fois une haute résolution et un fort contraste pour les tissus tumoraux afin de pouvoir effectuer la
détection précoce de tumeurs ainsi qu’indiqué.

De plus, nous allons utiliser des systèmes de mesure où l’on n’applique pas de contraintes sur le
sein, contrairement à la mammographie, par exemple, et où la géométrie de mesure ne dépendra pas
de l’opérateur, contrairement entre autre à l’échographie classique.

Nous allons donc avoir deux systèmes qui vont reposer sur la diffraction des ondes qu’elles soient
électromagnétiques ou mécaniques. En terme méthodologique il nous faudra résoudre deux problèmes
dits de diffraction inverse. Dans un tel cadre, nous avons un ensemble de paramètres caractéristiques
décrivant l’objet d’intérêt tels les propriétés diélectriques en micro-ondes et les paramètres acoustiques
en ultrasons, liés à un ensemble d’observables, tels le champ électrique diffracté ou/et le champ de
pression, par un opérateur direct modélisant mathématiquement le principe de formation des données
collectées.

A partir de l’état d’objet connu, déterminer les observables est un problème direct, notre objectif
étant quant à lui de trouver une solution avec des observations données, sachant que nous connaissons
l’opérateur direct. Un tel problème est un problème inverse. Il est généralement mal posé au sens
d’Hadamard, et des techniques appropriées doivent être appliquées si nous voulons obtenir une solution
tant stable que robuste.

Les méthodes tomographiques sur la base desquelles nous développons nos algorithmes d’imagerie
sont très étudiées dorénavant. De telles méthodes peuvent en effet récupérer la distribution des
paramètres à l’intérieur de la région d’intérêt et être utilisées comme ici à la fois pour l’imagerie par
micro-ondes et par ultrasons.

Pour décrire le processus brièvement, nous pouvons dire qu’une source émet des ondes et les
champs diffractés par l’objet sont collectés par des récepteurs placés à l’extérieur de cet objet. Cette
procédure est répétée avec les sources placées à des positions différentes. En dehors du caractère mal-
posé venant de la diffraction multiple, le problème de diffraction inverse est non linéaire, en particulier
pour un diffracteur de fort contraste. Nous énumérons ci-après trois types de méthodes, déterministe
traditionnelle, bayésienne et la méthode basée sur l’apprentissage automatique.
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Introduction et résumé en français

Méthodes déterministes : Le problème est généralement transformé en un problème d’optimisation.
Pour obtenir le contraste, on minimise les moindres carrés entre champ diffracté mesuré et champ
obtenu à partir de l’opérateur direct, qui est dans ce cas non linéaire. Ces méthodes peuvent ensuite
être classées en méthodes non itératives et méthodes itératives :

• Les méthodes non itératives peuvent donner le résultat en peu de temps, mais ne sont généralement
valides que lorsque certaines approximations sont pertinentes, telles l’approximation de Born
(BA ou Born Approximation) et celle de Rytov (RA ou Rytov Approximation). La méthode
de rétro-propagation (BP ou Back Propagation) décompose quant à elle le problème inverse
en plusieurs problèmes linéaires et chaque problème peut être résolu sans itération. De telles
méthodes, appropriées pour les diffracteurs dits faibles, ne peuvent pas être appliquées à des
situations complexes en pratique, mais elles peuvent fournir une première hypothèse pour les
méthodes itératives, et elles sont souvent utilisées à cette fin.

• Les méthodes itératives permettent d’obtenir des résultats de meilleurs qualité, les principales
sont listées ci-dessous :

– La méthode de la série de Born (Born Séries Method) utilise BA afin d’obtenir une estima-
tion initiale du champ à l’intérieur de l’objet et du contraste, puis résout le problème de
manière itérative. Dans la méthode itérative de Born (BIM ou Born Iterative Method), avec
le contraste initial, un champ d’ordre supérieur peut être obtenu en résolvant le problème
direct et ce champ est utilisé pour mettre à jour le contraste en minimisant l’écart entre
le champ diffracté mesuré et le champ calculé. Cette procédure est poursuivie jusqu’à ce
qu’un critère d’arrêt soit satisfait.

– La méthode itérative de Born distordue (DBIM ou Distorted Born Iterative Method) im-
plique quant à elle que le problème soit linéarisé à chaque itération. La différence entre
l’arrière-plan (background) actuel et le vrai diffracteur est mise à jour. La fonction de
Green inhomogène est appliquée et mise à jour à chaque itération en fonction de l’arrière-
plan actuel dans DBIM tandis que dans la méthode itérative de Born variationnelle (VBIM
ou Variational Born Iterative Method) la fonction de Green reste inchangée.

– La méthode du gradient modifié (MGM ou Modified Gradient Method) traite pour sa part
l’équation d’état comme régularisateur. Les champs et le contraste sont mis à jour à chaque
itération en minimisant le coût fonctionnel de sorte que le problème de transfert soit évité,
c’est-à-dire d’éviter de mener une inversion de matrice pour résoudre le problème direct
non linéaire.

– Suivant la même idée, la méthode d’inversion de source de contraste (CSI ou Contrast
Source Inversion) implique des équations intégrales. On prend en compte une nouvelle
paramétrisation avec l’estimation des sources de courants induits et celle du contraste. De
plus, on considère que ces paramètres sont indépendants. Un algorithme d’optimisation
alterné est utilisé alors afin de mettre à jour le contraste et la source.

– La méthode d’optimisation basée sur le sous-espace (SOM ou Subspace Optimization Method)
est également conduite avec des équations intégrales de type source. Sur la base d’une
décomposition en valeurs singulières tronquée des courants induits, en analysant les pro-
priétés spectrales de la fonction de Green multipliée par le champ diffracté, tandis que la
partie tronquée est obtenue par optimisation.

– Une décomposition similaire est appliquée à la carte du courant associé au champ total à
l’intérieur de la région d’intérêt dans la méthode TSOM (ou Two-Fold Subspace Optimiza-
tion Method). Compte tenu de la relation entre fonctions de Fourier et fonctions singulières
d’un opérateur intégral, des bases de Fourier discrètes sont utilisées pour construire le sous-
espace et l’algorithme de transformée de Fourier rapide (FFT) est utilisé pour optimiser
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les inconnues. La méthode correspondante, FFT-TSOM, atteint une complexité de cal-
cul inférieure à celle de la méthode TSOM car la décomposition en vecteurs singuliers est
calculée de manière rapide à l’aide des FFT.

Méthodes basées sur l’inférence bayésienne : Au-delà des méthodes déterministes ci-dessus, les
problèmes de diffraction inverse peuvent être résolus dans un cadre bayésien : l’information provenant
des données et les hypothèses que l’on fait sur les inconnues sont modélisées mathématiquement par
des probabilités.

La règle de Bayes exprime la distribution a posteriori en fonction de la vraisemblance et de la
distribution a priori. La loi a posteriori permet de rassembler toutes les informations que l’on connâıt
sur l’inconnue, celle qui vient des hypothèses a priori et celle qui vient des données mesurées. Il
est généralement malaisé d’obtenir une expression analytique de cette distribution a posteriori, en
particulier il est souvent très difficile de calculer sa fonction de partition (facteur de normalisation).

La loi a posteriori permet de connâıtre la probabilité de toutes les solutions possibles. Afin de
mener une estimation à bien et de retenir une seule solution nous devons effectuer de l’estimation
ponctuelle. Cela veut dire choisir uniquement un point de la distribution. Les estimateurs ponctuels
les plus rencontrés sont le Maximum A Posteriori (MAP) et l’espérance a posteriori (PM : Posterior
Mean). L’estimateur du maximum a posteriori est le plus répandu, car il revient à un problème
d’optimisation, il permet d’avoir la solution la plus probable et nous n’avons pas besoin de connâıtre
la fonction de partition pour le calculer. Le second estimateur ponctuel est l’espérance a posteriori ;
il possède des propriétés de robustesse car il minimise l’erreur quadratique moyenne. Par contre, pour
le calculer, on est souvent tenu de passer par une approximation stochastique. Il s’agit des méthodes
d’échantillonnage, telles que les méthodes de Monte Carlo par châınes de Markov (MCMC ou Monte
Carlo Markov Chain). Ces méthodes consistent à générer une série d’échantillons qui converge vers
la distribution de la loi souhaitée. Pour ce faire, on peut utiliser les approches de Hasting Metropolis
qui permettent d’éviter de connâıtre explicitement la fonction de partition.

Mais il existe d’autres méthodes d’approximation analytique, cette fois, qui peuvent être utilisées.
Ces approches sont moins répandues que la précédente. Il y a tout d’abord l’approximation de Laplace
qui approche la distribution a posteriori par une gaussienne de moyenne égale au maximum de la loi.
Une autre approche analytique a été introduite dans le domaine de la physique statistique sous le
nom de l’approximation en champ moyen. Le principe est d’approcher la loi a posteriori par une loi
plus simple, séparable. On procède ensuite à une optimisation variationnelle afin de trouver la loi la
plus proche de la loi a posteriori au sens de la divergence de Kullback Leiber. Le caractère bayésien
de cette approche associée à l’optimisation variationnelle lui a donné son nom d’approche bayésienne
variationnelle ou d’approximation bayésienne variationnelle.

Un des intérêts des approches bayésiennes est que l’on peut définir des approches non supervisées,
c’est-à-dire des approches ou l’on n’a pas besoin de régler des paramètres pour que la méthode fournisse
de bons résultats. En effet, dans les approches classiques de régularisation il faut régler un paramètre
qui est un compromis entre le terme d’attache aux données (la proximité de la solution par rapport aux
données) et le terme de régularisation (qui empêche d’avoir des solutions qui amplifient le bruit présent
dans les données). La qualité de la solution est donc très dépendante du réglage de ce paramètre. De
plus, la valeur de ce paramètre varie fortement en fonction de la dimension relative des données et des
inconnues ainsi qu’en fonction du rapport signal à bruit présent dans les données. La formalisation
bayésienne permet de déterminer que ce paramètre de réglage correspond au rapport entre la variance
de la vraisemblance et la variance de la loi a priori. L’approche bayésienne en introduisant une
loi non informative sur ces variances que l’on appelle les hyperparamètres permet de conduire une
estimation conjointe des inconnues et de ces hyperparamètres. Ces hyperparamètres sont appelés des
variables cachées et comme l’on estime des paramètres des lois qui modélisent les inconnues on note
ces approches comme étant bayésiennes hiérarchiques.
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Introduction et résumé en français

Approches par apprentissage automatique : Les réseaux de neurones étaient déjà utilisés pour
résoudre des problèmes de diffraction inverse au siècle dernier. Mais récemment, en raison du succès des
méthodes par apprentissage profond dans la reconnaissance vocale, les tâches de vision par ordinateur,
e.g., reconnaissance d’images, segmentation, détection d’objets, etc., ces approches ont été utilisées
dans le cadre de l’inversion du problème de diffraction.

Parmi ces méthodes nous nous focaliserons sur les réseaux de neurones convolutifs (CNN ou Con-
volutional Neural Networks). Ceux-ci sont très populaires car ils possèdent une forte capacité de
modélisation locale avec peu de paramètres. Alliés aux capacités de calcul croissantes, les CNN peu-
vent produire la carte du diffracteur, point seulement quelques caractéristiques de l’objet, et ils sont
donc largement utilisés pour l’imagerie quantitative.

Les CNN peuvent être exécutés en combinaison avec des algorithmes d’inversion traditionnels, la
structure des CNN étant généralement basée sur le U-Net.

Une méthode de rétropropagation peut ainsi fournir l’entrée d’une cascade de réseaux CNN
résiduels multicouches à valeurs complexes afin d’obtenir une meilleure reconstruction du contraste.
Ou l’on peut partir de la majeure partie du courant de contraste obtenu à partir du champ diffracté
et le champ total correspondant en entrée.

Résolution d’un problème d’inversion en utilisant l’information provenant de plusieurs
modalités

Puisque le problème inverse est, rappelons-le, mal posé, l’information provenant des seules données ne
suffit pas pour obtenir une reconstruction acceptable. Nous devons introduire de l’information, par ex-
emple à l’aide de régularisation. Mais il est souvent préférable d’avoir une autre source plus pertinente
que les hypothèses générales effectuées lors de la régularisation. Ainsi, les informations spécifiques
provenant d’autres modalités d’imagerie peuvent être très utiles pour obtenir plus d’information sur
l’objet recherché. Comme les différentes modalités ne fournissent pas les mêmes grandeurs physiques
de l’objet, nous devons effectuer de la fusion d’information afin de tirer partie de ces modalités.

Cette fusion peut se faire après le processus d’imagerie pour produire un résultat plus informatif
et aider au diagnostic. Dans un tel cadre, une procédure de recalage est nécessaire afin d’aligner
spatialement les images (cibles) avec une autre (référence), avant d’opérer la fusion d’images.

Le recalage est généralement considéré lui-même comme un problème d’optimisation pour trouver
une transformation paramétrique sur des images cibles en maximisant la similarité entre images trans-
formées et image de référence. Les images peuvent être fusionnées par de simples opérations pixel par
pixel, telles que la moyenne des pixels correspondants des images d’entrée ou la sélection des valeurs
maximales ou minimales des pixels correspondants.

La fusion d’images provenant de différentes modalités a été largement étudiée et possède de nom-
breuses applications telles que la fusion X et ultrasons, la fusion MRI (ou Magnetic Resonance Imaging)
et ultrasons, et la mammographie et MRI. Notons que chaque modalité d’imagerie a ses inconvénients
qui peuvent affecter la qualité de l’image. Pour notre part, nous nous concentrons sur la fusion re-
construction d’image. Il s’agit de reconstruire conjointement les images des deux modalités pour les
informations portées par les deux modalités permettant de lever les indéterminations liées à l’inversion.

Fusion successive : La fusion peut alors être réalisée successivement, le résultat de reconstruction
d’une modalité fournissant une connaissance préalable de l’objet pour l’inversion via l’autre modalité.
Les informations structurelles peuvent être extraites des images fournies par la modalité de plus
haute résolution en tant qu’informations préalables, sous la forme de limites tissulaires indiquant les
emplacements des discontinuités ou des régions tissulaires indiquant si deux pixels sont du même
type de tissu. Ces informations peuvent alors être utilisées dans le terme de régularisation, soit être
incorporées dans un cadre bayésien, soit fournir une meilleure initialisation de la distribution des
paramètres.
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Dans la littérature, les applications de ces méthodes se trouvent principalement dans le domaine
de l’imagerie médicale et en particulier dans le problème de la reconstruction des images par émission
de positon (PET : Positon Emission Tomography). En effet, cette modalité est relativement basse
résolution et la connaissance de l’atténuation des tissus permet d’obtenir de meilleures reconstruc-
tions. Dans ce cadre, des informations anatomiques provenant d’autres modalités comme l’IRM ou la
tomodensitométrie peuvent naturellement être incorporées en cadre bayésien. A titre d’exemple, les
limites horizontales et verticales dérivées de l’IRM pour la reconstruction d’images fonctionnelles peu-
vent l’être afin qu’une régularisation introduisant de la douceur dans l’image soit uniquement imposée
là où il n’y a pas de sauts importants. Des variables modélisant les frontières des organes issues des
images MRI ou TDM sont introduites. On utilise pour cela une loi a priori conditionnelle sur l’image
PET par rapport à ces variables de frontière. Un seuil concernant les probabilités des limites dans les
deux modalités est utilisé pour déterminer si une arête peut être négligée ou doit être améliorée.

Dans la tomographie optique de diffusion des travaux ont modifié le paramètre de régularisation
des zones qui étaient identifiées comme des tumeurs à l’aide d’une radiographie mammaire.

Dans le cas de la reconstruction de données pour la tomographie proche infrarouge (NIR ou Near
Infrared Tomography), les images IRM ont permis de déterminer le maillage d’éléments finis qui
permet de définir plus précisément la paramétrisation de la solution dans une géométrie plus proche
de la réalité.

Enfin, dans le domaine de l’imagerie micro-onde, des approches existent qui sont basées sur des
algorithmes de mesure de retard (Delay and Sum ou DAS), approches comparables à celles des systèmes
échographiques. Des informations issues d’imagerie IRM sont utilisées afin de segmenter l’image en
nombre fini de tissus, ce qui permet de tenir compte des retards spécifiques de chaque tissu, et comme
cela d’améliorer la qualité de la reconstruction.

Fusion reconstruction conjointe : L’inversion conjointe est un autre moyen de faire de la fu-
sion d’information en présence de données multimodales. Les relations physiques entre différents
paramètres peuvent ainsi être incorporées dans le processus d’inversion. En géophysique, les liens
pétrophysiques entre vitesse sismique et résistivité sont largement étudiés et utilisés pour améliorer
les résultats de l’inversion.

Une autre approche consiste à imposer une similarité structurelle aux deux images reconstruites.
Les données mesurées par les différentes modalités sont issues du même objet. Nous n’avons pas
forcément les mêmes valeurs car les propriétés physiques mesurées ne sont pas les mêmes, mais par
contre ces images partagent la même morphologie. En particulier, les frontières entre les différents
matériaux ou tissus sont localisées au même endroit. Le domaine où nous avons trouvé le plus de
travaux est en géologie. Dans ce cadre, il a été proposé d’introduire le gradient croisé. Il est défini
comme le produit extérieur des gradients de différents paramètres, afin de forcer les paramètres à
changer dans la même direction. La reconstruction conjointe favorise donc les solutions où les deux
images partagent des gradients dans l’image de même direction mais pas forcément de même norme.

Analyse de l’état de l’art

Nous avons vu que chaque modalité d’imagerie avait des qualités et des défauts. Par exemple, le con-
traste de la mammographie est faible et la qualité de l’imagerie fortement liée à la densité mammaire.
L’IRM mammaire est coûteux et de faible spécificité. En fait, il est très difficile d’améliorer le résultat
de l’imagerie avec une seule modalité impliquée, comme il a été souligné plus haut. La multi-modalité
apporte plus d’informations et les performances sont améliorées.

Nous voulons dans cette thèse utiliser deux modalités dans le but d’un dispositif de contrôle en
routine du cancer du sein. De plus, nous ne voulons pas contraindre le sein (évitant la compression
de la mamographie) pendant l’acquisition. Il nous faut donc des modalités de mesure relativement
peu coûteuses et qui puissent faire l’acquisition quasi simultanément pour s’affranchir du problème
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de recalage. Enfin, il faut que ces modalités soient complémentaires en terme d’informations. C’est
pourquoi nous avons choisi les modalité micro-ondes et ultrasons. Ces deux modalités ont besoin d’un
milieu de couplage, aussi on imagine un dispositif où la patiente s’allonge sur une table percée, et
son sein baigne dans un bol contenant un liquide de couplage, plus les capteurs micro-ondes et ultra-
sonores. De plus, nous allons choisir comme information pour relier les reconstructions des modalités
les frontières des différents tissus. Enfin, nous allons présenter dans cette thèse quatre approches orig-
inales, la première est basée sur une fusion séquentielle de l’information, et les trois autres sont basées
sur une fusion reconstruction conjointe. Ces approches utiliseront des approches d’optimisation, des
approches d’apprentissage par réseau de neurones profond et des approches bayésiennes afin d’avoir
un algorithme non supervisé.

Plan du manuscrit : Le manuscrit est structuré comme suit : Ce chapitre présente la motivation
et le contexte du travail, y compris modalités d’imagerie et leurs avantages et limites, les problèmes
inverses et les algorithmes d’inversion. Des méthodes de fusion sont également introduites. Puis
suivent les chapitres en anglais, comme suit.

• Le chapitre 2 introduit le challenge posé et les solutions existantes ou devant être développées.
• Le chapitre 3 fournit les détails de la modélisation avancée du problème.
• Le chapitre 4 examine en détail l’état de l’art des algorithmes d’inversion et des algorithmes

d’inversion conjointe.
• Le chapitre 5 décrit l’imagerie par micro-ondes avec des informations sur les limites antérieures

de l’imagerie ultra-sonore.
• Le chapitre 6 s’attache à l’inversion conjointe des données micro-ondes et ultra-sonores avec

estimation de la limite tissulaire via régularisation préservant les bords.
• Le chapitre 7 considère la construction d’un réseau de neurones convolutifs pour l’imagerie avec

données acoustiques et micro-ondes en entrée.
• Le chapitre 8 s’intéresse à une méthode bayésienne avec des arêtes comme variables cachées et

estimation conjointe des hyperparamètres.
• Le chapitre 9 est de conclusion et perspectives.
• Les références suivent puis la liste des publications et communications associées à ce travail, mais

aussi d’autres travaux réalisés en collaboration.

Partie originale de ce travail de thèse

Avant de conclure cette section française du manuscrit de thèse, attardons nous et en partie revenons
sur les avancées de ce travail. Nous avons donc investigué la faisabilité de la détection précoce de
tumeurs du sein via modalités micro-ondes et ultrasonores. Les méthodes proposées sont basées sur
l’hypothèse que les distributions des paramètres acoustiques et électriques partagent la même structure,
qui est déterminée par les types de tissus. Deux classes d’approches ont alors été considérées.

Première approche : La permière approche consiste en une méthode de fusion successive. La re-
construction d’une modalité fournit des informations préalables pour l’inversion avec l’autre modalité.

Nous avons reconstruit une image de discontinuités à partir de données ultrasonores. Cela est
similaire au balayage en mode B, seul le temps de parcours de l’impulsion est enregistré et utilisé pour
déterminer la distance entre point de réflexion et transducteur, la vitesse du son étant supposée con-
stante. La reconstruction des données micro-ondes est effectuée en utilisant un terme de régularisation
introduisant de la douceur. Cette régularisation est proche de celle de Tikhonov sur les différences
premières avec paramètre supplémentaire binaire (0 ou 1) pour indiquer si frontière au niveau des tis-
sus ou non. En son absence, une régularisation est imposée de sorte que deux pixels adjacents tendent
à posséder des paramètres similaires. Sinon, la valeur est 0 et la discontinuité est autorisée. Et cette
approche est codée dans le cadre d’une approche de linéarisation successive au cours des itérations.
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Seconde approche : La seconde approche est basée sur de la fusion conjointe où données acous-
tiques et micro-ondes sont inversées simultanément.

Une inversion conjointe avec régularisation préservant les bords est proposée. La méthode de
reconstruction avec préservation des frontières des tissus est basée sur la dualité. C’est une approche
semi-quadratique, dont le principe est le suivant : afin de préserver les frontières on introduit une
régularisation non quadratique. Et par dualité on introduit des variables auxiliaires permettant d’avoir
un problème quadratique de connaissance des variables auxiliaires et d’optimisation séparable.

Premier bénéfice, on remplace un problème non quadratique et non séparable par deux problèmes
liés plus simples car l’un est quadratique et l’autre est séparable. L’autre bénéfice de ce choix est
que ces variables auxiliaires qui décrivent les frontières vont nous servir à faire le lien entre nos deux
problèmes de reconstruction. Ces variables de bord sont continues entre 0 et 1. Une valeur approchant
1 correspond à une discontinuité qui doit être préservée, tandis qu’une valeur proche de 0 signifie que
les petites variations seront lissées.

Cette régularisation est intégrée dans la méthode d’inversion par contraste de source (CSI) et im-
posée aux paramètres acoustiques et électriques tandis que les variables de bord sont partagées. Nous
avons combiné les méthodes d’optimisation utilisées en CSI et la régularisation préservant les bords,
une minimisation alternée étant utilisée pour mettre à jour les paramètres de la source acoustique,
puis du contraste acoustique, puis les variables de bord, puis la source de courant induit, et enfin le
contraste micro-onde.

Troisième approche : Notre troisième approche est basée sur les réseaux de neurones convolutifs
(CNN). Les différents flux ont été conçus afin de gérer des données provenant de différentes modalités
et les cartes de caractéristiques ont donc été fusionnées après plusieurs couches de sorte que les
informations des ultrasons et des micro-ondes soient correctement combinées.

Après apprentissage du réseau sur la base d’apprentissage, le réseau produit les paramètres acous-
tiques et électriques afin de donner les images de reconstruction. Le lien entre les deux modalités
s’effectue au travers de la production d’une segmentation commune. La structure commune du sein
fournit des informations supplémentaires au réseau pour apprendre la cartographie des données aux
paramètres physiques. Cet apprentissage multitâche peut aider à la formation du réseau et améliorer
la capacité de généralisation.

De plus, un travail important sur le choix des paramètres définis comme les entrées du réseau a été
effectué, afin que le temps de calcul demeure raisonnable. La similarité structurelle est un bon choix
à cet effet puisque les paramètres sont liés au type de tissu. Les informations de structure basées sur
le bord ou sur la région peuvent être utilisées. Si informations de région choisies, une segmentation de
l’image est généralement nécessaire tandis que la limite peut être obtenue plus facilement. En revanche,
CNN apprend lui-même la cartographie, permettant d’intégrer les informations sur la région.

Quatrième approche : La quatrième approche vise à obtenir les mêmes résultats que la seconde,
mais sans le besoin de régler des hyperparamètres. En effet, cette seconde approche nécessite le
réglage de nombreux paramètres afin que la méthode fonctionne correctement. En particulier, il y
a des paramètres de compromis entre l’information provenant de la régularisation et l’information
provenant des données. De plus, il faut avoir une idée de l’amplitude des discontinuités présentes dans
l’image pour corriger le paramètre de régularisation et normaliser la variable auxiliaire entre 0 et 1.

Pour ce faire, nous avons utiliisé une approche bayésienne hiérarchique. Cette approche détermine
s’il y a présence de discontinuités en utilisant une variable binaire de Bernouilli commune aux deux
modalités. Enfin, il est procédé à l’estimation conjointe d’un grand nombre de variables. Pour
cela, nous avons utilisé une approche bayésienne variationnelle pour que les dépendances des hy-
perparamètres soient simplifiées et que l’on puisse avoir des solutions calculables. Nous estimons donc
des lois de probabilité pour toutes les variables estimées et nous le faisons à partir d’un algorithme de
minimisation alternée.
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Chapter 2

Introduction

Breast cancer is one of the most common cancers among women worldwide and a leading cause for
mortality. It is estimated that in 2020, breast cancer results in the most new cases among all cancers,
with more than 2.26 million women diagnosed with it and becomes the most life-threatening cancer
in females with approximately 700.000 deaths [1].

Early detection of small breast tumor can help prevent metastasis and improve the treatment
performance. By identifying a tumor in early stages of 0 or I means that the tumor is noninvasive,
smaller than 20 mm in greatest dimension, no evidence of distant metastases and no lymph node
metastases [2]. Many researches have reported a decreasing survival rate as the tumor size increases
[3, 4]. Thus it is of great concern to develop imaging techniques to detect tumors at an early stage.

2.1 Breast imaging

Here we introduce some noninvasive breast imaging technologies for breast screening and tumor de-
tection.

Mammography

Mammography is the most common breast screening modality and the gold standard method to detect
early-stage breast tumors before physical symptoms develop. It projects low-dose X-rays through the
compressed breast to form an image based on the absorption of photons by the structure. Mammogra-
phy can provide images with high resolution, yet the contrast is low. In [5], a slight difference in X-ray
attenuation between glandular and tumorous tissue is reported. The sensitivity (true positive rate) of
mammography is relatively low, estimated at 78%, and it is quite related to the breast density. The
value drops to only 48% in women with extremely dense breasts [6]. Patients may also suffer from the
potential ionizing radiation and uncomfortable examination.

Digital breast tomosynthesis (DBT)

DBT or three-dimensional (3D) mammography combined with two-dimensional digital mammography
is widely used now for breast screening and diagnosis [7]. In a DBT system, a series of 2D projections
by x-ray are acquired at different angles by moving the x-ray tube along a small arc and will be used
to reconstruct the 3D structure of the breast. Several studies have shown that combined DBT and
digital mammography can improve the sensitivity and specificity (true negative) rates [8, 9]. Though
DBT may improve the cancer detection performance, some research shows that cancers detected by
DBT tend to be less aggressive [10, 11] leading to problem of overdiagnosis. Besides, the radiation
dose is slightly higher than mammography.
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Figure 2.1: Comparison between images of mammography (left), MRI (middle bottom) and ultrasound
(middle top and right), with arrows pointing to an IDC (invasive ductal carcinoma).

Magnetic Resonance Imaging (MRI)

Breast MRI is recommended as an adjunct tool to mammography to detect and stage breast tumor
and other abnormalities [12]. During the MRI examination, the patient is placed in a strong magnetic
field and radio frequency signals are applied to create detailed images of the interior of the breast.
MRI yields high-resolution images and ensures high sensitivity, regardless of the breast density [13].
Compared with mammography, MRI is painless and nonionizing. However, MRI is expensive for a
general population and it is difficult to distinguish between cancer and benign disease, resulting in a
false positive result and low specificity [14,15].

Breast Ultrasound (US)

Ultrasound, cost effective and safe, is usually used to supplement mammography, particularly for
women with dense breasts. Breast ultrasound can be used in various ways. Sonography is the most
common form in breast diagnosis [16], which can be applied with a hand-held transducer which
transmits high-frequency sound waves and receives echos from tissues at different depths along the
propagation path. The strength and the time of the echos from different directions are recorded
to form an image. Since pulse transmission and reception can be ended in less than a millisecond,
real-time imaging can be achieved. Though it improves the sensitivity [17], the hanheld feature and
small aperture make it highly operator-dependent and difficult to image the whole breast. Automated
breast ultrasound (ABUS) [18] has been developed to reduce operator-dependence and increase the
view field. However, it has the same issue as high false-positive rates with hand-held ultrasound.

Apart from sonography, other imaging techniques have been investigated and developed, like
Doppler Ultrasound [19], elastography [20] and so on. Among them, ultrasound tomography is a
promising technique for tissue-specific imaging and characterization. It images the breast in a quanti-
tative manner by reconstructing tissue parameters, such as speed of sound and attenuation. Experi-
ments [21] have shown a coronal and an axial resolution at about 0.7 mm and 2.5 mm, while for MRI,
the resolutions are 1.6 mm and 0.8 mm. The main problem for such imaging techniques is the low
contrast since the acoustic properties of normal and tumorous tissues are quite similar [22].

Figure 2.1 shows images obtained from different imaging modalities of a given breast [21]. It can
be seen that all the three modalities have a high resolution, The contrast is high in MRI image while
it is relatively low in mammogram and ultrasound images.
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Figure 2.2: Antenna array (left) and the whole system (right) for radar microwave imaging.

Microwave Imaging (MI)

Microwave imaging is an emerging technique and has been a research interest since a decade and
more. Microwaves are electromagnetic waves with frequency ranging from 300 MHz and 300 GHz. The
wavelength of microwave in free space is between 1 m and 1 mm, accordingly it has a similar dimension
to potential anomalies in the human body. The breast is relatively translucent to microwaves such it is
not difficult to obtain information from the inside of the breast, however, the resolution is limited [23].

Cancer detection via microwave imaging is based on the difference in the dielectric properties,
permittivity and conductivity, between normal and malignant tissue types. Several researchers have
studied the electrical properties of healthy tissues and tumorous tissue [24–27]. Many studies have
reported a high contrast in the properties between different tissue types over the microwave frequencies.

Microwave can be passive or active. Passive imaging methods [28, 29] try to detect tumors by
finding the regions with increased temperature. Active methods mean to illuminate the breast and
analyze the scattered and attenuated waves to form an image. Active imaging methods can be classified
into two classes, radar-based techniques and tomographic ones. Radar-based approaches [30–33] use
ultra-wideband signals for adequate signal penetration and reach a satisfactory resolution as well. One
could refer to Figure 2.2 for an example of system for radar microwave imaging [34]. Such methods
produce qualitative images indicating the locations of strongly scattering objects within the breast
and usually give less detailed information. In contrast, tomographic methods [35–37] are aimed at
recovering the distribution of the dielectric parameters inside the breast with narrowband microwave
signals and they show promising results for tumor detection.

From the introduction above, it can be seen that each imaging modality has its own advantages
and limitations. In practice, two or more modalities are employed for a more accurate diagnosis. In
this thesis, we try to combine two low-cost and nonionizing modalities, microwave and ultrasound
since they can yield complementary information, i.e., ultrasound can provide structural details of high
resolution but with low contrast, while microwave has a high contrast between normal and tumorous
tissue but the resolution is low, in the process of imaging to produce images with high resolution
and high contrast for early-stage tumor detection. Next, we will introduce the existing methods for
tomographic imaging and fusion methods for multimodalities.

2.2 Inverse problem

In this thesis, we focus on tomographic methods to image the breast and try to solve an inverse
scattering problem. In such a framework, we have a set of characteristic parameters x, describing the
object of interest such as the dielectric properties in microwave and acoustic parameters in ultrasound,
linked to a set of observables y, such as the scattered electric field or pressure field, by a forward
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operator A which is a mathematical model of the law of nature. From the known object state x to
calculate y is a forward (direct) problem, whereas our aim is to find a solution x with observations
y given the relation A. Such a problem is an inverse one, usually ill-posed, and suitable techniques
must be applied to find a stable and reasonable solution.

2.2.1 Ill-posedness and regularization

Let us consider a linear case with

y = A(x) (2.1)

where y represents the collected data and x the unknown parameters. A problem is well-posed in the
sense of Hadamard if all the following conditions are satisfied:

• The solution x∗ of equation y = A(x) exists.
• The solution x∗ is unique.
• The solution depends continuously on the data, which means a small perturbation of data y

causes a small perturbation on the solution.

If one or more conditions do not hold, the problem is called ill-posed. Typically we need to discretize
the equation to solve it numerically and the problem becomes y = Ax with x ∈ RM , y ∈ RN and
A ∈ RN×M , the instability can be observed by the ill-conditioned matrix A. A has a high condition
number which is calculated as the ratio of the largest and smallest singular values. With such a
matrix, a small error in data y will lead to high difference in the result while the error caused by noise
is inevitable.

As the inverse problem is ill-posed, to invert the problem directly results into unstable and unre-
liable models. A technique to overcome this difficulty is regularization where a family of well-posed
problems which approximate the original inverse problem is considered instead of the original ill-posed
one. Usually a least square solution is sought as

x = argminx∥y −Ax∥2 (2.2)

which has a solution as x = (ATA)−1ATy. However, since A is ill-conditioned, the solution is
not stable. It is of interest to operate a Singular Value Decomposition (SVD) on A for analysis as
A = UΣVT , where U and V are composed of left singular vectors un and right singular vectors vm,
Σ is a N ×M matrix with diagonal elements being the singular values σi. Application of SVD yields

the solution as x =
∑

i

1

σi
(uT

i y)vi. It can be clearly seen that a small singular value σi will amplify the

noise in y and leads to high error. A natural idea is that we can cut off the terms corresponding to the

small singular values and the solution becomes x =
∑λ

i

1

σi
(u†

iy)vi. This method is called truncated

SVD (TSVD) and an integral λ plays a role of regularization parameter. Yet, the computation burden
is high for a large dimensional problem.

In practice, we most often attempt to minimize a modified cost function where, apart from the
least square of data misfit, a regularization term is incorporated, as

Q(x) = ∥Ax− y∥2 + λQreg(x) (2.3)

The regularization parameter λ > 0 controls the trade-off between stability and accuracy. This
parameter must be carefully chosen, if it is too small, the approximate solution is unstable, whereas
if it is too large the approximate solution will be too far from the original one.

Within such a scheme, various regularization techniques have been proposed to stabilize the solu-
tion or to introduce prior information. Next we introduce some regularization techniques widely used
in inverse scattering.
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The Tikhonov regularization [38], much applied to ill-posed problems, e.g., [39] for references and
perspectives, minimizes the distance between the parameter or its derivatives and a prior model. Such
a regularization is as an example usually employed in the Distorted Born Iterative Method (DBIM)
to stablize the inversion process.

A quadratic criterion can be applied to smooth the gradients at all pixels, yet the edges will be
smoothed and cannot be preserved. In edge-preserving regularization, usually a nonquadratic function
[40–42] is introduced to less severely penalize a large gradient to preserve edges. Duality between
nonquadratic criterion and a half-quadratic (HQ) criterion with additional variables is observed, first
with binary edge variables [43,44], then generalized to continuous ones [45,46]. Such a regularization
has been applied to solve the inverse scattering problem [47].

Some other functions are also aimed at edge preserving. Total variation (TV) [48] is proposed to
remove small-scale noise in an image while trying to preserve discontinuities. It is incorporated in the
inverse scattering problem as a penalty term to enhance the performance of modified gradient method.
In [49], TV as an additional constraint and as a multiplicative constraint is applied. A weighted L2
TV as a multiplicative regularization is proposed in [50] where different weights based on the current
gradients are assigned to each pixel and such strategy is much used in inverse scattering problems.

Some Adaptive Discontinuity models are investigated, such as Huber function [51,52], which con-
tains a quadratic function for variables under the threshold to smooth noise and a linear function
for jump above the threshold thus the discontinuity is penalized less severely abou1993nd can be
preserved.

Value picking (VP) [53] regularization, a nonspatially structured approach, can be also applied for
piece-wise constant profiles. The contrasts are constrained to some certain values and small variations
are eliminated.

2.2.2 Inverse scattering methods

In this section, we discuss the tomographic methods based on which we develop our imaging algorithms.
Such methods can retrieve the distribution of the parameters inside the region of interest and can be
used for both microwave and ultrasound imaging. Usually a source emits waves and the fields scattered
by the object are collected by receivers placed outside the object. This procedure is repeated with
the other sources placed at different positions. As is well-known, ill-posedness and nonlinearity plague
the inverse scattering problem, especially (but not only) for a scatterer with a high contrast. Here we
list three types of methods, namely traditional deterministic method, Bayesian method, and machine-
learning-based method.

Traditional deterministic methods

In deterministic methods the problem is usually cast into an optimization problem to get the contrast
by minimizing a least square misfit between the measured scattered field and the field obtained from
an analytical model. These methods can then be classified into two classes, noniterative and iterative
methods.

Noniterative methods can give the result in a short time but usually they are valid only when
some approximations are assumed such as the Born Approximation (BA) and the Rytov Approxima-
tion (RA). The Back-propagation (BP) method decomposes the inverse problem into several linear
problems and each problem can be solved without iteration. Such methods, valid for weak scatterers,
cannot be applied to complex situations in practice but can give an initial guess for iterative methods.

The Born series method uses BA to get an initial guess of the field inside the object and the contrast
and then solves the problem in an iterative way. In the Born iterative method (BIM) [54], with the
initial contrast, a field of higher order can be obtained by solving the forward problem and this field is
used to update the contrast by minimizing the discrepancy between measured scattered field and the
calculated one. Such procedure is continued until a stopping criterion is satisfied. The Distorted Born
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Iterative Method (DBIM) —already mentioned in the above— is developed [55] where the problem is
linearized at each iteration. The difference between the current background and the true scatterer is
updated. The inhomogeneous Green’s function is applied and updated at each iteration based on the
current background in DBIM while in the Variational Born Iterative Method (VBIM) [56] the Green’s
function is kept unchanged.

The Modified Gradient Method (MGM) [57] treats the state equation ( which describes the
wavefield-scatterer interaction inside the domain of interest containing the breast, see next chap-
ter for more detail) as a regularizer. Both the fields and the contrast are updated in each iteration
by minimizing the cost functional so as the forward problem is avoided. Based on the same idea, the
Contrast Source Inversion (CSI) method is developed [58]. It involves source-type integral equations
and contrast source is regarded as an independent parameter. Alternate optimization is used to update
the contrast and the contrast source.

Subspace-based Optimization Method (SOM) [59] is also performed with source-type integral equa-
tions. Based on TSVD, the main part of the contrast current is determined by analyzing the spectral
properties of the Green’s function mapping from the contrast current to the scattered fields directly,
while the ambiguous part is obtained by an optimization method. Further, a similar decomposition is
applied to the mapping from the current to the total field inside the region of interest in the twofold
SOM (TSOM) [60]. Considering the relation between Fourier functions and singular functions of an
integral operator, discrete Fourier bases are used to construct the subspace and fast Fourier Transform
(FFT) algorithm is used to optimize the unknowns. With such an idea, FFT-TSOM [61] achieves a
lower computational complexity than the TSOM since the singular vector decomposition (SVD) is
avoided for one matrix.

Bayesian methods

Except the above deterministic methods, inverse scattering problems can also be solved in a Bayesian
framework. Bayes’ rule gives the distribution of parameter x given the measured data y as p(x|y) =
p(y|x)p(x)/p(y), where p(x|y) is the posterior distribution, p(y|x) is the likelihood, p(x) is the prior
density of x and p(y) does not depend on parameters and plays role of a normalization constant.
To find the posterior distribution is usually challenging, especially for high-dimensional data. Point
estimators, such as maximum a posteriori (MAP) and posterior mean (PM), can be used to get the
estimation of the object. Another group of methods tries to find an approximation of the true posterior
density. Markov-Chain Monte-Carlo (MCMC) techniques [62] generate a series of samples which
converges towards the distribution of the desired law and calculate the empirical mean. Variational
Bayesian (VB) approach [63] is another way which approximates the joint posterior distribution with
independent separable distributions.

Usually hyperparameters θ are involved in the prior distribution of the object and the likelihood.
These hyperparameters can be fixed while it is also possible to insert them into a Bayesian framework.
In the latter case, additional probability distribution is assigned to them and thus a hierarchical
Bayesian model is constructed.

In [64], Gaussian distributions are assigned for the real and imaginary parts of the data error
separately and a uniform law is applied to the relative permittivity. Maximum likelihood is used to
get the solution for microwave imaging with experimental data. Markov Random Field model is widely
used in Bayesian methods. Total variation prior can be employed to preserve edges. In [65] such prior
is used to get a high-resolution image from a set of low-resolution images with VBA method. Markov
Random Field (MRF) where the pixels and their neighbors are modeled are widely considered. If their
difference is penalized in a square form, we can get a Gaussian MRF (GMRF). In [66], such a model
is used separately for real and imaginary parts of the contrast and MAP estimation is employed to
find the solution. GMRF is generalized with power in the potential function ranging between 1 and 2
in [41] and solved with MAP estimation. Some other models use MRF together with hidden variables.
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Auxiliary edge variables are introduced for image restoration [43, 67]. In [68], a Gauss-Markov field
is used to model the contrast and hidden variables indicating the material class of the pixels are
introduced with Potts-Markov field. The posterior mean is estimated with Gibbs sampling. The same
prior is also used in [69,70] for microwave breast imaging with VBA to get the estimation results.

Machine-learning-based method

Machine learning-based inversion algorithms are intensively investigated nowadays, as reviewed as of
lately in [71]. Shallow neural networks have been used in inverse scattering problems since the last
century. In [72], a one-hidden-layer network is designed to predict the parameters of the circular
cylindric scatterer, including the coordinate of the center, the radius and the permittivity of the scat-
terer, given the scattered field as the input. In [73], a support vector machine is used to approximate
the function from the scattered field to the parameters of the scatterer. Earlier work focuses on the
estimation of few parameters of the object, such as location and permittivity and so on. Similar works
can also be found in [74,75].

Recently, due to the success of deep learning method in speech recognition, computer vision tasks,
such as image recognition [76,77], segmentation [78,79], object detection [80,81] and so on, inversion
methods based on deep learning have attracted quite a lot of attention Among all deep learning
techniques, convolutional neural networks (CNNs) are the most popular.

Indeed, CNN has strong local modeling capability with few parameters. With the increasing
computation ability, CNN can output the scatterer map, not only few characteristics of the object,
thus it is widely used for quantitative imaging.

In [82], a CNN structure is designed to use the measured fields as the input and to predict the
scatterer map directly. In [83], a two-step method is proposed with a complex-valued CNN to get the
initial contrasts of the scatterers from the measured data and then another CNN based on U-Net [79]
is to refine this result. CNN can also be run in combination with traditional inversion algorithms.
In [84], CNN is to estimate the total contrast current given the part in signal space calculated similarly
to SOM as the input, then the noise subspace component of the contrast current and the contrast
are optimized iteratively. Other strategies use CNN to refine the obtained results obtained from some
conventional algorithms. Similar with [83], in such a method, the structure of CNN is usually based on
U-Net. In [85], the result of a backpropagation method is the input of a cascade of multi-layer complex-
valued residual CNN networks in order to get a better reconstruction of the contrast. In [86], with the
major part of the contrast current obtained from the scattered field and the corresponding total field
as the input, the contrast current is predicted. In [87], a U-Net based network is trained to enhance
the reconstruction result from CSI where ultrasound prior information is incorporated for microwave
imaging and in [88], a 3D CNN is designed for a 3D case, 3D also dealt with in [89] wherein a stage 1
involves a phaseless bulk-parameter inference neural network that recovers geometry and permittivity
of the breast fibroglandular region, those bulk parameters being used for calibration and prior for a
full phase contrast source inversion at stage 2. We should also cite [90] where a convolutional neural
network is trained based on the input of the quantitative ultrasonic compressibility, reconstructed using
a linearized inverse scattering algorithm, and the output of the true quantitative dielectric properties
corresponding to the same numerical phantom.

2.3 Imaging with multi-modality

As it is described that the inverse problem is ill-posed since only limited data can be collected, thus
regularization with additional information is introduced. However, the structure and the parameter
values vary from person to person, so it is difficult to find a priori information suitable for all patients.
Thus, model-specific information from other imaging modalities can be very useful to gain more
information.
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Information from different modalities can be combined after the imaging process to produce a more
informative result and to help the diagnosis. In such a framework, a registration procedure is needed
to make the (target) images spatially aligned with another one (reference image) and then image
fusion can be operated [91]. Registration is usually considered as an optimization problem to find a
parametric transformation on target images by maximizing the similarity between the transformed
images and the reference image. The images can be fused by simple pixel-by-pixel operations, such as
averaging the corresponding pixels of the input images or selecting the maximum or minimum values
of the corresponding pixels.

Apart from this direct fusion, some transform domains can be used to perform fusion such as
intensity-hue-saturation (IHS) color space [92] and principal component space [93]. Fusion can be also
achieved on multi-scale representations of the original images, such as discrete wavelet transform [94],
curvelet transform [95] and contourlet transform [96].

The fusion of images from different modalities —run independently or not, in the same conditions
of the imaged structure or not, with the challenge of registration if that structure has been changed by
constraints of experiments, like, typically, compression— has been widely investigated and has many
applications such as US-X-ray fusion [97], MRI-US fusion [98,99] and mammography-MRI [100,101].
Note that each imaging modality has its drawbacks which may duly affect the imaging quality. Our
focus is on the fusion during the imaging process to remedy limitations of each modality and to
alleviate the ill-posedness of the inverse problem by introducing more information. With this strategy,
imaging with fusion can be classified into two classes, sequential inversion and joint inversion.

2.3.1 Sequential inversion

Fusion can be achieved by successive imaging with the reconstruction result of one modality providing
prior knowledge of the object for the inversion of another modality. The structural information can
be extracted from images provided by the high-resolution modality as prior information, in the form
of tissue boundaries indicating the locations of discontinuities or tissue regions showing if two pixels
are of the same tissue type.

Some researches use high-resolution prior information to enhance the imaging quality of Positron
Emission Tomography (PET). As an example, in [102], MRI-derived horizontal and vertical bound-
aries are incorporated into a Bayesian framework for image reconstruction so that smoothness is easily
broken on the locations where significant boundaries occur. In [103], boundaries given in MR or Com-
puted Tomography (CT) are incorporated by a weighted line site method as the prior for line process
in PET reconstruction. A threshold regarding probabilities of the boundaries in both modalities is
used to determine whether an edge can be neglected or should be enhanced. In [104], a region-labeling
approach is proposed with higher prior probabilities assigned to image segmentations more nearly to
anatomical regions.

The results of Diffuse Optical Tomography (DOT) can be improved with other modalities also.
In [105], a smaller regularization parameter is distributed in a Tikhonov regularization scheme to
pixels identified as part of tumor from X-ray images in DOT breast imaging. In [106], the structural
information is extracted from MRI and Finite Element Method (FEM) based on the geometries is
applied in DOT. In [107, 108], high-resolution images are segmented into major tissue types. Prior
probability density is formulated with a mean value assigned to each region.

It is also intensively investigated for microwave. High-resolution images from other modalities are
segmented into different regions and a regularization term is proposed to limit the variation in each
region. Such soft prior methods are applied in [109–112]. Hard prior where the parameters within each
region are strictly the same is also developed [111]. In such methods, only a few number of values need
to be reconstructed. In [113], a dual-modality breast imaging method is proposed. An ultrasound
image is obtained by Delay and Sum (DAS) algorithm and then K-means method is applied to segment
the image into sub-images representing different tissues. Dielectric parameter values are assigned for
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different pixels based on the tissue clusters, which gives more accurate tissue-specific time-delays in
DAS algorithm for microwave imaging. Last, the clustered ultrasound image and microwave image
are added to form a more representative image. In [114], the structural information is extracted from
US reconstruction with the K-means clustering algorithm. Tissue permittivity values are assigned to
these regions to form an inhomogeneous background and assist the EM reconstruction by the FEM-CSI
algorithm.

2.3.2 Joint inversion

Joint inversion is another way for information fusion where multimodal data are inverted simultane-
ously.

Physical relations between different parameters can be incorporated in the inversion process to
achieve joint inversion. In geophysics, petrophysical links between the seismic velocity and resistivity
are widely investigated and applied for inversion [115,116].

Another way to perform joint inversion is to impose structural similarity. The measured data of
multi-modalities are the responses of the same object with identical structure, thus the inversions
should find solutions with consistent structure.

In [117], a joint inversion algorithm is proposed for seismic and electrical tomography. Apart
from the data misfits, a regularization term is added representing the differences in the normalized
structure curvatures between different parameters. The model curvatures are obtained by Laplacian
operator and a nonlinear amplitude gain control function is used to normalize them to decrease the
influence of the amplitudes and to focus on the locations of the discontinuities. In [118], a structure
operator is defined where the curvature of the model is measured by thresholding and evaluating with
a polynomial function. Joint inversion is carried out by minimizing the difference in the structure of
the models subject to fitting the data.

In [119], cross-gradient is proposed as the outer product of the gradients of different parameters. It
is employed to force the parameters to change into the same direction. This method is widely used in
geophysics, in [120,121] as a constraint and in [122–125] as a regularization term. In [126], Joint Total
Variation for joint inversion is considered by coupling spatial gradients of both parameters through
the square root function as an additional regularization term. In [127], a regularization operator based
on weighted L2 total variation is proposed with the weighting coefficients related to the gradients of
another modality to exchange information between EM and US inversion. Refer again to [90] as well.

2.4 Objective and outline

From the introduction above, we can see that every imaging modality has its drawbacks. For example,
the contrast of mammography is low and the imaging quality is heavily related to the breast density;
breast MRI is expensive and has low specificity. It is very difficult to improve the imaging result
with only a single modality involved. Instead, with multimodality involved to image the same object,
more information can be obtained and the performance can be enhanced. Here we choose microwave
and ultrasound for tumor detection, since they are both low-cost, noninvasive and safe, furthermore,
they provide complementary information, i.e., ultrasound can provide high-resolution but low-contrast
images while microwave imaging has a high contrast but a low resolution. By combining these two
modalities, we have the chance to obtain images with both high contrast and high resolution. Since
the measured data of the two modalities are the reflection of the same breast with the same tissue
distribution, we can use the structure to achieve fusion of these modalities as the properties usually
have a small variation in the same tissue but a relatively large one inter-tissues. This structure can
be represented by the boundary to show the discontinuity of parameters or by regions to give the
information that whether two pixels should have similar parameters or not. To summarize, this thesis
investigates breast imaging with both acoustic and electromagnetic data, from boundary information
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from ultrasound images as prior in microwave imaging to the case where boundary is jointly estimated
in the inversion process. Further, several techniques are employed to get rid of the problem of the
choice of hyperparameters, with convolutional neural networks to learn the mapping from data to the
parameter distribution and Bayesian method to jointly estimate the hyperparameters.

The thesis is structured as follows:

• This Chapter 2 (here) introduces the motivation and background of the work, including the cur-
rent imaging modalities and their advantages and limitations, inverse problems and the inversion
algorithms. Fusion methods are also introduced.

• In Chapter 3, the details of the forward modeling of the problem, from wave equation to the
specific two-dimensional case, are given.

• In Chapter 4, the state of art of inversion algorithms and joint inversion algorithms is considered
in detail.

• In Chapter 5, microwave imaging with prior boundary information from ultrasound imaging is
described.

• In Chapter 6, joint inversion of electromagnetic and acoustic data with estimation of tissue
boundary based on edge-preserving regularization is proposed.

• In Chapter 7, a convolutional neural network is constructed for imaging with both acoustic and
electromagnetic data input.

• In Chapter 8, a Bayesian method is proposed with edges as hidden variables and to joint esti-
mation of the hyperparameters.

• In Chapter 9 the proposed algorithms are summarized and some perspectives given.
• The list of references follows as usual.
• Then, a summary of the dissemination linked to the present work and co-operative ones led on

superresolution in the diagnostic of a dielectric micro-structure is given.
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Chapter 3

Forward problem

3.1 Introduction

An inverse problem is a flip side of some direct problem, or forward problem, which treats the trans-
formation of known causes into effects that are determined by some specified model of a natural
process [128]. Here the forward problem gives the physical relation between the known object and the
measured scattered fields. In contrast, given the scattered field, to find the physical properties of the
object is an inverse problem.

3.2 Electromagnetics

Very many textbooks exist on electromagnetics which one can easily refer to, so thereafter only
elements of interest to the analysis are shown. Maxwell’s equations read as

∇× E⃗(r, t) = − ∂

∂t
B⃗(r, t) (3.1a)

∇× H⃗(r, t) =
∂

∂t
D⃗(r, t) + J⃗i(r, t) + J⃗c(r, t) (3.1b)

∇ · D⃗(r, t) = ρe(r, t) (3.1c)

∇ · B⃗(r, t) = 0 (3.1d)

where E⃗ = Exx⃗+Eyy⃗+Ez z⃗ and H⃗ = Hxx⃗+Hyy⃗+Hz z⃗ are the electric and magnetic field strength,

respectively, D⃗ the electric displacement, B⃗ the magnetic flux density, J⃗i the electric current density
of the source, J⃗c the conduction electric current density and ρe the electric charge density. They are
all real functions of position and time.

Considering time-harmonic dependency e−iωt and constitutive relations for a linear isotropic at-rest
homogeneous medium

D⃗(r) = ϵE⃗(r) (3.2a)

B⃗(r) = µH⃗(r) (3.2b)

J⃗c(r) = σE⃗(r) (3.2c)

with ϵ = ϵ0ϵr the permittivity (ϵ0 = 8.854 × 10−12 Farad/meter is the permittivity in free space
and ϵr is the relative permittivity), µ = µ0µr the permeability (µ0 = 4π × 10−7 Henry/meter is the
permeability in free space) and σ the conductivity (σ=0 Siemens/meter in free space) —dispersive
models (Debye) of permittivity, not limited as here to a static conductivity, will be considered in the
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numerical examples, yet this changes little at this stage of the exposé. Relations between E⃗ and H⃗
are as

∇× E⃗(r) = iωµH⃗(r) (3.3)

∇× H⃗(r) = −iω(ϵ+ i
σ

ω
)E⃗(r) + J⃗i(r) (3.4)

By eliminating H⃗ we obtain the wave equation for the electric field E⃗(r) as

∇×∇× E⃗(r) − k2E⃗(r) = iωµJ⃗i(r) (3.5)

where k2 = ω2µϵ0(ϵr + i
σ

ωϵ0
). From now on, we define ϵr + i

σ

ωϵ0
as the complex relative permittivity,

and simply represent it as ϵr.

To determine E⃗ from a given source J⃗ , we introduce the dyadic Green’s function G, which satisfies

∇×∇×G(r, r′) − k2G(r, r′) = Iδ(r− r′) (3.6)

where I is a unit dyad and can be represented by a unit diagonal matrix. The dyadic Green’s function
characterizes the response at r = (x, y, z) produced by a point source at r′ = (x′, y′, z′). It can be
expressed in terms of scalar Green’s function g3D(r, r′) as

G(r, r′) =

[
I +

1

k2
∇∇

]
g3D(r, r′) (3.7)

where g3D(r, r′) satisfies the differential equation(
∇2 + k2

)
g3D(r, r′) = −δ(r− r′) (3.8)

and has the solution

g3D(r, r′) =
eik|r−r′|

4π|r− r′| (3.9)

when the Sommerfeld radiation condition

lim
r→∞

r

[
∂g3D(r, r′)

∂r
− ikg3D(r, r′)

]
= 0 (3.10)

is applied with r = |r|. In that framework, the electric field can be expressed as

E⃗(r) = iωµ

∫∫∫
G(r, r′)J⃗(r′)d3r′ (3.11)

From now, let us consider a scattering problem involving a non-magnetic linear isotropic (possibly)
inhomogeneous scatterer with complex permittivity ϵ(r) = ϵ0ϵr(r) and constant magnetic permeability
µ(r) = µ0 located within a non-magnetic linear isotropic homogeneous background medium, the latter
assumed with constant complex permittivity ϵ(r) = ϵ0ϵb and magnetic permeability µ(r) = µ0.

Hypothesizing a source outside the scatterer, the fields E⃗ and H⃗ can be decomposed into two
parts, the incident fields E⃗i and H⃗ i produced by the primary source when the scatterer is absent and
the scattered fields E⃗s and H⃗s due to the scatterer, and we have E⃗ = E⃗i + E⃗s, H⃗ = H⃗ i + H⃗s. So,

∇× E⃗i(r) = iωµ0H⃗
i(r) (3.12)

∇× H⃗ i(r) = −iωϵ0ϵbE⃗i(r) (3.13)
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and the total fields E⃗ and H⃗ read as

∇× E⃗(r) = iωµ0H⃗(r) (3.14)

∇× H⃗(r) = −iωϵ0ϵr(r)E⃗(r) (3.15)

Comparing the above equations,

∇× E⃗s(r) = iωµ0H⃗
s(r) (3.16)

∇× H⃗s(r) = −iωϵ0ϵbE⃗s(r) − iωϵ0(ϵr(r) − ϵb)E⃗(r) (3.17)

Thus the solution to the scattered field is

E⃗s(r) = iωµ0

∫∫∫
G(r, r′)(−iωϵ0(ϵr(r′) − ϵb)E⃗(r′))d3r′ (3.18)

emphasizing that, for convenience in terms of not manipulating too many subscripts, the dyadic
Green’s function G involved here (and its scalar counterpart g) is as previously defined yet with k now
identified to kb = ω

√
µ0ϵb, i.e., with respect to the exterior medium.

In this thesis, we focus on the algorithmics, thus a two-dimensional case is considered to reduce
computational complexity, but the algorithm could be generalized to a three-dimensional case. In the
2D case, all physical parameters are assumed invariant into the z direction. The field can be regarded
as a superposition of transverse electric (TE) and transverse magnetic (TM) parts. In the TE case,
the electric field is transverse to the z-axis and only has x- and y-components, whereas in the TM
case, the magnetic field is transverse to the z-axis. Here a TM case is the one considered and the
electric field has a z component only. Thus, the vector integral equation becomes scalar as

Es
z(r) = iωµ0

∫∫
g(r, r′)(−iωϵ0(ϵr(r′) − ϵb)E(r′))d2r′ (3.19)

where g(r, r′) is the 2D scalar Green’s function, considered from now on. For simplicity, the subscript
’z’ is discarded in the following description.

3.3 Acoustics

Regarding acoustic waves, it seems an agreed assumption to treat the soft breast, as is studied in this
work, as a fluid medium that supports only compressional waves. In addition, variations of density in
the media involved are neglected, so a further simplified mathematical setting. Accordingly, the wave
equation [129] is given by

∇2p(r, t) − 1

c2
∂2p(r, t)

∂t2
= 0 (3.20)

The pressure p is obtained by linearization of the equations for the motion of fluids. c is the local speed
of sound. The pressure is a scalar and we consider a two-dimensional case directly. For time-harmonic
acoustic waves of the form p(r, t) = ℜ{P (r)e−iωt}, we have the following equation

∇2P (r) +
ω2

c2
P (r) = 0 (3.21)

Following the same procedure as with the EM case, for a scattering problem, the pressure P = P i+P s.
The incident field has a homogeneous background as described above, while for the total field P we
have

∇2P (r) +
ω2

[c(r)]2
P (r) = 0 (3.22)
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So,

∇2P s(r) +
ω2

c2b
P s(r) = −ω2(

1

c2
− 1

c2b
)P (r) (3.23)

Denote k =
ω

c
as the wavenumber in the acoustic case, the scattered field is

P s(r) =

∫∫
g(r, r′)(k2 − k2b )P (r′) (3.24)

the Green’s function being, as noted in the above, valued for kb.
If we consider a lossy medium, the wavenumber can be written as

k =
ω

c
+ iα(ω) (3.25)

where α(ω) = α0(2πω)n is the frequency-dependent attenuation coefficient and the power n in soft tis-
sue is studied experimentally and usually is between 0 and 2. Note that here we insert the attenuation
parameter in the same way as [130], yet there are other choices. We also assume that the dispersion
effect can be neglected and thus the speed of sound is frequency-independent within the frequency
band of our interest.

3.4 Forward model

In this work a two-dimensional case with transverse magnetic (TM) polarization is considered. In
the two-dimensional case, all physical parameters are assumed invariant in the z direction. Time-
harmonic waves are assumed with time dependence exp(−iωt) for both acoustic and electromagnetic
cases. The modeled breast is located inside a domain of interest (DoI) D. The known background
medium is characterized by its complex relative permittivity ϵb, permeability µb, and wavenumber
kemb = ω

√
ϵ0ϵbµb in electromagnetics, and its speed of sound cb, attenuation αb, and wavenumber

kacb = ω/cb + iαb in acoustics. Magnetic permeability is taken constant within the DoI. The unknown
parameters are the complex relative permittivity ϵr(r) = ϵ′r(r) + iϵ′′r(r), the sound speed c(r) and
the attenuation α(r). For each imaging modality, Ni ideal (line) sources emit the incident wave
successively with the resulting scattered field collected by Nr ideal (line) receivers evenly located at
r′v, v = 1, 2, . . . , Nr on a circle S. Each source illuminates the DoI and scattered fields are collected
by all.

As the introduction of previous sections, when a two-dimensional case is considered, the wave
equations for electromagnetic and acoustic cases are the same. Here we use F to represent the field,
which can be the electric field E or the pressure field P . The forward problem involves two integral
equations: the first one is the Lippmann-Schwinger equation (state equation) which describes the
wave-scatterer interaction inside the DoI, the second one is the data equation which describes the
scattered field produced due to the presence of the object. For the pth incidence, we have

F t
p (r) = F i

p (r) +

∫
D

(k2
(
r′
)
− k2b )g

(
r, r′

)
F t
p

(
r′
)

dr′, r ∈ D (3.26)

F s
p (r) =

∫
D

(k2
(
r′
)
− k2b )g

(
r, r′

)
F t
p

(
r′
)

dr′, r ∈ S (3.27)

where F i (r) is the incident field and F t (r) the total field, representing the field inside D, with the
object absent or present, respectively. F s is the scattered field collected by the receivers. The two-

dimensional scalar Green’s function is g (r, r′) = i
4 H

(1)
0 (kb|r− r′|) with H

(1)
0 1st-kind 0th-order Hankel

function. Denote the contrast as

χ (r) =
k2 (r) − k2b

k2b
(3.28)
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and integral operators

Gd[x] (r) = k2b

∫
D
g
(
r, r′

)
x
(
r′
)

dr′, r ∈ D (3.29)

Gs[x] (r) = k2b

∫
D
g
(
r, r′

)
x
(
r′
)

dr′, r ∈ S (3.30)

The equations above simplify into

F t
p (r) = F i

p (r) +Gd[χF t
p] (r) , r ∈ D (3.31)

F s
p (r) = Gs[χF

t
p] (r) , r ∈ S (3.32)

Denote the contrast source as

Jp(r) = χ(r)F t
p(r) (3.33)

By multiplying the contrast χ on both sides of Equation (3.31) we can get the source-type integral
equation as

Jp (r) = χ(r)F i
p (r) +Gd[Jp] (r) , r ∈ D (3.34)

F s
p (r) = Gs[Jp] (r) , r ∈ S (3.35)

3.5 Discrete model

To handle the problem numerically, discrete forms of the equations have to be derived, here via a
standard pulse-basis point-matching Method of Moments (MoM). The DoI is discretized into M =
Nx × Ny subwavelength cells with centers at rm, m = 1, 2, . . . ,M . The dielectric properties are
considered homogeneous in each cell. Every square cell is approximated by a small disk with same
area and with equivalent radius R whether needed. The equations above become

Ft
p = Fi

p + GdXFt
p (3.36)

Fs
p = GsXFt

p (3.37)

X is a M × M diagonal matrix with diag(X) = χ = [χ(r1), χ(r2), . . . , χ(rM )]T . Ft
p and Fi

p are

M × 1 vectors with F
t/i
p = [F

t/i
p (r1), F

t/i
p (r2), . . . , F

t/i
p (rM )]T . Fs

p is a Nr × 1 vector as Fs
p =

[F s
p (r′1), F

s
p (r′2), . . . , F

s
p (r′Nr

)]T . The M ×M matrix Gd is

Gd(m,m′) =


ikbπR

2
J1(kbR) H

(1)
0 (kb|rm − rm′ |),m ̸= m′

ikbπR

2
H

{1}
1 (kbR) − 1, otherwise

(3.38)

where J1 is the 1st-kind Bessel function and H
(1)
1 the 1st-kind 1st-order Hankel function. The Nr ×M

matrix Gs is

Gs(v,m) =
ikbπR

2
J1(kbR) H

(1)
0 (kb|r′v − rm|) (3.39)

Similarly, we can discretize the source-type integral equations as follows:

Jp = XFi
p + XGdJp (3.40)

Fs
p = GsJp (3.41)

where Jp is M × 1 vector with Jp = [Jp(r1), Jp(r2), . . . , Jp(rM )] and likewise for Fi
p.
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3.6 Solution to forward problem for simulation

Given the Equation (3.36), the total field can be calculated as

Ft = (I−GdX)−1Fi (3.42)

where I is the identity matrix. When Ft is obtained, the scattered field Fs can be calculated directly
with Equation (3.37). The matrix I−GdX has a dimension of M ×M and it is quite time-consuming
to compute the inverse. Thus we use an iterative method to solve the problem based on source-
type equations. With the Equation (3.40), we construct an optimization problem which minimizes
Qcur(J1,J2, . . . ,JNi) =

∑
p ∥Jp−XFi

p−XGdJp∥2. Here, the conjugate gradient method with Polak-
Ribière search direction is employed for optimization. The contrast source is updated as

J(n)
p = J(n−1)

p + β(n)v
(n)
Jp

(3.43)

with the search direction

v
(n)
Jp

=


−g

(n)
Jp

+
ℜ < g

(n)
Jp
,g

(n)
Jp

− g
(n−1)
Jp

>

< g
(n−1)
Jp

,g
(n−1)
Jp

>
v
(n−1)
Jp

, n > 1

−g
(n)
Jp
, n = 1

(3.44)

Note that here we follow [49] to take the real part of < g
(n)
Jp
,g

(n)
Jp

− g
(n−1)
Jp

>. Letting the conjugate

transpose of X be X†, the gradient of Qcur with respect to Jp at the nth iteration is

g
(n)
Jp

= o(n−1)
p −G†

d

(
Xo(n−1)

p

)
(3.45)

with o
(n−1)
p = J

(n−1)
p −XEi

p −XGdJ
(n−1)
p and the step size β(n) is

β(n) =
−∑p < g

(n)
Jp
,v

(n)
Jp

>∑
p ∥v

(n)
Jp

−XGdv
(n)
Jp

∥2
(3.46)

Matrix-vector products can be calculated with Fast Fourier Transform (FFT) implemented to
reduce the computation complexity. The algorithm to solve the forward problem described is summa-
rized below.

Algorithm 1 Iterative method to solve forward problem

Input: incident field Fi
p, p = 1, . . . , Ni, contrast X

Calculate: Gd and Gs with Equation (3.38) and (3.39)

Initialization: J
(0)
p = XFi

p

repeat
Update Jp with Equation (3.43), (3.44) and (3.45)

until a stopping criterion is satisfied
Calculate: Fs

p with Equation (3.41)
Output: Fs

3.7 Breast models

Lazebnik et al. [131, 132] have conducted a large study on the dielectric properties of normal and
malignant breast tissues at microwave frequency, from 0.5 to 20 GHz and fitted one-pole Cole-Cole
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Figure 3.1: Breasts classified into different classes, from left to right: almost entirely fatty, scattered
fibroglandular tissue, heterogeneously dense breast and extremely dense tissue (sagittal slices).

model for each sample. Based on such research results, an on-line breast phantom repository has been
built by the University of Wisconsin Computational Electromagnetics (UWCEM) Laboratory. Shea
et al. [133] have fitted a single-pole Debye model for these models over the frequency range 0.5 to
3.5 GHz. Since our operating frequency falls in this region, we use the parameters provided in [133]
and breast phantoms in the UWCEM repository to build the models for the microwave case considered
in our work. Acoustic parameters are assigned to the models based on the tissue type of each pixel.

3.7.1 Realistic breast models

The UWCEM breast phantom repository provides anatomically realistic numerical breast phantoms
derived from MRI images of healthy breasts [134, 135]. Each phantom includes a roughly 1.5-mm-
thick skin layer and each voxel is 0.5 mm × 0.5 mm × 0.5 mm. The phantoms in the repository are
classified into four classes vs. the radiographic density defined by the American College of Radiology
[136], namely almost entirely fatty, scattered fibroglandular tissue, heterogeneously dense breast, and
extremely dense tissue. Figure 3.1, extracted from [2], shows images of breasts in these classes.

Since dense breasts have a higher risk for breast cancers [137], we focus on the breast phantoms
categorized into the last two classes, Class 3 and 4. A Class 2 phantom is also used in the numerical
experiment, yet with no tumor and overall is less investigated. Our models are (coronal) slices along s1
axis (perpendicular to the chest wall, corresponding to z axis) and the chest wall is not included, thus
they contain skin, fibroconnective/glandular, transitional, fatty tissues. Here we show some breast
models used in this thesis.

Figure 3.2 shows the model categorized into Class 2. This model is from the breast phantom (ID
070604, slice s1=150). In this model, there is more adipose tissue than fibroglandular tissue and no
tumor is added. We see also the heterogeneity in fatty and glandular tissues.

Figure 3.3 shows the models from Class 3. These two models are obtained from the same breast
phantom (ID 080304, slice s1=150) but with different synthetic tumors. The two tumors are at same
position, (1.2 cm, −0.5 cm). The one in the left model has a regular shape and a radius of 5 mm while
the one in the right model is irregular-shaped and its largest dimension is no more than 12 mm.

A Class 4 model with an irregular-shaped tumor is shown in Figure 3.4. It is derived from phantom
(ID 012304, slice s1=100). A tumor is added in the glandular part at (1.8 cm,1.2 cm) with largest
dimension no more than 12 mm.
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Figure 3.2: A Class 2 model.
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Figure 3.3: Two Class 3 models with a synthetic tumor.

-0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08

-0.05

0

0.05

skin

background

fat

transitional

glandular

tumor

Figure 3.4: A Class 4 model with a synthetic tumor.
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With these breast models, dielectric and acoustic parameters are set based on the tissue type. For
the microwave case, the first-order Debye model is used to assign a complex relative permittivity to
different tissue types as

ϵr = ϵ∞ +
∆ϵ

1 − iωτ
+ i

σs
ωϵ0

(3.47)

with ϵ∞ the relative permittivity at high frequency, ∆ϵ the dispersion amplitude, σs the static con-
ductivity and τ the relaxation time. Parameters for normal breast tissues in the breast phantoms are
from [133] and listed in Table 3.1 with τ =15 ps constant for all the tissues.

Table 3.1: Debye parameters valid from 0.5 to 3.5 GHz

Tissue type ε∞ ∆ε σs

Adipose tissue (minimum) 2.28 0.141 0.0023
Adipose tissue (25th) 2.74 1.33 0.0207
Adipose tissue (50th) 3.11 1.70 0.0367
Adipose tissue (75th) 4.09 3.54 0.0842

Fibroglandular tissue (25th) 16.8 19.9 0.461
Fibroglandular tissue (50th) 17.5 31.6 0.720
Fibroglandular tissue (75th) 18.6 35.6 0.817

Fibroglandular tissue (maximum) 29.1 38.1 1.38
Skin tissue 15.3 24.8 0.741

For the acoustic case, we assume that pixels in the same tissue type have same acoustic parameters.
These values are from [138,139] and listed in Table 3.2. Note that the type ”transitional” is not listed
but an average value of fatty and glandular tissues is assigned to it.

Table 3.2: Acoustic sound speed in m/s and attenuation in dB/MHz/cm, and relative dielectric
permittivity ϵr at 1 GHz, for different tissues.

Tissue/Media sound speed c attenuation α0 permittivity ϵr

skin 1615 0.35 39.8816 + 15.6363i
fatty 1478 0.48 4.7950 + 0.8185i

glandular 1510 0.75 48.8218 + 15.8941i
tumor 1548 1.45 56.2672 + 17.9652i

A synthetic tumor is added into each model and its relative permittivity is chosen as the 75th
percentile curve in [131] and the acoustic parameter is from [139].

3.7.2 Synthetic breast model

Apart from the above complicated realistic breast phantoms, a simple synthetic breast model is also
designed to validate the algorithm and to help the analysis. This model consists of skin, fatty, fibro-
connective/glandular and tumorous tissues. Each tissue type has regular shape and uniform dielectric
property, as shown in Figure 3.5. The skin thickness is 2 mm and the tumor is of 6 mm-diameter. In
this model, the DoI is 0.1 m × 0.1 m-sized.
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Figure 3.5: A synthetic breast model.

Acoustic parameters of tissue types are the same as with realistic phantoms. The dielectric pa-
rameters of fatty and glandular tissues are chosen as the 50th percentile values in Table 3.1. The
parameters of the tumor is chosen from [133]. Table 3.2 lists the complex relative permittivity of each
tissue type.
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Chapter 4

Inversion Algorithms

This chapter focuses on the techniques and algorithms related to our work which consists of four
parts. First we will present the basics of convolutional neural networks based on which we will
construct a network to fuse the two modalities. Then we introduce the edge-preserving regularization
with application of half-quadratic criterion based on which a joint inversion algorithm is developed.
Next we will focus on the state-of-the-art approaches for joint inversion and last the inverse scattering
algorithms are described.

4.1 Basics of convolutional neural network

In the past decade, different forms of neural networks have been developed, from perceptrons and
shallow neural networks to deep belief networks, convolutional neural networks, recurrent neural net-
works and so on, to solve more complicated problems. Recently, deep learning techniques with deep
networks have been a big success in many tasks and have been used also in inverse scattering problem.
Among these network structures, CNN is most widely used in this problem. CNN is a data-driven
method which requires a large number of training samples and the performance of the network is heav-
ily dependent on the quality and quantity of the training data. Under a supervised-learning scheme,
training samples (pairs of input and ideal output) are fed into the network to find proper parameters.
These pairs can be measured scattered field and the contrast map, first estimation of the contrast and
the real contrast map, estimation of the contrast current and the real one, and many other choices.

Similar with traditional neural networks, a convolutional neural network is stacked by layers with
different functions. Figure 4.1, extracted from [140], shows a typical CNN structure used for image
recognition. There are some commonly-used layers. The convolutional layer with nonlinear activation

Figure 4.1: A typical CNN structure in image recognition task.
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will extract features from the input and sometimes pooling layers are used to reduce the size of the
feature maps. Usually the combination of above layers are repeated several times to get a stronger
modeling capacity. Batch normalization is a technique widely used to help training. With a loss
function defined at the last layer measuring the discrepancy between the predicted output and the given
true value, such as least square for regression problem and softmax cross-entropy loss for multiclass
classification problem, the parameters are updated in an iterative way by minimizing the loss function.
Once the network is well trained, it has the ability to map from the input to output.

4.1.1 Layers of CNN

In this section, several kinds of layers are introduced, as used later in the CNN structure design in our
algorithm.

Convolutional layer

A convolutional layer consists of a number of kernels (filters) performing convolution on the input
data. A convolutional kernel operates on a local receptive field with the same size of the kernel (such
as 3 × 3 ×C where C is usually determined as the number of channels of the input data), computing
the dot product between the weight of the kernels and the entries in the receptive field and adding a
bias, then it slides over the whole input image. In this way, a two-dimensional map is formed with
each element being the convolved result of a certain region by this kernel. Stacking the maps for all
kernels along the depth dimension (channel) forms the final output of the convolutional layer. The
learnable parameters include the weights and bias for each kernel. The output of kernel k with weight
W and bias b is

yi,j =
∑
h,w,c

Wh,w,cxsi+h,sj+w,c + b (4.1)

This is quite different from the fully-connected layers in traditional neural networks where the re-
ceptive field of each neuron is the entire previous layer. Such local-connectivity and weight-sharing
mechanism can decrease the number of trainable parameters and improve generalization. An example
of convolutional layer is shown in Figure 4.2.

Input of size 5 × 5 × 2

A kernel
of size

3 × 3 × 2

Output with
size 5 × 5 × 1

Figure 4.2: Example of convolutional layer: input data is of size 5× 5× 2, zero-padding (gray region)
is used to keep the size unchanged, a kernel of size 3 × 3 × 2 operates on the input data with stride 1
and generates an output with size 5 × 5 × 1. K kernels will generate an output with size 5 × 5 ×K.
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Basics of convolutional neural network

Activation layer

Convolution is a linear operation and nonlinear activation is needed to add nonlinearity in the network.
In machine learning, the activation function usually are chosen as sigmoid function f(x) = 1/(1+e−x)
or tanh function f(x) = (ex − e−x)/(ex + e−x). They are saturated functions: the outputs of the
sigmoid function are bounded in (0, 1) while for tanh function the output values are between -1 and
1. A drawback of these functions is that when the input is too large or too small, the gradient is too
small to contribute in the update of the parameters. This leads to the problem of vanishing gradient
especially for deep networks. To overcome this difficulty, rectified linear unit (ReLU) [141] is proposed
with activation function f(x) = max(0, x). Given a positive input, the gradient is a constant 1 which
can resolve the vanishing gradient effect. Meanwhile, ReLU is easy to compute and can help accelerate
the convergence. However, when x < 0, the derivative is zero and the relative weights might not be
updated any more. To solve this problem, variants of ReLU focused on the negative part have been
proposed such as Leaky ReLU [142] where a fixed small slop is set and parametric ReLU [143] in which
the slope for negative input is learnable.

Batch Normalization

Batch normalization (BN) [144] is a widely-used technique in CNN which can enable faster and
more stable training. It is proposed to reduce internal covariate shift referred to the change in the
distribution of layer inputs caused by updates to the preceding layers which may hinder training.
Consider the input x with a size N ×H ×W × C, where N is the number of samples, H and W the
height and width of the input map and C the channel number which is the number of kernels of the
previous layer. The mean and variance data along the channel c are calculated as

µc =
1

NHW

∑
n

∑
h,w

xn,h,w,c (4.2)

σ2c =
1

NHW

∑
n

∑
h,w

(xn,h,w,c − µc)
2 (4.3)

Then the data are normalized by

x̃n,h,w,c =
xn,h,w,c − µc√

σ2c + δ
(4.4)

where δ is a small constant for numerical stability. The normalized data x̃ follow a standard normal
distribution. Learnable parameters γ and β are introduced to restore the representation power of the
network and the output of the layer is

yn,h,w,c = γcx̃n,h,w,c + βc (4.5)

y are used instead of x for the later computation. BN can accelerate the convergence speed, avoid
gradient vanishing and explosion and also has a slight regularization effect [145].

Softmax classifier

Softmax is a generalized version of Logistic regression to solve the classification problem for multi-
classes. In such a problem, the labels representing the class of the sample can have different values.
Let us assume that we have N training samples {(x1, y1), (x2, y2), . . . , (xN , yN )} and labels yn ∈
{1, 2, . . . , Y }. For a certain input xi, the softmax function calculates the probability of the input
belonging to each class as

h(xn) =
1∑Y

l=1 e
θT
l xn

[eθ
T
1 xn eθ

T
2 xn · · · eθT

Y xn ]T (4.6)
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where θ is the trainable parameters. It is easy to find that the probability of xn classified into class
y is

Pr(yn = y|xn;θ) =
eθ

T
y xn∑Y

l=1 e
θT
l xn

(4.7)

We wish to maximize the probability of correct classification while minimizing the probability of cases
where the sample is misclassified. The cost function here is

Q(θ) =
1

N

 N∑
n=1

Y∑
y=1

tyn log
eθ

T
y xn∑Y

l=1 e
θT
l xn

 (4.8)

with

tyn =

{
1, sample n belongs to class y
0, otherwise

(4.9)

This cost function is similar with the one in logistic regression, yet the cost is summed over all classes.
By minimizing the cost functional, proper values for parameter θ can be obtained and the samples
can be correctly classified.

4.1.2 Training of CNN

Let us suppose that we have N pairs of training samples {(x1,y1), . . . , (xN ,yN )}, the final cost
function is a summation of the misfit between the predicted and ideal outputs and a regularization
term imposed on the network parameters to overcome overfitting as

Q(θ;x,y) =
1

N

∑
n

Qmis(θ;xn,yn) + λQreg(θ) (4.10)

The network can be trained by minimizing the cost function. Based on chain rule, the error back-
propagates from the last layer to the first layer such that the gradient of the cost function with each
trainable parameter can be obtained.

Usually the bias is initialized as zero, while for the weights, some widely-used initialization methods
are developed to avoid magnifying or reducing the magnitudes of the signal exponentially and to
further avoid exploding or vanishing gradients, such as Xavier initializer [146], where the weights

follow a uniform distribution in the range (−
√

6

mj +mj+1
,

√
6

mj +mj+1
), with mj the number of inputs

and mj+1 the number of outputs, and He initializer [143] where the initial weights follow a Normal

distribution with zero mean and standard deviation of

√
2

mj
.

Usually the network is trained on mini-batch data to benefit from the vectorization which can
speed up the calculation and to avoid large data sets which takes too much time. If we choose the
batch size as Nb, the gradient of the cost function with respect to the parameter θ is

gθ =
1

Nb

Nb∑
n=1

∂Qmis(θ;xn,yn)

∂θ
+ λ

∂Qreg(θ)

∂θ
(4.11)

A number of epochs is set for the training where in each epoch all the training samples are used to
update the network parameters once.

Stochastic gradient descent (SGD) is the most widely-used way for network training. For the
gradient with respect to the parameter gθ, the parameter is updated simply by

θ = θ − αgθ (4.12)
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where α is the learning rate and usually set by the users. To achieve good results, α should decay as
the training proceeds.

Adam [147] is another optimization algorithm used in deep learning which combines the advantages
of Adagrad and RMSProp which includes the momentum estimation and bias correction. Hyperpa-
rameters β1 and β2 as the exponential decay rates for the moment estimates are introduced. The
Adam algorithm is summarized below.

Algorithm 2 Adam Optimization

Input: α, β1,β2,
Initialization: θ, m, v
repeat
n = n+ 1
Calculate the gradient gθ

Update biased first moment estimate m = β1 ·m + (1 − β1) · gθ

Update biased second raw moment estimate v = β2 · v + (1 − β2) · gθ.× gθ

Compute bias-corrected first moment estimate mc = m/(1 − β1)
Compute bias-corrected second raw moment estimate vc = v/(1 − β2)
Update parameter θ = θ − α ·mc/(

√
vc + δ)

until a stopping criterion is satisfied
Output: θ

Usually a decay learning rate improves the performance of Adam optimization. Though Adam
usually converges faster, the result may lose some generalization capability [148].

With the components of CNN above, we can train a network to achieve inversion of one modality
and fusion of multi-modality, which will be described in Chapter 7. In the next section we will
introduce edge-preserving regularization which can be used to preserve edges in the inverse scattering
problem. Meanwhile, employing its augmented half-quadratic criterion with additional edge variables,
we can develop another joint inversion algorithm.

4.2 Inversion with edge-preserving regularization

Consider the inverse problem y = Ax where a quadratic regularization can be used to smooth the
solution such that the optimization criterion is

Q(x) = ∥Ax− y∥2 + λ
∑
i,j

|xi,j − xi−1,j |2 + λ
∑
i,j

|xi,j − xi,j−1|2 (4.13)

Here xi,j is the value of pixel at (i, j) when x is arranged as an image. Note that for simplicity we
impose the regularization on the gradients along two directions while the gradients along diagonal
directions can be easily incorporated. Such a regularization will oversmooth the discontinuities thus
edge-preserving regularization with non-quadratic potential functions have been widely investigated.
In such methods, a potential function φ operates on the gradient of the estimated solution and φ
increases more slowly than a parabola, so that large variations are less penalized at some points and
the edges can be preserved. The criterion becomes

Q(x) = ∥Ax− y∥2 + λ
∑
i,j

φ (xi,j − xi−1,j) + λ
∑
i,j

φ (xi,j − xi,j−1) (4.14)

The choice of the function φ should affect the result much. Various forms of φ have been proposed
and they can be mainly classified into two classes [149].
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L2L1 functions are even, non-constant, convex and asymptotically linear such as the function [150]

φ(u) = 2
√
u2 + 1 − 2 (4.15)

Such functions can keep the convexity of the criterion Q thus there is a unique global minimum and
the convergence towards the global minimizer is ensured with standard minimization algorithms.

Another group is L2L0 functions which are non-constant, even and asymptotically constant, such
as the function [42]

φ(u) =
u2

u2 + 1
(4.16)

Such functions are not convex thus there might exist local minima and the optimization may become
more difficult. However, the boundaries obtained are clearer. With these regularization terms, if the
function is differentiable, gradient-based optimization methods can be employed to get the inversion
results. Yet, it can be also solved by exploiting the duality between non-quadratic and half-quadratic
criteria.

Duality between non-quadratic and half-quadratic criteria

The half-quadratic (HQ) criterion is such a function which depends on two sets of variables x and b
and is quadratic in x but not in (x,b). Blake and Zisserman [44] have observed that a HQ criterion
with edge variables Q∗(x,b) can be considered as an augmented equivalent of a non-quadratic criterion
Q(x) with φ(u) = min(u2, 1) in the sense

min
b∈{0,1}M

Q∗(x,b) = Q(x) (4.17)

Further researches have shown that many non-quadratic methods have an equivalent augmented
HQ criterion in the sense

inf
b∈B

Q∗(x,b) = Q(x) (4.18)

with a set B to be defined which can be continuous. If the potential function φ satisfies

• φ is even

• φ(
√·) is concave on R+

• φ is continuous at zero and the first derivative is continuous on R\{0}

the duality relations can be found

φ(u) = inf
b∈R+

(bu2 + ψ(b)) (4.19)

ψ(b) = sup
u∈R

(φ(u) − bu2) (4.20)

We can get the augmented HQ criterion for Equation (4.14) as

Q∗(x,b) = ∥Ax− y∥2 + λ
∑
i,j

b1i,j (xi,j − xi−1,j)
2 + ψ(b1i,j)

+ λ
∑
i,j

b2i,j (xi,j − xi,j−1)
2 + ψ(b2i,j)

(4.21)

By finding the augmented HQ criterion for the original non-quadratic criterion, new algorithmic tools
can be developed for the optimization. A typical method is to minimize the criterion by considering
sub-problems. With initial guess of (x,b), update x with fixed b by minimizing the augmented

34



Joint inversion with multi-modal data

criterion Q∗(x,b) which is quadratic in x and then update b with fixed x which has an explicit form
as b(u) = φ′(u)/2u.

Based on such method, we have proposed a new joint inversion algorithm where the additional
variable b is used as the link between two modalities to describe the presence of edges with the potential
function φ(u) = u2/(1+u2) and the corresponding function ψ(b) = b−2

√
b+1, described in Chapter 6.

In the next section, we will introduce a widely used joint inversion algorithm.

4.3 Joint inversion with multi-modal data

A joint inversion algorithm based on structural similarity is investigated in this section. Many re-
searchers have proposed various functions or operators to describe the structure of the distribution of
parameters to be retrieved. Various forms of regularization based on such structure description are
employed to impose similarity between parameters of different modalities. Here we take an example
with two linear inverse problems yα = Aαxα and yβ = Aβxβ (yα,yβ ∈ RN , xα,xβ ∈ RM and
Aα,Aβ ∈ RN×M ) and introduce a widely used algorithm to show how they can be jointly inverted.

Cross-gradients are proposed in [119], for joint inversion and widely used in geophysics. They are
defined as the cross product of the gradients of two parameters xα and xβ

t⃗(xα, xβ) = ∇xα(r) ×∇xβ(r) (4.22)

Consider the cross product |⃗c| = |⃗a × b⃗| = |⃗a||⃗b|| sin θ
<a⃗,⃗b>

|, if c⃗ = 0⃗, it means either |⃗a| = 0, |⃗b| = 0,

θ
<a⃗,⃗b>

= 0 or θ
<a⃗,⃗b>

= π. By imposing the constraint t⃗(xα, xβ) = 0⃗ everywhere in the region of
interest, it is required that the spatial variations occurring in both parameters be aligned in the same
or opposite direction irrespective of the amplitude. The cross-gradients constraint is also satisfied
when either gradient vanishes in some part of the model, thus giving the models the possibility of
admitting a boundary which has a significant change only in one modality. When we consider the
two-dimensional case on x− y plane, the cross-gradient only has a z component and we only focus on
the amplitude of this component and denote it as t.

The gradient can be calculated with forward difference [119] as

∇ixi,j = xi+1,j − xi,j , ∇jxi,j = xi,j+1 − xi,j (4.23)

or central difference [125] as

∇ixi,j = (xi+1,j − xx−1,j)/2, ∇jxi,j = (xi,j+1 − xx,j−1)/2 (4.24)

We take the forward difference as an example, the cross-gradient is

ti,j = (xαi+1,j − xαi,j)(x
β
i,j+1 − xβi,j) − (xαi,j+1 − xαi,j)(x

β
i+1,j − xβi,j) (4.25)

Imposing the cross-gradient constraint, the objective function becomes

min Q(xα,xβ) = ∥yα −Aαxα∥2 + ∥yβ −Aβxβ∥2

subject to t(xα,xβ) = 0
(4.26)

Note that in [119], other regularization terms to enforce smoothness and incorporate a priori model
parameters are also applied, here they are not shown for simplicity.

To simplify the calculation, the cross-gradient constraint can be linearized with first-order Taylor
expansion, as

t(xα,xβ) ∼= t(xα
0 ,x

β
0 ) + B[(xα − xα

0 )T , (xβ − xβ
0 )T ]T (4.27)
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where xα
0 and xβ

0 are reference models and change at every iteration as the result of last iteration. B
gives the derivatives of t with respect to the parameters [120] as

∂t

∂xαi,j
= xβi+1,j − xβi,j+1,

∂t

∂xβi,j
= xαi,j+1 − xαi+1,j ,

∂t

∂xαi,j+1

= xβi,j − xβi+1,j ,
∂t

∂xβi,j+1

= xαi+1,j − xαi,j ,

∂t

∂xαi+1,j

= xβi,j+1 − xβi,j ,
∂t

∂xβi+1,j

= xαi,j − xαi,j+1

(4.28)

The solution of this constrained optimization problem can be obtained with Lagrange multipliers by
solving a series of equations as below

∂

∂xm

{
Q(xα,xβ) + 2

M∑
l=1

γl

[
2M∑
k

bl,k(xk − x0k) + t(x0)l

]}
= 0,m = 1, . . . , 2M (4.29)

2M∑
j=1

bl,k(xk − x0k) + t(x0)l = 0, l = 1, . . . ,M (4.30)

where xm, m = 1, . . . ,M is element of xα and xm, m = M + 1, . . . , 2M element of xβ. γl is the
Lagrange multiplier and bl,k the elements in B. These equations have an explicit solution to get the
multipliers and the unknowns.

Other methods use cross-gradient as a regularization term incorporated into the objective function.
For example, at nth iteration, the cost functions for two parameters are

Qα = ∥yα −Aαxα∥2 + λ
∥t(xα,xβ(n−1))∥2

∥t(xα(n−1),xβ(n−1))∥2 (4.31)

Qβ = ∥yβ −Aβxβ∥2 + λ
∥t(xα(n),xβ)∥2

∥t(xα(n),xβ(n−1))∥2 (4.32)

Similarly, the cross-gradient is approximated with the result of last iteration as the reference. For
example, t(xα,xβ(n−1)) is approximated as

t(xα,xβ(n−1)) ∼= t(xα(n−1),xβ(n−1)) + B[xα − xα(n−1)] (4.33)

Note that here B is different from the above case with only the gradient with respect to xα being
needed. With a gradient-based optimization algorithm and alternate minimization, the solution can
be obtained easily.

So far we have introduced some techniques which can be used in inverse problem with a simple linear
case. Next, we will present some typical inverse scattering algorithms. Here we use the microwave
case as an example while these methods can also be applied to the acoustic case.

4.4 Non-iterative methods

The non-iterative methods are presented first. As described before, they cannot be used in complicated
cases in practice. However, they can give a solution in a short time, thus they are used to provide us
with the initial guess in our methods.
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4.4.1 Born Approximation

If we have the prior information that the scatterer is weak, i.e., the contrast is low and the size is small,
the Born Approximation (BA) can be applied to give the solution. Since the scattered field produced
by the scatterer is weak compared with the incident field, it is possible to make the approximation
that the total field Et can be replaced by the incident field Ei and then we have

Es ≈ Gs(XEi) (4.34)

With 0th-order Tikhonov regularization, the original problem can then be cast into an optimization
problem as

Q(χ) =

Ni∑
p=1

∥GsXEi
p −Es

p∥2 + λ∥χ∥2 (4.35)

The problem has an anlytical solution as

χ = (K†K + λI)−1K†y (4.36)

where K is a (NiNr) × M matrix with the entry K(i + Nr(p − 1), j) = Gs(i, j)E
i
p(j) and y is a

(NiNr × 1) vector with y(i+Nr(p− 1)) = Es
p(i)

4.4.2 Backpropagation

In the back-propagation method, the inverse problem is decomposed into problems and each one is
linear [151].

To evaluate the contrast, the contrast current is determined first, it is assumed to be proportional
to the back-propagated field as

Jp = γG†
sE

s
p (4.37)

γ is chosen to minimize the misfit between measured scattered field and the one produced by such a
contrast current as

Q(γ) =
∑
p

∥Es
p −Gs(γG

†
sE

s
p)∥2 (4.38)

It has the analytical solution as

γ =

∑
p < Es

p,Gs(G
†
sE

s
p) >∑

p ∥Gs(G
†
sE

s
p)∥2

(4.39)

When γ is obtained, the contrast current can be calculated by Equation (4.37) and the total field can
be obtained further by

Et
p = Ei

p + GdJp (4.40)

With Jp(r) = χ(r)Et
p(r), the contrast can be easily obtained with is mth entry as

χm =

∑
p Jp(m)Et

p(m)∑
p |Et

p(m)|2 (4.41)

4.5 Iterative methods

In this section we introduce some iterative methods which are valid for scatterers with high contrast
and large dimension compared with the wavelength. Our fusion methods will be developed based on
such algorithms.
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4.5.1 Distorted Born Iterative Method

Consider the contrast χ as a small perturbation δχ w.r.t. an inhomogeneous background χn; one has
χ = χn + δχ [55]. The secondary incident field by this inhomogeneous background is

Ebac = (IM −GdX
(n))−1Ei (4.42)

where IM is the M -dimensional identity matrix, with this background, the scattered field is

Es = GsX
(n)Ebac + Gχn

s δXEt (4.43)

Here, Gχn
s is the inhomogeneous background Green’s function. The cost functional is the sum of the

difference between measured and calculated data and a regularization term

Q(δχ) =

Ni∑
p=1

∥∥∥Es
p −GsX

(n)Ebac
p −Gχn

s δXEbac
p

∥∥∥2 + λQr(δχ) (4.44)

within which Et is replaced by Ebac with the Born approximation. The optimization procedure is
summarized below.

At each iteration, update Gχn
s by

Gχn
s = Gs(IM −X(n)Gd)−1 (4.45)

Note that the inverse calculation is quite time consuming, so in practice, the reciprocity theorem is
used where the source and receiver are exchanged and the solution is obtained by solving a forward
problem. If the incident field produced by the sources located at the position of receivers is denoted
as [Ei]′, then we need to solve the forward problem to get Gχn

s as

[Gχn
s ]T = [Ei]′ + GdX

(n)[Gχn
s ]T (4.46)

With the current contrast χn, we need to solve the forward problem

[Ebac
p ](n) = Ei

p + GdX
(n)[Ebac

p ](n) (4.47)

and get the scattered field

[Es
p]
(n) = GsX

(n)[Ebac
p ](n) (4.48)

Then the difference δχ is obtained by solving the optimization problem (0th-order Tikhonov reg-
ularization is chosen here)

min : Q(δχ) =

Ni∑
p=1

∥∥∥Es
p − [Es

p]
(n) −Gχn

s δX[Ebac
p ](n)

∥∥∥2 + λ ∥δχ∥2 (4.49)

It can be dealt directly as

δχ = [K†K + λI]−1K†y, (4.50)

K is a (NiNr)×M matrix and element K(i+Nr(p−1), j) = Gχn
s (i, j)[Ebac

p ](n)(j) and y is a (NiNr)×1

vector with y(i+Nr(p− 1)) = Es
p(i) − [Es

p]
(n)(i). Last the contrast is updated as

χn+1 = χn + δχ (4.51)
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Algorithm 3 Distorted Born Iterative Method

Input: Es
p, E

i
p, p = 1, . . . , Ni

Initialization: χ(0), n = 0
repeat
n = n+ 1
Update total field Ebac and scattered field [Es](n) with χ(n) by solving forward problem Equa-
tion (4.47) and (4.48)
Update inhomogeneous Green’s function Gχn

s with background χ(n) by solving forward problem
Equation (4.46)
Calculate δχ with Equation (4.50)
Update χ with Equation (4.51)

until a stopping criterion is satisfied
Output: χ

4.5.2 Contrast Source Inversion Method

The contrast source inversion (CSI) method is based on source-type equations where the contrast
source is regarded as an independent parameter. The objective function here is a linear combination
of normalized mismatches in the data equation Qd and the state equation Qs.

Q(J,χ) = Qd +Qs =

∑Ni
p=1 ∥Es

p −GsJp∥2∑Ni
p=1 ∥Es

p∥2
+

∑Ni
p=1 ∥XEi

p + XGdJp − Jp∥2∑Ni
p=1 ∥XEi

p∥2
(4.52)

The CSI method proposes an iterative minimization scheme using an alternating method that first
updates Jp and then updates χ. At the nth iteration, the contrast source Jp is updated by CG method
as

J(n)
p = J(n−1)

p + β
(n)
J v

(n)
Jp

(4.53)

with search direction

v
(n)
Jp

= g
(n)
Jp

+
ℜ < g

(n)
Jp
,g

(n−1)
Jp

>

< g
(n−1)
Jp

,g
(n−1)
Jp

>
v
(n−1)
Jp

(4.54)

and the gradient g
(n)
Jp

evaluated at J
(n−1)
p and χ(n−1):

g
(n)
Jp

= − G†
sρ

(n−1)
p∑Ni

p=1 ∥Es
p∥2

− o
(n−1)
p −G†

d[X(n−1)]†o(n−1)
p∑Ni

p=1 ∥X(n−1)Ei
p∥2

(4.55)

where the data equation error ρ
(n)
p and the state equation error o

(n)
p are defined as

ρ(n)
p = Es

p −GsJ
(n)
p (4.56)

o(n)p = X(n)Ei
p + X(n)GdJ

(n)
p − J(n)

p (4.57)

The stepsize β
(n)
J is

β
(n)
J =

−∑p < g
(n)
Jp
,v

(n)
Jp

>∑
p ∥Gsv

(n)
Jp

∥2∑
p ∥Es

p∥2
+

∑
p ∥v

(n)
Jp

−X(n−1)Gdv
(n)
Jp

∥2∑
p ∥X(n−1)Ei

p∥2

(4.58)
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When Jp is updated, the total field Et
p can be updated by

[Et
p]
(n) = Ei

p + GdJ
(n)
p (4.59)

The contrast χ has an analytical solution as

χ(n)(m) =

∑Ni
p=1 J

(n)
p (m)[Et

p]
(n)(m)∑Ni

p=1 ∥[Et
p]
(n)(m)∥2

(4.60)

Algorithm 4 Contrast Source Inversion Method

Input: Es
p, E

i
p, p = 1, . . . , Ni, Gs, Gd

Initialization: J(0), χ(0), n = 0
repeat
n = n+ 1
Calculate equation errors ρ

(n−1)
p and o

(n−1)
p with Equation (4.56) and (4.57)

Update J with Equation (4.53), (4.54), (4.55) and (4.58)
Update total field Et with Equation (4.59)
Update χ by Equation (4.60)

until a stopping criterion is satisfied
Output: χ

MR-CSI

In the CSI method, the state equation can be recognized as a regularization. Yet we can incorporate
some a priori information on the contrast to improve the result. Here we introduce a widely-used
regularization, based on the so-called weighted L2 total variation norm [50] and the developed method
is named MR-CSI since this regularization is incorporated in a multiplicative way. The regularization
term has been introduced in the previous section. To remind, at nth iteration, the TV-factor reads as

Q
(n)
TV (χ) =

∑
i,j

|χi,j+1 − χi,j |2 + |χi+1,j − χi,j |2 + δ(n)

|χ(n−1)
i,j+1 − χ

(n−1)
i,j |2 + |χ(n−1)

i+1,j − χ
(n−1)
i,j |2 + δ(n)

(4.61)

δ(n) is chosen as proportional to the normalized state equation cost or the total cost which is decreasing
during the optimization process to enhance the effect of regularization. The cost function becomes

Q(J,χ) = [Qs(J) +Qd(J,χ)]QTV (χ) (4.62)

The introduction of the TV term has no influence on the update of the contrast current J while the
update of contrast χ needs to be changed with a conjugate gradient method used. Here we follow the
update procedure proposed in [152]. In this optimization strategy, the contrast is first updated by

Equation (4.60). Denote the result as χ
(n)
pre, The contrast is updated by

χ(n) = χ(n)
pre + β(n)χ v(n)

χ (4.63)

with the search direction

v(n)
χ = g(n)

χ +
ℜ < g

(n)
χ ,g

(n−1)
χ >

< g
(n−1)
χ ,g

(n−1)
χ >

v(n−1)
χ (4.64)

where gχ is a preconditioned gradient estimated at χpre where the gradient of the state equation with
respect to changes around this point vanishes and it reads as

g(n)
χ =

(
Qd(J(n)) +Qs(J

(n),χ(n)
pre)
)(

DvB
(n)Dv + DhB

(n)Dh

)
χ(n)
pre (4.65)
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where Dv and Dh are matrices calculating the gradient of the contrast along vertical and horizontal
directions. B is a diagonal matrix with its mth entry as

B(n)(m,m) =
1

|[Dvχ(n−1)]m|2 + |[Dhχ(n−1)]m|2 + δ(n)
(4.66)

Algorithm 5 Contrast Source Inversion Method with weighted L2 TV (MR-CSI)

Input: Es
p, E

i
p, p = 1, . . . , Ni, Gs, Gd

Initialization: J(0), χ(0), n = 0
repeat
n = n+ 1
Calculate equation errors ρ

(n−1)
p and o

(n−1)
p with Equation (4.56) and (4.57)

Update J with Equation (4.53), (4.54), (4.55) and (4.58)
Update total field Et with Equation (4.59)
Estimate χ with no regularization by Equation (4.60)
Update χ with Equation 4.63, (4.64) and (4.65)

until a stopping criterion is satisfied
Output: χ

Given the search direction, we can get the cost functional as a fourth-degree polynomial in βχ. By
letting the gradient with respect to βχ equal to zero, one can get the solution of βχ, i.e., by solving

2ZBβ3 + 3Y Bβ2 + (BX +AZ)β +AY = 0 (4.67)

where

A = Qd(J(n)) +Qs(J
(n),χ(n)

pre) (4.68)

B =

∑
p ∥v

(n)
χ .×Et

p∥2∑
p ∥X(n−1)Ei

p∥2
(4.69)

X = ∥R(n)[Dvχ
(n)
pre]∥2 + ∥R(n)[Dhχ

(n)
pre]∥2 + δ(n)∥R(n)∥2 (4.70)

Y = ℜ
(
< B(n)[Dvχ

(n)
pre],Dvv

(n)
χ > + < B(n)[Dhχ

(n)
pre],Dhv

(n)
χ >

)
(4.71)

Z = ∥R(n)[Dvv
(n)
χ ]∥2 + ∥R(n)[Dhv

(n)
χ ]∥2 (4.72)

Here R(n) is also a diagonal matrix with the element being the square root of the corresponding entry
in matrix B(n). The above cubic equation has one real root and two complex conjugate roots. The

real one is the choice for β
(n)
χ . The above algorithm is summarized in Algorithm 5.
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Chapter 5

Microwave imaging with prior
information from ultrasound

This chapter is based on the journal paper Microwave breast imaging with prior ultrasound information,
Y. Qin, T. Rodet, M. Lambert, and D. Lesselier, published in the IEEE Open Journal of Antennas
and Propagation, Special Section Direct and Inverse Electromagnetic Scattering Methods, vol. 1, pp.
472-482, 2020, doi: 10.1109/OJAP.2020. 3019953. Some parts of the introduction, forward problem
and description of inversion algorithm are found in previous chapters. Some notations have been
changed. The Born Approximation and Backpropagation methods used for obtaining the initial guess
are described in Chapter 4.

5.1 Introduction

Breast tumors are some of the most common tumors among women. Early detection is critical at an
early stage of cancer progression [153]. Therefore, to develop technologies to image a small tumor at low
cost and with low risk is an important issue. Currently, X-ray mammography is still the gold standard
for this detection. Despite of the high-resolution of imaging result, X-ray mammography has a number
of limitations including low sensitivity, ionizing radiation, discomfort from breast compression, and
detection quite affected by breast density.

Microwave imaging has been investigated as an alternative or at least a complementary imaging
modality. Several investigations on the electromagnetic (EM) properties in different types of tissue
have been led, e.g., [131, 132]. Based on the difference in dielectric properties between tumorous and
normal tissues, the contrast appears relatively higher than the one associated to X-ray. Also, mi-
crowave imaging is non-ionizing, low-cost, and enables easy examination. The techniques proposed
for microwave imaging can be roughly divided into two groups: radar and tomography. Radar tech-
niques [154–156] rely on ultrawide-band pulse illuminations to identify regions with high contrast from
backscattered signals. This is efficient and indeed indicates the location of strongly scattering parts.
However, less detailed information about the breast is made available [23]. To achieve a possibly better
retrieval of the distribution of EM parameters within the breast, tomographic microwave imaging is
widely used, refer to [52, 133, 157] among many others. In this approach, several transmitting and
receiving antennas are set around the breast. The transmitting ones illuminate it sequentially and
scattered fields1 are acquired by the receiving ones. Simulation is usually needed to get the scattered
field when breast geometry and EM parameters are known, which is a forward problem linear w.r.t.
the incident field. To reconstruct the contrast given the scattered field is an inverse problem and it is
as well-known nonlinear due to multiple scattering.

1In practice, one should extract them from total fields as collected, and also field values are not observed but antenna-
related S-parameters.
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This inverse problem can be cast into an optimization problem where the misfit between measure-
ments and simulation results from a numerical model is minimized. Under some conditions, it can be
solved without iteration, e.g., a weak scatterer the size of which is no much larger than the wavelength,
within the framework of the Born approximation (the total field being replaced by the incident one). In
practice, these assumptions are usually not valid and imaging results remain unsatisfactory. This can
be overcome by correcting the misfit iteratively. The Born Iterative Method [54], Distorted Iterative
Method (DBIM) [55], Contrast Source Inversion (CSI) method [58], and Subspace-based Optimization
Method (SOM) and its several variants [59–61, 158], work this way. Recently, convolutional neural
netwoks (CNN) has been investigated as a tool to solve the inverse scattering problem [83,85,159]. A
well-trained network can provide the complex permittivity of the object given the scattered fields or
the preliminary results of some traditional inversion algorithms.

It is also well-known that the inverse problem is ill-posed. To alleviate ill-posedness and stabilize the
inversion, regularization is usually applied in additive or multiplicative fashion. In DBIM, Tikhonov
regularization is standardly enforced to reach a robust estimation. Further, a priori information can be
incorporated into the regularization term. Two-fold SOM (TSOM) confines the reconstruction within
a low-dimension subspace. Huber regularization [51, 52] and weighted L2 total variation (TV) [160]
smoothen small-scale noise while trying to preserve discontinuities. For piecewise constant profiles,
value picking (VP) [53] regularization can be applied. Level set is also a regularization technique
suitable for binary cases [161] though it now adresses a broad range of cases [162].

The main drawback of microwave imaging is the relative low resolution due to the long wavelength.
To achieve higher spatial resolution, a higher frequency is needed [163]. However, the dimension of
the scatterer gets correspondingly larger compared to this wavelength and the inverse problem more
difficult to solve while the penetration depth may be affected also. Besides, tissue heterogeneity and
the fact that geometries and EM parameters vary from person to person may render the challenge
quite complicated. Then, additional model-specific information from other imaging modalities can be
very useful.

The structural region information can be extracted from images provided by the high-resolution
modality as prior information. As an example, in [102], MRI-derived horizontal and vertical boundaries
are incorporated into a Bayesian framework for functional image reconstruction. In [113], different
tissue clusters are extracted from ultrasound (US) images by K-means to get a better distribution
of dielectric properties which results into more accurate tissue-specific time-delays in Delay and Sum
algorithm in EM reconstruction. In [106], the structural information is extracted from MRI and Diffuse
Optical Tomography (DOT) involving a finite element method (FEM) is considered. In [105], a smaller
regularization parameter is distributed in a Tikhonov regularization scheme to pixels identified as part
of tumor from X-ray images in DOT breast imaging. In [164], MRI images are segmented into different
regions to provide a FEM mesh and a Laplacian-type regularization follows to minimize variation in
each region in near infrared (NIR) tomography. In [114], the structural information is extracted from
US reconstruction with K-means clustering algorithm. Tissue permittivity values are assigned to
these regions to form an inhomogeneous background and assist the EM reconstruction by the FEM-
CSI algorithm. In [112], high-resolution images are segmented into different regions and pixels in the
same region are constrained to have similar dielectric parameters in EM reconstruction.

Considering US imaging can offer high-resolution images with interior tissue boundaries from
reflection algorithms when the travel time of the acoustic signal is recorded and an average sound
speed is assumed, being emphasized that US data can be acquired simultaneously with EM ones so
that no registration is needed (the hypothesis is the one of a pending breast). US imaging is chosen to
offer the additional information in the present work. The tissue boundary information is incorporated
into a traditional method for microwave breast imaging with a regularization term, which imposes on
two adjacent pixels that the EM properties are the same when not on the boundaries and only undergo
changes at interfaces of tissues. Then, one incorporates the US-information-guided regularization term
into DBIM and CSI. Besides, CSI with separate constraints on real and imaginary parts is developed.
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For comparison, results of DBIM with Tikhonov regularization and CSI with Huber regularization are
also shown. A synthetic breast model is used to validate the algorithm, then two anatomically-realistic
MRI-derived numerical breast phantoms are considered.

The contribution is organized as follows. The forward problem is described in Section 5.2. Regular-
ization as well as inversion algorithms are considered in Section 5.3. Experiments on breast phantoms
are discussed in Section 5.4. One concludes about present results and outlines ways ahead involving
fusion procedures in Section 5.5.

5.2 Forward problem

One henceforth considers a two-dimensional non-magnetic case with transverse magnetic (TM) polar-
ization. Time-harmonic waves are assumed with dependence exp(−iωt). The breast is located inside
a domain of interest (DoI) D. The known background medium is characterized by a complex relative
permittivity ϵb, permeability µb and wavenumber kb = ω

√
ϵ0ϵbµb. The unknown scatterers (of same

permeability µb) have complex relative permittivity ϵr (r) and wavenumber k (r) functions of position.
Ni transmitters illuminate the DoI successively and the scattered fields are collected by Nr receivers
evenly located on an exterior circle S.

The problem can be associated to two integral equations

Et (r) = Ei (r⃗) +

∫
D

(k2
(
r′
)
− k2b )g

(
r, r′

)
Et
(
r′
)

dr′, r ∈ D (5.1)

Es (r) =

∫
D

(k2
(
r′
)
− k2b )g

(
r, r′

)
Et
(
r′
)

dr′, r ∈ S (5.2)

where incident field Ei (r) and total field Et (r) represent the electric field inside D, object absent or
present, respectively. Es is the scattered field collected by the receivers. The scalar Green’s function

is g (r, r′) = i
4 H

(1)
0 (kb|r − r′|), H

(1)
0 1st-kind 0th-order Hankel function. Denote the contrast as

χ (r) =
k2 (r) − k2b

k2b
(5.3)

and integral operators

Gd[x] (r) = k2b

∫
D
g
(
r, r′

)
x
(
r′
)

dr′, r ∈ D (5.4)

Gs[x] (r) = k2b

∫
D
g
(
r, r′

)
x
(
r′
)

dr′, r ∈ S (5.5)

The equations above simplify into

Et (r) = Ei (r) +Gd[χEt] (r) , r ∈ D (5.6)

Es (r) = Gs[χE
t] (r) , r ∈ S (5.7)

To handle the problem numerically, discrete forms of the equations have to be derived, here via a
pulse-basis point-matching Method of Moments (MoM). The DoI is discretized into M = Nx × Ny

subwavelength cells with centers at rm, m = 1, 2, . . . ,M . The dielectric properties are considered
homogeneous in each cell. Every square cell is approximated by a small disk with same area and with
equivalent radius R whether needed. The equations above become

Et = Ei + GdXEt (5.8)

Es = GsXEt (5.9)
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where X = diag{χ} = diag{χ(r1), . . . , χ(rM )}. The M ×M matrix Gd is

Gd(m,m′) =


ikbπR

2
J1(kbR) H

(1)
0 (kb|rm − rm′ |),m ̸= m′

ikbπR

2
H

{1}
1 (kbR) − 1, otherwise

(5.10)

where J1 is the 1st-kind Bessel function and H
(1)
1 the 1st-kind 1st-order Hankel function. The Nr ×M

matrix Gs is

Gs(s,m) =
ikbπR

2
J1(kbR) H

(1)
0 (kb|rs − rm|) (5.11)

where rs is the position of receiver s.
A source-type framework is widely used. Consider the contrast current J (r) = χ (r)Et (r), the

formulation becomes

J (r) = χ
(
Ei (r) +Gd[J ] (r)

)
, r ∈ D (5.12)

Es (r) = Gs[J ] (r) , r ∈ S (5.13)

The discrete form reads as

J = XEi + XGdJ (5.14)

Es = GsJ (5.15)

5.3 Inversion algorithms

Due to the large wavelength, resolution in microwave imaging is expected to be poor. Ultrasound
imaging with its high resolution is employed to assist it. An ultrasound-guided smoothness (UGS)
regularization term is proposed to incorporate a priori information. This regularization is introduced
first and then its implementation into DBIM and CSI is shown. DBIM with Tikhonov regularization
and CSI with Huber regularization are presented in parallel.

5.3.1 Smoothness constraint

Assume that interior boundaries of the breast model follow from US imaging. For easier incorporation,
the tissue boundaries are depicted via two images to show discontinuities in vertical and horizontal
directions, respectively, where dielectric properties also change. The principle is quite intuitive, two
vertically or horizontally adjacent pixels should exhibit similar parameters when none lies at the
boundaries. Otherwise, regularization is imposed. This constraint is expressed as

QUGS =
∑
i

∑
j

[bh]i,j |χi,j − χi,j+1|2 +
∑
i

∑
j

[bv]i,j |χi,j − χi+1,j |2 (5.16)

Notice that χi,j is the pixel located at (i, j) when χ is rearranged as an Nx×Ny image. Same relation
can be found in [bv]i,j and bv, [bh]i,j and bh. bv and bh are included in the prior information and
indicate if the pixel is at a boundary as

[bh]i,j =

{
0, (i, j) on horizontal boundaries
1, else

(5.17)

[bv]i,j =

{
0, (i, j) on vertical boundaries
1, else

(5.18)
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Similarly with other smoothness constraints, the regularization term is based on the module of
the gradient of the contrast, coefficients bv and bh guiding the smoothness while preserving edges
with US information. Compared with other methods of incorporating US prior into EM inversion, the
boundary is directly used but not the tissue region from segmentation.

This regularization term can be written in matrix form as

QUGS(χ) = ∥Dvχ∥2 + ∥Dhχ∥2 (5.19)

with matrices Dv and Dh providing the difference of two adjacent pixels in vertical and horizontal
directions. Take Dv as an example, it can be written as

Dv =



1 −1
1 −1

. . .
. . .

0 0
. . .

. . .

1 −1
1


(5.20)

Notice that the diagonal elements are 1 only when corresponding to pixels not at the boundaries,
otherwise the value is zero, no constraint is imposed, and a jump is allowed.

This regularization term is quadratic and incorporated in an additive way, thus it will not introduce
additional nonlinearity.

5.3.2 Distorted Born Iterative Method

Consider the contrast χ as a small perturbation δχ w.r.t. an inhomogeneous background χ(n); one
has χ = χ(n) + δχ [55]. The secondary incident field by this inhomogeneous background is

Ebac = (IM −GdX
(n))−1Ei (5.21)

where IM is the M -dimensional identity matrix, with this background, the scattered field is

Es = GsX
(n)Ebac + Gχn

s δXEt (5.22)

Here, Gχn
s is the inhomogeneous background Green’s function. The cost functional is the sum of the

difference between measured and calculated data and a regularization term

Q(δχ) =

Ni∑
p=1

∥∥∥Es
p −GsX

(n)Ebac
p −Gχn

s δXEbac
p

∥∥∥2 + λQr(δχ) (5.23)

within which Et is replaced by Ebac with the Born approximation. The optimization procedure is
summarized below.

At each iteration, update Gχn
s by

Gχn
s = Gs(IM −X(n)Gd)−1 (5.24)

Solve the forward problem

[Ebac
p ](n) = Ei

p + GdX
(n)[Ebac

p ](n) (5.25)

Calculate the scattered field

[Es
p]
(n) = GsX

(n)[Ebac
p ](n) (5.26)
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Solve the optimization problem with 0th-order Tikhonov regularization

min : Q(δχ) =

Ni∑
p=1

∥∥∥Es
p − [Es

p]
(n) −Gχn

s δX[Ebac
p ](n)

∥∥∥2 + λ ∥δχ∥2 (5.27)

or with UGS regularization

min : Q(δχ) =

Ni∑
p=1

∥∥∥Es
p − [Es

p]
(n) −Gχn

s δX[Ebac
p ](n)

∥∥∥2 + λ
(
∥Dvδχ∥2 + ∥Dhδχ∥2

)
(5.28)

It can be dealt with directly as
δχ = [K†K + λD]−1K†y, (5.29)

D = IM for Tikhonov regularization, D = D†
hDh + D†

vDv for the UGS one. K is a (NiNr) × M
matrix and element K(i + Nr(p − 1), j) = Gχn

s (i, j)[Ebac
p ](n)(j) and y is a (NiNr) × 1 vector with

y(i + Nr(p − 1)) = Es
p(i) − [Es

p]
(n)(i). K† is the conjugate transpose of K. To conclude, update the

contrast as
χn+1 = χn + δχ (5.30)

Considering the imaginary part of the contrast contributes less due to the high difference in mag-
nitude with the real part; consequently, one can separate them and the UGS regularization term
becomes

QUGS(δχ) = QUGS (ℜ{δχ}) + βQUGS (ℑ{δχ}) (5.31)

A larger regularization parameter (β > 1) can be assigned to the imaginary part based on the prior
information of the magnitude of real and imaginary parts of contrast. To update δχ, the linear
equation [

Kd + λrD Km

−Km Kd + λiD

] [
ℜ{δχ}
ℑ{δχ}

]
=

[
yr

yi

]
(5.32)

needs to be solved, with yr = ℜ{K†y}, yi = ℑ{K†y}, Kd = K†
rKr + K†

iKi, Km = K†
iKr −K†

rKi,
Kr = ℜ{K} and Ki = ℑ{K}. The regularization parameters are λr = λ and λi = λβ.

5.3.3 Contrast Source Inversion

The Contrast Source Inversion Method is based on the source-type integral equations wherein the
contrast source is regarded as an independent parameter. The cost function is a sum of normalized
mismatches in data and state equations

Q(J1, . . . ,JNi ,χ) =

∑Ni
p=1

∥∥Es
p −GsJp

∥∥2∑Ni
p=1

∥∥Es
p

∥∥2
+

∑Ni
p=1

∥∥XEi
p + XGdJp − Jp

∥∥2∑Ni
p=1

∥∥Ei
p

∥∥2
(5.33)

Note that in the classical CSI [58] the second term normalization is
∑Ni

p=1

∥∥XEi
p

∥∥2, one simplifies it

as
∑Ni

p=1

∥∥Ei
p

∥∥2 [61]. To improve the quality of the reconstruction and incorporate high frequency
components of the image, one introduces prior information. Inspired by [51, 52], one incorporates
Huber regularization into CSI.

The Huber function can be expressed as

h(x) =

{
|x|2, |x| ⩽ γ
2γ|x| − γ2, else

(5.34)
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with γ as the threshold. This function is used to estimate the difference in dielectric properties between
the pixel and its neighborhood. The total difference is measured by

QHB =
∑
v

∑
v′∈Np

h(χv − χv′) (5.35)

whereNv represents the neighborhood of v. Eight neighbors are used for one pixel.2 The first derivative
of Huber regularization w.r.t. the contrast is

gHB
χ (v) =

∑
v′∈Nv

ωv′ (5.36)

with

ωv′ =

{
χv − χv′ , |χv − χv′ | ⩽ γ
γ(χv − χv′)/|χv − χv′ |, else

(5.37)

Another regularization term is the smoothness constraint guided by US information described in
Section 5.3.1. The first derivative of UGS regularization is

gUGS
χ = (D†

vDv + D†
hDh)χ (5.38)

With these regularizations, the criterion becomes

Q(J1, . . . ,JNi ,χ) =

∑Ni
p=1

∥∥Es
p −GsJp

∥∥2∑Ni
p=1

∥∥Es
p

∥∥2
+

∑Ni
p=1

∥∥XEi
p + XGdJp − Jp

∥∥2 + γQr(χ)∑Ni
p=1

∥∥Ei
p

∥∥2
(5.39)

There is no need to solve the forward problem at each iteration, so it is more efficient. With function
Q(J1, . . . , JNi ,χ), it is difficult to optimize contrast current and contrast simultaneously due to their
dependence. Here one follows [49] to optimize them alternately by minimizing the cost functional
w.r.t. J, assuming known χ, and update χ, assuming known J. The optimization procedure is in
Algorithm.

Similarly, the regularization term can also be enforced on the real and imaginary parts separately
as

Qr(χ) = Qr (ℜ{χ}) + βqr (ℑ{χ}) (5.40)

During update of the contrast, the gradients of the cost functional w.r.t. to real and imaginary
parts are

g
(n)
ℜ{χ} =

∑
p

ℜ
{

(X(n−1)[Et
p]
(n) − J(n)

p )[Et
p]
(n)
}

+ λrg
Qr

ℜ{χ} (ℜ{χ})

gn
ℑ{χ} =

∑
p

ℑ
{

(X(n−1)[Et
p]
(n) − J(n)

p )[Et
p]
(n)
}

+ λig
Qr

ℑ{χ} (ℑ{χ})
(5.41)

with λr = λ and λi = βλ.

2In [52], there is a coefficient 0.5 since the difference between two neighboring pixels is calculated twice. Here it is in
the regularization parameter.
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Algorithm 6 CSI with HB/UGS regularization

Input: Es, Ei, Gs, Gd

Output: χ
Initialize χ0 and J by back propagation [151] with

J
(0)
p =

∥∥∥G†
sE

s
p

∥∥∥2∥∥∥GsG
†
sE

s
p

∥∥∥2G†
sE

s
p and χ0 =

∑Ni
p=1 J

(0)
p [Et

p]
(0)∑Ni

p=1

∥∥[Et
p]
(0)
∥∥2

for n = 1 : itermax do
Calculate data equation error ρ

(n−1)
p = Es

p −GsJ
(n−1)
p

Calculate state equation error o
(n−1)
p = X(n−1)[Et

p]
(n−1) − J

(n−1)
p

Update contrast current:

Gradient g
(n)
Jp

= − G†
sρ

(n−1)
p∑

p

∥∥Es
p

∥∥2 − o
(n−1)
p −G†

d[X(n−1)]†o(n−1)
p∑

p=1

∥∥Ei
p

∥∥2
Polak-Ribière conjugate gradient search direction

v
(n)
Jp

= g
(n)
Jp

+
ℜ < g

(n)
Jp
,g

(n)
Jp

− g
(n−1)
Jp

>

< g
(n−1)
Jp

,g
(n−1)
Jp

>
v
(n−1)
Jp

Update Jp by J
(n)
p = J

(n−1)
p + β

(n)
J v

(n)
Jp

Update total field by [Et
p]
(n) = Ei

p + GdJ
(n)
p

Update contrast:

Gradient g
(n)
χ =

∑
p(X

(n−1)[Et
p]
(n) − J

(n)
p )Et

p]
(n) + λg

HB/UGS
χ (χ)

Polak-Ribière conjugate gradient search direction

v
(n)
χ = g

(n)
χ +

ℜ < g
(n)
χ ,g

(n)
χ − g

(n−1)
χ >

< g
(n−1)
χ ,g

(n−1)
χ >

v
(n−1)
χ

Update χ by χ(n) = χ(n−1) + β
(n)
χ v

(n)
χ

end for
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Figure 5.1: Real (a) and imaginary (b) parts of synthetic Model 1.

5.4 Numerical simulations

In this section, one considers numerical experiments on three breast models: a synthetic one, Model
1, to validate algorithms, and two realistic breast phantoms, Models 2 and 3. As mentioned, in
US imaging, reflective boundaries where acoustic impedance changes can be detected by reflection
algorithms when the travel time t of acoustic signals is recorded and an average sound speed c assumed.
Here, tissue boundary information is not derived from carrying out these methods in full but from
simpler simulations: three sources are put around the object; each one emits ideal Gaussian-like
ultrasonic pulses into different directions (from −45◦ to 45◦ towards the center); the position of the
boundary along each direction is calculated as d = ct/2; based on the angle of acoustic wave it is
decided whether the boundary is vertical or horizontal and the images subsequently follow.

5.4.1 Reconstruction of synthetic breast model

This simple synthetic breast model consists of skin, fatty, fibroconnective/ glandular and tumorous
tissues. Each tissue type is of regular shape and has uniform permittivity. The skin is 2 mm thick
and the tumor of 6 mm-diameter. The experiments are conducted at a single frequency of 1 GHz. The
immersion medium is chosen from [52], letting ϵb = 10 + 4i. Relative permittivities of tissues at this
1 GHz frequency are 39.89 + 15.64i, 4.80 + 0.82i, 48.82 + 15.89i, 56.27 + 17.96i, respectively. Figure 5.1
depicts the distribution of real and imaginary parts. The DoI is of size 0.1 m × 0.1 m. 40 antennas
are distributed evenly on a circle of 0.057 m radius, operated as sources and receivers simultaneously.
For the forward problem, the DoI is discretized into 200 × 200 pixels and the problem tackled by a
conjugate-gradient fast Fourier transform (CG-FFT) algorithm. Additive Gaussian noise is added to
the synthetic data with SNR = 30 dB.

For inversion, the domain is discretized into 80 × 80 pixels. One assumes that the breast is
in a circle with 0.045 m radius (the radius of outer boundary of the breast model is 0.042 m). The
reconstruction is confined within the region and pixels outside it restricted to same dielectric properties
as the coupling medium. Retrieved real and imaginary parts of the relative permittivity are bounded
by 1 ⩽ ℜ{ϵr} ⩽ 70 and 0 ⩽ ℑ{ϵr} ⩽ 40 at each iteration.

The regularization parameter λ can be chosen by L-curve [165], generalized cross-validation [166],
or other methods. When it is determined, it can be chosen as λr in separate inversion. β, as the ratio
of regularization parameter of imaginary part to real part, is chosen based on the relative magnitude
of these two parts. γ in Huber regularization is the threshold below which a quadratic cost is used
to smooth noise and above which a linearly-varying cost is added to penalize it in a lesser extent for
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Table 5.1: Relative error with Model 1 with SNR = 30 dB

Method DBIM-TK DBIM-UGS CSI CSI-HB-S CSI-UGS CSI-UGS-S

Err(ℜ{ϵr}) 0.385 0.335 0.370 0.345 0.342 0.322
Err(ℑ{ϵr}) 0.674 0.483 0.596 0.389 0.469 0.385
Err(ϵr) 0.4245 0.353 0.400 0.350 0.358 0.329

edge-preserving. It is selected as the smallest difference in the contrast (a margin can be left).
First, one experiments on DBIM with Tikhonov regularization (DBIM-TK) and CSI with separate

Huber regularization (CSI-HB-S). The DBIM regularization parameter is λ = 0.05. With Huber, the
threshold is γ = 0.5 and the regularization parameter λi = 0.1 for the imaginary part, λr = 0.001 for
the real part. CSI with no regularization is run also in comparison and its results shown.

Results are in Figure 5.2. The glandular part is reconstructed as a ring with relatively higher
relative permittivity but is still recognized. The contrast value of the center part is usually underesti-
mated. Dielectric properties are not smooth in each region and the small tumor is not found. Now,
one incorporates the prior information from US imaging by UGS regularization. The tissue boundary
information incorporated is in Figure 5.3. As explained, these two images show the discontinuities in
vertical and horizontal directions.

The regularization parameter is set to 1 in DBIM, 0.01 in CSI. Besides, one separates real and
imaginary parts in DBIM-UGS (DBIM-UGS-S) and CSI-UGS algorithm (CSI-UGS-S). The regulariza-
tion parameters are λr = 1 and λi = 10 for DBIM-UGS-S and λr = 0.01 and λi = 10 for CSI-UGS-S.
Results are in Figure 5.4.

With this US information guided regularization, the results are smoother, while edges are well
preserved with both algorithms. Besides, the tumor is well distinguished within the glandular part in
the reconstruction of the real part. Upon separation of real and imaginary part reconstructions and
assigning a large regularization parameter to the imaginary part, one sees obvious improvement in its
retrieval.

To evaluate the imaging results quantitatively, one computes the relative error of the permittivity

Err(ζ) =
∥ζest − ζtrue∥2

∥ζtrue∥2
(5.42)

where ζ is the parameter to evaluate and subscripts ”true” and ”est” represent true value and esti-
mation result, respectively. The errors with the algorithms above are in Table 5.1. Reconstructions
are more accurate than those with the algorithms without prior information. Also, one sees a small
decrease in the error result of the real part and a large one in the imaginary part when the two parts
of contrast are retrieved separately.

The CPU time is also compared between the cases whether the real and imaginary parts are
reconstructed separately. In average, it takes 13.89 seconds for one iteration in DBIM-UGS,14.38 in
DBIM-UGS-S, 1.79 in CSI-UGS, and 0.73 in CSI-UGS-S, performed on Intel Core i7-8850H CPU (2.60
GHz) with 32 GByte memory. Considering both computation cost and imaging quality, DBIM-UGS
and CSI-UGS-S are henceforth used to incorporate US information in the following experiments.

Robustness of the algorithm is tested based on DBIM-UGS. Here the reflective boundaries are
assumed to have been obtained from some reflection mode imaging methods, however, in fact, those
cannot be perfect. The acoustic signal may bounce between two interfaces so there will be artifacts and
some boundaries may be missing due to a small variation in acoustic impedance. So, it is worthwhile
to discuss the effects of inexact boundaries.

One has carried out several experiments with two kinds of inexact boundaries, which are shown in
Figure 5.5. In the first kind, there is a fake tumor, and in the second one, interfaces between tumor
and glandular part are incomplete. With these boundaries, retrievals are depicted in Figure 5.6. Since
the regularization term is intended to suppress the discontinuity between two adjacent pixels not at
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Figure 5.2: Retrieved real (left) and imaginary (right) parts of Model 1 with. (a),(b) DBIM-TK
reconstruction; (c),(d) CSI reconstruction; (e),(f) CSI-HB-S reconstruction.
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Figure 5.3: Boundary information in vertical (a) and horizontal (b) directions.

Table 5.2: Relative error with Model 1 with SNR = 10 dB

Method DBIM-TK DBIM-UGS CSI-HB-S CSI-UGS-S

Err(ℜ{ϵr}) 0.436 0.351 0.352 0.325
Err(ℑ{ϵr}) 0.857 0.584 0.4015 0.396
Err(ϵr) 0.497 0.3825 0.358 0.333

a border, it has no constraint otherwise. That is more severe when boundaries are not complete.
This is consistent with the experiments. If a fake tumor in the US information, it appears in the
map with lower contrast, while the real one still has higher permittivity and one can detect it. When
the boundaries are incomplete, the tumor has no evident border and is difficult to find. Thus, if the
boundary information cannot yield the interface between tumor and other tissues, it is hard to image
it with microwaves.

Now, a higher level of noise is considered with SNR = 10 dB. Experiments are conducted on
DBIM-TK, DBIM-UGS, CSI-HB-S and CSI-UGS-S with the same regularization parameters. The
relative errors are summarized in Table 5.2. Due to the high level of noise, the quality of the imaging
is degraded for all algorithms yet the one proposed is affected to a lesser extent.

5.4.2 Reconstruction of realistic breast phantoms

To better validate the approach, one tests it on two more realistic breast phantoms as slices extracted
from breast phantoms of the UWCEM repository [134], categorized in different classes according to
radiographic density.

Class 2 breast phantom

Model 2 (ID 070604) has a scattered fibroglandular density. Debye parameters are from [133]. Figure
5.7 shows the phantom. The models and parameters are detailed in Section 3.7.1.

The cell size is 0.5 mm and one uses this grid to solve the forward problem. 40 antennas are
set evenly on a circle of 0.08 m radius. Additive Gaussian noise of 30 dB is added to the data. For
inversion, one adopts a 2 mm cell size, resulting in 88 × 77 pixels. Other configurations are the same
as with experiments before. The reconstruction results of DBIM-TK and CSI-HB-S are in Figure 5.8.
The regularization parameter is λ = 0.05 for DBIM and one sets λr = 0.001 and λi = 0.1 in CSI for
Huber regularization, its threshold being γ = 0.5.
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Figure 5.4: Retrieved real (left) and imaginary (right) parts of Model 1. (a),(b) DBIM-UGS; (c),(d)
DBIM-UGS-S; (e),(f) CSI-UGS; (g),(h) CSI-UGS-S.
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Figure 5.5: Inexact boundaries tested in experiments with Model 1: (a),(b) fake tumor; (c),(d) incom-
plete boundary.
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Figure 5.6: Retrieved real (left) and imaginary (right) parts of Model 1. (a),(b) case with a fake
tumor; (c),(d) case with incomplete boundary.
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Figure 5.7: Real (a) and imaginary (b) parts of Model 2.
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Figure 5.8: Retrieved real (left) and imaginary (right) parts of Model 2. (a),(b) DBIM-TK; (c),(d)
CSI-HB-S.
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Figure 5.9: Tissue boundaries of Model 2.

Table 5.3: Relative error with Model 2

Method DBIM-TK DBIM-UGS CSI-HB-S CSI-UGS-S

Err(ℜ{ϵr}) 0.465 0.385 0.443 0.383
Err(ℑ{ϵr}) 0.591 0.447 0.473 0.455
Err(ϵr) 0.481 0.393 0.447 0.392

The main glandular part is well retrieved by both algorithms, though with a smaller size. Both
fail in imaging the fine structure. Yet, imaging is satisfactory as one at sees the main structure.

Figure 5.9 shows the vertical and horizontal boundaries for the experiments next. As observed,
discontinuities occur more frequently in the breast phantom and several points presenting discontinu-
ities are adjacent in the same direction with null corresponding diagonal elements in D†

hDv + D†
pDv.

As a result, in DBIM, the problem may remain ill-conditioned even with regularization QUGS =
λ
(
∥ Dvδχ ∥2 + ∥ Dhδχ ∥2

)
.

This can be tackled by adding a small penalty term on the points where discontinuity shows in
prior information. One sets [bv/h]i,j = γt when the point is on a boundary and Dv/h also changes

accordingly. γt is chosen as a small value meanwhile keeping matrix K†K + λ(D†
vDv + D†

hDh) well-
conditioned. Regularization parameters are chosen as λ = 10 and γt = 0.1 for UGS regularization in
DBIM-UGS. In CSI-UGS-S, they are set as λr = 0.01 and λi = 1 for the real and imaginary parts.

Results of DBIM-UGS and CSI-UGS-S are in Figure 5.10. The results improve and finer structures
are also imaged when the boundary information is incorporated. The relative errors of results above
are in Table 5.3. From this error calculation, one observes that imaging quality is enhanced when US
high-resolution information is indeed incorporated.

Class 3 breast phantom

Model 3 (ID 080304) is heterogeneously dense and its structure is quite complicated, see Figure 5.11.
In Model 3, one inserts a synthetic 1 cm-diameter tumor at (1.2 cm, −0.5 cm). Its relative permittivity
is 59.98 + 19.83i, corresponding to the 75th percentile curve at 1 GHz in [132]. Configurations are as
with Model 2. Cell size remains 2 mm for inversion and the DoI has 83 × 51 pixels.

One sets λ = 0.001 for the Tikhonov regularization, λr = 0.001 and λi = 0.1 for the Huber one.
Figure 5.12 displays the reconstructions. Those by CSI-HB-S are smoother than those by DBIM-
TK since the latter enforces no constraint on the spatial gradient of the contrast. Neither algorithm
however can image the glandular part well and both fail in detecting the tumor.
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Figure 5.10: Retrieved real (left) and imaginary (right) parts of Model 2. (a),(b) DBIM-UGS; (c), (d)
CSI-UGS-S.
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Figure 5.11: Real (a) and imaginary (b) parts of Model 3.
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Figure 5.12: Retrieved real (left) and imaginary (right) parts of Model 3. (a),(b) DBIM-TK; (c),(d)
CSI-HB-S.

Boundaries now used are shown in Figure 5.13. For DBIM, one sets γt = 0.2 and the other
parameter values are like in the Model 2 experiment. When boundary information is incorporated,
results improve, refer to Figure 5.14. Glandular and tumorous tissues are retrieved well. The small
tumor can be distinguished from the glandular part, i.e., can be detected. Yet, singular points emerge
with higher value. The regularization parameter γt must be properly chosen: too small, one may see
those singular pixels, too large, the result may be too smooth to detect the tumor. The relative error
of Model 3 is in Table 5.4, showing improvement of imaging.
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Figure 5.13: Tissue boundaries of Model 3
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Figure 5.14: Retrieved real (left) and imaginary (right) parts of Model 3. (a),(b) DBIM-UGS; (c),(d)
CSI-UGS-S.

Table 5.4: Relative error with Model 3

Method DBIM-TK DBIM-UGS CSI-HB-S CSI-UGS-S

Err(ℜ{ϵr}) 0.486 0.427 0.4675 0.413
Err(ℑ{ϵr}) 0.683 0.515 0.511 0.537
Err(ϵr) 0.510 0.437 0.472 0.4275

5.5 Conclusion

In this chapter, one has proposed a regularization term to incorporate US information into microwave
imaging. The regularizer tries to smoothen the dielectric properties between two adjacent pixels when
none is on the tissue boundaries indicated by the US information, thus there is no need to segment US
images to decide whether or not two pixels belong to the same tissue region, only tissue boundaries
where reflection occurs in US imaging are used. Thus, it is easier to implement. One concludes that
with microwave data only, it is quite difficult to image a small tumor inside the breast.

Adding high resolution information enables to well estimate its location and shape. One has also
tested the robustness of the algorithm. Since the algorithm is imposed on pixels not on boundaries,
this has more influence on the result when some boundaries are missing. If the interface of a small
tumor and normal tissue is not detected by US imaging, it is hard to find it by microwave imaging. One
has also shown that to retrieve real and imaginary parts in separate fashion can improve the results.
Now, further attention should be on presentation of the boundary information from US imaging and
attempting to find a way for a better exploitation.

As for joint (fused) inversion of electromagnetic and acoustic data for breast imaging, it is of good
potential. Edge-preserving regularization [167] can be performed by introducing auxiliary variables
indicating whether or not a pixel is on an edge. Edge markers could be obtained from the last
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Conclusion

parameter profile and guide the next optimization as regularization term. Alternate minimization
would be used to update acoustic contrast, edge markers and dielectric contrast. Also, increasingly
popular convolutional neural netwoks (CNN), now involving a two-stream CNN [168], combining
feature maps at a certain level, should produce tissue types, the last CNN layer being a classifier (this
is expected to be easier than outputting EM and US parameters at each pixel).
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Chapter 6

Joint inversion of microwave and
ultrasound data with edge-preserving
regularization

This chapter is based on the journal paper Joint inversion of electromagnetic and acoustic data with
edge-preserving regularization for breast imaging, Y. Qin, T. Rodet, M. Lambert, and D. Lesse-
lier, published in IEEE Transactions on Computational Imaging, vol. 7, pp. 349-360, 2021, doi:
10.1109/TCI.2021.3067158. There are some duplicate description in introduction and forward prob-
lem. Some notations and layout of the figures are changed. We compared our algorithm with MR-CSI
and joint inversion with cross-gradient as regularization where the details can be found in Chapter 4.

6.1 Introduction

Breast cancer is common disease among females. X-ray mammography, as the standard for breast
tumor detection, can provide high-resolution images. Yet, patients may suffer from ionizing radiation
if too frequent examinations, and discomfort results from breast compression. Besides, the result is
highly affected by breast density and exhibits low sensitivity.

Therefore, new imaging modalities with non-ionizing and low-cost features have been developed
for breast tumor detection. Microwave imaging, due to the high contrast of the dielectric parameters
between tumorous and normal tissues, has been investigated for breast imaging [37, 133]. However,
images are of low resolution due to the long wavelength of the electromagnetic (EM) wave. In contrast,
ultrasound (US) imaging, despite low contrast between different tissues, can provide high-resolution
image and structure information [169,170]. To take advantage of both modalities, inversion of electro-
magnetic and ultrasonic data in simultaneouly- or sequentially-combined fashion is expected fruitful.

Yet such a combination appears to still lack application in the field, beyond recent investigations,
like [114] and references therein —possibly at prototype stage [171], with special embedding since
within a closed metal chamber.

One way to exploit the pros of each modality is to extract structure information from high-
resolution image. The authors have proposed such an approach in [172] based on the edge information.
A reflectometric acoustic analysis is run to get the boundaries (possibly blurred) between zones in the
breast. This information is employed to guide the smoothness constraint at each pixel: constraint will
only be imposed on the pixels which are not on the edges pointed by the ultrasound image. Prior in-
formation based on regions is also investigated. After segmentation of high-resolution images, regions
of different tissues can be obtained. Such an information can provide a better initial guess of contrast
at each pixel with parameters from literature and a finite element discretization for the reconstruction
of dielectric parameters [113,114].
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Another way to combine multi-modalities is to invert the data simultaneously. To achieve joint
inversion, the physical relation between different parameters can be used and this leads to a unique
retrieval of the underlying physical parameter. In [116], petrophysical relation is used for joint inversion
of EM and seismic data. However, this option which relies on much a priori is not pursued further.

Structure similarity can be employed for joint inversion also. In [118], a Laplacian operator and
two thresholds to measure the magnitude of the changes in parameters and minimize the difference
of such parameters is investigated. In [119, 120], cross-gradient constraints as the outer product
of the gradients of different parameters to force the parameters to change into the same direction
are proposed. This method is widely used in geophysics [122–125]. In [126], Joint Total Variation
for joint inversion by combining spatial gradients of both parameters as the weighting factor in the
regularization term is considered. In [127], a Total-Variation-like regularization operator is to achieve
joint inversion of EM and US data by changing the weight factor associated with the variation of the
other modality. A review of joint inversion is found, e.g., in [126].

Considering that acoustic and dielectric parameters share discontinuities at the tissue bound-
aries and vary relatively smoothly within each tissue region, it is possible to constrain smoothness
in the same region yet preserve edges at same location for parameters of two modalities to achieve
joint inversion. Different functions [48, 173, 174] with edge-preserving property have been used in
image reconstruction [175, 176], image restoration [177], image fusion [178] and many other tasks.
In edge-preserving regularization [167], usually a nonquadratic function [40–42] is introduced to less
severely penalize a large gradient to preserve edges. Duality between nonquadratic criterion and a half-
quadratic (HQ) criterion with additional variables is observed, first with binary edge variables [43,44],
then generalized to continuous ones [45,46].

With the augmented HQ criterion, the nonlinear optimization problem is transformed into a
quadratic problem with respect to the original image and a nonquadratic but separable criterion
for the edge variables. The problem is optimized by solving a sequence of sub-optimization problems
to get the estimate of original image and edge map alternately [150, 179, 180]. With such a regular-
ization, joint inversion can be achieved by introducing the common edge variables for both modalities
and the sub-optimization problems are easy to solve.

In the present work, a new joint inversion algorithm of EM and US data is developed in a con-
trast source inversion (CSI) [58] framework with edge-preserving regularization. Hidden variables to
indicate the parameter discontinuities in different directions are introduced, which connects inversions
of US and EM data. Edge maps can be computed from the last parameter distribution and help the
optimization at the next step. Alternate minimization is used to update acoustic contrast, edge maps
and electromagnetic contrast.

In the numerical experiments, a pending breast —again, underlining that this is in contrast with
the demanding compressed breast of X-ray mammography— immersed within an unbounded coupling
medium is assumed. Several acoustic frequencies in the sub-MHz range (then associated to mm local
wavelengths) provide a better estimation of edges, while a single electromagnetic frequency (1 GHz
associated to cm local wavelengths) takes advantage of the high contrast while achieving enough
penetration into the breast.

A 4-zone 2-D model of breast (skin, fatty, fibroglandular and tumor tissues) and four MRI-derived
models from the UWCEM Breast Phantom Repository [134] are used to validate the algorithm, with
application of a standard Method of Moments (Fast Fourier Transform being implemented in both
forward and inverse problems to speed up the computations).

The contribution is organized as follows. In Section 6.2 the formulation of the forward prob-
lem is presented. In Section 6.3, the joint inversion algorithm is detailed. In Section 6.4 numerical
experiments on breast phantoms are proposed. A brief conclusion follows in 6.5.
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Figure 6.1: Schematic diagram of configuration of two modalities working in a multistatic way

6.2 Forward problem

One considers a two-dimensional case. Time-harmonic waves are assumed with time dependence
exp(−iωt) for both acoustic and electromagnetic cases. The modeled breast is located inside a do-
main of interest (DoI) D. The known background medium is characterized by its complex relative
permittivity ϵb, permeability µb, and wavenumber kemb = ω

√
ϵ0ϵbµb in electromagnetics, and its speed

of sound cb, attenuation αb, and wavenumber kacb = ω/cb + iαb in acoustics. Permeability and den-
sity are taken constant within the DoI. The unknown parameters are complex relative permittivity
ϵr(r) = ϵ′r(r) + iϵ′′r(r), sound speed c(r) and attenuation α(r). For each imaging modality, Ni probes
are evenly located at r′v, v = 1, 2, . . . , Ni on a circle S, as shown in Figure 6.1. Each illuminates the
DoI and scattered fields are collected by all.

To solve the problem numerically, D is discretized into M = Nx × Ny small cells centered at
rm, m = 1, 2, . . . ,M . A pulse-basis point-matching method of moments (MoM) is employed. Every
square cell is approximated by a small disk with same area and with equivalent radius R. For the pth
incidence, the fields inside D and on S can be described as

Ft
p = Fi

p + GdXFt
p (6.1)

Fs
p = GsXFt

p (6.2)

where F is the pressure field P or the electric field E. Superscripts ”i” and ”t” denote incident and

total field, i.e., the field inside D without and with breast, respectively. In this case, F
t/i
p is a M × 1

vector with F
t/i
p = [F

t/i
p (r1), . . . , F

t/i
p (rM )]T where superscript ”T” denotes transpose. Fs

p is a Ni × 1

vector representing the scattered field collected by the receivers as Fs
p = [F s

p (r′1), . . . , F
s
p (r′Ni

)]T . X is
a matrix with diagonal entry representing the contrast at different location, as diag(X) = χ. Acoustic
and electromagnetic contrasts read as

χac(r) =
(kac(r))2 − (kacb )2

(kacb )2
(6.3)

χem(r) =
(kem(r))2 − (kemb )2

(kemb )2
(6.4)

M × 1 vector χ is the discrete form of χ as χ = [χ(r1), . . . , χ(rM )]T .
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Gd is a M ×M matrix with element

[Gd]m,m′ =


ikbπR

2
J1(kbR) H

(1)
0 (kb|rm − rm′ |),m ̸= m′

ikbπR

2
H

(1)
1 (kbR) − 1, otherwise

(6.5)

where J1 is the 1st-kind Bessel function, H
(1)
1 the 1st-kind 1st-order Hankel function and H

(1)
0 the

1st-kind 0th-order one. The Ni ×M matrix Gs is

[Gs]v,m =
ikbπR

2
J1(kbR) H

(1)
0 (kb|r′v − rm|) (6.6)

Letting the contrast source be
Jp(r) = χ(r)F t

p(r) (6.7)

and multiplying by χ on both sides of previous equations, source-type equations in the discrete form
follow as

Jp = XFi
p + XGdJp (6.8)

Fs
p = GsJp (6.9)

Based on those, a contrast source inversion (CSI) method can be developed and used in the proposed
imaging procedure.

6.3 Inversion algorithm

6.3.1 Deterministic edge-preserving regularization

Here, the edge-preserving regularization proposed in [167] is followed and only the main steps are
shown (for further details and demonstrations, refer to the latter). Edge-preserving regularization
enables to combine inversions of acoustic and electromagnetic data once assumed that discontinuities
of corresponding properties occur at same locations. The regularization is imposed on the spatial
gradients of the contrast. In this work, the first-order difference in horizontal, vertical and two
diagonal directions are used and calculated as

[d1]i,j = χi,j − χi,j+1 (6.10)

[d2]i,j = χi,j − χi+1,j (6.11)

[d3]i,j = (χi,j − χi+1,j+1)/
√

2 (6.12)

[d4]i,j = (χi,j − χx+1,y−1)/
√

2 (6.13)

with [du]i,j , u = 1, 2, 3, 4, the spatial gradients for location (i, j). For convenience, the above equations
are written in matrix vector form as

Duχ = du (6.14)

with Du, u = 1, 2, 3, 4, the difference operators. Regularization is enforced separately on the real and
imaginary parts of the spatial gradients at all pixels as

QEP(χ) = λr
∑
u

M∑
m

φ

(
[Duℜ{χ}]m

δr

)
+ λi

∑
u

∑
m

φ

(
[Duℑ{χ}]m

δi

)
(6.15)

Here, λr and λi are regularization parameters, and δr and δi are scaling parameters to determine the
value of the discontinuity that can be detected. φ(·) is the potential function.
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To simplify the minimization process, half-quadratic regularization [46] is carried out by introduc-
ing some auxiliary variables and the problem is transformed into MinχQEP(χ) = Minχ,bQ

∗
EP(χ,b),

with

Q∗
EP(χ,b) = λr

∑
u

∑
m

[bu]m

(
[Duℜ{χ}]m

δr

)2

+ ψ ([bu]m)

+ λi
∑
u

∑
m

[bu]m

(
[Duℑ{χ}]m

δi

)2

+ ψ ([bu]m)

(6.16)

Additional variables b = [b1,b2,b3,b4] indicate if the point is at an edge in detecting directions and
their values are continuous in [0, 1] with a small value for large gradients and vice versa. For the real
and imaginary parts, they share the same edge markers. ψ(·) is a function determined by the potential
function φ(·). When the contrast χ is fixed, the value of b can be calculated directly.

The potential function is chosen as φ(t) = t2/(1 + t2) [42] and correspondingly ψ(t) = t− 2
√
t+ 1.

Even though the potential function is not convex, it can give a satisfactory imaging result in our
experiment, also observed in [167].

6.3.2 Inversion of electromagnetic data with edge-preserving regularization

To better illustrate the joint algorithm, separate inversion with edge-preserving regularization is pre-
sented, taking the EM case as an example. For simplicity, the superscript ”em” is omitted and
J = [J1, . . . ,JNi ] is used. Based on CSI, the cost function at the nth iteration is defined as

Q(χ,J,b) = Qd(J) +Qs(J,χ) +Q∗
EP(χ,b) (6.17)

with the normalized data equation and state equation errors being

Qd =

∑Ni
p=1 ∥Es

p −GsJp∥2∑Ni
p=1 ∥Es

p∥2
(6.18)

Qs =

∑Ni
p=1 ∥XEi

p + XGdJp − Jp∥2∑Ni
p=1 ∥X(n−1)Ei

p∥2
(6.19)

where χ(n−1) is the reconstruction result at the (n− 1)th iteration.
To solve the above, the optimization procedures in [167] and [49] are followed and alternate mini-

mization is run. The optimization procedure is summarized in Algorithm 7.

Algorithm 7 Separate inversion with edge-preserving regularization

Input: Es
p, E

i
p, p = 1, . . . , Ni, Gs, Gd, regularization parameter λr, λi, δr, δi

Initialization: J(0), χ(0), step l = 0, iteration n = 0
repeat
l = l + 1
repeat
n = n+ 1
With χ(n−1) and b(l−1), update J by Equation (6.21)
With J(n) and b(l−1), update χ by Equation (6.22, 6.23)

until a stopping criterion is satisfied
With J(n) and χ(n), update b by Equation (6.27)

until a stopping criterion is satisfied
Output: χ, b1, b2, b3, b4, J
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update J

At lth step, nth iteration, J is updated by minimizing Q = Qd(J)+Qs(J,χ
(n−1)), which can be solved

by gradient-based optimization methods. The partial gradient w.r.t. Jp is

∂Q

∂Jp
= − G†

sρ
(n−1)
p∑Ni

p=1 ∥Es
p∥2

− o
(n−1)
p −G†

d[X(n−1)]†o(n−1)
p∑Ni

p=1 ∥X(n−1)Ei
p∥2

(6.20)

where superscript ’†’ denotes conjugate transpose. o
(n−1)
p = X(n−1)Ei

p + X(n−1)GdJ
(n−1)
p − J

(n−1)
p ,

and ρ
(n−1)
p = Es

p −GsJ
(n−1)
p .

With such a gradient, Jp is updated with the conjugate gradient method using the Polak-Ribière
search direction as

J(n)
p = J(n−1)

p + β(n)v
(n)
Jp

(6.21)

where v
(n)
Jp

is the search direction and β(n) the step size. More details are found in [49].

update χ

χ is updated directly by minimizing Q = Qs(J
(n),χ) +Q∗

EP (χ,b(l−1)). The solution can be obtained
directly by letting ∂Q/∂ℜ{χ} = 0 and ∂Q/∂ℑ{χ} = 0, given as

ℜ{χ(n)} = (H(n) + λr∆
(l−1)/δ2r )−1ℜ{z(n)} (6.22)

ℑ{χ(n)} = (H(n) + λi∆
(l−1)/δ2i )−1ℑ{z(n)} (6.23)

where H is a diagonal matrix with mth diagonal entry

H(n)(m,m) =

∑
p ∥[[Et

p]
(n)]m∥2∑

p ∥X(n−1)Ei
p∥2

(6.24)

with total field [Et
p]
(n) = Ei

p + GdJ
(n)
p . z is a vector with mth entry

z(n)m =

∑
p ([[Et

p]
(n)]m)[J

(n)
p ]m∑

p ∥X(n−1)Ei
p∥2

(6.25)

and ∆ is a matrix calculated by

∆(l−1) =
∑
u

(Du)Tdiag(b(l−1)
u )Du (6.26)

update b

At the end of lth step, b is updated by minimizing Q = Q∗
EP (χ(n),b). To remind, the potential

function is φ(t) = t2/(1 + t2) and correspondingly ψ(t) = t − 2
√
t + 1. Letting ∂Q/∂bu = 0, every

element of bu is obtained by

[b(l)u ]m =

(
λr + λi

λr + λi + [Lu]m

)2

(6.27)

where Lu is a vector with mth element

[Lu]m = λr

(
[Duℜ{χ(n)}]m

δr

)2

+ λi

(
[Duℑ{χ(n)}]m

δi

)2

(6.28)

In this work, initial guesses of J and χ are obtained by backpropagation [151]. The above algorithm
can be employed also in the acoustic case, by changing electric field E and dielectric contrast χem to
pressure field P and acoustic contrast χac and changing regularization parameters λemr/i, δ

em
r/i to λacr/i

and δacr/i accordingly.
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6.3.3 Joint inversion of electromagnetic and acoustic data

Based on the assumption that dielectric and acoustic parameters share the same distribution of dis-
continuity, b indicates edges for both parameters and is used to combine the modalities. The cost
function for joint inversion is written as

Q = Qd(Jem) +Qs(J
em,χem) +Q∗

EP(χem,b)

+ γ (Qd(Jac) +Qs(J
ac,χac) +Q∗

EP(χac,b))
(6.29)

The regularization parameter γ is to balance the weight of acoustic and electromagnetic contrasts in
calculating b.

Similar with separate inversion, alternate minimization is employed. In the optimization procedure,
the cost function w.r.t. acoustic data is minimized first to obtain an initial estimate of b to exhibit
the discontinuities since acoustic imaging can indeed capture the fine structures. This value of b is
then used to obtain the electromagnetic image. Due to the large wavelength, the retrieval will be
smoother, thus edges denoted by acoustic parameters caused by noise can be eliminated. The new b
is used in acoustic imaging again, and one works this way until convergence.

The joint inversion algorithm does not change the update of contrast current and contrast for both
modalities compared with the separate inversion. Only the update of b needs modification. At each
step, b is updated twice after the update of χac and χem, respectively. b is updated by minimizing
Q = Q∗

EP(χac,b) + γQ∗
EP(χem,b). The solution is

[bu]m =

(
γ(λemr + λemi ) + λacr + λaci

γ (λemr + λemi + [Lem
u ]m) + λacr + λaci + [Lac

u ]m

)2

(6.30)

where  Lu is given in Equation (6.28) with corresponding regularization parameters and contrast.
Notice that γ = 0 for the first update of b, which means that only acoustic parameters are used

at the start.
The whole optimization procedure is sketched in Algorithm 8. One stops the update of contrast

when the relative difference in contrast is less than some threshold θ and one stops the whole opti-
mization when the change of electromagnetic contrast in two successive steps is less than θ, or when
the maximum iteration number is reached.

Algorithm 8 Joint inversion with edge-preserving regularization

Input: Es
p, E

i
p, P

s
p, P

i
p, p = 1, . . . , Ni, G

em
s , Gem

d , Gac
s , Gac

d , regularization parameters γ, λacr , λaci ,
λemr , λemi , δacr , δaci , δemr , δemi
Initialization: χac(0), χem(0), Jac(0), Jem(0)

repeat
repeat

Update Jac with Equation (6.21)
Update χac with Equations (6.22) and (6.23)

until a stopping criterion is satisfied
Update b1, b2, b3, b4, with Equation (6.30)
repeat

Update Jem with Equation (6.21)
Update χem with Equations (6.22) and (6.23)

until a stopping criterion is satisfied
Update b1, b2, b3, b4, with Equation (6.30)

until a stopping criterion is satisfied
Output χac, χem, b1, b2, b3, b4, J

ac, Jem
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6.4 Numerical experiments

In this section, numerical experiments are conducted on several breast models. First the algorithm is
validated on a synthetic model with regular tissue shapes, then is investigated on three realistic breast
models which have more complicated inner structures. All simulations are run on Matlab R2018b.

In the simulation, for the electromagnetic case, 40 antennas are evenly set on a circle, working as
sources and receivers simultaneously at a single 1 GHz operation frequency. For the acoustic case, 64
transducers operate at three frequencies, namely 100, 150 and 200 kHz, to get a better estimate of the
structure in the first step. This setting is in effect close to the one recently put forth in [181] save only
a single US frequency and not three as of now. Considering the acoustic wavenumber kac = ω/c+ iα
wherein attenuation α = α0f , α0 the attenuation at frequency f =1 MHz (here a linear dependence
is assumed [138]), the approximation can be made that the acoustic contrast does not change with
frequency.

The DoI is discretized by MoM into a grid which is at least twice finer than the one used in
inversion. The synthetic data are obtained by solving the forward problem with two steps: first, the
contrast current is calculated by solving Equation 6.8 with a conjugate-gradient fast Fourier transform
(CG-FFT) algorithm, then, the scattered field is obtained directly based on Equation 6.9.

Additive Gaussian noise is added to the data (in effect, to the scattered fields), which is frequently
made by many authors and handy as a choice yet rather simple if to consider, e.g., laboratory-controlled
experiments at a later stage possibly involving motions of sources and receivers (or the breast itself
though pending freely) vs. nominal locations, misplacements, and obviously less simple radiation
patterns of the devices —this is beyond our scope here, and other chapters, as emphasizing first and
foremost proofs of concept and algorithmics.

For the inversion, the breast is assumed known to be in a given disk. The reconstruction is confined
within this region and pixels outside it are restricted to have the same dielectric and acoustic properties
as those of the coupling medium. Besides, the dielectric and acoustic parameters are bounded as
1 ⩽ ϵ′r ⩽ 70, 0 ⩽ ϵ′′r ⩽ 40, 1200 ⩽ c ⩽ 1800, and 0 ⩽ α ⩽ 5 at each iteration by a projection method.

Two separate inversion algorithms and one joint inversion algorithms are run for comparison with
the just derived JCSI-EP: CSI with deterministic edge-preserving regularization (CSI-EP) described
in Section 6.3.2, CSI with multiplicative weighted L2 total variation (MR-CSI) [50, 152] and cross-
gradient function [125] as a joint inversion method incorporated in CSI (JCSI-CG).

Imaging quality is evaluated in quantitative fashion via the relative error between reconstructed
parameters ζ and ground truth ξ calculated as

Err =
∥ζ − ξ∥2
∥ξ∥2

(6.31)

and via the Structural Similarity (SSIM) Index [182]

SSIM =
(2µζµξ + C1)(2σζξ + C2)

(µ2ζ + µ2ξ + C1)(σ2ζ + σ2ξ + C2)
(6.32)

where µζ and σζ are the mean and standard deviation of ζ, respectively. σζξ is the covariance between
ζ and ξ. C1 = (K1L)2 and C2 = (K2L)2 are used to avoid instability. In our calculation, K1 = 0.01,
K2 = 0.03, L = 70, 40, 600 and 5 are set for ϵ′r, ϵ

′′
r , c and α respectively.

6.4.1 Reconstruction of synthetic breast model

Model 1 is a simple synthetic breast model which consists of skin, fatty, fibroconnective/glandular
and tumorous tissues. Each tissue type has regular shape and uniform dielectric property. The skin
thickness is 2 mm and the tumor is of 6 mm diameter. In this model, the DoI is 0.1 m × 0.1 m-sized.

Acoustic and dielectric parameters of tissue types [133,138,139] and coupling medium are in Table
6.1.
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Table 6.1: Acoustic sound speed in m/s and attenuation in dB/MHz/cm, and relative dielectric
permittivity ϵr at 1 GHz, for different tissues and background.

Tissue/Media sound speed c attenuation α0 permittivity ϵr

skin 1615 0.35 39.8816 + 15.6363i
fatty 1478 0.48 4.7950 + 0.8185i

glandular 1510 0.75 48.8218 + 15.8941i
tumor 1548 1.45 56.2672 + 17.9652i

background 1568 0.056 10 + 4i

Figure 6.2 (1st column) shows the distribution of sound speed, attenuation, real and imaginary
parts of the relative permittivity of this model.

The EM antennas are set on a circle of 0.057 m radius, the US transducers on one of 0.08 m radius.
The DoI is discretized into 200 × 200 pixels for the electromagnetic case and 350 × 350 pixels for the
acoustic one. Gaussian noise with SNR = 30 dB is added to the synthetic data.

For the inversion, the domain is discretized into 80 × 80 pixels. The breast is assumed within a
disk of 0.045 m radius (the radius of the outer boundary of the model is 0.042 m).

The hyperparameter δ controls the discontinuity that can be detected, λ is to balance the trade-off
between data and regularization terms, and γ to control the weight of acoustic and electromagnetic
data when updating edge maps. Numerical experimentation provides their values as follows.

δ is chosen as δacr = δaci = 5 × 10−3, δemr = 10−1 and δemi = 10−2. δaci = δacr is as such since the
reconstruction of attenuation is usually not satisfactory and one attempts to decrease the effect of
attenuation on calculating b. λr = λi is simply set for both acoustic and electromagnetic cases with
λac = 5 × 10−7 and λem = 5 × 10−7. γ = 0.5 is set to give comparable weights to electromagnetic
and acoustic contrasts. As for the threshold θ in the stopping criterion, it must be small enough to
maintain accuracy, yet not too small to avoid lengthy computations, and it is taken as 10−3.

Let us recognize that choices of regularizers can be seen as rather ad hoc, yet they are based on
thorough numerical experiments, and also they are expected to work in a broad window around the
chosen values —the Bayesian solution, later one, is to free us from possibly arbitrarily chosen values.

Figure 6.2 (2nd and 3rd columns) shows the separate inversion results of two modalities by CSI-EP
with the same regularization parameter values and MR-CSI. The speed of sound can be well retrieved
by both algorithms, yet the dielectric parameters are more difficult to estimate while the tumor cannot
be seen for either one.

Results of JCSI-CG and the presently proposed JCSI-EP are shown in the 4th and 5th columns.
Compared with separate inversion, the tumor can be clearly seen in the real part of dielectric parameter
profiles in both joint inversion algorithms and the quality of EM reconstruction is enhanced. Our
algorithm also has a better reconstruction result of the imaginary part than JCSI-CG on this model.
Besides, the noise is well smoothed.

73



Joint inversion of microwave and ultrasound data with edge-preserving regularization

-0.05 0 0.05

-0.05

0

0.05

1480

1500

1520

1540

1560

1580

1600

-0.05 0 0.05

-0.05

0

0.05

0.5

1

1.5

2

2.5

3

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

50

-0.05 0 0.05

-0.05

0

0.05

2

4

6

8

10

12

14

16

-0.05 0 0.05

-0.05

0

0.05

1480

1500

1520

1540

1560

1580

1600

-0.05 0 0.05

-0.05

0

0.05

0

1

2

3

4

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

50

-0.05 0 0.05

-0.05

0

0.05

2

4

6

8

10

12

14

16

-0.05 0 0.05

-0.05

0

0.05

1480

1500

1520

1540

1560

1580

1600

-0.05 0 0.05

-0.05

0

0.05

0

1

2

3

4

5

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

50

-0.05 0 0.05

-0.05

0

0.05

0

5

10

15

20

-0.05 0 0.05

-0.05

0

0.05

1500

1550

1600

1650

-0.05 0 0.05

-0.05

0

0.05

0

1

2

3

4

5

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

50

60

70

-0.05 0 0.05

-0.05

0

0.05

0

10

20

30

40

-0.05 0 0.05

-0.05

0

0.05

1480

1500

1520

1540

1560

1580

1600

-0.05 0 0.05

-0.05

0

0.05

0

1

2

3

4

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

50

-0.05 0 0.05

-0.05

0

0.05

5

10

15

Figure 6.2: Model 1 – Ground truth (1st row), separate reconstruction results of CSI-EP (2nd), MR-
CSI (3rd) and joint inversion results of JCSI-CG (4th) and JCSI-EP (5th) with speed of sound c (1st
column), attenuation α (2nd), real part ϵ′r (3rd) and imaginary part ϵ′′r (4th) of relative permittivity.
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Figure 6.3: Model 1 – Joint reconstruction of edge variables b1, b2, b3 and b4 (from top to bottom)
after 1st, 5th and 40th update (from left to right).

Table 6.2: Model 1 – Imaging quality assessment in reconstruction of acoustic and dielectric parameters

Index Methods
acoustic parameter dielectric parameter

c α ϵ′r ϵ′′r

Err

CSI-EP 0.0077 0.3370 0.3619 0.4004
MR-CSI 0.0061 0.5653 0.3808 0.7233
JCSI-CG 0.0080 0.8900 0.2971 0.4596
JCSI-EP 0.0078 0.3406 0.2664 0.3002

SSIM

CSI-EP 0.9667 0.8834 0.8498 0.8163
MR-CSI 0.9794 0.7237 0.8166 0.5097
JCSI-CG 0.9649 0.5148 0.9001 0.8077
JCSI-EP 0.9655 0.8798 0.9198 0.9088

Figure 6.3 displays the edge variables at different steps of JCSI-EP algorithm. The edges are well
retrieved. After the first update, the edge map is not accurate but as the optimization proceeds, the
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edges becomes sharper and the noise is smoothed.

The assessment results associated with the algorithms above are shown in Table 6.2. Though
acoustic imaging benefits little from joint inversion, it appears that the quality of microwave imaging
can be greatly improved. In particular, the proposed algorithm yields a smaller relative error and a
higher SSIM value compared with cross-gradient method.

-0.05 0 0.05

-0.05

0

0.05

1500

1550

1600

-0.05 0 0.05

-0.05

0

0.05

0.5

1

1.5

2

2.5

3

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

50

-0.05 0 0.05

-0.05

0

0.05

5

10

15

20

-0.05 0 0.05

-0.05

0

0.05

1500

1550

1600

-0.05 0 0.05

-0.05

0

0.05

0

1

2

3

4

5

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

-0.05 0 0.05

-0.05

0

0.05

5

10

15

20

25

-0.05 0 0.05

-0.05

0

0.05

1500

1550

1600

-0.05 0 0.05

-0.05

0

0.05

0

1

2

3

4

5

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

50

-0.05 0 0.05

-0.05

0

0.05

0

5

10

15

-0.05 0 0.05

-0.05

0

0.05

1500

1550

1600

-0.05 0 0.05

-0.05

0

0.05

0

1

2

3

4

5

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

50

60

-0.05 0 0.05

-0.05

0

0.05

0

10

20

30

-0.05 0 0.05

-0.05

0

0.05

1500

1550

1600

-0.05 0 0.05

-0.05

0

0.05

0

1

2

3

4

5

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

50

-0.05 0 0.05

-0.05

0

0.05

0

5

10

15

Figure 6.4: Model 2 – Ground truth (1st row), separate reconstruction results of CSI-EP (2nd), MR-
CSI (3rd) and joint inversion results of JCSI-CG, JCSI-EP (5th) with speed of sound c (1st column),
attenuation α (2nd), real part ϵ′r (3rd) and imaginary part ϵ′′r (4th) of relative permittivity.

6.4.2 Reconstruction of realistic breast phantoms

To better validate the proposed approach, experiments are conducted on several more realistic breast
models, which are slices extracted from breast phantoms in the UWCEM repository [134] and are
categorized in different classes according to radiographic density. The grid size is 0.5 mm and it is
used in simulations for generation of synthetic data in both acoustic and electromagnetic cases. The
thickness of skin is changed from 1.5 mm to 2 mm. The acoustic parameters are the same as with
Model 1 and assigned vs. tissue type of each pixel and the type ”transitional” is given the average
value of fatty and glandular tissues. The Debye parameters of dielectric properties for normal tissues
are from [133]. As for the hypothesized antennas, they are set on a circle of 0.08 m radius and the
transducers on one of 0.1 m radius.

To test the resolution of the separate and joint procedures, a synthetic tumor is added into each
model and the relative permittivity is chosen as the 75th percentile curve in [131].

For inversion, a cell size of 2 mm is adopted. Some columns or rows of pixels are added as back-
ground in the initial breast phantoms to have the numbers of columns and rows a multiple of 4. The
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Figure 6.5: Model 3 – Ground truth (1st row), separate reconstruction results of CSI-EP (2nd), MR-
CSI (3rd) and joint inversion results of JCSI-CG (4th) and JCSI-EP (5th) with speed of sound c (1st
column), attenuation α (2nd), real part ϵ′r (3rd) and imaginary part ϵ′′r (4th) of relative permittivity.

region of the breast is also assumed known with a three-pixel margin left.

In this section, δ is kept unchanged as δacr = δaci = 5 × 10−3, δemr = 10−1 and δemi = 10−2. The
regularization parameters are chosen as λem = 2 × 10−6 and λac = 2 × 10−6 for all breast phantoms.
The threshold in the stopping criterion is θ = 5× 10−4. Two levels of SNR are considered: 30 dB and
10 dB. The effect of γ is studied for different phantoms. Three values of γ are set as γ = 0, 0.5 and 5.

Class 3 model

The first phantom (ID 080304, slice s1=150) is heterogeneously dense. Two models are developed
from this phantom. The slice contains 332× 204 pixels for simulation and 83× 51 pixels for inversion.
In Model 2, a synthetic 1 cm-diameter tumor at (1.2 cm, −0.5 cm) is inserted while in Model 3, a
tumor with an irregular shape is considered at same location.

Figures 6.4 and 6.5 (1st column) show the distributions of acoustic and electromagnetic parameters
of these two models. With noise of 30 dB, separate reconstruction results of CSI-EP, MR-CSI and
joint inversion results of JCSI-CG and JCSI-EP with γ = 0.5 for these two models are also shown.
Similarly, in separate imaging, the speed of sound can be retrieved well, while the results of dielectric
parameters are unsatisfactory. The tumor cannot be identified and the results of these two models are
quite similar.

JCSI-CG can image the tumor with a slight distortion in the real part of relative permittivity of
Model 2, but in Model 3, the imaging result gets worse and the tumor is almost indistinguishable. Still,
the imaginary parts are unsatisfactory and cannot estimate the tissue structures well. In contrast, the
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Figure 6.6: Model 3 – Joint reconstruction results of speed of sound c (1st row), attenuation α (2nd),
real part ϵ′r (3rd) and imaginary part ϵ′′r (4th) of relative permittivity by JCSI-EP with γ = 0 (left),
γ = 0.5 (middle) and γ = 5 (right).

tumor can be well identified in all parameters with JCSI-EP for both models. The skin is difficult to
image since only one-pixel wide. The difference in the shape of tumor can also be seen when comparing
the results of these two models, and the shapes fit the ground truth.

The effect of regularization parameter γ is also investigated. These two models have quite similar
results and Figure 6.6 shows the results of Model 3 by JCSI-EP with γ = 0, 0.5 and 5. As γ increases,
the contrast between the tumor and the background becomes lower. The tumor can still be seen in
all cases and overall the results are satisfactory.

Table 6.3 and 6.5 show the quantitative assessment of the imaging quality. Joint inversion algo-
rithms have a better reconstruction than separate ones in dielectric parameters. JCSI-CG has a higher
SSIM value in the real part of the dielectric parameter but the smallest value in the imaginary part
among all the joint inversion results. JCSI-EP with γ = 0 has the smallest relative error in dielectric
parameters for both models which may be because the dielectric parameters are not uniform in each
region and combining EM data may oversmooth the reconstruction result.

With γ = 0.5, imaging quality with different noise levels are in Tables 6.4 and 6.6. A decrease in
SNR of acoustic data can result in a more severe degradation in quality than with electromagnetic data.
Thus, a high quality of acoustic data is needed for a satisfactory result. Since the hyperparameters are
fixed for all breast phantoms, this choice may be not optimal for each. Thus, as shown in Table 6.6,
a lower SNR of electromagnetic data may lead to a better result than obtained with a higher SNR.

Class 4 model

The phantom (ID 012304, slice s1=100) is very dense. The slice contains 328 × 212 pixels for the
forward problem, 82 × 53 pixels for inversion. In Model 4, a synthetic tumor of irregular shape is
added at (1.8 cm, 1.2 cm).

Figure 6.7 shows the distributions of acoustic and electromagnetic parameters and the reconstruc-
tion results of different algorithms and Figure 6.8 compares the results with different values of γ. The

78



Numerical experiments

Table 6.3: Model 2 – Imaging quality assessment in reconstruction of acoustic and dielectric parameters

Index Methods
acoustic parameter dielectric parameter

c α ϵ′r ϵ′′r

Err

CSI-EP 0.0097 0.3915 0.4808 0.5901
MR-CSI 0.0098 0.6413 0.4715 0.5750
JCSI-CG 0.0100 0.9070 0.4473 0.5619

JCSI-EP (γ = 0) 0.0097 0.3915 0.4406 0.4640
JCSI-EP (γ = 0.5) 0.0097 0.3977 0.4411 0.4771
JCSI-EP (γ = 5) 0.0099 0.3763 0.4486 0.4856

SSIM

CSI-EP 0.9424 0.8718 0.6446 0.5323
MR-CSI 0.9426 0.7113 0.6768 0.5414
JCSI-CG 0.9404 0.5558 0.7164 0.6107

JCSI-EP(γ = 0) 0.9424 0.8718 0.7129 0.7019
JCSI-EP(γ = 0.5) 0.9420 0.8678 0.7221 0.6946
JCSI-EP(γ = 5) 0.9420 0.8796 0.7143 0.6777

Table 6.4: Model 2 – Imaging quality assessment in reconstruction of acoustic and dielectric parameters
with different SNR

Index
SNR (dB) acoustic parameter dielectric parameter
AC EM c α ϵ′r ϵ′′r

Err

10 10 0.0131 1.0786 0.4770 0.5226
10 30 0.0130 1.0697 0.4719 0.5157
30 10 0.0098 0.3934 0.4436 0.4828
30 30 0.0097 0.3977 0.4411 0.4771

SSIM

10 10 0.9002 0.0183 0.6844 0.6347
10 30 0.9010 0.0212 0.6831 0.6380
30 10 0.9410 0.8707 0.7218 0.6932
30 30 0.9420 0.8678 0.7221 0.6946

Table 6.5: Model 3 – Imaging quality assessment in reconstruction of acoustic and dielectric parameters

Index Methods
acoustic parameter dielectric parameter

c α ϵ′r ϵ′′r

Err

CSI-EP 0.0097 0.3927 0.4805 0.5890
MR-CSI 0.0098 0.6377 0.4712 0.5741
JCSI-CG 0.0101 0.9620 0.4445 0.5822

JCSI-EP (γ = 0) 0.0097 0.3927 0.4421 0.4658
JCSI-EP (γ = 0.5) 0.0098 0.3983 0.4430 0.4811
JCSI-EP (γ = 5) 0.0099 0.3807 0.4498 0.4894

SSIM

CSI-EP 0.9419 0.8708 0.6443 0.5325
MR-CSI 0.9425 0.7141 0.6768 0.5415
JCSI-CG 0.9394 0.5289 0.7260 0.5946

JCSI-EP(γ = 0) 0.9419 0.8708 0.7088 0.6977
JCSI-EP(γ = 0.5) 0.9411 0.8672 0.7172 0.6862
JCSI-EP(γ = 5) 0.9400 0.8765 0.7091 0.6685
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Table 6.6: Model 3 – Imaging quality assessment in reconstruction of acoustic and dielectric parameters
with different SNR

Index
SNR (dB) acoustic parameter dielectric parameter
AC EM c α ϵ′r ϵ′′r

Err

10 10 0.0126 1.0036 0.4689 0.5100
10 30 0.0125 0.9991 0.4692 0.5145
30 10 0.0098 0.3962 0.4432 0.4767
30 30 0.0098 0.3983 0.4430 0.4811

SSIM

10 10 0.9081 0.0293 0.6868 0.6452
10 30 0.9083 0.0294 0.6811 0.6384
30 10 0.9408 0.8685 0.7225 0.6944
30 30 0.9411 0.8672 0.7172 0.6862

Table 6.7: Model 4 – Imaging quality assessment in reconstruction of acoustic and dielectric parameters

Index Methods
acoustic parameter dielectric parameter

c α ϵ′r ϵ′′r

Err

CSI-EP 0.0089 0.3521 0.4505 0.5861
MR-CSI 0.0090 0.5817 0.4391 0.5576
JCSI-CG 0.0093 0.8499 0.4285 0.6591

JCSI-EP (γ = 0) 0.0089 0.3523 0.4160 0.4415
JCSI-EP (γ = 0.5) 0.0089 0.3513 0.4157 0.4523
JCSI-EP (γ = 5) 0.0089 0.3258 0.4158 0.4544

SSIM

CSI-EP 0.9429 0.9056 0.6872 0.5449
MR-CSI 0.9433 0.7739 0.7206 0.5813
JCSI-CG 0.9398 0.6215 0.7423 0.5020

JCSI-EP(γ = 0) 0.9429 0.9056 0.7473 0.7265
JCSI-EP(γ = 0.5) 0.9432 0.9056 0.7495 0.7246
JCSI-EP(γ = 5) 0.9428 0.9173 0.7492 0.7192

quality assessment is given in Table 6.7. As before, in separate inversion, the speed of sound can be
reconstructed well and fine structures can be identified in the acoustic case, but the reconstructions
of dielectric parameters are not satisfactory and the tumor cannot be seen.

Joint inversion algorithms have improved the reconstruction of dielectric parameters. In detail,
JCSI-CG can show the structure of glandular part but the tumor is not obvious in dielectric parameters,
while JCSI-EP can give a better estimate of the location and shape of the tumor. According to
the quantitative assessment, JCSI-EP performs best in the reconstruction of real part of relative
permittivity when γ = 0.5, while for the imaginary part, γ = 0 gives the best result. When γ = 5, the
images of JCSI-EP are oversmoothed and the tumor cannot emerge well from the dielectric parameters
while in the other cases the tumor can be identified clearly and the overall results are satisfactory.

Table 6.8 provides the quality assessment with different levels of noise with γ = 0.5. As with the
results above, the noise level of acoustic data has a higher influence on the final result. A relative low
level of noise is needed for successful tumor detection.
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Figure 6.7: Model 4 – Ground truth (1st row), separate reconstruction results of CSI-EP (2nd), MR-
CSI (3rd) and joint inversion results of JCSI-CG (4th) and JCSI-EP (5th) with speed of sound c (1st
column), attenuation α (2nd), real part ϵ′r (3rd) and imaginary part ϵ′′r (4th) of relative permittivity.

Table 6.8: Model 4 – Imaging quality assessment in reconstruction of acoustic and dielectric parameters
with different SNR

Index
SNR (dB) acoustic parameter dielectric parameter
AC EM c α ϵ′r ϵ′′r

Err

10 10 0.0108 1.0097 0.4427 0.4764
10 30 0.0108 1.0262 0.4429 0.4817
30 10 0.0089 0.3502 0.4134 0.4473
30 30 0.0089 0.3513 0.4157 0.4523

SSIM

10 10 0.9189 0.1374 0.7356 0.6982
10 30 0.9189 0.1335 0.7159 0.6813
30 10 0.9412 0.8685 0.7523 0.7361
30 30 0.9432 0.9056 0.7495 0.7246

81



Joint inversion of microwave and ultrasound data with edge-preserving regularization

-0.05 0 0.05

-0.05

0

0.05

0

5

10

15

-0.05 0 0.05

-0.05

0

0.05

0

5

10

15

-0.05 0 0.05

-0.05

0

0.05

0

5

10

15

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

-0.05 0 0.05

-0.05

0

0.05

10

20

30

40

-0.05 0 0.05

-0.05

0

0.05

0

1

2

3

4

5

-0.05 0 0.05

-0.05

0

0.05

0

1

2

3

4

5

-0.05 0 0.05

-0.05

0

0.05

0

1

2

3

4

5

-0.05 0 0.05

-0.05

0

0.05

1500

1550

1600

-0.05 0 0.05

-0.05

0

0.05

1500

1550

1600

-0.05 0 0.05

-0.05

0

0.05

1500

1550

1600

Figure 6.8: Model 4 – Joint reconstruction results of speed of sound c (1st row), attenuation α (2nd),
real part ϵ′r (3rd) and imaginary part ϵ′′r (4th) of relative permittivity by JCSI-EP with γ = 0 (left),
γ = 0.5 (middle) and γ = 5 (right).

6.5 Conclusion

In this chapter, a joint inversion algorithm of electromagnetic and acoustic data based on edge-
preserving regularization has been proposed by introducing additional variables indicating the exis-
tence of an edge. Acoustic contrast, dielectric one and these edge markers are updated alternately.

Comprehensive numerical experiments, with due comparison with approaches involving total vari-
ation or cross-gradient, show that by joint inversion, electromagnetic imaging can gain from the high
resolution of acoustic imaging and map out small tumors, which is very difficult when electromagnetic
data are the only ones involved. A good quality of acoustic data is required to get a satisfactory joint
inversion result.

For the three realistic models as introduced, increasing the weight of electromagnetic data in
updating the edge variables may decrease the contrast between the tumor and the background. Overall,
the electromagnetic imaging quality is much enhanced by joint inversion however. As for the choice of
hyperparameters, here dealt with by thorough numerical experimentation beforehand, it still remains
an open question. Forthcoming work should in particular focus onto a Bayesian methodology in
order to estimate the hyperparameters jointly, so as to achieve a proper choice for each model under
investigation.
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Chapter 7

Joint inversion of microwave and
ultrasound data by convolutional
neural networks

This chapter is based on the paper Breast imaging by convolutional neural networks from joint mi-
crowave and ultrasonic data, Y. Qin, P. Ran, T. Rodet, and D. Lesselier, submitted to the IEEE
Transactions on Antennas and Propagation and presently undertaking revision. Still there is some
duplicate content in introduction and forward problem. We have changed some notations and the
layout of the figures. Layers and optimization methods used to build and train the proposed network
are detailed in Chapter 4.

7.1 Introduction

New imaging modalities with non-ionizing and low-cost features are being developed for breast tumor
detection. Microwave imaging, due to the high contrast of the dielectric parameters between tumorous
and normal tissues, has been investigated for breast imaging [37, 133]. However, images are of low
resolution due to the long wavelength of the electromagnetic wave. In contrast, ultrasound imaging,
despite low contrast between different tissues, can provide high-resolution image and structure infor-
mation [169, 170]. Therefore, it is of good interest to fuse these two modalities to produce images
exhibiting both high contrast and high resolution.

Fusion of multimodality data can be achieved by successive imaging with one modality used as
prior. Usually structure information, like tissue interface or region, can be extracted from a high-
resolution image. Such information can be used as regularization term to guide inversion with another
modality [102, 105, 112] or give a better initial guess of unknown parameters [113]. Joint inversion
is another way to fuse data where they are inverted simultaneously. Empirical or intrinsic physical
relationship can be employed to achieve joint inversion [116]. Structural similarity can also be employed
to combine the parameters of different modalities in the inversion procedure [118–120].

Such methods are based on iterative nonlinear inversion algorithms, like the Distorted Born Iter-
ative Method (DBIM) [55], the Contrast Source Inversion (CSI) [58] method and the Subspace-based
Optimization Method (SOM) [59], all under various guises and at different stages of sophistication,
yet often requiring time-consuming iterations in order to get suitable reconstruction results, and as a
matter of fact real-time imaging is difficult to achieve. As further examples breast microwave imaging
with prior information on tissue boundaries yielded from ultrasound reflection data using regularized
DBIM and CSI is dealt with by the authors and co-workers [183] while deterministic edge-preserving
approaches, alternate minimization updating acoustic contrast, edge markers and dielectric contrast
of the breast, incorporating the cost functional of CSI, is in [172].
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Recently, convolutional neural networks (CNN) have shown to be successful in image recognition
[76, 77], segmentation [78, 79], object detection [80, 81] and many other tasks, and have found their
way in effect in a whole range of artificial-intelligence-based medical imaging as reviewed in [184],
including diagnostic of lesions from ultrasound images, e.g., [185] — microwave breast imaging seems
less investigated in that specific AI realm.

CNN has strong local modeling capability with few parameters. Once the network is well trained, it
can give the result in real time. Such techniques have been investigated for inverse scattering problems
and showed promising results.

As an example, in [82], a CNN structure is designed to use the measured fields as the input and to
predict the scatterer map directly. Such a type of methods can provide reconstruction results in real
time yet it benefits little of the physical knowledge available.

CNN can also be run in combination with traditional inversion algorithms. In [84], CNN is to
estimate the total contrast current given the part in signal space calculated similarly to SOM as the
input, then the noise subspace component of contrast current and contrast are optimized iteratively.
In [85], the result of a backpropagation method is the input of a cascade of multi-layer complex-valued
residual CNN networks in order to get a better reconstruction of the contrast. In [86], with the major
part of the contrast current obtained from the scattered field and the corresponding total field as the
input, the contrast current is predicted. A review of deep learning methods for the inverse scattering
problem is found in [186].

In addition to the references above, CNNs have been applied in breast imaging [87, 88] where U-
Net [79] is employed to refine the contrast obtained from CSI to get a better estimate. Though acoustic
data are involved, fusion of these two modalities occurs within the CSI reconstruction procedure.

In the present study, convolutional neural networks are used to combine (collected at a single
frequency) microwave data and (collected at two frequencies) ultrasonic data and to get the imaging
results directly. Inspired by double-stream CNN [168], which is designed to fuse temporal and spatial
information for video action recognition, in order to capture the complementary information and
combine them within the last layer, a multi-stream structure is used to input data from the different
modalities of exploration (in terms of the physics itself and the diverse operation frequencies).

To fully exploit the real-time feature of the network, its input consists of source and field quantities
inside the domain of interest which are obtained by backpropagation from the measured data, and the
output is chosen as the distribution of all parameters directly. Besides, multi-task learning strategy is
used with an auxiliary classifier to classify each pixel to get a segmentation image where tissue types
are shared by both modalities. Such an image can also help the diagnosis of tumors for physicians.

The contribution is organized as follows. In Section 7.2 the formulation of the forward problem
is presented. In Section 7.3, the structure of the network is detailed. In Section 7.4 numerical
experiments on breast phantoms are proposed. A brief conclusion follows in 7.5. Notice that recent
works on breast imaging and data fusion by the authors and co-workers as mentioned before [183] [172]
have been illustrated on phantoms and datasets like to those of now, yet going to tailored CNN stands
in contrast to these earlier investigations.

7.2 Forward problem

In the investigation a two-dimensional geometry is considered. Time-harmonic waves are assumed
with time dependence exp(−iωt) for both acoustic and electromagnetic cases. The breast is located
within a domain of interest (DoI) D.

The known background medium is characterized by its complex relative permittivity ϵb, perme-
ability µb, and wavenumber kemb = ω

√
ϵ0ϵbµb in electromagnetics, and speed of sound cb, attenua-

tion αb, and wavenumber kacb = ω/cb + iαb in acoustics. Permeability and density are set constant
within the DoI. The unknown parameters are the space distributions of complex relative permittivity
ϵr(r) = ϵ′r(r) + iϵ′′r(r), sound speed c(r) and attenuation α(r).
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CNN scheme

For each modality, Ni probes are evenly located at r′p, p = 1, 2, . . . , Ni on a circle S, as sketched
in Fig. 7.1. Each one illuminates the DoI and scattered fields are collected by all.

To tackle the problem numerically, D is discretized into M = H ′ ×W ′ small cells centered at rm,
m = 1, 2, . . . ,M . A standard pulse-basis point-matching method of moments (MoM) is employed.
Every square cell is approximated by a small disk with same area and with equivalent radius R.

Acoustic and electromagnetic contrasts are defined as

χac(r) =
(kac(r))2 − (kacb )2

(kacb )2
(7.1)

χem(r) =
(kem(r))2 − (kemb )2

(kemb )2
(7.2)

and the contrast source for the vth incidence

Jp(r) = χ(r)F t
p(r) (7.3)

where F is the pressure field P or the electric field E. Superscript ”t” denotes total field. Source-type
integral equations in discrete form can be derived as

Jp = XFi
p + XGdJp (7.4)

Fs
p = GsJp (7.5)

The M × 1 vector Fi
p represents the incident field with Fi

p = [F i
p(r1), . . . , F

i
p(rM )]T where superscript

”T” denotes transpose. Fs
p is a Ni×1 vector representing the scattered field collected by the receivers as

Fs
p = [F s

p (r′1), . . . , F
s
p (r′Ni

)]T . The M×1 vector χ is the discrete form of χ as χ = [χ(r1), . . . , χ(rM )]T .
Gd is a M ×M matrix with element

Gd(m,m′) =


ikbπR

2
J1(kbR) H

(1)
0 (kb|rm − rm′ |),m ̸= m′

ikbπR

2
H

(1)
1 (kbR) − 1, otherwise

(7.6)

J1 is the 1st-kind Bessel function, H
(1)
1 the 1st-kind 1st-order Hankel function, H

(1)
0 the 1st-kind 0th-order

Hankel function. The Ni ×M matrix Gs is

Gs(v,m) =
ikbπR

2
J1(kbR) H

(1)
0 (kb|r′v − rm|) (7.7)

7.3 CNN scheme

A CNN structure with multi-stream input and multi-task learning strategy (CNN-MM) is proposed
to achieve joint inversion of microwave and ultrasonic data in real-time.

7.3.1 CNN structure

As indicated, the structure is inspired by a two-stream CNN proposed in [168]. In the present work,
microwave data at a single frequency and ultrasonic data at two frequencies are used, thus a three-
stream architecture for input is designed, refer to Fig. 7.2.

To achieve real-time reconstruction, a network with input of scattered fields and with the distri-
bution of parameters as the output is wished for. In this case, fully-connected layers are required
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Figure 7.1: Sketch of configuration of two multistatic modalities.

since parameters at each pixel impact all scattered fields collected. However, fully-connected layers
involving a large number of trainable parameters are the main cause of computational burden.

To overcome this hurdle and also introduce physical knowledge, the input of the proposed network
is chosen as contrast-source and field quantities ω and f inside the DoI gotten from backpropagation

ωp = G†
sF

s
p (7.8)

fp = Gdωp (7.9)

where G†
s is the conjugate transpose of Gs —notice that in back-propagation methods, a complex

parameter is used in Equation (7.8) to minimize the quadratic error in the scattered field, here the
parameter is simply set to 1.

Global relations between different pixels have been introduced via the Green’s function. Given such
input, focus can be concentrated on local spatial relation and connections between different channels.

For each modality at a given frequency, ωp and fp are reshaped as H ×W images. ℜ{ωp}, ℑ{ωp},
ℜ{fp} and ℑ{fp} obtained from all incidences are concatenated as input with size of H ×W × 4Ni.

To achieve reconstruction, the network has an output of size H ×W × 4 to give the prediction of
electric parameters ϵ′r and ϵ′′r , and acoustic parameters c and α simultaneously. To reduce the impact on
the loss and gradient due to the difference in magnitude between different parameters, each parameter
ζ is normalized to [0, 1] given the corresponding range [ζmin, ζmax] by ζ̃ = (ζ − ζmin)/(ζmax − ζmin).
Accordingly, the activation function of the last layer is the sigmoid function the output of which is
between 0 and 1.

Apart from the regression task, an auxiliary classifier is added to provide a segmentation image.
A softmax classifier is used to give the probability distribution over predicted output classes (tissue
types and background medium) for each pixel and the pixel will be classified into the class with the
highest score. This segmentation task is quite relevant to the regression task. Such multi-task learning
can help training the network and improve the generalization capability [187].

Unlike the structure in [168] where fusion is achieved in the last layer, data from different modal-
ities are combined earlier in the proposed network. After two sets of 1×1 convolutional layer with
activation function of ReLU [76] and Batch Normalization (BN) [144], results of different streams are
concatenated and convolved with a 3×3 convolutional layer. Separate convolution is chosen to reduce
computational cost.

Six repeated residual units [188, 189] are cascaded as the main body of the structure. The details
of the residual unit are illustrated in Fig. 7.3, it contains two convolutional layers and an identity
shortcut with pre-activation [189] structure to help the training of the network. A 1×1 convolutional
shortcut may be used to match dimensions.
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Figure 7.2: Structure of CNN-MM, with three streams to input microwave data at one frequency and
ultrasonic data at two frequencies and two tasks to output the parameter values and tissue type image.
Numbers beside the arrows are channel numbers. Height H and width W remain unchanged.
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BN + ReLU + conv

BN + ReLU + conv

+

Figure 7.3: Residual unit with pre-activation.

To be mentioned, in the first two units, separate convolution with kernel size of 3×3 is used to
model the connections in the spatial neighborhood and among different channels; the following three
units are with a kernel of 1×1 to add nonlinearity for the data at the same position, and the last unit
has a normal 3×3 convolution. Two other residual units are added before the output of distribution
of parameters, each with two layers of 3×3 convolution and ReLU activation.

7.3.2 Loss function

The network gives the prediction of dielectric and acoustic parameters and the segmentation of the
breast model simultaneously and different loss functions are employed.

In the regression task, dielectric and acoustic parameters at each pixel are predicted. The loss
function is chosen as the mean of the absolute error and squared error as

Lreg =
1

2NHW

∑
n

∑
h,w

(
|ˆ̃ζ

n

h,w − ζ̃nh,w| + |ˆ̃ζ
n

h,w − ζ̃nh,w|2
)

(7.10)

for parameter ζ where
ˆ̃
ζ
n

h,w is the predicted value of nth sample located at (h,w) and ζ̃nh,w is the
groundtruth. N is the number of samples in a training batch.

In the segmentation task, each pixel is classified into a tissue type or background medium. Softmax
classifier is used for this multi-class classification problem. The loss function is cross entropy as

Lseg = − 1

NHW

∑
n

∑
h,w

∑
k

tnh,w;klog(snh,w;k) (7.11)

with tnh,w;k and snh,w;k the groundtruth and predicted probability of the pixel for Class k.
Considering that the tumor class should have a quite smaller number of pixels than other tissue

types and that background has the most pixels, the class distribution is extremely imbalanced. The
loss will be dominated by majority classes and minority classes will be ignored by the classifier.

To overcome this problem, a weight factor is introduced for each tissue type in order to balance
the penalty especially when a tumor pixel is wrongly classified. In the present work, the weight for a
class is proportional with the reciprocal of the square root of the number of pixels labeled as it.

7.3.3 Other structures

Apart from the network with multi-stream as input and multi-task learning described above, CNNs
with other structures are built for comparison.

Two CNNs are used to test the performance with data from a single modality: CNN-US has two
streams for ultrasonic data obtained at two frequencies and outputs the acoustic parameters and the
tissue type image; CNN-EM has one stream for microwave data and outputs the dielectric parameters
and also the tissue type images.
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Another two CNNs have been built to test the effectiveness of multi-task learning: CNN-RG with
both ultrasonic and microwave data to retrieve the distribution of dielectric and acoustic parameters,
and CNN-SG with which one only tries to get the segmentation result.

The above four networks are constructed from the original network by removing the needless
branches. Besides, CNN-OS with one stream where microwave and ultrasonic data are concatenated
in different channels as the input is designed. The numbers of filters in the first two layers are 592
and 256, sum of the filters of the three streams in CNN-MM.

7.4 Numerical simulations

Here, numerical simulations are run to evaluate the performance of the networks. Several examples
enable to compare the results of the networks above. Robustness is also tested on the proposed one.

7.4.1 Measurement setup and dataset

The networks are trained and tested with realistic breast phantoms available in the well-known on-line
UWCEM repository [134], [190]. Breast composition varies from person to person and the phantoms
in the repository are classified according to radiographic density into four classes: almost entirely
fatty, scattered fibroglandular tissue, heterogeneously dense breast, and extremely dense tissue.

Since dense breasts have higher risk of cancers [137], phantoms categorized into the last two classes,
Class 3 and 4, are used to generate the dataset. Each model is extracted along s1 axis from the 3D
phantoms, including three phantoms in Class 3 and one phantom in Class 4. Several columns and
rows with pixels of background are added to ensure that all samples have same size.

One tumor is added into the glandular part with random location. The size of this tumor is set
randomly with a radius between 6 mm and 8 mm to add variability. In our work, one slice of the breast
phantom generates three samples: one sample without tumor, another two with different tumors.

The Debye parameters of dielectric properties for normal tissues are from [133] and the relative
permittivity of the tumor is set as the 75th percentile curve in [132]. The acoustic parameters are
chosen from [138,139]. A linear dependence between attenuation and frequency is assumed.

In the simulation, for the electromagnetic case, 20 antennas are evenly set on a circle with radius of
0.1 m, working as sources and receivers simultaneously at a single 1 GHz operation frequency. For the
acoustic case, 64 transducers operate at 100 and 200 kHz, set on a 0.12 m-radius circle. The DoI for
simulation has a resolution of 0.5 mm, with 300 × 300 pixels. Scattered fields are obtained by solving
the forward problem. Corresponding calculations are run on Matlab.

To enlarge the dataset, data augmentation is employed. Different levels of noise are added to the
scattered fields from 15 dB to 30 dB. The DoI is discretized into 75× 75 pixels to calculate input data
ω and f with Equations (7.8) and (7.9). Tissue type image and distribution of electric and acoustic
parameters with the same discretization are used as the output. Rotation and flipping are operated on
both input and output of a sample to generate new data. The whole data set contains 2180 samples,
including 1920 training samples and 240 test samples. In the training set, 1296 samples are from Class
3 and 624 from Class 4, while in the test set, there are 144 samples from Class 3 and 96 from Class 4.

The ranges to normalize the parameters are [1, 70], [0, 30], [1450, 1650] and [0, 5] for ϵ′r, ϵ
′′
r , c and α,

respectively. Here, attenuation at 200 kHz is predicted. In the segmentation task, pixels are classified
into six categories according to tissue type in the repository, namely background medium, skin, fat,
transitional, glandular and tumorous tissue.

7.4.2 Implementation details

All networks are implemented on Keras with Tensorflow backend, run on a laptop with NVIDIA GPU
Quadro P600. The weights of segmentation and regression losses are set to 1 and 8, respectively. L2
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regularization is chosen for all the networks with regularization parameter γ = 0.01. The weights in
the convolutional layers are initialized by Xavier initialization [146]. The networks are trained with
ADAM [147] solver with an initial learning rate of 0.001 which decays with a factor of 0.2 every 10
epochs. The batch size is 10 and 80 epochs are run in total. All the networks are trained on the same
training set with the same configuration.

7.4.3 Quantitative assessment

The performance of the network is assessed by two metrics for different tasks. For the segmentation
task, Intersection-over-Union (IoU) for Class i is calculated as

IoUi =
1

N

∑
n

pnii + 1∑K
k=1 p

n
ik +

∑K
k=1 p

n
ki − pnii + 1

(7.12)

where pnik is the number of pixels in test sample n labeled as Class i but predicted into Class k and
K is the number of classes. Note that in the calculation, a smoothness number of 1 is used. For the

regression task, the relative error is used for evaluation. Given the output of the network
ˆ̃
ζ and ranges

for normalization, the predicted parameter value ζ̂ can be calculated. The relative error between ζ̂
and groundtruth ζ is as

Err =
1

N

∑
n

√√√√∑w,h |ζ̂nw,h − ζnw,h|2∑
w,h |ζnw,h|2

(7.13)

electromagnetic data (CNN-EM), single input of ultrasonic data (CNN-US), single output with tissue
type (CNN-SG) and single output of parameter distribution maps (CNN-RG) are constructed by
removing the needless branch. Besides, a network with one stream (CNN-OS) where electromagnetic
and acoustic data are concatenated in different channels as the output is designed. The numbers of
filters of first two layers are 592 and 256, sum of the filters of the three streams in CNN-MM. All
the networks are trained on the same training set with the same training configuration. Quantitative
assessment, IoU and Err on the test set are in Tables 7.1 and 7.2.

Table 7.1: IoU of different networks on test set.

Network Medium Skin Fat Transition Gland Tumor Average

CNN-MM 0.9952 0.8363 0.8595 0.4176 0.6772 0.7168 0.7504
CNN-EM 0.9885 0.6270 0.7999 0.3242 0.5513 0.3231 0.6024
CNN-US 0.9960 0.8565 0.8538 0.3959 0.6480 0.7003 0.7418
CNN-SG 0.9956 0.8426 0.8430 0.3938 0.6595 0.6943 0.7381
CNN-OS 0.9945 0.8231 0.8516 0.3972 0.6616 0.6799 0.7347

Table 7.2: Err of different networks on test set.

Network ϵ′r ϵ′′r c α

CNN-MM 0.2617 0.2652 0.0045 0.1356
CNN-EM 0.3575 0.3694 – –
CNN-US – – 0.0042 0.1397
CNN-RG 0.2795 0.2826 0.0056 0.1572
CNN-OS 0.2731 0.2782 0.0045 0.1642
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From the quantitative assessment, with both microwave and ultrasonic data, CNN-MM with out-
puts of both tissue type and parameter images works better on the test set than CNN-RG and CNN-SG
which are trained with single task. Though the relative error in sound speed is slightly higher than
with CNN-US, CNN-MM has higher score in segmentation task and works much better than CNN-EM
in both regression and segmentation tasks. CNN-MM also outperforms CNN-OS with one stream for
data of two modalities. Meanwhile, the proposed network can achieve real-time retrieval. In average,
with FFT implemented, the network input data can be computed in 0.3477 second and it takes 0.2231
second to get the prediction results of one sample on Intel Core i7-8850H CPU (2.60 GHz).

7.4.4 Qualitative assessment

Reconstructions of two examples are shown to compare imaging quality. They are new slices extracted
from models in Class 3 and Class 4 to compare the results of different modalities and network struc-
tures, respectively. Each example involves two cases to evaluate the tumor detection capability of the
networks: one without tumor, another with a synthetic tumor. 30 dB noise is added to both data.

A breast model from Class 3 shows the reconstruction from different modalities. Groundtruth
without and with tumor is in Figs. 7.4 and 7.5 (1st row), respectively. Results yielded by CNN-MM,
CNN-EM and CNN-US are in 2nd, 3rd and 4th rows, respectively.

When only microwave data dealt with, several pixels in the segmentation image of CNN-EM are
classified as tumor yet there is none. When a tumor, it cannot be identified from the distribution of the
relative permittivity. Yet, both CNN-US and CNN-MM achieve a good reconstruction of parameters
and segmentation images. The main structure is well estimated and the tumor detected in both
parameter and tissue type images.

Their IoU and Err are in Tables 7.3, 7.4, 7.5 and 7.6. From the quantitative assessment, CNN-
MM enjoys the best performance in both regression and segmentation tasks for both cases. Fusion of
modalities has improved the imaging, especially if concerned with the microwave modality.

Table 7.3: IoU for example in Class 3 w/o tumor.

Network Medium Skin Fat Transition Gland Tumor Average

CNN-MM 0.9949 0.8333 0.7885 0.4048 0.7049 1.0 0.7877
CNN-EM 0.9934 0.7021 0.7422 0.3452 0.6089 0.05 0.5736
CNN-US 0.9954 0.8118 0.7710 0.4015 0.6824 1.0 0.7770

Table 7.4: Err for example in Class 3 w/o tumor.

Network ϵ′ ϵ′′ c α

CNN-MM 0.2626 0.2635 0.0046 0.1110
CNN-EM 0.3103 0.3125 – –
CNN-US – – 0.0047 0.1091

Table 7.5: IoU for example in Class 3 w/ tumor.

Network Medium Skin Fat Transition Gland Tumor Average

CNN-MM 0.9952 0.8286 0.7934 0.3894 0.6580 0.7586 0.7372
CNN-EM 0.9949 0.7213 0.75 0.3484 0.5549 0.4333 0.6338
CNN-US 0.9957 0.9082 0.7789 0.3861 0.6410 0.5667 0.7001
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Table 7.6: Err for example in Class 3 w/ tumor.

Network ϵ′ ϵ′′ c α

CNN-MM 0.2646 0.2633 0.0045 0.1562
CNN-EM 0.3160 0.3271 – –
CNN-US – – 0.0047 0.1738

An example in Class 4 enables to evaluate the performance of CNNs with different structures with
data of two modalities. Groundtruth and results of CNN-MM, CNN-OS, CNN-RG and CNN-SG are
in Figs. 7.6 and 7.7 for no and one tumor. In segmentation, the tissue structure is well appraised
and overall, results are satisfactory. All networks recognize presence/absence of tumor, though still
little difference in size and shape vs. groundtruth. In regression, CNN-RG does not well distinguish
if tumor in or not. Retrievals look alike.

CNN-MM and -OS with multi-task learning have better prediction on electric and acoustic pa-
rameters. There is higher contrast at location of the tumor whenever added. CNN-MM is better for
attenuation than CNN-OS, which predicts lower attenuation for the tumor than the glandular part.
Their IoU and Err are in Tables 7.7, 7.8, 7.9 and 7.10. CNN-MM with multi-task learning outperforms
networks with single task of regression or segmentation. With multi-stream for different modalities,
it is better than CNN-OS where data are combined at first layer.

7.4.5 Robustness experiment

The network is trained with 15 to 30 dB SNR and at most one tumor. Robustness tests are to see how
CNN-MM performs with more noise and more tumors. Based on Class 3 example, 10 and 15 dB noise
are added to data without/with tumor, Fig. 7.8. With 15 dB, the network performs well (2nd and 4th

rows). The tumor is seen in parameters and segmentation results. With 10 dB, it is harder to detect.
Only few pixels are classified as tumor, difficult to see in images (3rd row). Their IoU and Err are in
Tables 7.11, 7.12, 7.13 and 7.14. A new slice in Class 4 model is used to test if two tumors, with 30
dB noise. Ground truth and images are in Fig. 7.9. The tumors are localized, with higher contrast in
parameters. Average IoU is 0.8103, Err are 0.2278 for ϵ′r, 0.2316 for ϵ′′r , 0.0039 for c, 0.1480 for α.

7.5 Conclusion

A CNN structure is proposed to combine microwave and ultrasonic data and achieve real-time breast
imaging. Apart from the regression task to predict parameter values, an auxiliary classifier is used to
classify each pixel to get model segmentation. Such multi-task learning improves the reconstruction.
Combination of two-modality data also performed better than with only one modality, especially for
the microwave one, as further justification of the data fusion as operated herein. Though the network
performs well on dense Class 3 and 4 models, it has a bad generalization capability for fatty breasts,
due to lack of training samples from this group. Besides, loss weights for different tasks are set
constant, which can be improved in adaptive fashion [191].

Table 7.7: IoU for example in Class 4 w/o tumor.

Network Medium Skin Fat Transition Gland Tumor Average

CNN-MM 0.9969 0.8670 0.8978 0.4753 0.7547 1.0 0.8319
CNN-SG 0.9969 0.8483 0.8832 0.4564 0.7413 1.0 0.8210
CNN-OS 0.9961 0.8596 0.8989 0.4488 0.7206 1.0 0.8207
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Table 7.8: Err for example in Class 4 w/o tumor.

Network ϵ′ ϵ′′ c α

CNN-MM 0.2358 0.2418 0.0039 0.0960
CNN-RG 0.2585 0.2581 0.0052 0.0984
CNN-OS 0.2529 0.2540 0.0041 0.1036

Table 7.9: IoU for example in Class 4 w/ tumor.

Network Medium Skin Fat Transition Gland Tumor Average

CNN-MM 0.9979 0.8935 0.9013 0.4844 0.7143 0.7045 0.7826
CNN-SG 0.9977 0.8693 0.8869 0.4767 0.7050 0.6458 0.7636
CNN-OS 0.9966 0.8786 0.8901 0.4337 0.6689 0.5682 0.7394

Table 7.10: Err for example in Class 4 w/ tumor.

Network ϵ′ ϵ′′ c α

CNN-MM 0.2402 0.2428 0.0041 0.1363
CNN-RG 0.2547 0.2529 0.0054 0.1861
CNN-OS 0.2507 0.2586 0.0043 0.2081

Table 7.11: IoU for example in Class 3 w/o tumor vs. SNR.

SNR (dB) Medium Skin Fat Transition Gland Tumor Average

10 0.9903 0.6580 0.6623 0.2628 0.4753 1.0 0.6748
15 0.9939 0.7809 0.7545 0.3548 0.6423 1.0 0.7544
30 0.9949 0.8333 0.7885 0.4048 0.7049 1.0 0.7877

Table 7.12: Err for example in Class 3 w/o tumor vs. SNR.

SNR (dB) ϵ′ ϵ′′ c α

10 0.4233 0.4218 0.0067 0.1520
15 0.3216 0.3188 0.0054 0.1262
30 0.2626 0.2635 0.0046 0.1110

Table 7.13: IoU for example in Class 3 w/ tumor vs. SNR.

SNR (dB) Medium Skin Fat Transition Gland Tumor Average

10 0.9911 0.6126 0.7030 0.3180 0.5 0.1034 0.5380
15 0.9949 0.7529 0.7520 0.3588 0.5947 0.5278 0.6338
30 0.9952 0.8286 0.7934 0.3894 0.6580 0.7586 0.7372

Table 7.14: Err for example in Class 3 w/ tumor vs. SNR.

SNR (dB) ϵ′ ϵ′′ c α

10 0.3893 0.3909 0.0071 0.2113
15 0.3164 0.3137 0.0053 0.1698
30 0.2646 0.2633 0.0045 0.1562
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Figure 7.4: Example w/o tumor in Class 3: real ϵ′ (1st row) & imaginary parts ϵ′′ (2nd) of relative
permittivity, sound speed c (3rd), attenuation α (4th), and tissue type image (5th) of groundtruth (1st

column), CNN-MM (2nd), CNN-EM (3rd), CNN-US (4th).
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Figure 7.5: Example w/ tumor in Class 3: real ϵ′ (1st row) & imaginary parts ϵ′′ (2nd) of relative
permittivity, sound speed c (3rd), attenuation α (4th) and tissue type image (5th) of groundtruth (1st

column), CNN-MM (2nd), CNN-EM (3rd), CNN-US (4th).
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Figure 7.6: Example w/o tumor in Class 4: real ϵ′ (1st row) & imaginary parts ϵ′′ (2nd) of relative
permittivity, sound speed c (3rd), attenuation α (4th) and tissue type image (5th) of groundtruth (1st

column), CNN-MM (2nd), CNN-OS (3rd), CNN-RG (4th column, first 4 figures), CNN-SG (4th column,
last figure).
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Figure 7.7: Example w/ tumor in Class 4: real ϵ′ (1st row) & imaginary part ϵ′′ (2nd) of relative
permittivity, sound speed c (3rd), attenuation α (4th) and tissue type image (5th) of groundtruth (1st

row), CNN-MM (2nd), CNN-OS (3rd), CNN-RG (4th column, first 4 figures), CNN-SG (4th column,
last figure).
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Figure 7.8: Example in Class 3 vs. SNR: CNN-MM w/o tumor and 10 dB noise (1st column), w/o
tumor and 15 dB noise (2nd), w/ tumor and 10 dB noise (3rd column), 15 dB noise (4th).
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Figure 7.9: Example w/ 2 tumors in Class 4: real ϵ′ (1st row) & imaginary parts ϵ′′ (2nd) of relative
permittivity, sound speed c (3rd), attenuation α (4th), tissue type image (5th) of groundtruth (1st

column), result of CNN (2nd).
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Chapter 8

Joint inversion of electromagnetic and
acoustic data with a variational Bayes
method

This chapter is presently being developed as a journal paper to be submitted in due time. So there is
some duplicate content in introduction and forward problem, as one is aiming at being comprehensive
in that undergoing development.

8.1 Introduction

In Chapter 6 we have proposed a joint inversion algorithm with edge in different directions as the link
between the two modalities. However, though the reconstruction results are improved for dielectric
parameters, there are many hyperparameters that still need to be chosen. To avoid this problem,
we employed CNN for inversion in Chapter 7 where hyperparameters are involved for the training of
the network. When the network is trained, it can be used to give the imaging results without tuning
hyperparameters for a certain sample. In the present chapter, we propose another method to solve this
problem. We try to get the inversion result with a variational Bayesian method [63] and to estimate
the hyperparameters automatically in the imaging process.

In a Bayesian framework, priors for the unknown object and the hyperparameters are assigned
and a joint posterior distribution can be obtained. In VBA method, this joint posterior distribution is
approximated by a free form separable distribution which minimizes the Kullback-Leibler divergence
[192] between them. Classical approaches can provide the analytical approximation of the posterior.
Such a method has been used as an example in image restoration [193,194] and image reconstruction
[195,196], especially also in microwave breast imaging tasks [69,70]. Here we follow our previous work
and we use edges as hidden variables for both acoustic and dielectric parameters and estimate the
hyperparameters jointly. The rest of this chapter is organized as follows: Section 8.2 describes the
principle of the VBA method. The forward model is given in Section 8.3 and the algorithm to solve
this problem is detailed in 8.4. Experiments are shown in Section 8.5 and the conclusion is drawn in
Section 8.6.

8.2 Variational Bayesian Approximation (VBA) for inverse problem

In this section we take the inverse problem y = Ax (y ∈ RN , x ∈ RM and A ∈ RN×M ) as an example
to show how to use VBA to solve it.
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8.2.1 Bayesian modeling

The principle of Bayesian inference is to determine a prior law f(x) modeling the information that we
have on the unknowns before taking the measurements. Then we update this information with the
information from the measurements through the likelihood f(y|x). We determine the posterior law
as follows:

f(x|y) =
f(y|x)f(x)

f(y)
(8.1)

where f(y) is the normalization factor.

In a Bayesian framework, we consider additive noise in the data equation, and the problem becomes

y = Ax + n (8.2)

Usually we assume that n is independent, identically-distributed (iid) Gaussian noise with unknown
but common variance γ−1

n as

f(n|γn) = N (0, γ−1
n I) (8.3)

γn is the inverse of variance and is called precision parameter. So we can get

f(y|x, γn) = N (Ax, γ−1
n I) ∝ γN/2

n exp{−γn
2
∥y −Ax∥2} (8.4)

Suppose that we have a Gaussian prior model for the solution, thus we can assign an iid Gaussian
distribution with mean x0 and inverse variance γx as

f(x|x0, γx) = N (x0, γ
−1
x I) ∝ γM/2

x exp{−γx
2
∥x− x0∥2} (8.5)

Hierarchical Bayesian approach: To tune the compromise between information from the exper-
iment (data) and prior information, we must tune the hyperparmeters γn and γx. These parameters
are hidden and they cannot be directly observed. One major advantage of the Bayesian framework is
that it can be an unsupervised approach where the hyperparameters are jointly estimated by assigning
hyper-priors. Thus we can get a hierarchical Bayesian model and we call this problem, joint estimation
of the unknown parameter x and the hidden parameters γn and γx, a hierarchical Bayesian problem.

To estimate the hyperparamters γn and γx jointly in our Bayesian framework, we assign a prior
model to them. It is obvious that γn and γx are positive, thus we choose the Gamma distribution1 to
reflect the positivity of these parameters as

f(γn|αn, βn) = Gγn(αn, βn) ∝ (γn)αn−1 exp{−βnγn} (8.6)

f(γx|αx, βx) = Gγx(αx, βx) ∝ (γx)αx−1 exp{−βxγx} (8.7)

When we choose αn/x → 0 and βn/x → 0, a non-informative law is obtained. In this particular
case it is the Jeffrey’s law.

Based on Bayes’ rule, we can get the joint posterior distribution as

f(x, γn, γx|y,x0, αn, βn, αx, βx) ∝
f(y|x, γn)f(x|x0, γx)f(γn|αn, βn)f(γx|αx, βx)

(8.8)

which can be rewritten to express the posterior distribution of x, f(x|y,x0, γx, γn):

f(x, γn, γx|y,x0, αn, βn, αx, βx) = f(x|y,x0, γx, γn)f(γn|αn, βn)f(γx|αx, βx) (8.9)

1it is a conjugate law with the likelihood of these parameters.

102



Variational Bayesian Approximation (VBA) for inverse problem

where the posterior law f(x|y,x0, γx, γn) is a Gaussian law as:

f(x|m,Σ) = (2π)−n/2|det(Σ)|−1/2 exp

(
−1

2
(x−m)tΣ−1(x−m)

)
(8.10)

where the covariance matrix Σ = (γnA
TA + γxI)

−1 and the mean m = γnΣ
(
ATy + x0

)
.

We can see in this very simple linear model with a Gaussian likelihood and with a Gaussian
prior, that we can have an explicit form of the posterior law knowing the hyperparameters, but the
dependency with respect of the hyperparameter is very complex due to the determinant and the
inversion of the convariance matrix containing γn and γx. Thus it is relatively difficult to estimate
jointly x, γn and γx.

8.2.2 Variational Bayesian Approximation

The Variational Bayesian Approximation (VBA) is a way to solve the present problem. Unlike the
classical approaches that determine a point estimator from the posterior distribution (maximum or
expectation), the VBA approach seeks an approximate distribution. The principle is to determine
a law that is simple to handle, in particular a separable law. Indeed, we have seen in the previous
example that one of the major difficulties is the complicated dependence between the hyperparameters
and the unknowns.

We define an approaching law q(x, γn, γx), which is separable as

q(x, γn, γx) = q(x)q(γn)q(γx) (8.11)

We are going to find the closest probability density function to the true posterior distribution in
the sense of the Kullback-Leibler divergence. To that end we need to solve a constraint variational
optimization problem:

qopt(x, γn, γx) = argminq∈L1(RM+2)KL{q(x, γn, γx)∥p(x, γn, γx|y, . . .)}

s.c

∫
q(x, γn, γx)dxdγndγx = 1 (8.12)

where the space L1(R) is the space of the integrable function. If a function h(t) ∈ L1(R), the integral∫
h(t)dt exists.

The above optimization problem requires us to know the posterior probability density function.
However, this density is often difficult to determine analytically due to the computation of the normal-
ization coefficient. Thus, we use the following calculations in order to express our problem according
to the joint law instead:

log p(y|M) = log
f(x, γn, γx,y|M)

f(x, γn, γx|y,M)

= log
q(x, γn, γx)f(x, γn, γx,y|M)

q(x, γn, γx)f(x, γn, γx|y,M)

=

∫
log

q(x, γn, γx)f(x, γn, γx,y|M)

q(x, γn, γx)f(x, γn, γx|y,M)
q(x, γn, γx)dxdγndγx

=

∫
q(x, γn, γx) log

(
f(x, γn, γx,y|M)

q(x, γn, γx)

)
dxdγndγx

+

∫
q(x, γn, γx) log

(
q(x, γn, γx)

f(x, γn, γx|y,M)

)
dxdγndγx

= F(q,y) + KL{q(x, γn, γx)∥f(x, γn, γx|y,M)}

(8.13)
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It can be seen that minimizing the KL divergence is equivalent to maximize the free negative energy
F(q,y). The problem becomes

qopt(x, γn, γx) = argmaxqF(q,y) (8.14)

With the assuming separation form, the solution can be obtained with a fixed point method by
proceeding in an alternate update scheme:

q(n+1)(x) = argmaxq(x)F(q,y) s.c.

∫
q(x)dx = 1 (8.15)

=
1

Zx
exp

[
⟨log f(y,x, γn, γx|M)⟩q(n)(γn)q(n)(γx)

]
(8.16)

q(n+1)(γn) =
1

Zγn

exp
[
⟨log f(y,x, γn, γx|M)⟩q(n+1)(x)q(n)(γx)

]
(8.17)

q(n+1)(γx) =
1

Zγx

exp
[
⟨log f(y,x, γn, γx|M)⟩q(n+1)(x)q(n+1)(γn)

]
(8.18)

with ⟨h(x, γn, γx)⟩q(γn)q(γx) =
∫
h(x, γn, γx)q(γn)q(γx)dγndγx.

To simplify the calculation of the approximate law q we can choose a prior law conjugate with
the likelihood as described before. Then, we know that the posterior distribution is in a classical law.
With this choice, we know that x follows a Gaussian law and γn and γx follow a Gamma law. Now
for each iteration we only update the parameter of the approximate law:

q(x) = N (mx,Σx) (8.19)

q(γn) = G(αn, βn) (8.20)

q(γx) = G(αx, βx) (8.21)

With these shaping parameters, we can get the density distribution of each unknown and those can
be estimated by choosing the mean of these distributions.

8.3 Forward problem

One considers as before the two-dimensional case. To remind, time-harmonic waves are assumed with
time dependence exp(−iωt) for both acoustic and electromagnetic cases. The modeled breast is located
inside a domain of interest (DoI) D. The known background medium is characterized by its complex
relative permittivity ϵb, permeability µb, and wavenumber kemb = ω

√
ϵ0ϵbµb in electromagnetics, and

its speed of sound cb, attenuation αb, and wavenumber kacb = ω/cb + iαb in acoustics. Permeability
and density are taken constant within the DoI. The unknown parameters are the complex relative
permittivity ϵr(r) = ϵ′r(r) + iϵ′′r(r), the sound speed c(r) and the attenuation α(r). For each imaging
modality, Ni probes are evenly located at r′v, v = 1, 2, . . . , Ni on a circle S, see Figure 8.1. Each
illuminates the DoI and scattered fields are collected by all.

To solve the problem numerically, D is discretized into M = Nx ×Ny small cells centered at rm,
m = 1, 2, . . . ,M . A pulse-basis point-matching method of moments (MoM) is employed. Every square
cell is approximated by a small disk with same area and with equivalent radius R. The acoustic and
dielectric contrasts are defined as

χac(r) =
(kac(r))2 − (kacb )2

(kacb )2
(8.22)

χem(r) =
(kem(r))2 − (kemb )2

(kemb )2
(8.23)
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Figure 8.1: Schematic diagram of configuration of two modalities working in a multistatic way

The discrete form of χ is denoted as χ = [χ(r1), . . . , χ(rM )]T . We have source-type integral equations
describing the relation between the fields and contrast for pth incidence as

Jp = XFi
p + XGdJp (8.24)

Fs
p = GsJp (8.25)

where F is the pressure field P or the electric field E. Superscripts ”i” and ”t” denote incident and

total field, i.e., the field inside D without and with breast, respectively. In this case, F
t/i
p is a M × 1

vector with F
t/i
p = [F

t/i
p (r1), . . . , F

t/i
p (rM )]T where superscript ”T” denotes transpose. Fs

p is a Ni × 1

vector representing the scattered field collected by the receivers as Fs
p = [F s

p (r′1), . . . , F
s
p (r′Ni

)]T . X is
a matrix with diagonal entry representing the contrast at different location, as diag(X) = χ. J is the
contrast current defined as

J(r) = χ(r)F t(r) (8.26)

Gd is a M ×M matrix with element

[Gd]m,m′ =


ikbπR

2
J1(kbR) H

(1)
0 (kb|rm − rm′ |),m ̸= m′

ikbπR

2
H

(1)
1 (kbR) − 1, otherwise

(8.27)

where J1 is the 1st-kind Bessel function, H
(1)
1 the 1st-kind 1st-order Hankel function and H

(1)
0 the

1st-kind 0th-order one. The Ni ×M matrix Gs is

[Gs]v,m =
ikbπR

2
J1(kbR) H

(1)
0 (kb|r′v − rm|) (8.28)

In a Bayesian framework, two variables n and ϑ are introduced, representing the errors in the
forward model, such as measurement noise and descritization error. The forward model becomes

Jp = XFi
p + XGdJp + n (8.29)

Fs
p = GsJp + ϑ (8.30)

We assume that both n and ϑ follow a normal distribution with zero means. Note that the errors
are complex-valued, and here we assume that real and imaginary parts are independent and have
the same variance, thus we have ℜ{n}/ℑ{n} ∼ N (0, (γn/2)−1I) and ℜ{ϑ}/ℑ{ϑ} ∼ N (0, (γs/2)−1I)
where γn and γs are precision parameters that need to be estimated.
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8.4 Bayesian framework

8.4.1 Bayesian modeling

Given the distributions of the errors, we can get the Gaussian likelihood of the data and prior law of
the contrast current as

f(Fs
p|Jp, γn) ∝ (γn)Ni exp{−γn∥Fs

p −GsJp∥2} (8.31)

f(Jp|χ, γs,Fi
p) ∝ (γs)

M exp{−γs∥Jp −XFi
p −GdJp∥2} (8.32)

The prior law of the contrast is a Gaussian law. We intend to introduce a smoothness information to
limit the impact of the noise. Moreover, we aim at preserving the edge of the object. So we introduce
a Gaussian law knowing the hidden edge variables b.

f(χ|γb,b) ∝ (γb)
4M exp

{
−γb(D1χ)†diag(b1)D1χ

}
× exp

{
−γb(D2χ)†diag(b2)D2χ

}
× exp

{
−γb(D3χ)†diag(b3)D3χ

}
× exp

{
−γb(D4χ)†diag(b4)D4χ

}
(8.33)

where D1 is the horizontal discrete gradient, D2 the vertical, D3 the diagonal and D4 the second
diagonal. Note that here we follow the work in Chapter 6, the gradient is normalized by a scaling
parameter δ. Edge variable b = [b1,b2,b3,b4] is used to indicate the presence of a discontinuity in
different directions. The prior law of [bu]m is a Bernoulli distribution [bu]m ∼ BN (pb) as

Pr([bu]m = 1|pb) = pb, P r([bu]m = 0|pb) = 1 − pb (8.34)

where pb is a prior probability and is assumed to be known. These Bernoulli variables are the key
point of our approach which are common to the two inverse problems. They allow to promote the
solutions with the discontinuity in the same location in the two modality.

As we can see in Equations (8.31), (8.32) and (8.33), we have to tune three parameters γ per
modality. Tuning of six parameters empirically is difficult. So we adopt a full Bayesian approach.
where they are jointly estimated. To simplify the computation, we use the conjugate prior for the
hyperparameters, i.e., the Gamma distribution, as follows

f(γn|αn0, βn0) = G(αn0, βn0) ∝ (γn)αn0−1 exp{−βn0γn} (8.35)

f(γs|αs0, βs0) = G(αs0, βs0) ∝ (γs)
αs0−1 exp{−βs0γs} (8.36)

f(γb|αb0, βb0) = G(αb0, βb0) ∝ (γb)
αb0−1 exp{−βb0γb} (8.37)

where when αn0 → 0 and βn0 → 0, we can get a non-informative prior for γn, and the same case for
γs and γb. With the above distributions for both acoustic and electromagnetic cases, based on Bayes’
rule, the joint posterior distribution can be expressed as

f(Jac,χac,Jem,χem, γacn , γ
ac
s , γ

ac
b , γ

em
n , γems , γemb ,b|Es,Ei,Ps,Pi) ∝∏

p

f(Es
p|Jem

p , γemn )
∏
p

f(Jem
p |χem, γems ,Ei

p)f(χem|b, γemb )

×
∏
p

f(Ps
p|Jac

p , γ
ac
n )
∏
p

f(Jac
p |χac, γacs ,P

i
p)f(χac|b, γacb )

× f(γemn |αem
n0 , β

em
n0 )f(γems |αem

s0 , β
em
s0 )f(γemb |αem

b0 , β
em
b0 )

× f(γacn |αac
n0, β

ac
n0)f(γacs |αac

s0, β
ac
s0)f(γacb |αac

b0, β
em
b0 )

∏
u

∏
m

Pr([bu]m|pb)

(8.38)
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8.4.2 Variational Bayesian Approximation

As described before, with the variational Bayesian technique, an approximate distribution q(x) (x =
{Jac,Jem,χac,χem,b,Θ} with Θ the set of hyperparameters) consisting of a number of free-form
separable distributions for each set of parameters to be estimated is to be found to approximate the
true posterior distribution. q(x) is chosen as

q(x) =

NiNf∏
p=1

q(Jac
p )q(χac)

Ni∏
p=1

q(Jem
p )q(χem)q(γacn )q(γemn )

× q(γacs )q(γems )q(γacb )q(γemb )
4∏
u

M∏
m

q([bu]m)

(8.39)

where Nf is the number of frequencies employed in acoustic case which will be described in the
experiment section.

The approximate laws are chosen as follows

q(Jac
p ) = N (mac

Jp ,Σ
ac
J ) q(χac) = N (mac

χ ,Σ
ac
χ )

q(Jem
p ) = N (mem

Jp ,Σ
em
J ) q(χem) = N (mem

χ ,Σem
χ )

q(γemn ) = G(αem
n , βemn ) q(γems ) = G(αem

s , βems )

q(γacn ) = G(αac
n , β

ac
n ) q(γacs ) = G(αac

s , β
ac
s )

q(γemb ) = G(αem
b , βemb ) q(γacb ) = G(αac

b , β
ac
b )

q([bu]m = 1) = [πu]m

(8.40)

The shaping parameters are estimated during the optimization process as follows.
The parameters for the acoustic contrast source are updated as

Σac
J =

{
γ̃acn (Gac

s )†Gac
s + γ̃acs

[
(Gac

d )†diag([mac
χ ]2)Gac

d + I− 2ℜ((Gac
d )†diag(mac

χ ))
]}−1

(8.41)

mac
Jp = Σac

J

(
γ̃acn (Gac

s )†Ps
p + γ̃acs

(
mac

χ Pi
p − (Gac

d )†diag([mac
χ ]2)Pi

p

))
(8.42)

with [mac
χ ]2 = mac

χ . × mac
χ + diag(Σac

χ ) and mac
χ is the conjugate of mac

χ . Those s for the acoustic
contrast are as

Σac
χ =

{
γ̃acs diag(

∑
p

[Pt
p]
2) + γ̃acb

∑
u

(DT
udiag(πu)Du)

}−1

(8.43)

mac
χ = Σac

χ

[
γ̃acs
∑
p

mac
Jp .×P

i
p + diag

(
(mac

J (mac
J )† + Σac

J )(Gac
d )†
)]

(8.44)

with [Pt
p]
2 = mP t

p
.×mP t

p
+ diag(ΣP t

p
) where mP t

p
= Pi

p + Gac
d mac

Jp
and ΣP t

p
= Gac

d Σac
J (Gac

d )†.
γ̃acn is calculated as γ̃acn = αac

n /β
ac
n with

αac
n = αac

n0 +NiNrNf (8.45)

βacn = βacn0 +
∑
p

(
∥Gac

s mac
Jp∥2 + ∥Ps

p∥2 − 2ℜ < Gac
s mac

Jp ,P
s
p > +tr(Gac

s Σac
J (Gac

s )†)
)

(8.46)

γ̃acs is calculated as γ̃acs = αac
s /β

ac
s with

αac
s = αac

s0 +NiNfNm (8.47)

βacs = βacs0 +
∑
p

(
∥mac

Jp∥2 + ∥mac
χ ∥2∥Pt

p∥2 − 2ℜ <mac
χ ,m

ac
JpP

t
p >
)

(8.48)
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with mac
Jp
P

t
p = mac

Jp
.×P

i
p + diag

(
(mac

Jp
(mac

Jp
)† + Σac

J )(Gac
d )†
)

.

γ̃acb is calculated as γ̃acb = αac
b /β

ac
b with

αac
b = αac

b0 + 4Nm (8.49)

βacb = βacb0 +
∑
u

(
< Dum

ac
χ ,diag(πu)(Dum

ac
χ ) > +tr(DuΣ

ac
χ DT

u .× diag(πu))
)

(8.50)

Similarly, the parameters for the microwave case are updated as follows. For the parameters
concerning the contrast source, we have

Σem
J =

{
γ̃emn (Gem

s )†Gem
s + γ̃ems

[
(Gem

d )†diag([mem
χ ]2)Gem

d + I− 2ℜ((Gem
d )†diag(mem

χ ))
]}−1

(8.51)

mem
Jp = Σem

J

(
γ̃emn (Gem

s )†Es
p + γ̃ems

(
mem

χ Ei
p − (Gem

d )†diag([mem
χ ]2)Ei

p

))
(8.52)

with [mem
χ ]2 = mem

χ . ×mem
χ + diag(Σem

χ ) and mem
χ is the conjugate of mem

χ . The parameters for the
dielectric contrast are calculated as

Σem
χ =

{
γ̃ems diag(

∑
p

[Et
p]
2) + γ̃emb

∑
u

(DT
udiag(πu)Du)

}−1

(8.53)

mem
χ = Σem

χ

[
γ̃ems

∑
p

mem
Jp .×E

i
p + diag

(
(mem

J (mem
J )† + Σem

J )(Gem
d )†

)]
(8.54)

with [Et
p]
2 = mEt

p
.×mEt

p
+ diag(ΣEt

p
) where mEt

p
= Ei

p + Gem
d mem

Jp
and ΣEt

p
= Gem

d Σem
J (Gem

d )†.
γ̃emn is calculated as γ̃emn = αem

n /βemn with

αem
n = αem

n0 +NiNr (8.55)

βemn = βemn0 +
∑
p

(
∥Gem

s mem
Jp ∥2 + ∥Es

p∥2 − 2ℜ < Gem
s mem

Jp ,E
s
p > +tr(Gem

s Σem
J (Gem

s )†)
)

(8.56)

γ̃ems is calculated as γ̃ems = αem
s /βems with

αem
s = αem

s0 +NiNm (8.57)

βems = βems0 +
∑
p

(
∥mem

Jp ∥2 + ∥mem
χ ∥2∥Et

p∥2 − 2ℜ <mem
χ ,mem

Jp E
t
p >
)

(8.58)

with mem
Jp

E
t
p = mem

Jp
.×E

i
p + diag

(
(mem

Jp
(mem

Jp
)† + Σem

J )(Gem
d )†

)
.

γ̃emb is calculated as γ̃emb = αem
b /βemb with

αem
b = αem

b0 + 4Nm (8.59)

βemb = βemb0 +
∑
u

(
< Dum

em
χ ,diag(πu)(Dum

em
χ ) > +tr(DuΣ

em
χ DT

u .× diag(πu))
)

(8.60)

[πu]m is updated as

[πu]m =
exp(l)p2b

exp(l)p2b + (1 − pb)2
(8.61)

with l = − γ̃
ac
b

2

(
|[Dum

ac
χ ]m|2 + [DuΣ

ac
χ DT

u ]m
)
− γ̃emb

2

(
|[Dum

em
χ ]m|2 + [DuΣ

em
χ DT

u ]m
)

The algorithm is summarized as follows:
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Algorithm 9 Joint inversion with VBA (JVBA)

Input: Es
p, E

i
p, P

s
p, P

i
p, p = 1, . . . , Ni, G

em
s , Gem

d , Gac
s , Gac

d

Initialization: Jac, χac, Jem, χem, Θ
repeat

Update the law q(Jac) using (8.41) and (8.42)
Update the law q(χac) using (8.43) and (8.44)
Update the law q(γacn ) using (8.45) and (8.46)
Update the law q(γacs ) using (8.47) and (8.48)
Update the law q(γacb ) using (8.49) and (8.50)
Update the law q(Jem) using (8.51) and (8.52)
Update the law q(χem) using (8.53) and (8.54)
Update the law q(γemn ) using (8.55) and (8.56)
Update the law q(γems ) using (8.57) and (8.58)
Update the law q(γemb ) using (8.59) and (8.60)
Update the law q(b) using (8.61)

until a stopping criterion is satisfied
Output: χac, χem

8.5 Numerical experiments

In this section, numerical experiments are conducted on several breast models. First the algorithm is
validated on a synthetic model with regular tissue shapes, then is investigated on three realistic breast
models which have more complicated inner structures. All simulations are run on Matlab R2018b.

In the simulation, for the electromagnetic case, 40 antennas are evenly set on a circle, working as
sources and receivers simultaneously at a single 1 GHz operation frequency.

For the acoustic case, 64 transducers operate at three frequencies, namely 100, 150 and 200 kHz,
to get a better estimate of the structure in the first step. Considering the acoustic wavenumber
kac = ω/c+ iα wherein attenuation α = α0f , α0 the attenuation at frequency f =1 MHz (here a linear
dependence is assumed [138]), the approximation can be made that the acoustic contrast does not
change with frequency.

The DoI is discretized by MoM into a grid which is at least twice finer than the one used in
inversion. Additive Gaussian noise of 30 dB is added to the data.

Relative error between reconstructed parameters ζ and ground truth ξ is defined to evaluate the
reconstruction results as

Err =
∥ζ − ξ∥2
∥ξ∥2

(8.62)

Before running the joint inversion algorithm, an initial guess of the acoustic reconstruction result is
obtained by some nonlinear iterative inversion algorithm, such as CSI to get a better initial guess of the
edge variables. During the first several iterations of the joint inversion, the edge variables are estimated
only via the acoustic contrast. To save computation time, the update of parameters concerning the
acoustic case stops when the relative difference of the acoustic contrast of two iterations is below
the threshold and the whole optimization procedure stops when the relative difference of dielectric
contrast is below the same threshold. To compare, reconstruction results by JCSI-EP with γ = 0.5
are also shown.

8.5.1 Synthetic breast model

The first breast model is a synthetic model where each tissue type has a regular shape. The prior
probability pb is chosen as 0.05 and the threshold used to stop the algorithm is 1 × 10−3. The
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Table 8.1: Model 1 – Relative error of acoustic and dielectric parameters

Methods
acoustic parameter dielectric parameter
c α ϵ′r ϵ′′r

JCSI-EP 0.0078 0.3406 0.2664 0.3002
JVBA 0.0084 0.2634 0.3487 0.4282

groundtruth and the reconstruction results are shown in Figure 8.2. The relative error of parameters
are shown in Table 8.1.
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Figure 8.2: Model 1 – Ground truth (1st row), joint inversion results of JCSI-EP (2nd) and JVBA
(3rd) with speed of sound c (1st column), attenuation α (2nd), real part ϵ′r (3rd) and imaginary part
ϵ′′r (4th) of relative permittivity.

It can be seen that JVBA has a higher error than JCSI-EP. Compared with JCSI-EP, the skin
is not well estimated by JVBA which is smoothed in the optimization process. Yet the tumor can
still be seen clearly in the reconstruction results of all parameters with most of the hyperparameters
estimated automatically.

Figure 8.3 shows the edge variables estimated by these two algorithms. It can be observed that
the discontinuities between the tumor and the glandular part are finer in JCSI-EP while JVBA yields
a better estimate on edges between glandular and fatty parts. We should also note that in JCSI-EP
we have confined the region for reconstruction in a circle with a radius of 0.045 m, which is shown as
the outer boundaries. However, we have no such restrictions in the JVBA. Considering that the cell
size in inversion is 0.1 m/80=1.25 mm and that the thickness of the skin is 2 mm, the skin takes no
more than 2 pixels in width and it is difficult to image.

110



Numerical experiments

-0.05 0 0.05

-0.05

0

0.05

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-0.05 0 0.05

-0.05

0

0.05

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-0.05 0 0.05

-0.05

0

0.05

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-0.05 0 0.05

-0.05

0

0.05

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-0.05 0 0.05
-0.05

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

-0.05 0 0.05
-0.05

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

-0.05 0 0.05
-0.05

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

-0.05 0 0.05
-0.05

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Figure 8.3: Model 1 – Reconstruction result of edge variables in four directions with JCSI-EP (1st
row) and JVBA (2nd).

8.5.2 Realistic breast models

We validate our algorithm on three realistic breast models, with two models from Class 3 and one
from Class 4. The prior probability pb is chosen as 0.15 for all models. The threshold is 5 × 10−4 to
stop the optimization procedure.

Class 3 Model

Two breast models are derived from the same breast phantom with a synthetic tumor located with
the same position but with different shape. The first model has a regular-shaped tumor and the
groundtruth and reconstruction results are shown in Figure 8.4. The tumor is visible with both
inversion algorithms. The relative error is in Table 8.2. From the quantitative assessment, the recon-
struction errors are quite similar. JVBA has a smaller error in the real part of the dielectric parameter
while a higher error in the imaginary part.
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Figure 8.4: Model 2 – Ground truth (1st row) and reconstruction results of JCSI-EP (2nd) and JVBA
(3rd) with speed of sound c (1st column), attenuation α (2nd), real part ϵ′r (3rd) and imaginary part
ϵ′′r (4th) of relative permittivity.
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Table 8.2: Model 2 – Relative error of acoustic and dielectric parameters

Methods
acoustic parameter dielectric parameter
c α ϵ′r ϵ′′r

JCSI-EP 0.0097 0.3977 0.4411 0.4771
JVBA 0.0098 0.3516 0.4271 0.5104

Table 8.3: Model 2 – Estimation of hyperparameters

Modality γn γs γb

AC 5.01 × 107 2.86 × 106 2.96 × 103

EM 2.59 × 107 4.46 × 103 10.51

An advantage of this algorithm is that the hyperparameters are automatically estimated. If there
is only one hyperparameter, it can be chosen with the L-curve or another method, however, it is
quite difficult when there are many parameters to choose. Table 8.3 gives the estimation result of
hyperparameters at the last iteration. We can observe a higher precision parameter for the data
equation γn than the parameter for the state equation γs in both acoustic and microwave cases.
This may be a compensation for a smaller dimension in data compared with a higher dimension for
unknowns. Meanwhile, γs in the microwave case is quite smaller than in the acoustic case which means
a higher state equation error exists in the microwave case. Besides, the acoustic case also has a higher
γb than in microwave. This can be inferred since the dielectric contrast is stronger even much stronger
than the acoustic contrast.

The second model has an irregular-shaped tumor. The reconstruction results are shown in Fig-
ure 8.5 and relative errors are in Table 8.4. The shape of the tumor is well estimated by both
algorithms. The comparison between these two algorithms is quite similar with Model 2.
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Figure 8.5: Model 3 – Ground truth (1st row) and reconstruction results of JCSI-EP (2nd) and JVBA
(3rd) with speed of sound c (1st column), attenuation α (2nd), real part ϵ′r (3rd) and imaginary part
ϵ′′r (4th) of relative permittivity.
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Table 8.4: Model 3 – Relative error of acoustic and dielectric parameters

Methods
acoustic parameter dielectric parameter
c α ϵ′r ϵ′′r

JCSI-EP 0.0098 0.3983 0.4430 0.4811
JVBA 0.0100 0.3643 0.4332 0.4948

Table 8.5: Model 4 – Relative error of acoustic and dielectric parameters

Methods
acoustic parameter dielectric parameter
c α ϵ′r ϵ′′r

JCSI-EP 0.0089 0.3513 0.4157 0.4523
JVBA 0.0089 0.3051 0.3950 0.5511

Class 4 model

The reconstruction result and the relative error for the Class 4 model are shown in Figure 8.6 and
Table 8.5. There are some small regions in the dielectric parameters that have a high contrast. If
those could be removed, the imaging quality would be greatly enhanced.
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Figure 8.6: Model 4 – Ground truth (1st row) and reconstruction results of JCSI-EP (2nd) and JVBA
(3rd) with speed of sound c (1st column), attenuation α (2nd), real part ϵ′r (3rd) and imaginary part
ϵ′′r (4th) of relative permittivity.

8.6 Conclusion

In this part, we presented a joint inversion algorithm within a Bayesian framework to estimate the
hyperparameters jointly. Like with the algorithm proposed in Chapter 6, we use edges toward different
directions as hidden variables. Bernoulli distribution is employed to represent the presence of the
edges at different positions. Gamma distributions are used for hyperparameters. Joint posterior
distribution can be obtained according to Bayes’ rule and an approximate law consisting of a number
of separable distributions for the parameters is assumed to approximate the true distribution. From
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the reconstruction, we conclude that the performance is similar with the one of JCSI-EP. Yet it is
worth mentioning that in the present method, only one parameter pb, the prior probability of the
presence of the edge, is needed to be set based on the complexity of the breast models.
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Chapter 9

Conclusion and perspectives

9.1 Conclusion

In this thesis, we have discussed early breast tumor detection with joint microwave and ultrasound
modalities. The proposed methods can be classified into two classes and all of these methods are based
on the assumption that the distributions of acoustic and electric parameters share the same structure,
which is determined by tissue types.

The first class is model fusion, where successive imaging procedures are conducted and the result of
one modality yields prior information for the inversion with the other modality. To detail somewhat,
an image indicating the discontinuities is formed with ultrasound data. Such a procedure is similar
with the B-mode scan, whereas only the traveling time of the pulse is recorded and used to find
the distance between the reflection point and the transducer with a constant speed of sound being
assumed. An ultrasound-guided smoothness regularization term is proposed given such images.

This regularization is like the first-order Tikhonov regularization while an additional parameter
which can be 0 or 1 is introduced to indicate whether there is a tissue boundary or not. If no boundary,
a smoothness constraint is imposed so as two adjacent pixels have similar parameters. In contrast, if
a boundary, the value is 0 and a jump is allowed at this pixel.

Another class is joint fusion where acoustic data and microwave data are inverted simultaneously.
Three methods are proposed in the above, which can be classified into this class. We see from the
above result that given the position of edges, the imaging performance can be improved and therefore
we have been developing some joint inversion algorithms based on edges.

Following such an idea, joint inversion with edge-preserving regularization is proposed. In this
method edge variables as the hidden variables are introduced to combine the reconstruction of ultra-
sound and acoustic images. These edge variables indicating the presence and absence of the boundaries
at each pixel are continuous between 0 and 1. Like with the UGS regularization, a value approaching
1 is for a discontinuity that should be preserved while a value closed to 0 for small gradients to be
smoothed.

This regularization is incorporated into the CSI method and is imposed to both acoustic and
electric parameters while the edge variables are shared by them. We have combined the optimization
methods used in CSI and edge-preserving regularization, an alternate minimization being used to
update the parameters in CSI cost of the acoustic case, acoustic contrast source and acoustic contrast,
edge variables, and then parameters in the CSI cost associated to microwave.

To get rid of the problem of the choice of hyperparameters, we developed some other algorithms.
The method is based on convolutional neural networks. We designed different streams to input data
from different modalities and fused the feature maps after several layer such that the information of
ultrasound and microwave are combined. After several residual bottlenecks the network outputs the
acoustic and electric parameters to give the reconstruction images. Apart from such regression task,
an auxiliary classifier is designed to classify each pixel into a tissue type or background medium. The
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common structure of the breast for both modalities provides additional information for the network
to learning the mapping from the data to the physical parameters. Such multi-task learning can help
the training of the network and improve the generalization capability.

Another method is based on the Variational Bayesian Approximation. We use edges as the hidden
variables to combine the acoustic and dielectric contrasts. A Bernoulli distribution is assigned to these
variables. Hyperparameters are assigned with Gamma distribution for estimation. Based on Bayes’
rule, we can get the joint posterior distribution of all variables to be estimated. Separable approximate
laws are assumed for each set of parameters and are determined by approximating the true posterior
distribution in the sense of Kullback-Leibler. The mean of these distributions is then used as the
estimation result.

To summarize, we have developed and investigated a number of breast imaging methods with
ultrasound and microwave modalities involved in the procedure. To combine different modalities, the
relation between the parameters must be found. Usually structural similarity is a good choice since
the parameters are related to the tissue type.

Structure information based on edge or region can be used. If region information is chosen, typically
a segmentation of the image is needed while the boundary can be obtained in an easier way. Thus,
most of the proposed algorithms are based on edges. In contrast, CNN learns the mapping itself thus
the region information can be easily incorporated.

9.2 Perspectives

9.2.1 On the application in practice

In this investigation, we only consider a two-dimensional geometry, in the standard TM polarization
case, which may be seen as quite a simplification in practice. In the future, one should try to solve
such a problem in three dimensions, where the dyadic Green’s function is needed in the microwave
case (only the scalar one in acoustics, complexity is less) and more equations with more parameters
are obviously faced with as the components along different axes need to be tackled. Also, one should
be careful to consider real-world antennas, even if with a main polarization ensured, for which S-
parameters are expected to be collected, also opening the door to not-so-simple calibration issues.
The challenge by the way looks more critical in the microwave domain since ultrasonic transducers
are readily available, used in standard breast imaging, and a lot of know-how is available there.

One point however, regarding 2D and 3D, once reminded that 3D electromagnetic probing of the
breast has been considered with fair to good success by some authors already like [52, 88, 111], much
work in the Ground Probing Radar research community still involves superimposition of 2D images of
the subsoil, as is exemplified in the demanding situation of superficial tree root imaging by [197] and
many references therein, and even if the breast is a challenge per se, assuming that superimposition
may not go out-of-hand.

To reach such a goal, the full 3D situation, we could change the configuration used in the above
joint inversion methods accordingly. That is, considering a third axis, z-axis, perpendicular to the
plane, we could set the array of antennas and transducers along the z-axis. E.g., a set of antennas
would be located on a circle at z = z1, and then an array of US transducers would be placed at z = z2.
Such a placement could be repeated to collect more data.

The electric parameters considered in this thesis are obtained from ex vivo specimens between
several minutes to hours after resection. Yet Haemmerich et al. [198] have reported that the largest
change in the tissue property occurs immediately after the tissue removal, on the order of seconds to
minutes. Thus these values differ from their in vivo counterparts. Halter et al. [199] have observed
a fairly substantial decrease in both malignant decrease in both permittivity and conductivity of
malignant tissue from the in vivo to ex vivo state. For example, the relative permittivity of in vivo
tumor given by them is about 70 whereas this value in this work is about 60 at 1 GHz. Thus it is
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reasonable to test the algorithms with different values. Meanwhile, the acoustic properties are uniform
in each tissue type. Small variations should be added to model the complexity closer to reality.

9.2.2 On some potential improvement of algorithms

As for what concerns the convolutional neural network approach, the input of the network is high-
dimensional (too many channels) and that makes it not practical in application to a 3D case. One
way to overcome this problem can be that several networks are trained to get the imaging results at
different locations. To add the spatial connection along the third direction, more sets of data with the
central one representing the data for target position can be stacked along channels as the input of the
network. Yet the input data still has a high dimension.

Another way is that one combines the data from different incidences before inputting them to
the network. For example, many investigators use the reconstruction result of CSI or other inversion
algorithms as input of the network [85, 87]. With this method, the input channel can be decreased
to 2 (real and imaginary parts of the contrast) for one position. However, with a nonlinear iterative
method, we may lose the real-time property of the imaging process while with a non-iterative method,
the input of the network may lose some information. More investigation is still needed in that direction.

Otherwise, in this work, we have used edges as hidden variables in the Bayesian framework, yet
some other priors with different hidden variables can be used. For example, with Potts prior we can
get a segmentation of the breast models with the class of each pixel as a hidden variable. This prior
has been employed in microwave breast imaging, e.g., [69]. In such a method, class label for each pixel
c(r) is the hidden variable and used for both acoustic and microwave cases. The model is expressed
as

f(c|λ) =
1

T (λ)
exp{λ

∑
r

∑
r′∈Vr

δ(c(r) − c(r′))} (9.1)

where Vr is the neighborhood of r and λ is a parameter that determines the correlation between
neighbors with T (λ) as the normalization. The contrast is modeled as

f(χ(r)|c(r) = k) = N (χ(r)|mk, vk), k = 1, . . . ,K (9.2)

Given the class of the pixel k, the contrast follows a Gaussian distribution with the mean mk and
variance vk. Within this framework, the mean mk and variance vk for each class and for two modalities
with the class label need to be estimated. The class number K is assumed to be known but can be
set also with a higher value and then merge two classes when their means are quite close or remove
one class if the pixel number is below a threshold.

Based on edge variables, some aspects can be considered also. In this work we have assumed
these edge variables are independent. We may also assign a conditional prior, such as Ising model, to
introduce some interactions between them, i.e., if there is an edge at a certain location, the probability
will be higher that the discontinuity will occur in its neighborhood, thus we can get more continuous
boundaries.

We may also consider the discretization. In this work, we use the same grid for two modalities with
the method of moments. Since acoustic imaging has a higher resolution and that usually we get an
acoustic image first to get the structure information, we may employ a grid for microwave based on this
reconstruction result, with finer discretization on the borders and coarser one within the homogeneous
region. For example, in [200], an adaptive discretization is proposed to solve the forward problem.
Besides, FEM may be also investigated. In addition, the New Integral Equation approach, designed
to tackle strong contrasts in inversion as introduced in [158] and further investigated or extended in
subsequent works by its authors and a number of others, e.g., [201], [202], may also be a way forward
in view of some indeed quite strong microwave contrasts to handle in the breast and its heterogeneity.
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[167] P. Charbonnier, L. Blanc-Féraud, G. Aubert, and M. Barlaud, “Deterministic edge-preserving
regularization in computed imaging,” IEEE Transactions on Image Processing, vol. 6, no. 2,
pp. 298–311, 1997.

[168] K. Simonyan and Z. Andrew, “Two-stream convolutional networks for action recognition in
videos,” in Proceedings of the 27th International Conference on Neural Information Processing
Systems (NIPS’14), vol. 1, pp. 568–576, 2014.

[169] N. Ozmen-Eryilmaz, L. Demi, E. J. Alles, M. D. Verweij, and K. W. A. van Dongen, “Modeling
acoustic wave field propagation in 3D breast models,” in 2011 IEEE International Ultrasonics
Symposium, pp. 1700–1703, Oct 2011.

[170] N. Ozmen, R. Dapp, M. Zapf, H. Gemmeke, N. V. Ruiter, and K. W. van Dongen, “Compar-
ing different ultrasound imaging methods for breast cancer detection,” IEEE Transactions on
Ultrasonics, Ferroelectrics, and Frequency Control, vol. 62, no. 4, pp. 637–646, 2015.

[171] J. Asefi, A. Baran, and J. LoVetri, “An experimental phantom study for air-based quasi-resonant
microwave breast imaging,” IEEE Transactions on Microwave Theory and Techniques, vol. 67,
no. 9, pp. 3946–3954, 2019.

[172] Y. Qin, T. Rodet, M. Lambert, and D. Lesselier, “Joint inversion of electromagnetic and acoustic
data with edge-preserving regularization for breast imaging,” IEEE Transactions on Computa-
tional Imaging, vol. 7, pp. 349–360, 2021.

128



Bibliography

[173] L. Xu, C. Lu, Y. Xu, and J. Jia, “Image smoothing via l 0 gradient minimization,” in Proceedings
of the 2011 SIGGRAPH Asia Conference, pp. 1–12, 2011.

[174] F. Zhu, Z. Liang, X. Jia, L. Zhang, and Y. Yu, “A benchmark for edge-preserving image smooth-
ing,” IEEE Transactions on Image Processing, vol. 28, no. 7, pp. 3556–3570, 2019.
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Titre: Détection précoce d’anomalies du sein à l’aide de modalités microondes et ultrasonores

Mots clés: imagerie du sein, micro-ondes, ultrasons, fusion de données, méthode itérative de Born
distordue, inversion de source de contraste, régularisation bords préservés, solutions bayésiennes, réseaux
de neurones double flux.

Résumé: L’imagerie du sein visant la détection
précoce de tumeurs est étudiée en associant données
micro-ondes (MW) et ultrasonores (US). Aucune in-
scription n’est imposée, un sein libre étant supposé.
Une 1re approche utilise des informations antérieures
sur les frontières des tissus venant de données de
réflexion US. La régularisation intègre que deux pix-
els voisins présentent des propriétés MW similaires
si hors frontière, un saut étant autorisé sinon. Ceci
est appliqué au sein de la méthode itérative de Born
distordue et la méthode d’inversion de source de con-
traste. Une 2de implique régularisation déterministe
préservant les bords via variables auxiliaires indi-
quant si un pixel est ou non sur un bord, marqueurs
partagés par les paramètres MW et US. Ceux-ci sont
conjointement optimisés à partir de leurs derniers
profils et guident la prochaine optimisation en coef-
ficients du terme de régularisation. La minimisation
alternative met à jour contraste US, marqueurs, et
contraste MW. Une 3e implique réseaux de neurones

convolutifs. Courant de contraste estimé et champ
diffracté sont les entrées. Une structure multi-flux
se nourrit des données MW et US. Le réseau produit
les cartes des paramètres MW et US en temps réel.
Outre la régression, une stratégie d’apprentissage
multi-tâche est utilisée avec un classificateur qui as-
socie chaque pixel à un type de tissu pour produire
une image de segmentation. La perte pondérée at-
tribue une pénalité plus élevée aux pixels dans les
tumeurs si mal classés. Une 4e implique un formal-
isme bayésien où la distribution a posteriori jointe
est obtenue via la règle de Bayes ; cette distribu-
tion est ensuite approximée par une loi séparable
de forme libre pour chaque ensemble d’inconnues
pour obtenir l’estimation. Ces méthodes de résolu-
tion sont illustrées et comparées à partir d’un grand
nombre de données simulées sur des modèles synthé-
tiques simples et sur des coupes transversales de fan-
tômes numériques anatomiquement réalistes dérivés
d’IRM où des tumeurs artificielles sont insérées.

Title: Early breast anomalies detection with microwave and ultrasound modalities

Keywords: breast imaging, microwave, ultrasound, data fusion, distorted Born iterative method, con-
trast source inversion, edge-preserving regularization, Bayesian solutions, 2-stream neural networks

Abstract: Imaging of the breast for early detec-
tion of tumors is studied by associating microwave
(MW) and ultrasound (US) data. No registration
is enforced since a free pending breast is tackled. A
1st approach uses prior information on tissue bound-
aries yielded from US reflection data. Regularization
incorporates that two neighboring pixels should ex-
hibit similar MW properties when not on a bound-
ary, a jump allowed otherwise. This is enforced in
the distorted Born iterative and the contrast source
inversion methods. A 2nd one involves deterministic
edge preserving regularization via auxiliary variables
indicating if a pixel is on an edge or not, edge mark-
ers being shared by MW and US parameters. Those
are jointly optimized from the last parameter profiles
and guide the next optimization as regularization
term coefficients. Alternate minimization is to up-
date US contrast, edge markers and MW contrast. A
3rd one involves convolutional neural networks. Es-

timated contrast current and scattered field are the
inputs. A multi-stream structure is employed to feed
MW and US data. The network outputs the maps of
MW and US parameters to perform real-time. Apart
from the regression, a multi-task learning strategy is
used with a classifier that associates each pixel to a
tissue type to yield a segmentation image. Weighted
loss assigns higher penalty to pixels in tumors when
wrongly classified. A 4th one involves a Bayesian for-
malism where the joint posterior distribution comes
from Bayes’ rule; this true distribution is approxi-
mated by a free-form separable law for each set of
unknowns to get the estimate sought. These solu-
tion methods are illustrated and compared from a
wealth of simulated data on simple synthetic mod-
els and on 2D cross-sections of anatomically-realistic
MRI-derived numerical phantoms in which artificial
tumors are inserted.
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